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A B S T R A C T

This study focuses on precooling operations for post-harvest fruits and vegetables in smallholder countries,
aiming to provide an effective way to reduce product losses in the early stage of food supply chains. In this study,
we consider the traditional centralized precooling and emerging mobile precooling to fulfill a series of small-
scale and scattered precooling requests, with the goal of minimizing the total operating cost while guarantee-
ing the product quality of farmers. The resulting problem is a variant of the classic heterogeneous fleet vehicle
routing problems with time windows, with the additional consideration of heterogeneous service and
temperature-dependent product quality decay. The vehicle routing model is formulated by integrating product
quality as a constraint in which a dedicated function is developed to capture the quality dynamics under
changing temperatures. We design an improved adaptive large neighborhood search method to solve this
problem by identifying a strategy that is able to deal with the interactions among decisions. Experiment results
quantify the advantages of managing product quality in the early stage of supply chains for perishable products
and provide management insights on conducting quality-based precooling services. Numerical experiments based
on small-scale instances of the studied problem as well as large-scale benchmark instances verify the effective-
ness and efficiency of the proposed algorithm by comparing it with CPLEX and three state-of-the-art algorithms.

1. Introduction

Post-harvest quality loss of fruits and vegetables is a main cause of
food waste in many countries (Lejarza & Baldea, 2022). According to
Gustavsson et al. (2011), in developing countries, 20-30% of fruits and
vegetables are wasted in the food supply chain. The post-harvest first
mile (PHFM), i.e., the period after harvesting and before cold storage (or
refrigerated transportation), is a key stage that causes food waste (Duan
et al., 2020; Gomez-Lagos et al., 2021). Within this stage, the quality of
freshly harvested perishable products decays fast over time under the
influence of field heat (Blackburn & Scudder, 2009; Chen et al., 2021).
For instance, the sugar content of sweet corn declines significantly if it is
not cooled within 2 hours after harvest (Vigneault et al., 2004), and a
4-hour delay between harvesting and precooling was shown to result in
a 50% increase in water loss (Pelletier et al., 2011). For the example of
melons, according to the data collected by Blackburn and Scudder

(2009), it can be calculated that the quality (quantified by sugar level)
decreases by 3% within one hour after harvest when the field temper-
ature is 30 ◦C, while after the cold chain is established, the quality de-
creases only by 2% within one day. This shows the effectiveness of cold
chains in reducing the quality losses of fruits and vegetables, and more
importantly, it reflects the significance of managing product quality
decay for highly perishable products.

One of the ways to get products in the cold chain faster is to use
precooling, a rapid cooling process to remove the field heat of products
so that respiration can be diminished (Duan et al., 2020). Conducting
precooling operations on freshly harvested fruits or vegetables before
transporting them to the market or to cold storage has been proven as an
important strategy to reduce food losses, help maintain product quality,
and extend product shelf life (Lawrence &Melgar, 2018; Baranyai et al.,
2020).

For countries with many smallholder farmers, efficient organization
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and management during the PHFM stage can however be challenging.
Smallholder farmers often do not have access to expensive equipment
used in precooling operations, nor would it be efficient if they would all
have this equipment individually (Zhao et al., 2018; Han et al., 2021). In
response, precooling service providers (PSPs) emerge to help small-
holder farmers conducting precooling operations. As described by Lin
et al. (2023), mobile precooling units can be used to supplement
centralized precooling stations, to better serve scattered smallholder
farmers and reduce quality losses of products by providing timely pre-
cooling services. For PSPs, this leads to a challenging optimization
problem, i.e., deciding the service sequences for precooling requests
considering both mobile precooling and centralized precooling options.

Lin et al. (2023) studied the optimization problem mentioned above,
aiming to provide decision support for PSPs. However, their work purely
focused on the cost efficiency of the resulting routing problems, and they
did not take the detailed dynamics of product quality decay into ac-
count. Other literature has studied product quality decay in food supply
chains and provided specific formulations to quantify it (e.g., Rong et al.,
2011; de Keizer et al., 2017; Stellingwerf et al., 2021). However, most of
this literature focuses on the later stages of the supply chain, in which
perishable products are mainly stored or transported in cold chains with
well-controlled temperatures. In the PHFM stage, however, the tem-
perature is not controlled (yet), and it is often significantly higher and
changing over time. This time-varying temperature also leads to dy-
namic quality decay rates. Quantifying these dynamic product quality
changes in the PHFM stage and considering them in the planning and
scheduling of PHFM transportation activities is therefore an important
problem that has not been addressed before. Integrating dynamic
product quality decay into a vehicle routing model that also needs to
consider a heterogeneous vehicle fleet and time windows (i.e., a
HFVRPTW) generates several challenges: (1) The product quality con-
siderations add additional interactions between decisions in an already
complex VRP variant; (2) Dynamic decay rates cause nonlinear quality
changes that further complicate the underlying vehicle routing model.

The aim of this paper is to develop a modeling approach to integrate
dynamic product quality decay into a typical post-harvest vehicle
routing problem, as well as develop a solution approach that considers
the product quality dynamics. The contributions of this research mainly
focus on the following three aspects: (1) The development of a dedicated
function to quantify the quality deterioration of highly perishable
products and integrate it into the vehicle routing model, resulting in a
new variant of the HFVRPTW considering heterogeneous service and
temperature-dependent quality (HFVRPTW-HSTQ); (2) The design of a
QTDD-based adaptive large neighborhood search (ALNS) algorithm that
leverages the complementary nature of facilities’ service capabilities for
order fulfillment by identifying the interactions among four attributes of
orders (Q: Product Quality; T: Time window; D: Demand; D: Distance),
presenting a new tool for solving routing problems of highly perishable
products within heterogeneous precooling facilities; (3) The quantifi-
cation of the advantages of managing product quality in the post-harvest
first mile for highly perishable products, providing management insights
on conducting quality-based precooling services.

We verify the effectiveness of the proposed ALNS algorithm by
comparing our results with the results of CPLEX and three state-of-the-
art algorithms. Using the case study of sweet corn, we verify the sig-
nificance of integrating product quality into the post-harvest logistics.
Also, we demonstrate with both qualitative and quantitative evidence
that our quality modeling method can bring substantial benefits from an
economic and quality point of view when compared to a simplified
version that simply uses average temperature data.

The remainder of the paper is organized as follows. Section 2 reviews
related work regarding precooling operations and its challenges as well
as the integration of product quality in the management of trans-
portation. Section 3 presents the mathematical model of the HFVRPTW-
HSTQ (which we will replace with PQ in the following text), in which
the quality modeling approach is highlighted. Section 4 describes the

designed QTDD-based ALNS algorithm for solving the problem. Section
5 provides numerical experiments, followed by discussion in Section 6.
Section 7 summarizes our work and highlights main findings.

2. Literature review

2.1. Precooling operations and its challenges

Precooling logistics are executed using distinct operation modes in
various scenarios. One of the most common precooling operation modes
involves utilizing trucks to transport harvested agricultural products
from the field to a centralized precooling station (Blackburn & Scudder,
2009; Mercier et al., 2017). While centralized precooling is efficient for
handling large-batch precooling demands, it is not suitable for
small-batch and scattered demands. In recent years, a more flexible
precooling operation mode known as mobile precooling has emerged in
developing countries to effectively serve a large number of smallholders
(Rodriguez, 2021; MOA, 2023). Mobile precooling vehicles serve several
farms within their maximum working hours, requiring well-planned
service routes or farm service sequences to reduce travel costs and
timely meet growers’ precooling needs (Lin et al., 2023).

Comparing the two operation modes, the complexity of the pre-
cooling logistics problem primarily stems from the fragmented, diverse,
small-scale precooling demands and varied precooling facilities that are
often found in developing countries. However, the progress of cold chain
development based on precooling in these countries is relatively slow,
and has only recently received attention in the literature. Zhu et al.
(2023) investigated the network design problem of precooling logistics
for fresh agricultural products. Key considerations encompass capacity
planning and location selection of cold storage facilities, and optimiza-
tion of truck routes connecting production areas to cold storage facil-
ities. Li et al. (2022) proposed a location-routing model to optimize the
precooling service network for fresh agricultural products, considering
centralized facilities and mobile facilities. The primary decision vari-
ables encompass the type and capacity of precooling facilities, the lo-
cations of centralized facilities, as well as the quantity and routes of
vehicles. Lin et al. (2023) tackled a complex precooling logistics opti-
mization problem and developed a customized neighborhood search
algorithm to generate service plans for both centralized precooling and
mobile precooling simultaneously. Additionally, they offered insights to
decision makers on how to reduce operational costs. Wang et al. (2024)
introduced the concept of collaborative optimization to the PHFM stage
for fruits and vegetables, addressing a synchronized scheduling problem
involving mobile grading and precooling vehicles.

The aforementioned studies have started addressing the challenges
of precooling station locating and service route planning within pre-
cooling logistics. Two studies specifically focused on the integration of
centralized precooling and mobile precooling, which is also the primary
concern in the current study. However, these studies have not explicitly
considered product quality, which is crucial in precooling operations for
highly perishable products (Kitinoja & Thompson, 2010; Pelletier et al.,
2011). Integrating product quality decay into precooling operations
leads to new challenges, including modeling the quality decay process of
products under time-varying temperatures and dealing with the impli-
cations of quality decay on service plans within heterogeneous pre-
cooling facilities. The subsequent section provides a review of research
on the integration of product quality within transportation and distri-
bution, aiming to offer insights into addressing the challenges in pre-
cooling logistics.

2.2. Integrating product quality in transportation and distribution

Existing studies regarding the integration of product quality decay in
food distribution and transportation mainly focus on the later stages of
supply chains (Akkerman et al., 2010; de Keizer et al., 2015; Albrecht &
Steinruecke, 2018; Alvarez et al., 2020; Stellingwerf et al., 2021; Lejarza
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& Baldea, 2022). In these studies, product quality decay is typically
considered in one of two different approaches.

The first approach of modeling product quality is based on the
assumption that shelf life of a product is fixed and the quality of the
product decays based on a fixed rate that is determined in advance. For
example, Amorim and Almada-Lobo (2014) developed a vehicle routing
problem model for prepared meals in which product shelf life was
assumed to be fixed. The model was used to maximize the remaining
shelf lives of products while minimizing total routing cost. Albrecht and
Steinruecke (2018) studied the distribution of fresh products from
suppliers via warehouses to markets. Product quality was integrated into
a planning and scheduling model by setting thresholds for the latest
delivery times for certain quality grades. The latest delivery time of the
lowest quality grade was equal to the shelf life of the product and the
quality grades of products decreased gradually with the time spent for
distribution. Alvarez et al. (2020) studied an inventory-routing problem
for perishable goods, where a single supplier was responsible for
delivering perishable products to a set of customers during a given finite
planning horizon. They also used fixed decay rates to represent usable
products and defined the age of products in a discrete set of time. A
similar approach of modeling product quality was proposed by Alvarez
et al. (2022) who studied the impact of perishability on the
production-routing problem by integrating age-dependent pricing, in
which the age of products directly influenced the sales price. Chen et al.
(2021) quantified the quality changes for perishable fresh products in an
urban delivery problem. Also here, a fixed deterioration rate was
assumed. All these studies apply fixed decay rates to model product
quality in the distribution of perishable products, which however ne-
glects the fact that changing environmental conditions during trans-
portation significantly impacts the decay rate of product quality.

Therefore, the second approach of modeling product quality aims to
account for changes of the decay rates during transportation and dis-
tribution due to variable environmental conditions (such as changing
temperatures). de Keizer et al. (2015) proposed a hybrid optimization
and simulation method to design a logistics network for perishable
products, where product quality was incorporated by defining a
constraint that limits the maximum time-temperature sums of transport
links, processes, and hub buffers. In subsequent work, de Keizer et al.
(2017) proposed a network design model considering product quality
decay and product heterogeneity. Product quality was represented by
discrete quality levels which decreased under the influence of time and
temperature conditions during transport, storage, or processing. Bogataj
et al. (2017) proposed a decision support system for the transportation
of perishable products from the field to the final customer. Real-time
detection of changes in product perishability dynamics could be ach-
ieved based on the temperature, humidity, and gas concentration sen-
sors, and then the information was used for accurate rerouting decisions
to guarantee the expected quality conditions of products received by the
end consumers. Stellingwerf et al. (2021) studied the delivery problem
of fresh products on routes with multiple stops, where product quality
was influenced by the door openings and resulting temperature fluctu-
ations. In their studies, the modeling approach proposed by Rong et al.
(2011) was used tomeasure quality deterioration in both arcs and nodes,
depending on the relevant temperatures. Lejarza and Baldea (2022)
proposed an efficient optimal production and distribution planning
framework for perishable products by accurate quantification of multi-
ple physicochemical attributes of product quality influenced by envi-
ronmental conditions. All these studies do include more detailed
methods to quantify product quality changes and take environmental
conditions into account, but these methods do not capture the dynamics
of product quality decay due to continuously changing temperatures,
which may be related to the fact that they mostly consider a
temperature-controlled cold chain environment.

However, in the PHFM stage, the temperature is not controlled (yet),
and can change substantially with time. A new method for accurate
quantification of product quality is therefore required to model the

temperature changes. Moreover, integrating time-varying temperatures
into modeling product quality deterioration provides an alternative for
more precise quality management of perishable products. Previous
studies (Lejarza and Baldea, 2020; Lejarza et al., 2021) have developed
general product quality modeling methods by integrating
time-dependent temperatures, laying a solid foundation for our current
investigation. The primary focus of these studies is on optimizing
tactical decisions within supply chains, while our study focuses on
decision-making at the operational level of precooling logistics (specif-
ically on impacts of temperature fluctuations on vehicle routing
decisions).

Integrating quality into the transportation problem directly impacts
the decision-making process and exhibits varying performance across
different scenarios. From a formulation perspective, product quality can
be integrated into the cost objective function through waste disposal
costs (Rong et al., 2011) or lost sales (Pasandideh et al., 2023), treated as
a new objective (Amorim & Almada-Lobo, 2014; Stellingwerf et al.,
2021), or included in constraints to restrict minimum quality levels and
latest delivery times (Amorim & Almada-Lobo, 2014; Albrecht &
Steinruecke, 2018; Chen et al., 2021). Specifically, in the context of
delivery problems, decision-makers should prioritize the delivery of
orders with higher quality degradation rates to ensure that customer
requirements for product quality are met (Amorim & Almada-Lobo,
2014). In production-routing problems, it is typical for
decision-makers to sequence the production of less perishable orders
before more perishable ones in order to reduce costs associated with
product loss (Chen et al., 2009). For inventory-routing problems,
order-picking based on the remaining shelf life of products can effec-
tively reduce suppliers’ inventory costs (Fikar, 2018). In the current
transportation problem involving multi-type facilities, the influence of
product quality on the decision-making process becomes increasingly
intricate due to interrelated facility type selection, product quality de-
terminations, and order service sequence decisions. An effective solution
method is thus necessary to tackle this challenge.

Inspired by the study of Blackburn and Scudder (2009) where quality
differences among different picking batches are accurately modeled, in
this research we integrate a precise method to quantify product quality
decay when conducting precooling logistics in a VRP model. However,
their quality modeling method neglects temperature changes during the
PHFM stage, and they do not focus on routing decisions which is an
important contribution of this research. In the studied routing problem,
quality changes of products vary with the environmental temperature,
the service type of precooling, and the time of getting the precooling
service. A QTDD-based neighborhood search algorithm is proposed to
address the routing problem arising from precooling logistics, which
incorporates the influence of product quality on routing decisions within
heterogeneous services.

3. Problem description and model formulation

In this section, we first describe the basic characteristics of the
optimization problem (in Section 3.1), which is followed by the intro-
duction of the proposed quality modeling method in Section 3.2. Finally,
we give the mathematical model of the studied routing problem
(including the quality modeling) in Section 3.3 and analyze the impacts
of product quality considerations on decision-making in Section 3.4.
Table A1 in Appendix A illustrates the symbols used in model
formulation.

3.1. Problem description

The studied problem is derived from the practice of precooling op-
erations occurring at the beginning of the perishable product supply
chains. PSPs help farmers to conduct precooling operations after har-
vesting. There are two types of precooling operations: (1) centralized
precooling, and (2) mobile precooling. In both types of precooling
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operations, after precooling, products are returned to farmers as they
sell their products to consumers directly, increasingly by using online
platforms, which is a widely used service in China (Lin et al., 2023; Han
et al., 2021; Ruan et al., 2020). In the case of centralized precooling, a
continuous cold chain is established as collecting trucks transport the
products to the central station and refrigerated trucks are then used to
return products to the farmers, as presented in Lin et al. (2023). In the
case of mobile precooling, the cold chain is established after the on-site
precooling. The responsibility for inventory management and the
quality of products after precooling lies with the farmers. Farmers have
the option of directly selling their products to consumers using
third-party logistics services based on cold chain infrastructure or stor-
ing them in cold storage facilities until favorable market conditions
arise, thereby ensuring the continuity of the cold chain after precooling.

The focus of our study is to optimize the precooling operations
conducted by PSPs with the consideration of postharvest losses of
products from picking to precooling; we do not explore the subsequent
storage and distribution issues. Decisions consist of service type selec-
tion (i.e., mobile or centralized precooling) for each request, vehicle
routing, vehicle scheduling, and fleet composition. These decisions are
made in consideration of product quality and subsequently influence it.
The resulting problem is a variant of the classic HFVRPTW problem (Liu
& Shen, 1999), with the additional consideration of heterogeneous
service and temperature-dependent quality, abbreviated as PQ.

Before conducting precooling operations, PSPs collect farmers’ pre-
cooling demands in advance. In addition to the number of products,
PSPs collect farmers’ preferred time windows (including the earliest
service time and the latest service time) for obtaining precooling ser-
vices, typically by offering them several time slot choices. Also, farmers
are required to provide the period used for picking so that the quality
decay of products can be well considered. Product quality will decay
from the start of picking and significantly slows down after precooling.
PSPs therefore promise farmers that after the precooling service, a
certain level of product quality can be guaranteed. PSPs make plans for
conducting precooling services with the goal of minimizing the total
operating costs while guaranteeing the quality of farmers’ products.

Similar to the setting studied by Lin et al. (2023), two kinds of pre-
cooling services are used to fulfill farmers’ requests. One is centralized
precooling in which products are collected using trucks and transported
to centralized stations for precooling. The other one is mobile precooling
where vehicles can drive to farms for on-site precooling. Vehicles in
these two types of precooling services have heterogenous service pro-
cesses and service rates when fulfilling the requests, which further cause

heterogeneity in product quality decay. If vehicles arrive before the
earliest service time of farmers, they need to wait, while they are
allowed to arrive at the farmer’s field after the latest service time (which
we however model with corresponding penalty cost). Each collecting
truck has a maximum load capacity. Each precooling vehicle has a
maximum working duration, and there is no load capacity constraint on
it because it conducts on-site services. The central precooling station has
a maximum service capacity and a service time window whose span
equals the scheduling period. All vehicles depart from the central pre-
cooling station and finally return to it, and they are not allowed to arrive
at the station after the latest service time or depart from the station
before the earliest service time. The product quality of individual
farmers after precooling should meet the minimum quality level prom-
ised by PSPs. Farmers are assumed to finish picking produce at the
earliest service time they have chosen.

Fig. 1 shows an example of the PQ problem, in which centralized and
mobile precooling services are provided for a series of dispersed pre-
cooling requests by utilizing collecting trucks and precooling vehicles
departing from the central precooling station. Each request has the
following information that is known before the service: picking period,
the earliest service time, the latest service time, the volume of products,
and the location of the farm (as indicated by the numbers in the list
beside each request). At each request, decisions include service type,
vehicle arrival time, waiting time, delay time, and service duration.
Additionally, at the central precooling station, decisions refer to vehicle
departure and arrival times.

3.2. Quantifying product quality decay

According to Chen et al. (2021), under the influence of field heat, the
quality of freshly picked highly perishable products decays fast over
time following an exponential function, which becomes much slower
when the cold chain is established. In our study, the cold chain is
established when precooling starts, and we therefore only focus on the
quality decay in the period from the start of picking to the start of pre-
cooling. In this period, the decay rate of products is typically higher and
more dynamic due to time-varying temperatures. Furthermore, addi-
tional variability in the quality of products can result from differences in
picking time, which means that even at a single farmer location, product
quality can vary across different batches. After the cold chain is estab-
lished and the product is expected to remain in an environment with a
more stable temperature, the remainder of quality decay and shelf life
are easier to predict and manage.

Fig. 1. Graphical representation of the PQ problem (the information provided for each request is the picking period, the earliest service time, the latest service time,
the volume of products, and the location coordinates).
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This study employs the basic exponential function employed by
Blackburn and Scudder (2009) for quantifying the quality deterioration
of highly perishable products, i.e., e− αΔt, where α denotes the decay rate
of the product and Δt denotes the time period. We assume that the
quality of all products at the start of picking is 100% and let α(T(t)) be
the function of the decay rate α of the product with temperature T and
time t. Then, after a period Δt = [t1, t2] after picking, the quality of

products can be represented by e
−
∫ t2
t1

α(T(t))dt
.

Let pi be the picking period of farmer i, and then the start time of
picking can be represented by tei − pi since the end time of picking is
assumed to equal farmer i’ earliest service time tei . Let t

p
i be the start time

of precooling at node i. Fig. 2 depicts the quality decay period in both
mobile precooling and centralized precooling. As shown in Fig. 2,
products decay in the period between the start of picking tei − pi and the
start of precooling tpi , but the way to calculate t

p
i is different in mobile

precooling and centralized precooling. In mobile precooling, tpi equals
the vehicle v’s arrival time at node i plus a possible waiting time and the
loading time. In centralized precooling, tpi equals the vehicle v’s arrival
time at the precooling station plus the unloading time of all products
serviced by the vehicle.

Similar to Blackburn and Scudder (2009), we also consider the fact
that the quality of products that are picked first decays more than those
picked later over the picking period. In our method, we use a continual
model to capture the quality differences among products that are picked
in different times. Product qualityQi(t) of farmer i at any certain time t ∈
[
tei , t

p
i
]
declines to 1

pi

∫ tei
tei − pi

(

e−
∫ t

tʹ α(T(tʹ́ ))dtʹ́
)

dt́ , which sums the quality

e−
∫ t

t́
α(T(tʹ́ ))dtʹ́ of products that are picked at different times tʹ ∈

[
tei − pi,

tei
]
. Here normalizing product quality by dividing the picking period pi,

Qi(t)will always be in the interval (0,1) – representing 0 to 100%. When
t is equal to tei , Qi(t) represents the initial product quality of famer i
before the conduction of precooling operations.

In the following, we verify our modeling approach against one kind
of simpler approach to approximate the quality decay: the use of a fixed
temperature. We use the data of the sweet corn collected by Blackburn
and Scudder (2009) to fit the decay rate function α(T) = 0.0048e0.1036T.
We also give the temperature function T(t), so that we can illustrate
quality changes of the sweet corn with time and temperature, as shown
in Fig. 3. In the illustration, hour 8 is the start of precooling.

Fig. 3 depicts product quality changes under changing temperature

(as shown by the red curve, Q(t) = e−
∫ t

2
0.0048e0.1036T(tʹ)dtʹ) as well as under

fixed temperatures T (as shown by blue curves, QT(t) =

e− (0.0048e
0.1036T)(t− 2)). Here it is assumed that products start to decay at

time 2. It can be seen that all blue curves based on various levels of the
fixed temperatures reflect different quality decay processes from those
shown in the curve based on the changing temperatures. Although it is

found that in some scenarios the average temperature can be used to
approximate the absolute value of quality changes in a period with little
deviation from the results of using time-varying temperatures, it is not
reliable and may further cause inappropriate decisions. More impor-
tantly, the quality change curves under fixed temperatures could not
well reflect the real quality decay process with changing temperatures,
so it is difficult to provide sufficient product quality information for
accurate capture of the variability in quality.

These results show that detailed temperature data play key roles in
capturing the variability of product quality, while such data might not
always be accessible. In this case, a simplified model considering only
average temperatures could be used. However, with the assistance of
accurate environmental temperature forecasting and real-time moni-
toring of product quality, there is promising potential for implementing
the proposed quality decay function in practice. These innovative
techniques are increasingly being adopted in agricultural production
with the rapid development of artificial intelligence and Internet of
Things (IoT) technologies (Bogataj et al., 2017; Tsang et al., 2021). In
this scenario, detailed temperature information can be forecasted in
advance to facilitate initial service planning by decision-makers. For the
relatively short-term planning horizon we consider, such temperature
forecasts are typically quite accurate. During operations, IoT sensors can
be utilized to monitor product quality in real time, allowing for dynamic
adjustments to the service plan (Gaukler et al., 2023).

To further explore the effectiveness of the proposed quality modeling
approach, we conducted additional theoretical and experimental ana-
lyses to compare the performance of the temperature modeling-based
method with a simplified version that simply used average tempera-
ture data. For more detailed discussions, readers can refer to Appendix C
and Section 5.2.

3.3. Model formulation

The product quality is integrated into the model developed by Lin
et al. (2023) as a constraint that limits the minimum product quality
level Qmin of individual requests at the start time of precooling. Since
products decay slowly after that point in the chain, Qmin can reflect the
quality level of products after the precooling service. Note that one
central precooling station and one kind of mobile precooling vehicle are
considered in the PQ problem, which is different from the problem
studied by Lin et al. (2023) where multi-station and multi-type pre-
cooling vehicles are considered.

Eq. (1) guarantees that the product quality qstart pi of request i at the
start of precooling tpi is not less than the minimum level Qmin, where F
denotes the set of all request nodes. Eq. (2) defines tpi in mobile pre-
cooling and centralized precooling. In mobile precooling, tpi equals the
arrival time ativ of vehicle v ∈ V at node i plus a possible waiting time mt

iv
and the loading time bdi. In centralized precooling, tpi equals the vehicle

Fig. 2. Quality decay period in mobile precooling and centralized precooling.
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v’s arrival time at the precooling station at0v plus the unloading time of
all products serviced by the vehicle. Here b represents the loading or
unloading rate, and di shows the product volume of request i. F0 denotes
the set of all request nodes plus the central precooling station node 0,
and Nv denotes the set of request nodes served by vehicle v.

qstart p
i =

1
pi

∫ tei

tei − pi

(

e−
∫ tp

i
t́

α(T(tʹ́ ))dtʹ́
)

dtʹ ≥ Qmin ∀i ∈ F (1)

tpi =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ativ +mt
iv + bdi if

∑

j∈F0

∑

o=2
xoijv = 1

at0v +
∑

j∈Nv

bdj otherwise
∀i ∈ F, v ∈ V (2)

Based on the above description, we can formulate PQ as a mixed-
integer nonlinear programming model by adding Eqs. (1) and (2) to
the model presented in Lin et al. (2023). Due to space limitations, the
mathematical formulation of the model is included in Appendix A.

The objective is to minimize the total operating cost, consisting of the
total fixed depreciation cost of vehicles, the variable costs based on the
travel distance of all vehicles, the total precooling service costs, and the
total costs for early or late service at request nodes. The decision vari-
ables include binary variables xoijv indicating whether vehicle v
belonging to service type o visits from node i to node j, and continuous
variables such as the vehicle’s arrival time ativ, wait time mt

iv, delay time
ntiv, service time qtiv at node i, departure time lt0v from the central station,
time tpi when order i receives precooling service time, and product
quality qstart pi in order i at time tpi . Main constraints include the mini-
mum quality level Qmin (Eq. (1)), the definition of the start time of
precooling tpi (Eq. (2)), basic VRP (vehicle routing problem) constraints,
the maximum load capacity of trucks Ck, the maximum service capacity
of the precooling station Cs, the maximum working time of precooling
vehicles Tmax, the latest return time of vehicles to the precooling station
tl0, and domain of decision variables.

3.4. Impacts of product quality considerations on decision-making

This section aims to analyze the influence of product quality degra-
dation on the transportation planning procedure of precooling opera-
tions, thereby providing insights for algorithm design. The consideration
of product quality in precooling logistics causes complex interactions
among decision variables. Here, we analyze this complexity in detail
from two aspects of order allocation and routing decisions.

The consideration of product quality introduces two additional fac-
tors that influence the order allocation decision: the initial quality and
service time windows of orders. Specifically, orders with lower initial
quality are more likely to be served by mobile precooling, and central-
ized precooling is more likely to serve orders with higher initial quality.
This allocation strategy can fully leverage the timeliness of mobile
precooling services and compensate for any delays in centralized pre-
cooling operations. Furthermore, according to equation (1), high tem-
peratures can accelerate product quality degradation. If there is an
upward trend in temperature during the scheduling period, it can be
known that orders with later service start times are more likely to be
served bymobile precooling, and centralized precooling is more likely to
serve orders with earlier service start times.

In addition to influencing order allocation decisions, product quality
considerations have a direct impact on vehicle routing decisions,
particularly in centralized precooling. Fig. 4 depicts the truck’s routing
decisions with the considerations of product quality, where Tlatesti

Fig. 3. Comparison between quality decay with and without the consideration of changing temperatures.

Fig. 4. An illustration of the truck’s routing decisions with the considerations
of product quality.
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represents the latest time for order i to receive precooling service to
ensure that the quality constraint is met. Since orders can only be pre-
cooled after the truck returns to the central station and completes
unloading operations, Tlatesti can restrict the return time of the truck and
directly affect the its service capacity. As illustrated in Fig. 4, Tlatesti=2 is
earlier than Tlatesti=2 and Tlatesti=2 , indicating that the truck should return to
the station before Tlatesti=2 to guarantee the quality level of all orders.

Based on the aforementioned analysis, certain insights can be
derived for the design of the solution approach. Primarily, it is important
to consider the quality attributes of orders in allocation decision-making
and ensure that orders are assigned to services aligning with their ca-
pabilities. Additionally, accounting for the impact of inserting orders
into current routes on vehicles’ service capacities has the potential to
optimize vehicle routing decisions.

4. A QTDD-based ALNS algorithm for the PQ problem

To find effective solutions to the studied problem, a solution
approach also needs to explicitly consider heterogeneous services and
product quality. Lin et al. (2023) developed a multi-level struct-based
solution representation to represent the individual solutions, based on
which they also developed customized solution evaluations, feasibility
checks as well as neighborhood search heuristics. In this context, the
term “struct-based” denotes that the solution is represented by a struc-
ture containing a series of data of various types. Their approach
considered heterogeneous services but not product quality. In this study,
we also use similar solution representations, solution evaluations, and
feasibility checks to solve the current problem PQ. However, in PQ, the
additional consideration of product quality causes more complex in-
teractions among decision variables (as presented in Section 3.4),
requiring a novel customized solution approach for effective resolution.

To solve the PQ problem, we extended the ALNS algorithm by inte-
grating a QTDD (Q: Product Quality; T: Time window; D: Demand; D:
Distance) strategy. In QTDD, time windows, demands, and distances are
common elements of VRPTW-related problems, but the inclusion of
quality considerations leads to a different view on them, as for instance
higher demands or far-away customers have to be dealt with in a certain
way to ensure quality requirements. These classic routing aspects are
therefore also used in specific ways in our solution method. The decision
to use all four aspects in the acronym is thus based on the fact that the
quality aspect significantly impacts how the other three are considered,
and it is important to take an integrated view on these four aspects.

The main point of the QTDD strategy is to exploit the complementary
nature of facilities for order fulfillment within heterogeneous services. It
can therefore be utilized to make decisions of allocating orders to
different services, particularly during the initial stage of the solution
generation procedure and in destroy heuristics, as introduced in Sections
4.3 and 4.4.1, respectively, ensuring that facilities are handling orders
aligned with their capabilities. Specifically, mobile precooling is effec-
tive for serving orders that are farther from the central station with
smaller demands, lower initial quality, or later earliest service times
(where higher temperatures and faster quality decay occur); whereas
centralized precooling applies to the opposite case. The QTDD strategy
can also be applied to make routing decisions, particularly in formu-
lating the evaluation function for determining the service sequence of
orders. This allows orders with lower insertion cost (including distance-
based vehicle variable costs and time-related penalty costs) and smaller
impacts on the vehicle’s service capacity to be prioritized for insertion
(details in Section 4.4.2). We identified that in centralized precooling for
trucks, orders’ quality dominates the vehicles’ service capacity, while
for mobile precooling, vehicles’ service capacity is mainly influenced by
orders’ demands. Additionally, the QTDD strategy is integrated into
designing a customized improvement procedure to further optimize the
routing plan based on local adjustments, as presented in Section 4.5.

In conclusion, compared to the previous literature (Lin et al., 2023),

the algorithm presented here contributes the following three novel el-
ements: (1) Proposing a QTDD-based initial solution generation method
to obtain high-quality feasible solutions, including customized insertion
strategies for both mobile precooling (MP) routes and centralized pre-
cooling (CP) routes; (2) Developing destroy heuristics considering the
QTDD attributes of orders served by MP and CP, and developed the
QTDD-based evaluation functions for repair heuristics; (3) Proposing a
two-stage improvement procedure to improve the solution quality based
on the QTDD strategy.

In the remainder of this section, we focus on these new QTDD ele-
ments, and emphasize the novelty compared to the work by Lin et al.
(2023). We first briefly introduce the solution representation and
feasibility check. We then introduce the proposed QTDD-based initial
solution generation, neighborhood search heuristics, and improvement
procedures. Furthermore, we provide two implementing techniques to
reduce the time consumed in calculating product quality.

4.1. Solution representation

As shown in Fig. 5, a solution is represented by a struct consisting of
three parts, including vehicle routing, the arrival time at nodes, and
route costs. For the vehicle routing part, a three-level structure is used to
represent the solution, including the grand route level, the precooling
service level, and the vehicle route level, where MP routes ([1, 4, 7, 3,1],
[1, 8, 5, 1]) and CP routes ([1, 6, 2, 1], [1, 9, 1]) are stored separately.
The number “1” denotes the precooling station node while numbers “2”
to “9” represent the request nodes. Arrival times for two mobile pre-
cooling vehicles at nodes are stored in lists [4, 12, 20, 43, 56] and [0, 14,
36, 47], whereas arrival times for two trucks at nodes are stored in lists
[5, 18, 35, 50] and [16, 22, 34]. Additionally, the route cost part em-
ploys a two-level structure to store costs of routes served by MP and CP.

The current solution representation does not include a list of service
types as illustrated in Lin et al. (2023), as this information is already
included in the vehicle routing list by storing routes fulfilled by different
services separately. Also, in this study, the lists of waiting and delaying
time at nodes are removed from the solution representation for further
simplification, considering the fact that they do not contribute much to
solution evaluations.

4.2. Feasibility check

As the feasibility check uses the solution representation, the feasi-
bility check developed by Lin et al. (2023) is also adjusted. If nodes are
inserted into MP routes, the feasibility of constraints related to vehicles’
return times to the precooling station as well as vehicles’ working times
are first checked. Then the feasibility of constraints related to the orders’
quality levels at the start time of precooling are checked.

If nodes are inserted into CP routes, the feasibility of the service
capacity of the precooling station constraint is checked first, followed by
the check of trucks’ loading capacity. Vehicles’ return times to the
precooling station as well as orders’ quality levels at the start time of
precooling are checked in the last step.

4.3. QTDD-based initial solution generation

We identify the characteristics of heterogeneous service in fulfilling
orders with different attributes and design a QTDD-based initial solution
generation. More specifically, we expect that MP will be used to serve
those requests that are far away from the central precooling station with
low initial quality, later earliest service time, and small-volume prod-
ucts. And that the opposite is the case for CP. This is later also verified in
our experiments (see Section 5.1.1). This logic is used in the QTDD-
based initial solution generation, illustrated schematically in Fig. 6.

As shown in Fig. 6, two steps are included: order allocation and order
insertion. For order allocation, QTDDvaluei is used for preliminary
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allocation, as defined by Eq. (3). Here orders with QTDDvaluei values
larger than the average value of all orders are primarily allocated to CP,
and the remaining orders are allocated to MP. Thus, large-volume orders
close to the precooling station with earlier earliest service times and
high initial quality are more likely to be served by CP, while MP is the
opposite, which is compatible with the service capabilities of MP and CP
services.

QTDDvaluei =
qinii

max
i∈F

qinii

/
tei

max
i∈F

tei
+

di
max
i∈F

di

/
di0

max
i∈F

di0
(3)

After the preliminary allocation, further adjustments are applied to
the allocation result considering related constraints, including: (1) For
an order i allocated to MP, if the return time of the vehicle to the pre-
cooling station violates the latest time in the case where one MP route
only serves one order, remove order i to the set of CP; (2) For an order i
allocated to CP, if the product quality at the start time of precooling
could not reach the minimum level in the case where one CP route only
serves one order, remove order i to the set of MP; and (3) If the service
capacity of the precooling station is violated, remove the first n orders
with the smallest demand from the set of CP. Assume that Cn represents
the total demand of the n orders, Ctot denotes the total demand trans-
ported to the precooling station, and Cs denotes its maximum service
capacity. Therefore, n is determined as the smallest value such that Cn is
greater than or equal to Ctot − Cs .

Order insertion procedure for the MP and CP route is different. For
orders i ∈ OM from the set of MP, because of long service times, the first
order in route Rc served by vehicle v is selected as the order with the
earliest tei so that more orders can be served in one route. After that,
calculate the insertion cost IMjv of individual orders from OM when
inserting them to route Rc and choose the order j with the lowest IMjv as
the successor. Here IMjv is the sum of the waiting cost, delay cost, and
travel cost when inserting node j as the successor of node i, which re-
flects the time interval and distance between nodes i and j. Then insert
order j into route Rc if constraints Tmax, at0v, Qmin are respected; Other-
wise, generate a new route and repeat the above steps until OM is empty.
For orders i ∈ OC from the set of CP, considering the fact that the earlier
the order is accessed, the greater the quality losses, the first order in
route Rc is selected as the order with the highest initial quality qinii that is
equal to the product quality at the end time of picking Qi

(
tei
)
. After that,

calculate the inseretion cost ICjv of all orders from OC. The order jwith the
minimum ICjv/qinii is chosen as the successor, meaning that orders with
higher initial quality and lower insertion costs are inserted earlier. In
this way, more orders can be served in one CP route under the constraint
of the minimum quality level, and orders are inserted at good positions
with low costs. Then insert order j into route Rc if constraints Ck, at0v,
Qmin are respected; Otherwise, generate a new route and repeat the
above steps until OC is empty. Using the QTDD-based initial solution
generation, feasible initial routes are generated for MP and CP with low

costs.
We have conducted preliminary experiments to test the performance

of the QTDD-based initial solution generation approach by comparing it
with the sequence-based insertion approach proposed by Lin et al.
(2023). Results verified that using the current approach can improve the
initial solution by 20% to 30%, and finally contribute to improving the
best solution by 5% on average.

4.4. Destroy and repair heuristics

4.4.1. Destroy heuristics
The QTDD strategy is integrated into the design of destroy heuristics

with four novel destroy heuristics, reflecting the four QTDD attributes.
In addition, we also use the efficient worst removal heuristic proposed
by Lin et al. (2023), leading to a total of 5 destroy heuristics. Let nʹ be the
number of removed nodes, Lr be the set of removed nodes.

(1) Initial-quality-related removal (IQR). Timely services of MP
contribute to less product quality losses, so MP is useful to serve those
requests with low initial quality levels, and CP is on the opposite case.
IQR aims to remove requests with low initial quality levels fulfilled by
CP and requests with high initial quality levels fulfilled by MP. The SDR
heuristic iteratively removes |OC|/|F|ń nodes i∗ from OC where i∗ =

argmini∈OM\Lr qinii , and |OM|/|F|nʹnodes i∗ from OM where i∗ =

argmaxi∈OC\Lr qinii .
(2) Earliest-service-time-related removal (ESTR). Analyzing the results

of the experiments, it is found that CP tends to serve orders with earlier
tei , and MP is on the opposite case. This is because in the tested scenarios,
environemnt temperature increases with time during the scheduling. In
this case, services happening earlier can cause less quality losses than
services happening later. ESTR can be customized considering the
environemnt temperature during the scheduling. Taking the increasing
temperature as an example, ESTR aims to remove requests with later tei
fulfilled by CP and requests with earlier tei fulfilled by MP. The ESTR
heuristic iteratively removes |OC|/|F|ń nodes i∗ from OC where i∗ =

argmaxi∈OC\Lr tei , and |OM|/|F|ń nodes i∗ from OM where i∗ =

argmini∈OM\Lr tei .
(3) Order-demand-related removal (ODR). This heuristic considers the

demand attribute of orders, aiming to remove large-volume orders from
MP routes and small-volume orders from CP routes. The ODR heuristic
iteratively removes |OM|/|F|nʹnodes i∗ from OM where i∗ =

argmaxi∈OM\Lr di, and |OC|/|F|nʹnodes i∗ from OC where i∗ =

argmini∈OC\Lr di.
(4) Station-distance-related removal (SDR). This heuristic considers

the distance attribute of orders, aiming to remove those requests close to
the station fulfilled by MP and requests far away from the station ful-
filled by CP. The SDR heuristic iteratively removes |OM|/|F|nʹnodes i∗

from OM where i∗ = argmini∈OM\Lr d0i, and |OC|/|F|nʹnodes i∗ from OC
where i∗ = argmaxi∈OC\Lr di0.

Fig. 5. An example of the solution representation.
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4.4.2. Repair heuristics
Two repair heuristics including basic greedy insertion and regret

insertion are employed in this study. During each insertion, two steps are
included: (1) calculate the insertion costs or regret costs of all removed
nodes and (2) choose one node and insert it into the current solution.
Feasibility checks and solution evaluations are involved in each calcu-
lation of the node’s insertion cost. The former is based on the procedure
introduced in Section 4.2, while the latter is based on Eq. (4). This
evaluation function is developed by integrating the QTDD strategy to
calculate the cost of inserting order i into route Rc, including the
increased travel cost dini , precooling cost pini , vehicle’s waiting and delay
cost Cwd in(i,Rc), and vehicle’s service capacity loss cost Ccapv . The cal-
culations for the first three terms are consistent with those in Lin et al.
(2023), and the last term is calculated according to Eq. (5). As presented
in Eq. (5), Ccapv is represented by the product of vehicle’s fixed cost hv and
the loss ratio of its service capacity, where Sb(i,Rc) and Sa(i,Rc) denote
the service capacity of route Rc before and after order i is inserted into
vehicle v. The service capacity of vehicles in the studied problem is
defined by Eq. (6) as the duration between their return to and departure
from the central station. For trucks in centralized precooling, vehicle v’s

return time to the central station can be represented as min
(
te0,

minj∈Nv
(
Tlatestj

)
−
∑

j∈Nvbdj
)
, where minj∈Nv

(
Tlatestj

)
−
∑

j∈Nvbdj denotes

the latest return time constrained by the minimum quality level. Eq. (6)
can also be utilized to represent Sa(i,Rc), with the distinction that the set
Nv of order served by vehicle v does not include order i.

Cin(i,Rc) = dini + pini + Cwd in(i,Rc) + Ccapv (4)

Ccapv = hv ∗ (Sb(i,Rc) − Sa(i,Rc))
/
Sb(i,Rc) (5)

Sb(i,Rc) = min

(

te0,minj∈Nv

(
Tlatestj

)
−
∑

j∈Nv

bdj

)

− lt0v (6)

For mobile precooling vehicles, their service capacity is formulated
in a different way, as presented by Eq. (7). The term Sa(i,Rc) in mobile
precooling is equal to Sb(i,Rc) minus order i’s service time.

Sb(i,Rc) = min
(
tl0 − lt0v,Tmax

)
(7)

Based on Eqs. (4) ~ (6), it can be known that the developed

Fig. 6. Schematic representation of the QTDD-based initial solution generation approach.
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evaluation function allows orders with lower insertion costs and smaller
impacts on the vehicle’s service capacity to be prioritized for insertion.
Our preliminary numerical tests observed an average 2% improvement
when employing the QTDD-based evaluation function compared to that
not accounting for product quality.

For step (2) in repair heuristics, we consider the additional quality
constraint and propose a customized insertion procedure for the repair
heuristic in which new MP or CP routes are created after corresponding
constraint checks, as shown in Fig. 7. When no feasible insertion posi-
tions can be found in the current solution, a new route needs to be
constructed to include the current insertion node i. The constraint Cs at
the precooling service level is first checked (step 1). If Cs is not respected
after inserting node i, it means that the node cannot be inserted into a CP
route. In this case, check the constraints at the MP route level (step 1.1),
and if they are respected, create a MP route to serve node i. Note that if
constraints at the MP route level in step 1.1 cannot be respected, it
means that no feasible routes can be constructed to include node i, and
then create a CP route to contain it and mark the current solution as an
infeasible solution. If Cs is respected after inserting node i in step 1,
check the constraints at the CP route level (step 2), and if the constraints
are not respected, create a MP route to serve node i. If the constraints at
the CP route level are respected in step 2, check the constraints at the MP
route level (step 3), and if the constraints are not respected, create a CP
route to serve node i. If the constraints at the MP route level are
respected in step 3, it means that the node i can be contained either in a
CP route or a MP route. In this case, calculate the insertion cost of node i

in both a CP route and a MP route, and compare the results (step 3.1). If
inseting node i into a MP route causes few costs, create a MP route to
serve node i; Otherwise, create a CP route to serve node i.

4.5. Improvement procedure

This study proposes a two-stage improvement procedure that is
implemented at the end of the algorithm, aiming to further improve the
solution quality by exchanging similar nodes. It is inspired from the
classical removal heuristic proposed by Shaw (1997). This heuristic aims
to remove node pairs that share similar attributes, in the hope of finding
local improvement opportunities during the later repair procedure. In
our procedure, we exchange similar nodes directly and test the
improvement after each change. In this study, inter-service nodes are
exchanged in the first stage, which is followed by the exchange among
intra-service nodes.

The first-stage improvement procedure starts with determining the
number of node pairs to be exchanged, which is followed by the deter-
mination of similar node pairs. In this study, four terms are used to
calculate the similarity Ssim i∈RM ,j∈RC (i, j) between nodes i that belongs to
MP route RM and node j that belongs to CP route RC, as shown in Eq. (8).
The four terms reflect the QTDD attributes of orders including the initial
product quality, the earliest service time, the volume of products, and
the distance between two orders.

Fig. 7. The insertion procedure for the repair heuristics in the QTDD-based ALNS algorithm.
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Ssim
i∈RM ,j∈RC

(i, j) = ξ1

⃒
⃒
⃒qinii − qinij

⃒
⃒
⃒

max
í ,j́ ∈F

⃒
⃒
⃒qinií − qinij́

⃒
⃒
⃒
+ ξ2

⃒
⃒
⃒tei − tej

⃒
⃒
⃒

max
í ,j́ ∈F

⃒
⃒
⃒teí − tej́

⃒
⃒
⃒

+ξ3

⃒
⃒di − dj

⃒
⃒

max
í ,j́ ∈F

⃒
⃒dí − dj́

⃒
⃒
+ ξ4

dij
max
í ,j́ ∈F

dí j́

(8)

where ξ1, ξ2, ξ3, ξ4 denote the weights of the corresponding terms. Since
time-related constraints are easy to be violated after exchanging nodes
fulfilled by different services, related terms, such as di and tei that affect
the span of the service time and the start time of services, should keep
similar as much as possible. Besides, a close distance between two nodes
is necessary in finding the improvement. In this study, the values of ξ1,
ξ2, ξ3, ξ4 are determined based on the adaptive adjustment mechanism
used in Lin et al. (2023), during which the relationship ξ2, ξ3 > ξ4 > ξ1 is
respected.

After the set of similar node pairs are determined, exchange node i ∈
RM and the corresponding node j ∈ RC on the copy of the current solu-
tion. Check the constraints Tmax, at0v, and Qmin of RM and constraints Cs,
Ck, at0v, and Qmin of RC. If all constraints are respected, calculate the
exchange cost EMC based on the sum of two insertion costs Cin(j,RM) and
Cin(i,RC). If EMC< 0, exchange nodes i and j in the current solution. Here
the way to calculate the insertion cost is the same as that in Lin et al.
(2023).

Above steps repeat multiple iterations until no improvements are
found in 100 iterations. The second-stage improvement procedure fol-
lows the similar framework with the first stage. However, in this stage,
nodes from MP and CP routes are exchanged separately, in the hope of
finding intra-service improvements. This directly affects the values of ξ1,
ξ2, ξ3, ξ4 used in MP and CP. For MP services, high-quality levels of
products are easy to be guaranteed, so the weight related to products’
initial quality levels is set as a small value. Also, in CP services,
considering the fact that the volume of orders has little impact on the
span of the service time, the weight related to orders’ demands is set as a
small value. Similar to the first-stage improvement procedure, the values
of ξ1, ξ2, ξ3, ξ4 in MP and CP are determined based on the adaptive
adjustment mechanism, during which the relationships ξ1 < ξ2, ξ3, ξ4
and ξ3 < ξ1, ξ2, ξ4 are respected, respectively.

Based on the proposed improvement procedure, improvements
ranging from 1% to 3% are observed during our preliminary tests based
on multiple instances, reflecting the effectiveness of the proposed
improvement procedure.

4.6. Implementation techniques

We use two techniques to reduce the time needed to calculate the
product quality during the optimization procedure. First, considering
the amount of time used by integral-formulation-based calculations, we
discretize the quality decay function by dividing one hour into 100
segments and assume that the temperature and the corresponding decay
rate in one segment is fixed, while guaranteeing the precision of the
results. Second, based on the first technique, we construct a pre-
processed quality matrix to calculate the product quality of individual
farmers at any possible time in advance, avoiding having to conduct
numerous quality evaluations during the execution of the optimization
procedure. These implementation techniques significantly reduce the
solving time of the optimization procedure. Detailed information on
these techniques can be found in Appendix B.

5. Computational study

To illustrate the performance of the proposed vehicle routing model
with the consideration of quality dynamics, we first apply the model in
the case of sweet corn (Section 5.1). More specifically, in Section 5.1.1,
we compare our model to the model that does not consider product

quality and identify the underlying mechanism of achieving trade-offs
between product quality and operating costs. In Section 5.1.2, we
conduct temperature-related sensitivity analyses to evaluate the sensi-
tivity of the model to different temperature profiles. In Section 5.2, we
evaluate the performance of the proposed quality modeling approach
within diverse scenarios and compare it with a simplified approach. To
further test the performance of the proposed QTDD-ALNS algorithm in
solving the proposed HFVRPTW-HFTQ model, in Section 5.3, we
compare it with the CPLEX solver based on small-scale instances and
three state-of-the-art algorithms based on large-scale instances. All tests
were conducted on an Intel core i5-10210U 1.60GHz computer running
Windows 10.

5.1. Applying the PQ model in decision-making: the case of sweet corn

5.1.1. Impact of considering quality dynamics
Eighteen instances that are modified from Solomon VRPTW (vehicle

routing problem with time window) instances are used in this section.
We use clustered (C), random (R), and semi-random (RC) instances. C2,
R2, and RC2 instances have wider time windows (2h) than C1, R1, and
RC1 (1h) instances. The number 01 following C1, R1, RC1, C2, R2, and
RC2 means that the percentage of customers with time windows is
100%. The number of nodes per cluster is either 25, 75, or 100, which
comprise the final part of the label of an instance.

We choose sweet corn as an example and the decay rate function is
set as α(T) = 0.0048e0.1036T, according to the data collected by Black-
burn and Scudder (2009). The scheduling period is 6 hours from 6:00 am
to 12:00 am. One hour is divided into 100 segments. Considering the fact
that many regions have large daily temperature differences, we model
the environment temperatures based on Eq. (9) leading to temperatures
ranging from 15◦C to 33◦C between 0:00 am and 12:00 am. According to
the results obtained by Lin et al. (2023) as well as our field study, the
values of part of the parameters used in the model are set as follows: the
maximum load capacity of collecting trucks is 2 tons; The maximum
working duration of precooling vehicles is 6 hours; The precooling rate
of mobile precooling vehicles is 18 min/100kg. Other parameters use
the same values as those in Lin et al. (2023). Note that only the most
efficient mobile precooling service (i.e., vacuum precooling) is used in
the current study, we then use the same values to set the cost-related
parameters of mobile precooling as those of vacuum precooling.

T(t) =

{
15 0 ≤ t ≤ 600

3 ∗ t/100 − 3 600 ≤ t ≤ 1200
(9)

The proposed PQ model with the consideration of product quality
was tested under the constraint of four different minimum quality levels
(i.e., 93%, 92%, 91%, or 90%) to evaluate the performance. Note that
different settings of the minimum quality levels may influence the ab-
solute values of the result, but it will not influence the main conclusions
drawn in this study. In addition, the model without considering product
quality, which we refer to as the basic model, is also tested for com-
parison. Therefore, a total of 90 (18× (4+ 1)) scenarios is included in
the experiment. Each scenario is run 10 times, and the average product
quality of all orders, the minimum product quality of individual orders,
and the total operating costs are recorded. Results are shown in Table 1.

In Table 1, the deviation values reflect the increase of the results
obtained from the four PQ models (i.e., Q93%, Q92%, Q91%, and Q90%)
compared to those from the basic model. Taking the deviation value in
the Average product quality column as an example, Dev93% is calculated
based on Eq. (10), where Qave q

93% and Basicave q denote the average
product quality of orders calculated with the Q93% model and the basic
model, respectively. The percentage is used as the unit for the basic
model column for quality, indicating the levels of product quality when
receiving precooling services. Also, RMB is utilized as the unit for total
operating cost columns.
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Dev93% =
(
Qave q
93% − Basicave q

)/
Basicave q ∗ 100% (10)

It can be seen from Table 1 that compared to the PQ model, without
considering the minimum quality level constraint, the operating cost is
reduced but the average product quality and the minimum product
quality are lower. Compared to the basic model, considering a 93%
minimum quality level, the operating cost increases by an average of
30.51%, and the average product quality as well as the minimum
product quality increase by an average of 5.77% and 17.10%, respec-
tively. Here the ratio of 30.51% and 5.77% is 5.29, meaning that for
every 1% improvement in average product quality, the operating cost
needs to be increased by 5.29%. We call this ratio as CQ ratio. When the
minimum quality level decreases to 92%, 91%, and 90%, the CQ ratio
decreases to 4.53, 4.01, and 3.23, respectively. As can be seen from
Table 1, the improvement of the minimum product quality is significant,
which helps to reduce the product quality differences among farmers. In
addition, it is found that for the basic model, the average product quality
of all orders decreases in most instances when the time windows are
wider, while that does not happen for the PQ model. Due to the
constraint of the minimum quality level, the minimum product quality
of individual orders for the PQ model is guaranteed to be a high level,
while for the basic model, that can decrease to relatively low levels.
Moreover, it is noticed that for both the PQ model and the basic model,
in most cases, the operating cost is reduced when orders’ time windows
become wider.

Taking instance C101_100 as an example, Fig. 8 shows the best
vehicle routing solutions obtained from the basic model and the PQ
model under the minimum quality levels of 90%, 91%, 92%, and 93%,
respectively. Here green and bule lines depict the vehicle routes of MP
and CP, respectively. As can be seen from Fig. 8 (a), CP dominates MP in
the basic model and the Q90% model. With the increase of the minimum
quality level, the use of MP increase, which is because the timely service
of MP contributes to less quality losses.

To identify the underlying mechanism that can further explain the
performance of the proposed PQ model, we compare the performance of
MP and CP based on the best solutions obtained for each of the 18 in-
stances. Fig. 9 illustrates the range of the average demand di, the average
distance to the station d0i, the average initial product quality qinii , and the
average earliest service time tei of the orders served by MP and CP in all
18 instances. As can be seen from Fig. 9 (a) and Fig. 9 (b), in the basic
model and the two PQ models, MP tends to serve the smaller-volume
orders, and CP tends to serve orders that are closer to the precooling
station. The former is due to the limited precooling speed of MP, while
the latter is because of the relatively high travel costs of CP. In addition,
as shown in Fig. 9 (c) and Fig. 9 (d), in the two PQmodels rather than the
basic model, CP tends to serve orders which have higher qinii or earlier tei .
This is because CP causes more quality losses than MP during the ser-
vice, and then CP is more likely to serve orders with high initial product
quality and earlier earliest service time (the earlier tei , the low temper-
atures). The above results show that MP and CP are complementary to
each other in terms of fulfilling requests in the PQ model.

The above findings indicate that adjusting Qmin values plays a crucial
role in achieving trade-offs between product quality and operational
costs, where higher Qmin values lead to improved product quality but
increased operating costs. Also, wider time windows result in reduced
operating costs while still satisfying the minimum quality level (Qmin)
constraint within our model. The basic model that does not account for
product quality provides a benchmark for the best operating cost results
with the worst product quality results. It should be noted that tweaking
time windows within our benchmark model affects both operating costs
and product quality due to the absence of the minimum quality level
constraint; thus reducing operating costs comes at the expense of
decreased product quality.

5.1.2. Effect of different temperature profiles
Considering the impact of the temperature on product quality, thisTa
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section aims to evaluate the sensitivity of the calculated solutions to
different temperature levels. Here we consider the scenarios of low
temperatures and high temperatures, as shown in Fig. 10. The minimum
quality level is set to the value that increases the operating cost by
around 10% compared to the basic model. For the scenario of original
temperatures, we chose the results of the Q90%model in Section 5.1.1 for
comparison. Tests are based on the above 18 instances, and each of them
is run 10 times. The average product quality of all orders, the minimum
product quality of individual orders, and total operating costs obtained
from both the basic model and PQ models are recorded. Results are
shown in Table 2, where the deviation values reflect the increase (for
positive values) and the decrease (for negative values) of the results
obtained from PQ models compared to those from the basic model.

In original tests, considering a 90% minimum quality level, the CQ
ratio is equal to 3.23. In the scenario of low temperatures, as shown in
Table 2, the CQ ratio equals 5.55, reflecting that it costs much for 1%
product quality improvement. When the temperature is high, the total
operating cost increases by an average of 9.91%, and the average
product quality as well as the minimum product quality increase by an
average of 7.66% and 26.50%, respectively. In this case, the CQ ratio
equals 1.29, which is significantly lower than that in the low-
temperature scenario. The above results prove the high sensitivities of
the PQ model to temperature settings and also verify the effectiveness of
the proposed model in improving product quality especially when the
environment temperature is relatively high.

5.2. Impacts of quality decay functions on scheduling results

This section aims to investigate the effects of different quality decay
functions on the scheduling outcomes of the PQ problem. The proposed
quality decay function, which is based on time-varying temperatures, is
compared with a simplified function that utilizes average temperatures.
Nine instances are generated with varying picking periods, length of

time windows, temperatures during the scheduling period, minimum
quality levels, and decay rates. Table 3 presents the scenario settings for
the tested instances. The temperature function in instances 1 to 6 is
derived from Eq. (12), while in instances 7 to 9 it is based on Eq. (13).
Each of the nine instances consists of 12 orders, and parameters used in
the mathematical model are set to identical values as those in Section
5.1.1.

T(t) =

{
25 0 ≤ t ≤ 600

2 ∗ t/100+ 13 600 ≤ t ≤ 1200
(12)

T(t) =

{
15 0 ≤ t ≤ 600

t/100+ 9 600 ≤ t ≤ 1200
(13)

The two quality decay functions mentioned above are applied to the
PQ model. Each instance is run 10 times using the proposed ALNS al-
gorithm, and the minimum operating cost and average product quality
of all orders are recorded. Results are presented in Table 4, with columns
Cost Dev and Quality Dev indicating the deviation of results obtained
from the simplified quality decay function (referred to as Method 2)
compared to the proposed function (referred to as Method 1).

As shown in Table 4, the utilization of the simplified quality decay
function leads to an enhancement in the average quality of orders;
however, it also results in a substantial increase in operating costs across
eight instances. This is attributed to the inability of average tempera-
tures as inputs to accurately represent the actual product quality decay
process. Specifically, during the tested instances, Method 2 causes an
underestimation of product quality followed by tighter time window
constraints (please refer to Appendix C for further details), ultimately
leading to higher costs and improved product quality. Notably, for
instance 9, two different quality decay functions yield identical out-
comes due to slow product deterioration at low temperatures and a low
minimum quality level. Consequently, decisions related to quality have

Fig. 8. Best vehicle routes calculated with the basic model (a) (without considering product quality as in Lin et al. (2023)) and the PQ model (with the minimum
quality level constraint) applied to four different quality levels (b, c, d and e).
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Fig. 9. The complementarity of mobile precooling and centralized precooling in fulfilling orders in the basic model (without considering product quality as in Lin
et al. (2023)) and two PQ models (with the minimum quality level constraint). Figure (a) illustrates the average demands of orders served by mobile precooling and
centralized precooling, while figures (b), (c), and (d) present the results for the average distance to the station, average initial product quality, and average earliest
service times of orders.

Fig. 10. Assumed temperature change with time in the sensitivity tests.
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no impact on scheduling results.
The aforementioned findings suggest that the utilization of a

simplistic product quality decay function may lead to significant
divergence from actual scheduling outcomes, thereby verifying the
effectiveness and significance of employing time-varying temperatures
to accurately represent the product quality decay process.

5.3. Effectiveness of the proposed QTDD-based ALNS algorithm

5.3.1. Small-scale instances
In this section, we test the performance of the proposed QTDD-based

ALNS algorithm based on small-scale PQ instances and compare the
results with the results of the CPLEX solver. Since CPLEX cannot deal
with the nonlinear constraint Eq. (1), we use a linear function to replace
the proposed nonlinear function of quality decay, which is specifically
tailored to closely approximate the curve of the nonlinear function for an
effective representation of the nonlinear constraint. The number of or-
ders ranges from 10 to 17. Instances are tested under three different
minimum quality levels. The QTDD-algorithm solves each instance 10
times, and the best solutions as well as the average solving time are
recorded. The maximum solving time of CPLEX is set to 10800 seconds.
Results are shown in Table 5.

As can be seen from Table 5, the proposed QTDD-based ALNS algo-
rithm can solve the instances to optimality when the number of orders is
below 14. With the increase of the order’s number, the proposed QTDD-
algorithm can only obtain optimal solutions under part of minimum
quality levels. For those instances, the average optimality gap is around
1%, as depicted in column Aveopt_gap. When the number of orders is
equal to 17, CPLEX could not obtain optimal solutions within 3 hours,
while the average solution time of our QTDD-based ALNS algorithm is
no more than 1 minute.

Table 2
Average and minimum product quality and total operating costs calculated with the basic model (without considering product quality as in Lin et al. (2023)) and the
PQmodel in different temperatures profiles (In the tested low temperature and high temperature scenarios, the minimum quality levels in the PQ model are set to 95%
and 80%).

Instances Low temperatures High temperatures

Basic model Deviations from the basic model
(%)

Basic model Deviations from the basic model
(%)

Average
product
quality (%)

Minimum
product
quality
(%)

Total
operating
cost
(RMB)

DevAve_Q DevMin_Q DevTot_C Average
product
quality (%)

Minimum
product
quality (%)

Total
operating
cost
(RMB)

DevAve_Q DevMin_Q DevTot_C

C101_25 94.54 89.16 2187.10 2.21 6.61 4.40 85.42 68.67 2187.10 0.96 16.63 5.14
C201_25 94.12 89.42 2096.42 2.75 6.27 7.44 75.64 58.95 2096.42 13.50 35.86 8.70
R101_25 96.08 91.30 2808.83 1.16 4.33 10.98 83.30 65.05 2808.83 7.12 23.18 11.95
R201_25 95.33 92.51 2722.52 1.28 2.86 7.21 80.19 69.23 2722.52 8.64 16.34 10.04
RC101_25 96.85 93.41 3192.05 0.02 1.85 3.64 86.17 72.53 3192.05 1.38 10.92 8.31
RC201_25 95.03 90.29 2996.79 2.03 5.36 5.48 79.00 61.70 2996.79 9.99 30.66 9.60
C101_50 95.76 91.80 4716.88 0.91 3.62 1.05 81.77 66.74 4716.88 5.82 20.08 6.16
C201_50 95.40 89.93 4468.53 1.31 5.76 1.41 80.40 60.58 4468.53 6.84 32.47 4.44
R101_50 95.78 91.52 5147.47 1.09 3.86 7.37 81.84 65.79 5147.47 7.27 22.16 13.59
R201_50 95.53 92.11 5136.40 0.98 3.30 2.83 80.83 67.83 5136.40 6.99 18.33 5.33
RC101_50 95.80 90.47 5319.99 1.10 5.06 13.65 82.05 62.32 5319.99 5.12 28.45 14.72
RC201_50 95.41 91.54 5194.38 1.05 3.97 11.15 80.37 65.72 5194.38 7.58 22.31 14.10
C101_100 94.87 88.49 9110.89 1.74 7.50 18.54 78.33 56.14 9110.89 8.99 42.66 21.73
C201_100 95.50 91.56 9669.81 0.79 3.99 3.01 66.21 39.93 9669.81 29.71 100.70 11.80
R101_100 96.31 93.20 9961.09 0.26 2.24 2.03 83.96 71.71 9961.09 2.67 11.76 5.93
R201_100 96.26 93.36 9754.64 0.24 1.97 2.58 83.47 72.28 9754.64 2.86 11.00 4.96
RC101_100 95.35 90.85 9844.50 1.63 4.77 9.49 80.23 64.34 9844.50 8.64 24.70 15.26
RC201_100 96.10 93.68 10093.16 0.46 1.42 4.55 83.05 73.51 10093.16 3.84 8.86 6.58
Ave ​ ​ ​ 1.17 4.15 6.49 ​ ​ ​ 7.66 26.50 9.91

Table 3
Scenario settings in the tested instances.

Instances Orders’ average picking periods Length of orders’ time windows Temperature ranges Minimum quality levels Decay rate function

1 2h 1h 25◦C~37◦C 80% α(T) = 0.0048e0.1036T
2 2h 1h 25◦C~37◦C 75%
3 2h 2h 25◦C~37◦C 75%
4 2h 2h 25◦C~37◦C 80%
5 1h 1h 25◦C~37◦C 85%
6 1h 1h 25◦C~37◦C 80%
7 2h 1h 15◦C~21◦C 90%
8 2h 1h 15◦C~21◦C 85%
9 2h 1h 15◦C~21◦C 80%

Table 4
Results of the PQ instances under two quality decay functions.

Instances Method 1
(Using average
temperatures)

Method 2
(Using time-varying
temperatures)

Cost
Dev

Quality
Dev

Cost Average
quality

Cost Average
quality

1 1466.88 85.26% 1971.64 87.87% 34.41% 3.06%
2 1466.88 85.26% 1716.18 86.65% 17.00% 1.63%
3 1466.88 85.26% 1583.78 86.20% 7.97% 1.10%
4 1466.88 85.26% 2007.44 87.67% 36.85% 2.83%
5 1659.80 89.62% 2007.44 91.37% 20.94% 1.95%
6 1466.88 88.89% 1584.87 90.47% 8.04% 1.78%
7 1429.18 94.32% 1691.58 94.98% 18.36% 0.70%
8 1252.12 92.99% 1422.84 93.77% 13.63% 0.84%
9 1252.12 92.99% 1252.12 92.99% 0.00% 0.00%
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5.3.2. Large-scale instances
As shown in Section 5.3.1, CPLEX could not solve large-scale PQ

instances with 17 orders to optimality. Also, existing algorithms are not
available for solving the studied problem. We therefore test the perfor-
mance of the QTDD-based ALNS algorithm for solving large-scale in-
stances based on instances of closely related problems: HFVRPTW. We
slightly modified our algorithm to solve 24 HFVRPTW benchmark in-
stances with 100 nodes proposed by Koc et al. (2015). Three
state-of-the-art algorithms are chosen for horizontal comparison,
including the HEA algorithm proposed by Koc et al. (2015), the BAC
algorithm presented by Fachini and Armentano (2020), and the classic
ALNS algorithm proposed by Lin et al. (2023). Table 6 provides a
summary of the aforementioned three algorithms, accompanied by a
concise description of their primary contexts.

The QTDD-based ALNS algorithm solves each instance 10 times, and
the best solutions and the average solutions are reported. Results are
shown in Table D1 in Appendix D, where the average solving time of the
QTDD-based ALNS algorithm reflects the average time across ten runs
that no improved solutions are obtained in 100 generations.

As shown in Table D1, the proposed QTDD-based ALNS algorithm is
quite competitive compared to the three existing algorithms. In terms of
solution quality, the average deviations to HEA, BAC, and ALNS are
0.88%, -1.22%, and -1.06%, respectively. This suggests that the pro-
posed QTDD-based ALNS algorithm is slightly inferior to HEA and su-
perior to BAC and the classic ALNS with regards to the HFVRPTW
instances. In terms of solution times, both our algorithm and the HEA
algorithm are efficient with the average solving time no more than 6
minutes.

7. Discussion and conclusions

This study focuses on modeling product quality dynamics in the
optimization of post-harvest transport operations, aiming to provide
insights into reducing the quality losses of highly perishable products
before they enter temperature-controlled supply chains. Traditional
centralized precooling and emerging mobile precooling are concurrently
applied to fulfill a series of small-scale and scattered precooling requests,
with the goal of minimizing the total operating cost while guaranteeing
product quality for farmers. We develop a new integral formulation for
modeling dynamic temperature-dependent product quality decay and
integrate it into a vehicle routing model as a constraint. A QTDD-based
ALNS algorithm is designed to solve the model, which leverages the
complementary nature of facilities’ service capabilities for order
fulfillment. To reduce the time needed to calculate the product quality
during the optimization procedure, we discretize the integral function
and introduce a quality matrix to store the product quality for individual
orders at any possible time in advance. Results based on both small-scale
instances and large-scale instances show the effectiveness and efficiency
of the QTDD-based ALNS algorithm by comparing it with CPLEX solver
and three state-of-the-art algorithms. Furthermore, we find that
considering product quality decay in the vehicle routing model does not
increase the solving time substantially, which is mainly because of our
QTDD strategy and the quality-matrix-based implementation tech-
niques. We also demonstrate that having more detailed temperature
data in modeling product quality deterioration might result in more
accurate decisions with economic and quality gains, compared to a
simplified quality modeling method that simply uses average tempera-
ture data.

We compare the results of the current model with the model by Lin
et al. (2023), which does not consider product quality decay. We show
that the former contributes to improving the average product quality of
all orders as well as the minimum product quality of individual orders,
while it increases the total operating cost, due to the inherent trade-off
between product quality and costs. It is verified that considering product
quality is more cost-efficient when the temperatures are higher. More-
over, our model guarantees the minimum quality level of orders, which
helps to achieve a relatively fair service and reduces farmers’

Table 5
Best results calculated with CPLEX and the QTDD-based ALNS algorithm on solving small-scale instances (the number of nodes ranges from 10 to 17).

Instances CPLEX QTDD-based ALNS Aveopt_gap
(%)

Q1 Q2 Q3 Q1 Q2 Q3

Copt Time
(s)

Copt Time
(s)

Copt Time
(s)

Cbest Time
(s)

Cbest Time
(s)

Cbest Time
(s)

R101_10 1399.10 22.75 1323.86 23.39 1282.84 24.54 1399.10 11.10 1323.86 12.78 1282.84 16.13 0.00
R101_11 1536.16 32.85 1395.28 34.32 1392.09 42.29 1536.16 18.53 1395.28 14.51 1392.09 13.54 0.00
R101_12 1547.33 40.83 1405.61 36.78 1403.26 63.78 1547.33 18.75 1405.61 20.24 1403.26 14.46 0.00
R101_13 1636.41 49.83 1499.27 82.73 1477.64 103.27 1636.41 20.18 1499.27 19.16 1477.64 19.97 0.00
R101_14 1915.77 1288.50 1634.89 182.36 1530.05 243.77 1915.77 27.49 1634.89 25.35 1596.13 20.94 1.44
R101_15 2005.56 499.58 1773.16 277.62 1690.25 2725.02 2014.45 27.63 1776.28 26.92 1690.25 23.42 0.21
R101_16 2044.04 4784.97 1830.13 2354.03 1728.72 3450.88 2047.49 31.28 1833.25 33.28 1728.72 41.30 0.11
R101_17 —— —— —— ​ —— ​ 2128.12 35.72 1958.14 37.23 1926.20 45.91 ——
Ave time ​ 959.90 ​ 427.32 ​ 950.51 ​ 22.14 ​ 21.75 ​ 21.39 ​

Note: Q1=95%, Q2=94%, Q3=93%. Copt denotes the optimal solution solved by CPLEX in 3 hours. Cbest denotes the best solution solved by QTDD-based ALNS in 10
runs. Column Ave dev shows the average deviations of the obtained best solutions from the optimal solutions.

Table 6
Algorithms used in the large-scale instances testing.

Acronym Full name Reference Primary contexts

HEA Hybrid
evolutionary
algorithm

Koc et al.
(2015)

The algorithm integrates
adaptive large neighborhood
search into an evolutionary
algorithm, utilizing ALNS for
generating the initial
population and optimizing
offspring, while
incorporating an improved
splitting procedure to handle
infeasibilities.

BAC Branch-and-check Fachini and
Armentano
(2020)

The algorithm decomposes
the HFVRPTW problem into a
generalized assignment
master problem and
independent traveling
salesman subproblems with
time windows. Valid
optimality and feasibility cuts
are devised to ensure the
convergence of the
algorithms.

ALNS Adaptive large
neighborhood
search

Lin et al.
(2023)

The algorithm contains a
multi-level struct-based
solution representation,
based on which customized
solution evaluations,
feasibility checks as well as
neighborhood search
heuristics are developed.
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dissatisfaction due to the differences in the quality levels among farmers.
The minimum quality level plays an important role in achieving

trade-offs between product quality and operational costs. The higher the
minimum quality level, the higher the total operating cost, which
further affects the decisions of stakeholders. For instance, service pro-
viders can price different-level precooling services based on the cost
under certain minimum quality level. Smallholder farmers can also
decide which level of the precooling service to choose according to the
market price of products to maximize benefits. This becomes applicable
with the current fast development of information technologies that
enable the traceability of product quality from production to con-
sumption (see e.g., Yang et al., 2022; Yang et al., 2023). In addition to
the minimum quality level, the length of precooling orders’ time win-
dows can significantly influence the results. We find that wider time
windows of precooling orders can help to reduce the total operating cost,
which confirms the results in Lin et al. (2023). At the same time, for the
model that does not consider product quality, wider time windows often
lead to lower quality levels of orders, while that does not happen for our
model because of the minimum quality level constraint. We therefore
suggest service providers to offer farmers wider service time slots when
applying the model to save the total operating cost without reducing
product quality.

In conclusion, our study quantifies the advantages of managing
product quality in the early stage of supply chains for perishable prod-
ucts and provides management insights on conducting quality-based
precooling services. We also verify the key role of temperatures in
capturing the dynamic nature of product quality, which further proves
the significance of considering temperature-dependent product quality
decay for the transportation and distribution of perishable products.
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Appendix A

min Z1 + Z2 + Z3 + Z4 (A.1)

Z1 =
∑

j∈F

∑

v∈V

∑

o=1
xo0jvhp+

∑

j∈F

∑

v∈V

∑

o=2
xo0jv(hk+ hr) (A.2)

Z2 =
∑

i∈F∪0

∑

j∈F∪0,j∕=i

∑

v∈V

∑

o=1
xoijvdijfp+

∑

i∈F∪0

∑

j∈F∪0,j∕=i

∑

v∈V

∑

o=2
xoijvdij(fk+ fr) (A.3)

Z3 =
∑

i∈F

∑

j∈F∪0,j∕=i

∑

v∈V

∑

o=1
xoijvdiup +

∑

i∈F

∑

j∈F∪0,j∕=i

∑

v∈V

∑

o=2
xoijvdius (A.4)

Z4 =
∑

i∈F

∑

v∈V

(
φ1mt

iv +φ2ntiv) (A.5)

s.t.
∑

i∈F∪0,i∕=j

∑

v∈V

∑

o∈O
xoijv = 1 ∀j ∈ F (A.6)

∑

j∈F

∑

o∈O
xo0jv ≤ 1 ∀v ∈ V (A.7)

∑

i∈F∪0,i∕=j
xoijv −

∑

i∈F∪0,i∕=j
xojiv = 0 ∀j ∈ F ∪ 0,∀v ∈ V,∀o ∈ O (A.8)

∑

i∈F

∑

j∈F∪0,j∕=i

∑

o=2
xoijvdi ≤ Ck ∀v ∈ V (A.9)

∑

i∈F

∑

j∈F∪0,j∕=i

∑

v∈V

∑

o=2
xoijvdi ≤ Cs (A.10)

Tmax ≥ at0v − lt0v − MT

(

1 −
∑

j∈F

∑

o=1
xo0jv

)

∀v ∈ V (A.11)

lt0v ≥ tei − t0i − MT

(

1 −
∑

o∈O
xo0iv

)

∀i ∈ F,∀v ∈ V (A.12)

atjv ≥ ativ +mt
iv + qtiv + tij − MT

(

1 −
∑

o∈O
xoijv

)

∀i ∈ F, j ∈ F ∪ 0, j ∕= i, ∀v ∈ V (A.13)

mt
iv ≥ tei − ativ − MT

(

1 −
∑

j∈F∪0,j∕=i

∑

o∈O
xoijv

)

∀i ∈ F, ∀v ∈ V (A.14)
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ntiv ≥ ativ − t1i − MT

(

1 −
∑

j∈F∪0,j∕=i

∑

o∈O
xoijv

)

∀i ∈ F, ∀v ∈ V (A.15)

qtiv ≥
(
2b+ rp

)
di − MT

(

1 −
∑

j∈F∪0,j∕=i

∑

o=1
xoijv

)

∀i ∈ F, ∀v ∈ V (A.16)

qtiv ≥ bdi − MT

(

1 −
∑

j∈F∪0,j∕=i

∑

o=2
xoijv

)

∀i ∈ F,∀v ∈ V (A.17)

xoijv ∈ {0,1} ∀i, j ∈ F ∪ 0, i ∕= j, ∀v ∈ V, ∀o ∈ O (A.18)

ativ,m
t
iv, n

t
iv, q

t
iv ≥ 0 ∀i ∈ F ∪ 0, ∀v ∈ V (A.19)

at0v ≤ tl0, l
t
0v ≥ te0 ∀v ∈ V (A.20)

Table A1
Notations of symbols used in model formulation.

Sets:

F Set of all orders
V Set of all vehicles
O Set of service types, O = {1,2}, where1 “1” represents mobile precooling and “2” denotes centralized precooling
Parameters: ​
α Product decay rate
T(t) Temperature function with time
α(T(t)) Decay rate function with temperature
pi Picking period of order i, i ∈ F
Q(t) Quality decay function with time
Qmin The minimum quality level for products at tpi promised by PSPs
Tlatesti The latest time for order i to receive precooling services, i ∈ F
dij Distance between node i and node j, i, j ∈ F ∪ 0, where1 “0” represents the central precooling station
tij Travel time between node i and node j, i, j ∈ F ∪ 0
di Precooling volume of order i, i ∈ F
[tei , tli] Time window of order i, i ∈ F
[te0,tl0] Time window of the precooling station
φ1, φ2 Penalty cost for vehicle waiting or delay for per unit of time
rp Precooling rate of precooling vehicles
b Loading and unloading speed
Ck Trucks’ maximum load capacity
Cs Precooling station’s maximum service capacity
Tmax Precooling vehicles’ maximum working hours
hk, hr, hp Fixed costs of collecting trucks, refrigerated trucks, and precooling vehicles
fk, fr, fp Cost per unit distance traveled by collecting trucks, refrigerated trucks, and precooling vehicles
us, up Cooling cost for handling per unit demand by centralized precooling and mobile precooling
Decision variables: ​
xoijv If vehicle v belonging to service type o visits from node i to node j, xoijv = 1; otherwisexoijv = 0. i, j ∈ F ∪ 0, v ∈ V
ativ Vehicle v’s arrival time to node i, i ∈ F ∪ 0, v ∈ V
lt0v Departure time of vehicle v from the precooling station, v ∈ V
qtiv Vehicle v’s service time at order i, i ∈ F, v ∈ V
mt
iv,ntiv Vehicle v’s waiting and delay time at order i, i ∈ F, v ∈ V

tpi Time when order i receives precooling service, i ∈ F
qstart pi Quality of order i’s products at tpi , i ∈ F

Appendix B

B.1. The discretization of the quality decay function

It has been shown in our preliminary tests that calculating the product quality based on the proposed integral formulations is time-consuming. We
therefore develop discretized formulations to approximate the integral formulations while guaranteeing the precision of the results. The main idea is
to divide a period into a set of small segments and assume that the temperature in one segment is fixed. Thus, the continuous decay rates in a period
under fluctuating temperatures can be represented by a series of discretized decay rates under fixed temperatures. In this study, one hour is divided
into 100 segments. Using this kind of approximation, the calculation speed is increased by at least 100 times, while the error is less than 0.05%.
Detailed formulations are as follows.

Let w be the number of segmentsΔtʹ in a periodΔt, andΔt́ =
[
t
ʹj
1, t

ʹj
2

]
be the jth segment. The quality of the productΔt after harvest can therefore be

represented by e− Δtʹ
∑w

j=1
α(T(t

ʹj
1 )).
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Furthermore, we define a batch of products as the products picked within a time segment Δt́ and assume that product quality is consistent in one
batch. A discrete way to calculate the product quality Qi(t) of farmer i at the time t is as follows:

Qi(t) =
1
Nb
i

⎛

⎜
⎜
⎝1+

∑N
b
i − 1

j=1
e
− Δtʹ

∑N
b
i − 1

u=j
α(T(tei − pi+Δtʹu))

⎞

⎟
⎟
⎠e

− Δtʹ
∑N
c
i

v=1
α(T(tei +Δtʹ(v− 1)))

(B.1)

where Nbi = pi/Δt́ denotes the number of product batches at farmer i, and Nci equals
(
t − tei

)
/Δt́ .

B.2. Pre-processing a quality matrix

This section aims to improve the solution efficiency by calculating the product quality of individual farmers at any possible time in advance. As
shown in Eq. (B.1), three inputs are needed to obtain the results, including the picking period and the earliest service time of a request, and any
possible start times of precooling to serve the request. Assume that farmers’ picking periods are divided into 1, 2, 3, 4, and 5 hours. The earliest service
times of orders range from 6:30 am to 11:00 am, which consists of 10 scenarios with an interval of half an hour. The possible start time t of precooling
at node i ranges form tei to TL, where TL denotes the possible latest start time of precooling. We set TL as two hours after the latest service time tl0 of the
precooling station. For instance, if tei equals 6:30 and tl0 equals 12:00, there are total 751 possible start times of precooling, because one hour is divided
into 100 segments. We therefore obtain a three-dimensional matrix with 26300 (5× (751+ 701+ 651+ 601+ 551+ 501+ 451+ 401 + 351 + 301))
possible results of the product quality.

It is verified that using the quality matrix can significantly reduce solution times. For 100-customer instances, only 0.4 seconds is required in an
iteration, which increases to nearly 40 seconds if the quality matrix is not used. The total time to calculate the quality matrix is nomore than 5minutes.

Appendix C

This part aims to reveal the impacts of quality decay functions on the mathematical model of the investigated problem. Two distinct quality decay
functions are examined, with Method 1 presenting a proposed quality decay function that accounts for varying temperatures and different picking

batches (i.e., Q(t) = 1
pi

∫ tei
tei − pi

(

e−
∫ t

t́
α(T(tʹ́ ))dtʹ́

)

dt́ ). Method 2 introduces a simplified quality decay function with fewer inputs, wherein products

degradation commences at the midpoint of the picking period, and the temperature remains constant throughout the scheduling period, equal to the
average temperature Tave (i.e., Q(t) = e− α(Tave)Δt).

Here, mobile precooling is taken as an example. Vehicles are required to arrive at order i before its latest service time tli and ensure that the quality
of order i’s products at the time (tpi ) of receiving precooling services exceeds the minimum quality level Qmin, i.e., Q

(
tpi
)
≥ Qmin. Based on this

formulation, the latest time Tlatesti for order i to receive precooling services can be determined. As a result, the time window constraints at node i are
illustrated in Fig. C1.

Fig. C1. Time window constraints at node i serviced by mobile precooling.

As depicted in Fig. C1, under scenario 1, Tlatesti is earlier than tli , indicating that the arrival time ativ of vehicle v at node i should satisfy the constraint
tei ≤ ativ ≤ Tlatesti . Conversely, in scenario 2 where Tlatesti is later than tli , ativ should satisfy the constraint tei ≤ ativ ≤ tli while Tlatesti does not impose any
restrictions on vehicle’s arrival time.

Based on the above analysis, a comparison of the two quality decay functions can be conducted under scenario 1. Let Tlatest1i and Tlatest2i represent
the latest time for order i to receive precooling services calculated using method 1 and method 2, respectively. When employing method 2, there is a
possibility of overestimating or underestimating product quality, consequently resulting in either later or earlier Tlatesti and further relax or tighten time
window constraints, as shown in Fig. C2. If Tlatest2i ≥ Tlatest1i , constraints are relaxed; otherwise, constraints are tightened.

Fig. C2. Comparison of the two quality decay functions in relation to time window constraints.
In conclusion, the quality decay function has the potential to alter
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time window constraints and potentially impact the final scheduling outcomes in scenarios with Tlatesti earlier than tli . Six factors that may contribute to
Tlatesti < tli are identified based on the quality decay functions, including longer picking period pi, later earliest service time tei , higher temperatures T
during the scheduling period, higher decay rate α, higher minimum quality level Qmin, and wider interval between tei and tli .

For instance, Table C1 presents the outcomes of Tlatesti computed using two types of quality decay functions across various parameter settings for a
single order, with each hour represented by 100. The earliest service time tei for order i is 9:00. The temperature function is based on Eq. (12),
encompassing temperatures ranging from 25◦C to 37◦C. In method 2, the average temperature Tave corresponds to either the weighted mean tem-
perature (28◦C) or the mean temperature (31◦C). The decay rate function is α(T) = 0.0048e0.1036T, where α takes values of 0.0873 and 0.1191 when
the temperature equals 28◦C and 31◦C, respectively. As indicated in Table C1, in most scenarios, utilizing the quality decay function with fewer inputs
results in relaxed or tightened time window constraints.

Table C1
Results of Tlatesti calculated using two kinds of quality decay functions.

pi [tei ,tli] Qmin Method 1
(Using time-varying temperatures)

Method 2
(Using average temperatures)

Method 2’s impacts on time window constraints

Tlatest1i Tlatest2i (Tave = 28∘) Tlatest2i (Tave = 31∘) Tave = 28∘ Tave = 31∘

1h [9:00, 10:00] 85% 983 1036 986 relax relax
80% 1021 1106 1037 —— ——

[9:00, 11:00] 85% 983 1036 986 relax relax
80% 1021 1106 1037 relax relax

2h [9:00, 10:00] 85% 949 986 936 relax tighten
80% 993 1056 987 relax tighten

[9:00, 11:00] 85% 949 986 936 relax tighten
80% 993 1056 987 relax tighten

Appendix D

Table D1
Best results calculated with three state-of-the-art algorithms and the QTDD-based ALNS algorithm on solving large-scale HFVRPTW instances (the number of nodes is
100).

Instances Fleet size Hybrid evolutionary
algorithm (Koc et al., 2015)

Branch-and-check (Fachini&
Armentano, 2020)

Classic ALNS (Lin et al.,
2023)

QTDD-based ALNS Deviations from existing
methods

Cost Vehicle Cost Vehicle Cost Vehicle Cost Vehicle Average costs Dev1 Dev2 Dev3

R101A A1B11C11D1 4355.41 B10C11D1 4417.59 A1B10C11D1 4455.40 A1B10C11D1 4429.18 A1B10C11D1 4473.10 1.69% 0.26% -0.59%
R102A A1B4C14D2 4356.44 B4C13D2 4262.97 A1B2C14D2 4359.69 B3C14D2 4329.48 B3C14D2 4354.78 -0.62% 1.56% -0.69%
R103A B7C15 4080.16 B6C15 4092.43 B6C15 4187.53 B6C15 4139.48 B6C15 4161.88 1.45% 1.15% -1.15%
R104A B9C14 3954.72 B7C14 4024.82 B9C13 4081.94 B7C14 4036.68 B7C14 4082.00 2.07% 0.29% -1.11%
R201A A5 3448.76 A5 3539.83 A5 3514.88 A5 3489.23 A5 3526.54 1.17% -1.43% -0.73%
R202A A5 3308.16 A5 3441.36 A5 3385.92 A5 3323.46 A5 3357.81 0.46% -3.43% -1.84%
R203A A4B1 3382.39 A4B1 3586.58 A4B1 3438.84 A4B1 3407.46 A4B1 3438.79 0.74% -4.99% -0.91%
R204A A5 3018.14 A5 3145.57 A5 3068.83 A5 3054.12 A5 3072.05 1.19% -2.91% -0.48%
C101A A1B10 8828.94 B10 8828.94 B10 8828.94 B10 8828.94 B10 8828.94 0.00% 0.00% 0.00%
C102A A19 7080.17 A19 7106.53 A19 7113.40 A19 7084.88 A19 7128.24 0.07% -0.30% -0.40%
C103A A19 7079.21 A19 7079.22 A19 7176.07 A19 7082.65 A19 7099.40 0.05% 0.05% -1.30%
C104A A19 7075.06 A19 7097.86 A19 7199.45 A19 7077.44 A19 7113.46 0.03% -0.29% -1.69%
C201A A4B1 6082.38 A4B1 6082.38 A4B1 6102.26 A4B1 6085.42 A4B1 6107.10 0.05% 0.05% -0.28%
C202A A1C3 7618.62 A1C3 7639.79 A1C3 7636.74 A1C3 7618.62 A1C3 7621.11 0.00% -0.28% -0.24%
C203A C2D1 7303.37 C2D1 7401.30 C2D1 7385.28 C2D1 7320.20 C2D1 7345.13 0.23% -1.10% -0.88%
C204A A5 5677.66 A5 5935.47 A5 5693.28 A5 5682.88 A5 5721.67 0.09% -4.26% -0.18%
RC101A A7B7C7 5162.28 A4B7C7 5298.36 A5B7C7 5305.29 A5B7C7 5298.62 A5B7C7 5312.48 2.64% 0.00% -0.13%
RC102A A5B6C8 5018.05 A2B6C8 5148.72 A3B6C8 5158.97 A4B5C8 5121.41 A4B5C8 5196.22 2.06% -0.53% -0.73%
RC103A A11B2C8 4926.55 A10B2C8 4998.63 A10B2C8 5144.77 A10B2C8 5074.25 A10B2C8 5187.48 3.00% 1.51% -1.37%
RC104A A2B13C3D1 4995.91 A2B13C3D1 5050.02 A2B13C3D1 5168.46 A2B13C3D1 5129.32 A2B13C3D1 5199.76 2.67% 1.57% -0.76%
RC201A C1E3 5344.47 C1E3 5395.99 C1E3 5313.25 C1E3 5313.25 C1E3 5389.71 -0.58% -1.53% 0.00%
RC202A A1C1D1E2 4856.02 A1C1D1E2 5166.76 A1C1D1E2 5156.71 A1C1D1E2 4920.09 A1C1D1E2 4963.52 1.32% -4.77% -4.59%
RC203A A1B1C5 4246.25 A1B1C5 4424.82 A1B1C5 4361.26 A1B1C5 4277.18 A1B1C5 4364.54 0.73% -3.34% -1.93%
RC204A A14B2 4195.32 A14B2 4410.37 A14B2 4379.14 A14B2 4225.24 A14B2 4301.80 0.71% -4.20% -3.51%

Ave 5.45 179.68 6.97 5.24 0.88% -1.12% -1.06%
Runs 10 1 20 10 ​ ​ ​

Processor Intel Xeon 2.6GHz Intel Core i7 2.5GHz Intel Core i5 1.60GHz Intel Core i5 1.60GHz ​ ​ ​
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