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Chapter 1

Introduction



6 Introduction

1.1 Modern livestock farming and its challenges

From the first domestication of animals to the present day, livestock farming has been an
integral part of human culture and history. In the early stages of human history, hunt-
ing wild animals and gathering plants were the primary methods of food procurement.
As humans transitioned from hunter-gatherer societies to settled agrarian communities,
livestock management evolved dramatically, with the domestication of animals starting
approximately 12,000 years ago (Teletchea, 2019). The adoption of systematic animal
farming for food production occurred during the Neolithic period around 8,000 to 3,500
years B.C. Since then, ongoing improvements in livestock housing and feeding have laid
the foundation for establishing livestock farming as a crucial component of the human
food supply (Hartung, 2013). Over the last two centuries, there has been a shift in this
development from sustenance-level livestock keeping, primarily for personal consumption,
to the large-scale animal production systems we witness today. This change was primarily
driven by the continuously increasing demand for animal products and the resulting pres-
sure on farmers to intensify their production in order to meet this demand. Worldwide,
beef production nearly doubled over the last 50 years, rising from 40 million tons in 1970
to 77 million tons in 2021. In the same period, pork production experienced an even more
significant surge, escalating from 36 million tons to 120 million tons, surpassing a three-
fold increase. However, the primary driver of the growth in meat production was poultry.
While 15 million tons of poultry meat were produced in 1970, by 2021 production had
reached 138 million tons, marking an increase of more than 800% in the past five decades.
The increasing demand for poultry is also evident in the global egg production, which has
increased by 355% over the past fifty years (Food and Agriculture Organization of the
United Nations, 2023).

For the upcoming decade, the trend of increasing demand is expected to continue, primar-
ily driven by a growing world population. Projections suggest that the world’s population
will reach 8.5 billion people, marking an increase of more than 5% within the next ten
years. Additionally, changes in consumer behavior affect global demand. Although per
capita food consumption in high-income countries is expected to remain at current lev-
els, particularly the consumption in middle-income countries, such as China, is estimated
to expand, contributing to the globally increasing demand. Total food consumption is
expected to grow by about 4% by 2029 in these countries, with 38% of the additional
calories being provided by animal products. In this context, projection studies also pre-
dict a larger proportion of poultry products in the total worldwide food consumption
(OECD et al., 2023). This shift towards poultry products can be attributed to two main
reasons. In high-income countries, the expanding consumer focus on environmental and
health awareness is driving a transition away from high intake levels of certain livestock
products, particularly red meat. Persistent high-level consumption of these products is
linked to a range of cardiovascular diseases and certain types of cancer (Steinfeld et al.,
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2006). Instead, consumers are turning to poultry and fish, which are perceived as health-
ier alternatives. In lower-income countries, the growing demand for poultry meat and
eggs will mainly be driven by their affordability, attributed to low production costs and
a shorter production cycle compared to other animals, as well as assumed health benefits
and a wider cultural acceptability. Thus, the global poultry production is expected to
continue growing, accounting for half of all additional meat produced over the next decade
(OECD et al., 2023).

While demand for animal products and their production continue to increase, the live-
stock sector has a significant impact on the world’s water, land, and biodiversity resources,
and is a major contributor to climate change. This combination of continuously growing
and changing demands on one hand, and limited resources on the other, is the reason
why most of the increase in agricultural production has come and will come from inten-
sification rather than expansion. The fundamental principle behind intensification is to
maximize the output units per unit of inputs, such as water and feed. This productivity
improvement is characterized by the industrialization of agricultural processes, involving
the segmentation of production stages such as feed production, animal raising, slaughter-
ing, and processing, with each segment strategically located to minimize operating costs
(Steinfeld et al., 2006).

Especially the poultry sector has been affected by this development, so that today, poultry
production is almost entirely industrialized in developed countries. Advanced breeding
and feeding technologies have led to an impressive rise in productivity, which is reflected
in the increase in meat and egg yield per bird. Globally, the average egg yield per bird
evolved from 8 kg in 1970 to 11.12 kg in 2020, representing an increase of almost 40%. In
Western Europe, the egg yield in 2020 even reached 16.70 kilograms per bird. A similar
trend is observable for poultry meat. Worldwide, birds slaughtered in 2020 yielded an
average of 34% more meat than those slaughtered in 1970 (Food and Agriculture Organi-
zation of the United Nations, 2023). In comparison to other sectors, poultry production is
the most efficient form of animal-origin food production and has the lowest land require-
ments per unit of output. Its short production cycle enables producers to adapt flexibly
to market demands, and ongoing advancements in genetics, animal health, and feeding
practices contribute to continual improvements in efficiency. While a high concentra-
tion of poultry production may cause environmental impact at the local level, the overall
damage is considerably lower compared to other livestock species. In combination, these
characteristics further support its dominant role in the current development of livestock
production (Steinfeld et al., 2006).

Although intensification contributes to improved efficiency, including reduced land use
and higher feed conversion, the structural change introduces novel challenges. One major
trend in animal farming is the concentration of production, where farms tend to con-
centrate geographically into specialized clusters. This trend has been accompanied by a
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significant increase in the average number of animals per farm, while the overall number
of farms, especially those belonging to smallholders, has decreased (Steinfeld et al., 2006).
Nowadays, an average laying hen farm in Germany houses approximately 20,000 animals
(Agethen, 2023), and an average broiler farm holds around 29,000 animals (Thobe et al.,
2021). Despite the more concentrated occurrence of emissions, new issues arise from high
animal densities and the geographical proximity between farms. The proximity of thou-
sands of animals increases the likelihood of transferring pathogens within and between
populations and has further potential consequences for the evolution of zoonotic diseases
(Otte et al., 2007). For example, ongoing outbreaks of highly pathogenic avian influenza
(HPAI) have affected poultry and egg production in numerous countries. Consequently,
predictive studies have identified animal disease outbreaks as one of the most significant
risks for livestock in the coming years (OECD et al., 2023).

Moreover, the intensification of livestock farming has raised concerns about the balance
between economically efficient production and animal welfare. Animal welfare encom-
passes both the physical and mental well-being of the animal (Brambell, 1965) and is
often subject to diverse interpretations and continuous research. Within this context, the
so-called "Five Freedoms”, as established by the Farm Animal Welfare Council (FAWC),
provide a universally acknowledged framework for evaluating animal welfare. These free-
doms include freedom from hunger and thirst, freedom from discomfort, freedom from
pain, injury, or disease, freedom to express normal behavior, and freedom from fear and
distress (FAWC, 1993). The framework has been highly influential and serves as the foun-
dation for various policy statements, standards, and assessment schemes for farm animals.
This has contributed to a higher emphasis on welfare aspects, which often contrast with
profit-oriented production processes. Practices such as caged housing systems and high
stocking densities restrict animals from exhibiting their natural behaviors and limit their
ability to move freely. This is a relevant issue, particularly for laying hens, for which hous-
ing in conventional cages was long recognized as the most efficient method of housing.
The limited space not only restricts the birds in behaviors such as perching, scratching,
and dust-bathing but also stresses the animals, potentially leading to feather pecking and
cannibalism (Madzingira, 2018). In today’s context, animal welfare is no longer just an
ethical concern but also a critical factor in ensuring the quality of food products. The
connection between animal welfare and food quality is gaining recognition among con-
sumers, contributing to heightened public awareness of animal welfare concerns. This has
led to a rising demand for food products that are produced with a focus on the well-being
of the animals involved. As a result, animal welfare is becoming an important quality
indicator and selling point for food products.

The changing demands of consumers, coupled with the structural shift towards indus-
trialized livestock farming and increased technological complexity, have been identified
as primary factors driving the evolving demand for labor in agriculture (Ryan, 2023).
Consequently, finding adequately skilled workers to handle the diverse needs and growing
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complexity of the sector is another key challenge currently faced by livestock farming.
High competition, a negative public perception of the sector, and relatively low wages
contribute to a low number of new entrants to the workforce, especially in developed
countries. In addition, the ongoing trend of an aging workforce exacerbates this chal-
lenge. Recent studies reveal that the issue of labor shortage is not unique to the livestock
sector but impacts agriculture as a whole. In the European Union, 2.5 million workers
have left the agricultural sector over the last decade, and it is projected that the agricul-
tural workforce will further decline by about 2% annually until 2030 (Ryan, 2023).

Although the challenges faced by livestock farming are complex and multifaceted, they
have often sparked innovation and the development of sustainable solutions, driving con-
tinuous progress in the sector. In this regard, the role of technology has been significant,
with technological advancements playing a crucial role in addressing the challenges.

1.2 Technologic answer

Early developments in agricultural intensification primarily focused on enhancing effi-
ciency and simplifying animal handling, particularly addressing housing conditions. Char-
acteristic of this development was the introduction of year-round indoor housing and
caging for poultry. The adoption of battery cages for laying hens in the 1930s (Kawamura
et al., 2023), for instance, enabled increased animal density on farms while simultaneously
enhancing animal control.

In response to the increasing awareness of animal welfare, housing conditions and regu-
lations have evolved towards more animal-friendly systems. In the case of laying hens,
traditional cages have been developed into so-called enriched cages, offering more space
and opportunities for natural behaviors. Since 2012, the use of conventional battery cages
has been prohibited in the European Union (Directive, 1999), making it mandatory for
all laying hens to be kept in enriched cages or cage-free systems. While enriched cages
still severely restrict the animals’ locomotion, cage-free housing systems provide hens with
greater freedom of movement and behavior, thereby substantially reducing the pain ex-
perienced by the animals (Alonso and Schuck-Paim, 2022). In this regard, aviary systems
are the most popular housing type. These systems consist of multiple layers and com-
partments that provide hens with a nesting box and perches, as well as chain feeders and
drinkers. The multi-level structure maximizes space efficiency compared to traditional
free-range systems, allowing the housing of large flocks while improving animal welfare
by offering more space to express natural behaviors.

Although such systems represent a significant improvement from cages in terms of ani-
mal welfare, the freedom of movement for birds poses management challenges, especially
concerning the handling and monitoring of the animals. Details of the monitoring-related
challenges will be further elaborated in Section 1.4, as all methods developed in this thesis
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consider the application in cage-free systems, specifically addressing challenges associated
with this type of housing.

A significant driving force transforming all sectors of livestock farming has been, and
continues to be, automation. Through innovations such as automated feeding, manure
removal, and egg transportation via conveyor belts, it has become possible to handle large
herds of animals, reduce manual work, and consequently increase farm productivity. Over
the last century, automated solutions have been continuously developed and improved.
Today, a significant portion of the tasks related to animal husbandry is automated, with
an ongoing drive toward greater automation. Traditionally, this drive is mainly motivated
by increased efficiency and simplified handling of animals and produced outputs. However,
automated solutions have the potential to address multiple challenges currently present
in livestock farming, such as labor shortage, biosecurity and animal welfare, which are
discussed below.

Labor shortage

Historically, tasks like feeding and egg collection in laying hen farms were manually per-
formed by stockmen. By automating routine tasks, such as with automated egg belts, the
dependence on manual labor can be reduced, a crucial consideration given the ongoing
decline in the available workforce. This technological development not only decreases
the overall requirement for personnel in farm management but also alters the compo-
sition of the workforce. Higher levels of automation primarily replace low-skilled and
time-consuming tasks, enabling human workers to focus on more complex activities, such
as animal care, process management, or machinery maintenance, requiring different sets
of skills (Gallardo and Sauer, 2018). Moreover, automation can improve working con-
ditions for workers by reducing physically demanding tasks, potentially enhancing the
attractiveness of employment in the livestock farming sector.

Biosecurity

Automation also plays a crucial role in enhancing biosecurity in livestock farming, primar-
ily due to two aspects. First, automated solutions restrict the introduction and spread of
pathogens within a farm and between farms by minimizing human contact with animals.
This creates a more sterile environment, reducing the likelihood of disease transmissions
and protecting the health of both animals and humans. Second, automated control of en-
vironmental conditions on the farm ensures optimal conditions for animal health, thereby
reducing the risk of infectious outbreaks. For example, modern ventilation and manure
removal systems in poultry farms decrease the concentration of ammonia, which otherwise
could increase susceptibility to respiratory diseases (Koerkamp et al., 1995).

Animal welfare

Studies have shown that frequent contact between farm personnel and livestock, along
with the associated discomfort and disturbances, often results in stress for the animals
and regularly leads to injuries (Hemsworth, 2003). Minimizing human interaction, in



1.3 Automated animal monitoring;:
From group-level observation towards individual assessment 11

combination with the prevention of diseases, is therefore a crucial benefit of automated
solutions to enhance animal welfare. Simultaneously, the automated provision of food,
water, and fresh air, sometimes even optimized for the individual animal, can enhance
living conditions more effectively than if these were manually ensured by human workers.
Recent developments further focus the automated assessment of welfare and health con-
ditions to ensure the well-being of the animals and allow early warnings in case of issues.
An example of such technology is wearable sensors for cows to record feeding and milking
behavior (Neethirajan and Kemp, 2021). While these systems are becoming increasingly
commercially available for livestock animals in smaller herds, most assessment tools for
animals housed in large groups, such as poultry, are still the subject of ongoing research
(Li et al., 2020Db).

In the domain of automated solutions for livestock farming, especially the automation of
animal monitoring methods has recently gained attention in research and development as
animal vital parameters are critical for both productivity and welfare (Ben Sassi et al.,
2016). However, most of the monitoring and assessment work is currently conducted
manually by farm personnel, making it labor-intensive, subjective and costly, thereby
opening up an immense potential for innovative solutions.

1.3 Automated animal monitoring:
From group-level observation towards individual

assessment

The continuous monitoring of various production-related metrics and environmental con-
ditions has become a common practice in modern livestock farms. Sensors and automated
programs can consistently gather and store data, offering direct access to farmers and en-
abling advanced analyses based on the collected information. This ongoing data stream,
available around the clock, allows for the identification of anomalies and potential issues
by comparing current data with past measurements and predefined standards. However,
traditionally, most of the evaluated data focuses on environmental conditions or produc-
tivity metrics, such as water and feed consumption, without considering information about
the animals’ well-being. While productivity data can indirectly provide insights into the
health and well-being of the animals, this occurs at a later stage when health or welfare
problems already affect eating behavior or weight development. This delay complicates
the early detection of diseases or welfare-related issues.

For livestock animals housed in large groups, such as poultry, the assessment of health and
welfare conditions typically occurs at a group level and is primarily executed manually by
the farmer. This makes the quality of the assessment dependent on human perception,
leading to a lack of standardization. Additionally, the assessments are only performed
periodically through regular, manual checks in the barn, without the capability of continu-
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ous monitoring. Current research tackles these issues, aiming to automate the monitoring
of animal-related data. An example from the poultry domain is sound analysis, which
utilizes the sounds produced by the animals as indicators of health and welfare. Studies
have demonstrated that stressors, such as feather pecking and disease outbreaks, can sig-
nificantly alter chicken vocalizations. This correlation enables the detection of health and
welfare issues through sound recording and subsequent analysis (Astill et al., 2020).

While the development of such solutions marks a first step towards automated animal
welfare monitoring in poultry, they still involve observing the animals at the flock level.
Similar to analyzing consumption or productivity metrics, decisions are made based on
the condition of the entire group. This implies that measures are only taken when health
or welfare issues reach a magnitude significant enough to manifest across the entire pop-
ulation. At this point, the conditions of individual animals may have already crossed a
critical threshold. Therefore, effective animal monitoring requires a shift from the group
to the individual animal, as welfare is an individual experience.

Due to labor shortages and a declining workforce per individual animal, the available time
and attention for each animal decreases. This is where the concept of Precision Livestock
Farming (PLF) becomes significant. PLF aims to manage individual animals through
automated and continuous monitoring of health, welfare, production, and environmental
parameters, enabling real-time detection of abnormalities (Berckmans, 2017). This con-
cept has been particularly facilitated by the increasing availability of sensor technologies
and gained considerable attention across diverse livestock sectors in recent years (Banhazi
et al., 2012).

Although scientific studies have explored the application of PLF for various animal species
in livestock farming, the practical adoption varies significantly among these species. In
dairy cattle, for example, numerous wearable devices for the identification, tracking, and
behavior analysis of individual cows are commercially available and well-established in
the market (Stygar et al., 2021). By measuring and transmitting individual health and
performance-related data, these sensors have become important tools for management in
modern dairy farming. In contrast, the poultry sector appears to lag behind, as com-
mercially available monitoring solutions still focus on the entire flock rather than the
individual animal (Rowe et al., 2019). Nevertheless, there are various prototype-stage
monitoring tools in development that operate at the per-animal level, primarily focus-
ing on health and welfare assessments in broilers or laying hens. A popular monitoring
approach for animals kept in groups is the use of body-worn sensor technologies, where
sensors are attached to the animals for continuous tracking and monitoring. These sen-
sors can be either active, meaning they actively broadcast signals and data, or passive,
without their own power supply, obtaining power from the reading device. For example,
RFID-tags have been utilized to track the nesting and egg-laying behavior of hens (Rowe
et al., 2019; Chien and Chen, 2018). By computing the time difference between an RFID-
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tagged bird passing two readers, it is possible to compute feeding and resting times or
analyze the general activity level of a chicken flock (Feiyang et al., 2016).

These body-worn sensors offer precise measurements for individual and continuous mon-
itoring, which is valuable for pattern detection and behavior analysis. While early de-
velopments included larger devices that restricted the animals in their natural behavior,
modern solutions are lightweight and do not impact the animals’ freedom (Ellen et al.,
2019). Therefore, these sensors are particularly suitable for monitoring and studying
poultry behavior, especially in research environments where the animals are housed in
small groups. Although the effectiveness of these systems has been successfully tested
under conditions of commercial farms (Baxter and O’Connell, 2020), the primary draw-
back of body-worn sensors for poultry, hindering their application on a larger scale, is
the substantial effort required to mount these systems on each bird. While the effort
for large animals like cows is manageable and justifiable, it becomes infeasible for the
extensive number of birds in poultry farms. The need to equip each bird with a sensor,
required maintenance and the associated costs in terms of labor and materials make the
application economically unattractive on a larger scale.

Nevertheless, it cannot be neglected that for a meaningful impact on animal welfare in
poultry farming, it is crucial to develop solutions for automated individual monitoring that
are applicable outside of research environments and transfer the technology to actual farms
with large flocks. This challenge is addressed by vision-based monitoring solutions, which
utilize remote sensing to monitor animals in large groups without the need for attaching
sensors to each individual, making them well-suited for commercial applications. As this
technology plays a key role in the methods developed in this thesis, the subsequent section
will delve further into the utilization of computer vision for the automated monitoring of
animals.

1.4 Computer vision for animal monitoring

Vision-based solutions offer several benefits for the automated monitoring of group-housed
animals on a large scale. Firstly, employing camera sensors enables continuous measure-
ments in a non-invasive manner. In contrast to manual methods for assessing animal
conditions or wearable devices, vision-based methods neither require direct handling of
the animals nor the mounting and carrying of sensors. This is crucial for ensuring the
welfare and comfort of the animals on a permanent basis.

In addition to the reduced impact on the animals, scalability is another key advantage
of computer vision methods. Unlike per-animal sensors, which necessitate additional
installation effort and material costs for each additional animal, camera systems can
monitor multiple groups after being installed once. While the cameras simply serve as
sensors, acquiring the raw image data, the actual analysis happens at the software level.
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This enables the utilization of group-level recordings with multiple animals while shifting
to the individual for subsequent analysis.

Moreover, this separation of data collection and utilization makes vision-based systems
highly flexible. Instead of developing a whole system for a single task, different assessment
tasks can be performed on the same image data without requiring additional hardware.
For instance, simply detecting the presence of a bird, as possible with on-body sensors,
can be combined with assessment tasks that go far beyond localization, such as the classi-
fication of activity, injuries or diseases. This flexibility and scalability make vision-based
monitoring approaches interesting for commercial applications in livestock farming. Since
the effort and costs for installation do not linearly increase with the number of animals,
economic use of these systems is possible even for large groups of animals.

While offering huge potential, the relevance of vision-based systems for poultry monitoring
has emerged in recent years, mainly attributed to major technical advancements in the
research field. Initial approaches primarily focused on tasks that were relatively simple
compared to modern applications, particularly the segmentation of animals within images.
These aimed, for example, to track individual birds (Sergeant et al., 1998; Fujii et al.,
2009), estimate weights (De Wet et al., 2003), or classify behavior phenotypes (Leroy et al.,
2005). As research evolved, tasks became more sophisticated , leading to the development
of methods for detecting sick chickens (Okinda et al., 2019) or assessing the activity
level of chickens (Aydin, 2017). However, these methods relied on traditional computer
vision techniques such as edge detection or segmentation based on colors or distances
obtained from 3D images. While those methods might be sufficient for straightforward
tasks such as detecting animals against a clear contrasting background, they are not very
robust image variations as they require manually predefined thresholds or specific image
features. This makes the approaches very sensitive to image-related changes, such as
varying illumination. Due to this lack of robustness, these traditional methods were quite
limited in their applicability.

This changed with the advent of learning-based approaches, which facilitated new appli-
cation possibilities and improved robustness. Instead of relying on hand-crafted features,
these methods automatically learn to extract relevant features and patterns from train-
ing data. In this regard, supervised deep learning using convolutional neural networks
(CNNs) has become the predominant approach in computer vision (Krizhevsky et al.,
2017). Training a CNN involves feeding a large dataset of labeled images to the net-
work, each image associated with a corresponding label, such as the object class or a
segmentation mask. During training, the network adjusts its weights and biases, gradu-
ally reducing the error between the predicted and desired output. In this process, features
relevant to the specific task are given greater importance than less relevant ones. By using
large amounts of data that incorporate variations like diverse image qualities, illumina-
tion changes, or artificial image modifications, the networks learn to be resilient to such
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variations, enhancing the method’s robustness for practical applications. Moreover, com-
pared to traditional approaches, trained neural networks can often generalize better to
new situations, meaning they can make predictions on images they have not been trained
on. This characteristic is especially beneficial for real-world applications, given the inher-
ent variability in input images. In poultry monitoring, deep learning has been utilized in
various approaches, either to enhance the robustness of existing applications or to explore
new application domains that were impractical with traditional methods. For instance,
CNNs have been used to classify behaviors of individuals in a group of multiple chickens
(Wang et al., 2020), determine their gender (Wu et al., 2023), or detect and count laying
hens in crowded cages (Geffen et al., 2020).

Despite significant advancements in automated animal monitoring through deep learning
approaches, their practical applications, especially in the poultry domain, still encounter
several challenges. This finding is underscored by a recent study from the laying hen
sector (van Veen et al., 2023), which identified the effectiveness and validity of existing
solutions as the biggest obstacle for their widespread implementation. Here, both terms
relate to technological readiness, with effectiveness describing a system’s ability to perform
its intended task and validity referring to the accuracy of the delivered results. While
there is a diverse range of obstacles named in the literature and industry, most of them
can be classified under one of the following overarching challenges for computer vision for
animal monitoring:

Variations in the environment and among animals

One of the most difficult challenges for vision-based systems is the ability to deal with
variations. In the case of animal monitoring, these variations exist in both the environment
and the appearance of the animals. While this is relevant for all real-world applications
outside of controlled environments, the harsh conditions in livestock husbandry further
intensify this challenge. Image recordings in a farm are influenced by factors such as widely
varying illumination conditions or high animal densities, all of which must be addressed
by the monitoring systems. For instance, an animal might appear in completely different
colors when in shadow or in direct sunlight. However, reliable assessment of this particular
animal is expected independent of the illumination conditions. Despite the effect of the
environment, the visual appearance of the animals themselves can vary depending on
the breed, age, or health condition. In this context, it is important to note that the
mentioned factors represent only a subset of the multifaceted determinants influencing
the visual appearance of an animal in an image. This diversity introduces an infinite
range of potential appearances, adding an additional layer of complexity that further
complicates the monitoring process.

Image quality
Environmental conditions not only cause variations in the images but also affect the
overall image quality. For example, poor lighting conditions can result in overexposed or
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underexposed images, making it difficult for algorithms to detect relevant features and
distinguish between animals. Similarly, dust or water particles in the air disturb the sensor
data and compromise the image quality. This has a significant impact on the quality of
monitoring and assessment results. However, while these factors influence technical image
integrity, the value of an image for animal monitoring is not solely dependent on technical
characteristics. Other aspects, like motion blur, occlusions, or the pose of the animal, can
compromise the usefulness of an image for a specific monitoring task, even if the image is
of technically good quality. Consequently, not all images are equally useful for the task.
While low quality may complicate assessments, for example, due to hardly visible features,
there are also situations in which assessing an animal is not possible at all. For instance,
assessing the conditions of a chicken’s feet is obviously impossible if the bird is sitting and
thus occluding its feet. For the training of a neural network, datasets are typically carefully
curated, excluding images that are not beneficial to the task. Likewise, research results
reported in publications are often based on such datasets. However, when applied in a
real-world scenario such as poultry farms, recorded images are less controlled, which might
lead to unusual or low-quality inputs. Therefore, automated monitoring systems must be
robust enough to handle image degradation and also capable of dealing with situations
where the content captured in an image is insufficient for accurate predictions.

Prediction interpretability

The interpretability of predictions made by learning-based methods is another crucial
aspect to consider for the implementation of monitoring applications. In contrast to
traditional computer vision methods, which rely on explicit rules for measuring predefined
features, deep learning models are often considered to be “black boxes”, as it is difficult to
understand how they make decisions. Consequently, there is no indication of the reliability
for a certain prediction. This becomes problematic, for instance, in the context of the
previously described occurrence of low-quality inputs, where making a reliable prediction
is not possible. In such cases, automated animal monitoring systems must be able to flag
such predictions as unreliable or abstain from making a decision. As these systems are
intended to have a significant impact on management decisions on a farm, it is crucial that
predictions are trustworthy. If users cannot comprehend why a model makes a particular
decision, they may be less likely to trust the decision, which hinders the commercial
success and therefore the establishment of such systems in poultry farming.

The challenges outlined above are evident in the context of automated animal monitor-
ing in livestock farming, but they are also relevant issues for the general application of
deep learning-based computer vision. In this thesis, efforts have been made to address
these challenges with a primary emphasis on poultry monitoring while also considering
the adaptability of the developed methods to other domains. To illustrate the practical
significance of these challenges, the assessment of plumage condition in laying hens was
chosen as a use case and served as a representative example guiding the developments in
the following chapters.
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1.5 Plumage condition assessment of laying hens as
a use case

In this thesis, the focus was on the use case of plumage condition assessment in laying hens,
which is of dual relevance from both scientific and societal perspectives. It encompasses
several critical challenges of computer vision, while also having significant implications
for animal welfare and productivity.

The plumage condition of laying hens is a crucial indicator of their overall welfare and
behavior. Poor condition can be a sign of stress, diseases, or underlying health issues
(Milisits et al., 2021). Especially feather pecking and cannibalism are common plumage-
damaging behaviors, representing major welfare concerns in laying hens. Thus, early
detection of such issues is crucial to take effective corrective measures. The longer these
issues remain undetected, the more they may exacerbate. For instance, bleeding due to
feather removal has been reported to stimulate cannibalism (Blokhuis, 1989). Therefore,
regular and comprehensive plumage examination is an essential part of flock manage-
ment. Typically, this is done manually by handling and assessing the animals using a
defined scoring scheme (Campe et al., 2018). Figure 1.1 displays exemplary plumage con-
ditions, illustrating a three-point scoring scheme. However, this manual method has its
limitations, as the quality of examination and evaluation depends on the qualifications,
experience, and motivation of the assessor. Moreover, the manual process introduces
stress for the animals, as it requires individual handling and assessment.

Score 0: Score 1: Score 2:
No plumage damages Minor plumage damages Heavy plumage damages

Figure 1.1: Illustration of plumage condition scores in laying hens based on a three-point
scoring scheme (Knierim et al., 2016).

In contrast, the standardization and 24/7 availability of automated systems, combined
with the potential for non-intrusive assessment, make computer vision systems a promising
alternative to manual assessment. However, automated plumage condition assessment
in a farm environment is a complex task, encountering various challenges that are also
highly relevant to other types of visual assessments beyond the poultry or agricultural
domain.
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Firstly, plumage assessment involves an evaluation at the individual animal level, requir-
ing the detection and visual isolation of each hen from other animals in the flock. This
initial step is a fundamental prerequisite for any assessment system focusing on individual
objects of interest. Additionally, the assessment of a hen’s plumage goes beyond merely
identifying the presence or absence of specific features, as there is no deterministic re-
lationship between the existence of such features and a particular score. Instead, the
assessment necessitates the comprehensive evaluation of each animal. This level of com-
plexity cannot be effectively addressed using traditional computer vision methods that
are based on predefined features.

Moreover, in our use case, plumage condition assessment is conducted within an un-
controlled, cage-free farm environment, where laying hens have freedom of movement.
This dynamic setting includes variations in the environment, animal appearance, and
image quality, demanding a robust and adaptable assessment system. Addressing these
challenges, the handling of low-quality inputs and the interpretability of the provided
assessments also become significant.

Consequently, plumage condition assessment faces the typical challenges outlined in Sec-
tion 1.4, making it an ideal proxy for individual animal monitoring in general, but also for
other vision-based monitoring systems in real-world applications. Therefore, the methods
developed in this thesis were evaluated for the use case of plumage condition assessment
but designed to be applicable to a broader range of visual assessment tasks.

1.6 Research objective and thesis outline

While plumage condition assessment in laying hens served as the concrete application for
developing and evaluating the different methods, the broader objective of this thesis was
to contribute to the advancement of automated animal monitoring in general. To advance
the establishment of computer vision-based solutions for automated animal monitoring
in livestock farming, it requires research that addresses the weaknesses of current sys-
tems. This involves enhancing the effectiveness and robustness of these systems, with a
particular focus on their commercial application. Currently, numerous monitoring solu-
tions exist as prototypes and demonstrate promising results in controlled environments.
However, they encounter challenges in adapting to the complexities of uncontrolled com-
mercial farms. As previously elaborated, these complexities involve monitoring individ-
ual animals within large groups, variations in environment and animal appearance, and
handling diverse image qualities. Additionally, factors such as a lack of transparency in
decision-making processes and limited scalability often render current systems impractical
for widespread adoption.

This thesis aimed to further advance the field of individual animal monitoring by devel-
oping effective, robust, and practical methods for real-world applications in commercial
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livestock farms. It focused on addressing the challenges that hinder the practical imple-
mentation of existing computer vision methods and improving the approaches’ adaptabil-
ity to real-world settings.

Therefore, the objective of this thesis was:

“to develop robust computer vision methods allowing the practical
implementation of individual animal monitoring with a use case on
plumage condition assessment in laying hens.”

From this objective it was hypothesized that:

“the use of state-of-the-art deep learning methods enables robust individual
animal monitoring in uncontrolled farm environments.”

To test this hypothesis, a monitoring framework was developed, integrating four distinct
modules primarily founded on deep learning methods. Each of these modules was explored
in a dedicated chapter within this thesis, targeting challenges present in animal monitoring
and thereby contributing to the overall objective. The following sections provide an outline
of the chapters, while a simplified illustration of the relationships between them, presented
as modules within a monitoring system, is given in Figure 1.2.

Chapter 2 presents the development of ChickenNet, a convolutional neural network for
detection and assessment. The primary goal of this work was to achieve the transition
from group-level monitoring to individual animal analysis, while providing assessments
that are robust against environmental and animal variations. To achieve this, a learning-
based approach was employed, integrating simultaneous detection and segmentation with
an additional regression output for assessment tasks within an end-to-end convolutional
neural network. During model training, real-world image data from a commercial farm
was augmented with various techniques to enhance generalization. It was further in-
vestigated whether high image resolution and the use of depth information improve the
assessment performance of the model. This aimed to quantify the trade-off between ac-
curacy and computational efficiency, a crucial consideration for the commercial viability
of an automated monitoring system. In the overall context of this thesis, ChickenNet can
be seen as the backbone of the developed framework, as it initially provides animal-level
predictions that are subsequently processed in the following modules.

ChickenNet, as it was developed in the initial step, provided an assessment for each im-
age once an animal was detected. Those assessments did not yet consider the quality of
the given data, nor could the model indicate the reliability of its predictions. This lim-
itation is particularly critical in uncontrolled monitoring environments, characterized by
diverse conditions and fluctuating image quality. If unknown or low-quality inputs lead
to erroneous predictions, those remain unrecognized. Therefore, in Chapter 3, methods
to quantify the uncertainties of predictions were investigated, which aimed to identify
unreliable assessments. This involved the implementation of three different uncertainty
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estimators within the ChickenNet architecture. The first approach employed an indirect
estimation of uncertainty by predicting the occlusion level of a detected animal. Addi-
tionally, two methods for directly quantifying data-related and model-related uncertainty
were incorporated. The hypothesis was that the estimated uncertainties would be higher
for incorrect assessments compared to correct ones. Furthermore, it was hypothesized
that rejecting uncertain predictions could enhance the overall assessment accuracy. To
evaluate the generalizability of the developed methods beyond the use case of plumage
condition assessment, they were additionally evaluated on a dataset for human age esti-
mation.

Thorough monitoring of laying hens’ plumage condition requires a comprehensive assess-
ment. Relying on single, potentially uncertain captures from a single perspective can be
limiting. Being able to estimate the uncertainty of individual assessments, however, allows
for meaningful comparison and prioritization when multiple assessments are available for
an animal. This principle is the foundation of the work presented in Chapter 4. Rather
than relying on single images, a method that utilizes entire image sequences was devel-
oped to integrate observations from multiple viewpoints and thus generate more robust
assessments. Considering the estimated uncertainties associated with each image-level
assessment within the sequence, these assessments were selectively fused to generate a
final output. This selective approach aimed to ignore predictions with high uncertainty,
such as those arising from blurred frames or unfavorable animal poses. In this chapter,
different approaches for the fusion of individual predictions were evaluated and compared
to the conventional assessment on image level. It was hypothesized that the assessment
results of the proposed methods would outperform image-level assessments. Furthermore,
the validity of this hypothesis for different uncertainty estimators and a reduced number
of available assessments within a sequence was investigated. In line with Chapter 3, the
developed methods were evaluated on both plumage condition assessment and human age
estimation to test their general applicability.

Animal assessment based on multiple images requires assigning the different observations
to a specific individual. While straightforward for image sequences of a single animal, this
task becomes challenging when dealing with simultaneous recording of multiple animals or
observations captured at different times. In such cases, re-identification becomes critical,
requiring the ability to distinguish individual animals from others. For laying hens, this
task is particularly difficult due to the high number of individuals in a flock and their
similar appearance. Chapter 5 explores the use of deep learning-based methods for animal
re-identification. Here, the goal was to provide a method suitable for application in large
groups where gathering training images for each individual animal is impractical. To
achieve this, a neural network for similarity learning in laying hens was employed. This
network was designed to recognize images belonging to the same animal by learning
representations that emphasize similarities within and differences between individuals. It
was hypothesized that an approach based on a transformer architecture would be able to
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re-identify individual hens within the uncontrolled farm environment while outperforming
traditional CNN-based architectures. Beyond the architectural comparison, the chapter
investigated the effects of different data-sampling strategies during training. Moreover,
to assess the practical applicability, it was evaluated how the number of distinct animals
and available images per animal affect the method’s performance.

Finally, Chapter 6 concludes the thesis with a general discussion, reflecting the findings of
the previous chapters and their contributions to the overall objective. It also explores the
broader significance of the developed methods for individual animal monitoring, discussing
both their scientific and societal relevance. In addition, limitations of the current work
and recommendations for future research directions are addressed.
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Abstract

Regular plumage condition assessment in laying hens is essential to monitor the hens’
welfare status and to detect the occurrence of feather pecking activities. However, in
commercial farms this is a labor-intensive, manual task. This study proposes a novel
approach for automated plumage condition assessment using computer vision and deep
learning. It presents ChickenNet, an end-to-end convolutional neural network that de-
tects hens and simultaneously predicts a plumage condition score for each detected hen.
To investigate the effect of input image characteristics, the method was evaluated using
images with and without depth information in resolutions of 384 x 384, 512 x 512, 896
x 896 and 1216 x 1216 pixels. Further, to determine the impact of subjective human
annotations, plumage condition predictions were compared to manual assessments of one
observer and to matching annotations of two observers. Among all tested settings, per-
formance metrics based on matching manual annotations of two observers were equal or
better than the ones based on annotations of a single observer. The best result obtained
among all tested configurations was a mean average precision (mAP) of 98.02% for hen
detection while 91.83% of the plumage condition scores were predicted correctly. More-
over, it was revealed that performance of hen detection and plumage condition assessment
of ChickenNet was not generally enhanced by depth information. Increasing image reso-
lutions improved plumage assessment up to a resolution of 896 x 896 pixels, while high
detection accuracies (mAP > 0.96) could already be achieved using lower resolutions. The
results indicate that ChickenNet provides a sufficient basis for automated monitoring of
plumage conditions in commercial laying hen farms.
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2.1 Introduction

Feather pecking is a common issue in commercial laying hen flocks, which negatively im-
pacts both animal welfare and production performance (Dixon, 2008). Underlying reasons
are complex and affected by multiple factors such as nutrition, environment and genet-
ics (Rodenburg et al., 2013). Since feather coverage of hens is reduced through feather
pecking, it is compromising thermoregulation and behavior of the birds (McAdie and Keel-
ing, 2000). Although feather damage and injuries are not exclusively caused by feather
pecking, regular assessment of plumage condition provides valuable information about
the overall welfare situation in a flock (Knierim et al., 2016). While modern livestock
industry focuses on efficiency, which resulted in highly automated feeding and climate
systems, the assessment of the chickens is usually still a manual task. The current flock
situation is evaluated by examining individual animals that are randomly chosen from the
flock. Regarding the large number of animals in modern laying hen farms, this is labor
intensive and can lead to a lack of care for the individual. As manual assessment is time
consuming, it cannot be executed continuously. Instead, it is usually based on snapshots
of single situations and therefore, it does not allow for early and permanent identifica-
tion of threats or negative changes on flock level. However, early and reliable detection of
feather pecking is important as it increases the chance of corrective actions being effective.
The later a negative development is detected, the more the associated issues exacerbate.
For instance, bleeding due to feather removal has been reported to stimulate cannibalism
(Blokhuis, 1989). Moreover, manual assessment results are dependent on qualification,
experience, and motivation of the observer (Dohring et al., 2020) resulting in subjec-
tivity and inter-observer differences. Therefore, reliable and standardized monitoring of
individual plumage conditions cannot be guaranteed.

To improve both the efficiency as well as the quality of plumage condition assessment
in laying hens, there is a strong need for automated solutions. Vision-based systems
are a common approach for a variety of applications in poultry monitoring, as a single
camera unit can cover multiple animals and allows continuous operation without human
involvement. Most of the existing work focuses on recognition of behavioral traits or
individual welfare indicators based on image analysis. For example, Leroy et al. (Leroy
et al., 2005) aimed to measure the behavior of individually recorded laying hens by iden-
tifying six different behaviors (standing, sitting, sleeping, grooming, scratching, pecking).
Similarly, Zhuang et al. implemented machine vision to detect sick broilers by detailed
posture analysis (Zhuang et al., 2018). However, in both studies, birds were recorded in
prepared experimental environments to evaluate their features. These artificial environ-
ments allow the spatial isolation of individual animals as well as the standardization of
the animal pose during recording. Further, environmental conditions such as illumination
can be controlled, which is not the case in a realistic farm scenario that we target in this

paper.
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Automated poultry monitoring in commercial farm environments is challenging due to
uncontrolled conditions that give rise to a lot of variation in the images. Commonly,
automated poultry monitoring is addressed in two steps (Okinda et al., 2020); detection
and segmentation of individual animals, and the assessment of the animal. The first step
is challenging in a commercial farm, as the animals in the camera image need to be distin-
guished from the background and from other individuals under changing circumstances.
This requires robustness against changes in lighting as well as varying animal densities.
Furthermore, birds are able to move freely, so recordings can be blurred, individual ani-
mals vary in pose, and animals frequently occlude each other. Early studies mainly used
color features to detect the animal. Methods such as an ellipse-fitting model were applied
to identify the bird’s silhouette and extract it from the background (Kashiha et al., 2014;
Okinda et al., 2019). Additionally, a common approach to address the detection of indi-
vidual birds is the use of 3D vision technology. By obtaining depth information from the
recorded images, the animal of interest is segmented. This method was for instance used
to detect broilers in order to identify lameness (Aydin, 2017), sick animals (Okinda et al.,
2019), or to predict the weight of individual birds (McAdie and Keeling, 2000). The
second step, assessment, is based on information that can be acquired from the visual
appearance of the detected bird. Also this step is challenging in a farm environment, as
the environmental conditions influence the image lighting and quality, which complicates
the recognition of relevant characteristics, such as the bird’s behavior (Leroy et al., 2005)
or health condition (Zhuang et al., 2018).

The above-mentioned approaches rely on manually designed image-processing steps to
acquire image features for detection and assessment. To improve performance and ro-
bustness, recent poultry-monitoring studies are based on end-to-end deep learning in-
stead, which has the advantage that both features detection as well as decision making
are jointly optimized based on labeled training data. Li et al., for instance, trained a
Mask Region-Convolution Neural Network (Mask R-CNN) to detect poultry preening be-
havior (Li et al., 2020a) Other approaches based on deep learning have been used for
behavior classification of egg breeders (Wang et al., 2020), or counting of laying hens in
battery cages (Geffen et al., 2020). The task of plumage condition assessment is especially
challenging as it goes beyond detecting the appearance of certain distinct features that
clearly specify the bird’s condition. Instead, injuries and feather damages can vary in
appearance and size, which requires a holistic assessment of the plumage. The existing
work on automated assessment of plumage condition in laying hens is very limited. To
our knowledge, there is only one study addressing this topic. (Dohring et al., 2020) used
differences in color and contrast to assess plumage conditions of brown laying hens and
assigned a plumage condition score to each detected hen. This approach allowed a holistic
assessment but relied on the characteristic that down feathers of brown hens are lighter
than the exterior feathers, which simplifies the detection of feather losses. This advan-
tage could not be used when dealing with white hens in the study. Alternatively, color-
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and contrast based methods were applied to thermal images which showed promising first
results but made the evaluation much more expensive and also prone to changes in the
ambient temperature (Dohring et al., 2020).

The primary objective of our study was to address the named challenges of detection and
assessment and to provide an approach for automated plumage condition assessment in
commercial farm environments. By introducing ChickenNet, a convolutional neural net-
work extending Mask R-CNN, we present an integrated approach that combines detection
and plumage condition assessment in a single neural network that can be trained end-to-
end. This enables joint optimization of both, hen detection and plumage condition as-
sessment in one model. Developed as a learning-based approach, it is expected to provide
robustness against variation of visual appearances of birds and environmental conditions.
Further, instead of detecting certain characteristics such as injuries or naked spots on the
plumage, ChickenNet predicts an individual plumage condition score for each hen directly
from the image. This architecture is designed to be generic, allowing the application to
any other task that combines simultaneous detection and assessment. Considering the
goal of applicability in commercial farms, a robust assessment performance is required
while simplicity of the image acquisition system is preferred. Therefore, we evaluated
ChickenNet using different input image settings. The use of conventional color images
as input was compared to the addition of depth information. Moreover, different im-
age resolutions were assessed in order to examine the trade-off between performance and
complexity. Higher resolutions where expected to be more detailed, allowing an improved
assessment while increasing the computational costs. Development and evaluation of our
approach were done using white laying hens as example.

2.2 Material and methods

In the following paragraphs, the material and methods will be presented. The data col-
lection methods are described in Section 2.2.1 Section 2.2.2 presents ChickenNet, our
developed neural network for chicken detection and plumage condition assessment. Fi-
nally, in Section 2.2.3, the experimental setup will be described.

2.2.1 Data collection

All images for training and testing of the developed algorithm were collected in a com-
mercial farm environment. The following sections describe the environment, the image-
acquisition system and the labeling of the recorded data.

2.2.1.1 Animals and farm environment

Experiments were conducted in a free-range barn with 18,000 Dekalb White laying hens
in Garrel, Germany. The barn was separated in three compartments, equipped with a
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Big Dutchman NATURA Step aviary system. During data collection, the hens were able
to move around freely within the barn and outside of it. The animals were not manually
selected, but all birds appearing in front of the image acquisition system were recorded.
To obtain images of birds at different ages with different plumage conditions, data was
collected from two consecutive flocks in this barn. Recordings of the first flock were made
in August and September 2020 at 59, 65 and 68 weeks of age. Images of the second flock
were recorded in November 2020 at 19 and 23 weeks of age so that the overall plumage
quality was higher compared to the older animals of the previous flock.

2.2.1.2 Image acquisition setup

All images have been recorded using a Stereolabs ZED 2 stereo camera. The camera
simultaneously provides color and depth frames with a resolution of 2208 x 1242 pixels.
The ZED 2 camera was attached by an USB port to a NVIDIA Jetson TX2 development
board and operated using an Ubuntu 18.04 operating system and the ZED Software
Development Kit 3.4 (SDK). Using depth restoration features of the SDK, holes in the
depth images resulting from the stereo-matching of the camera were filled after recording.
Thus, a fully dense depth map with a distance value for every pixel in the image was

obtained for all recorded frames as shown in Figure 2.1.
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Figure 2.1: Example of a recorded scene with white hens on a tier in the aviary system.
RGB-image (left) and depth image (right).
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The camera setup used in the barn is illustrated in Figure 2.2. Using a portable height-
and angle adjustable mount, the camera was placed in front of the aviaries’ feeding line
to record the hens passing by. All animals were recorded from a distance of 40 to 120 cm,
depending on the animal’s position in the aviary.

2.2.1.3 Image data

Each recording had a maximum length of 50 s to avoid multiple images of certain hens
and overrepresentation of these hens in the dataset. In case that all animals left the
field of view, the recording was stopped earlier. This resulted in videos of 15 to 50 s
including 1-8 simultaneously recorded birds per video. After 2-4 recorded videos, the



2.2 Material and methods 29

Camera
mount
<+— Aviary
Camera
I , z Feeding line
130 emg - i) .
DI ) E— |
110 ecm [---------------1 H
%C =
v = == 40 cm
<4+—>

<
<

v

120 cm

Figure 2.2: Cross-section of the aviary system with the image acquisition setup

camera was moved to another compartment of the farmhouse. During all recordings, the
camera height was randomly varied between 110, 120 and 130 cm with respect to the floor
to increase the variety of the collected images. This procedure was repeated for all five
days of recording, resulting in a total of 52 recorded video sequences. From the raw data,
individual images were removed according to the following criteria:

1. Consecutive frames with high similarity: Since recordings were made with 15 frames
per second, many almost identical images were produced. Images without visible
movement of the hens between consecutive frames were therefore removed from the
data.

2. Images without birds: The birds were able to freely move in front of the camera and
could leave the field of view. Recorded images without any birds were removed.

3. Blurred images: Due to rapid movements of the hens, some recordings were blurred.
These were removed from our dataset.

For the recorded depth images, the absolute distance values were normalized so that the
minimum distance of each image corresponded to 0 while the maximum distance value
was 259.
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2.2.1.4 Training, validation and test sets

Assignment of the images to the training, validation and test dataset was not purely
random. Instead, three rules were followed:

1. Complete sequences only: All image data was obtained from video sequences leading
to multiple consecutive images of a certain hen. Therefore, all images of one recorded
sequence were used if the sequence was picked to guarantee that a hen from one
dataset was not included in another dataset.

2. Temporal distribution: For each dataset, image sequences from all recording days
were selected. Considering the influence of the bird’s age on the plumage condition,
this was done to reduce the imbalance of plumage condition scores in the datasets
as good as possible.

3. Split ratio: Following the restrictions of rule 1 and 2, images were randomly assigned
to the training, validation and test set in order to obtain an 80-10-10-split.

This procedure resulted in 1221 training images, 137 validation images and 185 images
for testing.

2.2.1.5 Ground truth labeling

The manual labelling of the images was conducted using the V7 Darwin Image Annota-
tion Tool. For each visible hen in front of the feeding line, an individual segmentation
mask was drawn and a plumage condition score was assigned. The scoring was based on a
manual assessment of each bird in an image, considering the three-point scale developed
in (Knierim et al., 2016). Following the scoring criteria defined there, birds without any
plumage damages (no featherless area) were assigned to score 0, minor damages (feather-
less area diameter < 5 cm) resulted in a score of 1 and for heavy damages (featherless area
diameter > 5 c¢m) a score of 2 was given. Table 2.1 illustrates the resulting distribution
of the score annotations and the total number of hens among the three sets.

Table 2.1: Distribution of score annotations among the datasets.

Score 0 Score 1 Score 2 ”Undecided”
Dataset . . . Total
annotations annotations annotations cases
Training 746 371 691 658 2466
Validation 119 113 29 93 354
Test &9 81 85 115 370

To annotate the scores, each frame was assessed individually based on information that
was visible in the image itself. Therefore, it was possible that a different plumage condi-
tions score was assigned to the same bird if it moved between two frames. For instance, if
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a large featherless spot was clearly visible in one pose of the bird, the plumage condition
would be scored as 2, while it might receive a score of 1 if the spot is not fully visible
anymore in a different pose. If the plumage of a hen was not clearly assessable from the
images, e.g. due to occlusions or the bird’s posture, the plumage condition was marked
as “undecided” (score = -1).

To quantify the reliability of the given ground truth labels, the plumage condition scores
in the test dataset were labeled by a second annotator in addition to the original labeling.
Then, the inter-observer reliability was measured by calculating Cohen’s kappa (Cohen,
1960) for the labels. Kappa is calculated as follows:

j= Do Pe (2.1)

L= pe
where py denotes the relative observed agreement among both raters and the hypothetical
probability of chance agreement. A kappa of 1 indicates perfect agreement between the
original labels and the second annotator, whereas a kappa of 0 indicates agreement equiv-
alent to what would be expected by chance (Landis and Koch, 1977). Table 2.2 shows
the original labels of assessor 1 in comparison to the labels of the second observer.

Table 2.2: Confusion matrix of original score labels and second assessment labels for a total
of 255 hens in the test dataset.

A t1
‘ ssessmen ‘ Agreement (%)

0 1 2
0|84 12 0 87.5
Assessment 2 1| 5 57 17 72.15
210 12 68 85.0

From this data, a kappa coefficient of 0.73 was calculated, which indicates a substantial
agreement of both observers (Landis and Koch, 1977). In order to determine the effect
of ambiguous human labels on the networks predictions, performance of the developed
method was evaluated considering this double labeling of the test dataset. First, the
plumage condition scores predicted by ChickenNet were compared to the original assess-
ments of one human annotator. In a second evaluation, deviations of the predictions
from the ground truth were measured considering only those annotations where both
annotators agreed.

2.2.2 Chicken detection and plumage-condition scoring

In this study, a deep convolutional neural network, ChickenNet, was developed as an
extension of Mask R-CNN (He et al., 2017). The network was then trained to detect laying
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hens and assess their plumage condition. The following sections describe the extended
network as well as the training procedure we used on our collected image data.

2.2.2.1 Network architecture

Figure 2.3 illustrates the network architecture of ChickenNet for RGB-D input images.
The original Mask R-CNN consists of a backbone network for feature extraction from
an RGB input image, a region proposal network (RPN) to propose regions of interest
(ROI) and a detection head including a mask prediction branch in parallel with a branch
for classification and box regression that process the proposed ROIs to perform instance
segmentation (He et al., 2017). As a starting point for algorithm development, we used the
open source Mask R-CNN implementation of Matterport (Abdulla, 2017). Our proposed
method adds an additional output layer for the prediction of the feather score, as well
as an additional input dimension to use RGB-D data as input. The modifications to the
original architecture are described in detail in the following section.

RPN

Region Fully connected

Resnet-50 proposals layers

+ FPN

Fixed-size Class
feature maps

Box
Plumage
condition
score
Feature maps
RGB  Depth P |
image image
Mask branch

Figure 2.3: ChickenNet architecture. The model extends Mask R-CNN by an input channel
for depth information and an additional output layer for the plumage condition score.

RGB-D input data

In our approach, each input image was first resized to a fixed n X n resolution with an
aspect ratio of 1:1. In the experiments n was set to 384, 512, 896 and 1216. To obtain a
squared form, the original 2208 x 1242 pixels images were resized and zeros were used for
padding of blank areas. As feature extraction network, a ResNet-50 was used, which is the
combination of a residual neural network and feature pyramid networks with 50 layers (He
et al., 2016). To incorporate depth data of the four-channel RGB-D images, an additional
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input channel was added to the first convolutional layer of the backbone network. Thus,
depth information was treated as an additional input similarly to the three color channels.
In contrast to the original Mask R-CNN implementation, we also changed the number of
anchors per image generated from the RPN to 128 instead of 256 in order to speed up
the processing. This could be done since the images contained a small number of birds
per image. For the same reason, we reduced the number of maximum detections to 20.
If the model was trained without using depth information, the first convolutional layer of
ChickenNet was identical to the original Mask R-CNN implementation.

Score regression

Intuitively, the score prediction that is based on a three-point scale could also correspond
to a classification problem with three different classes. However, this would ignore the
ordinal relationship of the plumage condition scores. The scores are related to each other
and should therefore not be seen as independent classes. In this case, the order information
would have been ignored, meaning that for instance a plumage score of 2 is closer to score
1 than it is to score 0. Therefore, we formulated the plumage condition assessment as
a regression problem using an additional output layer in our model. After generation
of region of interest (ROI) proposals through the region proposal network (RPN), Rol
alignment is applied following the original structure (He et al., 2017). This results in
fixed-size feature maps for each region of interest. Subsequent to these feature maps, the
original Mask R-CNN comprised two branches, one for classification and bounding box
regression and one for predicting the segmentation mask. The former branch contains
two fully connected (FC) layers followed by the output layer for classification and the
output layer for box regression. The classification layer consists of two neurons, one for
the hen class and one for background class, while the regression layer consists of four
neurons for bounding box prediction. To predict a score label for each detected target, we
extended this branch with an additional FC output layer in parallel to the existing ones.
This layer consists of a single neuron and receives the same input as the classification-
and box layers. A smooth ReLU activation function is applied on the layer’s output to
make sure the predicted score is positive. To compute the score loss of each prediction
while only considering training examples with known plumage condition, two cases were
differentiated. For all cases with known plumage score, we used a smooth L1 loss. If a
hen’s plumage condition was not clearly assessable and therefore labeled with a ground
truth score of -1, the loss of this example was set to 0, independent of the predicted score.
Let x denote the error between predicted value and ground truth and y denote the ground
truth condition score. The score loss [ was calculated as follows:

Uy, z) = {0’ o=-1 (2.2)

sra1(x), otherwise
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0.522,  if o] <1
spi(z) = 2.3
1(@) {|x| — 0.5, otherwise (23)

By using this case distinction, it was avoided that undetermined plumage conditions of
training examples negatively influenced the loss value and thus the score prediction. For
all other outputs of the network, the standard Mask R-CNN losses were used. The total
loss was then calculated as the sum of the score loss, the losses corresponding to the class-,
box, and mask heads as well as the RPN bounding box loss and RPN class loss.

Figure 2.4 illustrates a sample output of our algorithm for an image of a single hen and for
multiple hens. For better visibility, only RGB channels without the depth channel were
visualized. In both images, each individual hen was segmented and correctly classified
while indicating the probability score of the class prediction. Likewise, the predicted
plumage condition score for each hen was assigned to the corresponding segmentation
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Figure 2.4: Output images including masks, class labels, class probabilities, and plumage
condition scores for an image of a single hen (left) and for multiple hens (right). Different
mask colors were used to visualize different individuals in each image.

2.2.2.2 Training procedure

All images from the training dataset were augmented during training in order to increase
the generalization performance and robustness of the algorithm. Considering the ap-
plicability in a non-controlled farm environment, especially robustness to varying light
conditions and different animal poses is important. Therefore, orientation, scale, and
brightness of the training images were varied using the parameters listed in Table 2.3.
For each image, between one and three of the listed augmenters were randomly chosen
and combined.

Further, to avoid focus on unintended features in the background of an image for the
plumage condition score, images with hens only were created in addition to the original
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Table 2.3: Image augmentation parameters that were used during training.

Augmentation parameter Parameter change and description
Reflection 50% probability (horizontal reflection only)
Scale Uniformly random selection from range [-50%, 50%]
Brightness Uniformly random selection from range [-40%, 40%]

training images. Based on the manually annotated segmentation masks, the birds were
cropped from the original image. Background information was removed from the RGB-
channels (Figure 2.5) and from the depth channel. These images were added to the
training set. Note that during validation and testing, only the original images with
background were used.

Figure 2.5: RGB-image from the training dataset with background (left) and without (right).

Prior to training, the model was initialized with weights obtained from pre-training the
Mask- R CNN network on the Microsoft Common Objects in Context (COCO) dataset
(Lin et al., 2014). Due to the fact that an additional channel for the depth information
and an additional head were built, which differs from the original architecture, weights
of the modified first convolutional layer and the scoring head were randomly initialized
using Xavier Initialization (Glorot and Bengio, 2010). In the same way, weights of the
classification head were initialized, since our model predicts only a single class (hen),
while the COCO dataset contains 80 different classes. During training, the weights of
the networks were optimized simultaneously using stochastic gradient descent (SGD) as
optimizer. We used a learning rate of 0.02, weight decay of 0.0001 and momentum of
0.9 and trained our model for 100 epochs with a batch size of 1 on our training dataset
while validating it on the validation dataset once per epoch. After training, the model
was set into inference mode using the network weights that minimized the total loss on
the validation set. This model was then evaluated on the test dataset.
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2.2.3 Experimental setup

In our experiments, we investigated the capability of automated plumage condition as-
sessment. Also, we examined the influence of image resolution and the addition of depth
information in order to determine the required complexity of the image acquisition sys-
tem.

2.2.3.1 Experiments

The experiments were conducted using images with and without depth information. First,
ChickenNet was trained and validated using the RGB-D images from our datasets as
described in Section 2.2.2.2. This procedure was repeated four times while varying image
resolutions between 384 x 384 pixels, 512 x 512 pixels, 896 x 896 pixels and 1216 x 1216
pixels in order to examine the effect of changes in the input image resolution. After each
training, detection and plumage condition assessment were evaluated on the images from
the test set.

Second, the input channel modifications as described in Section 2.2.2.1 were reversed
in order to exclude all depth information and only use the RGB-channels of the images.
Thus, random initialization of the first convolutional layer was not needed and pre-trained
weights could be used for this layer as well. Then, training and validation were repeated
for the different resolutions compared in stage one. Detection and plumage condition
assessment were evaluated using our test data without depth information.

2.2.3.2 Evaluation methods

ChickenNet was evaluated on two tasks. First, the instance segmentation of the hens and
second, the prediction of the plumage condition. These two evaluations are described in
more detail below.

Hen detection

To determine if a segmentation of a hen was correct, the intersection over union (IOU)
between the ground truth mask and the predicted mask was used. In our evaluation,
an IOU larger than the threshold of 0.5 indicates that the algorithm segmented the hen
correctly and the prediction is marked as a true positive (T'P). If the IOU was below
this threshold, the detection was marked as false positive (FP). If the algorithm did
not detect a hen corresponding to a ground truth mask, this mask was marked as false
negative (F'N). Based on the number of TP, FP and F'N, the precision p and recall r
were calculated following equations 2.4 and 2.5. Precision indicates which proportion of
detections was actually correct, while the recall is the proportion of true hens that was
detected by the network.

TP

= 24
TP+ FP (24)

p
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TP

"= TP FEN (2:5)

Both metrics are dependent on the selected confidence threshold of the predictions. A
confidence threshold considers all predictions with a confidence level larger than or equal
to this value. Thus, precision and recall usually have a trade-off relationship.

The mean average precision (mAP) and the F1-Score were used as measures that combine
precision and recall to comprehensively evaluate both aspects. The mAP (Everingham
et al., 2015, 2010), is the mean of Average Precision (AP) obtained for each class. As our
model includes only one class, mAP is defined as:

K

mAP = AP = Z(Tk+1 - T/c)pinterpr(rk+1) (26)
k=0

pinterpr(rk+1) = max (27)

T2TK41

Here, p(r),) denotes the precision value at a given recall value 7, considering all k confidence
levels.

As shown in equation 2.8, the F1-Score is defined as the harmonic mean of precision and

recall.

2-p-r
p+r

1=

(2.8)

For our evaluation, the confidence threshold that optimized the F1-score on the validation
set was selected.

Plumage condition scoring

Further, we evaluated the accuracy of the plumage-condition scores predicted by Chicken-
Net. We wanted to determine how accurately the predicted scores match the manually
assigned scores. Since the score prediction of our model is a regression problem, we eval-
uated how close the prediction is to the ground truth score, using the root mean square
error measure (RMSE) and coefficient of determination (R?). The assessment was ana-
lyzed for the true positive detections. Birds with unknown plumage condition (ground
truth score = -1) were excluded from the analysis. In the following equations, the number
of remaining detections will be defined as N.

Let y; denote the ground truth score, y the average of the ground truth plumage scores
and ); the predicted plumage condition score by ChickenNet, we can compute the RMSE
and R? as follows:
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RMSE = (2.9)

(2.10)

To match the traditional 3-point scoring system used by the ground truth assessment, we
also evaluated the classification accuracy of our method. To do this, we introduced score
classes. The score class §; of each predicted score 7; was calculated as

0, ifg; <05
5i(i) =41, if05<g <15 (2.11)
2, ifg >15

The accuracy a for the score prediction is thus defined as the proportion of correct score
classifications where a score classification is denoted as correct if §;(;) = v;.

0= (3. ) (2.12)
=0

c(5:(8:), 9;) = {1’ i 8u(00) = 4 (2.13)

0, otherwise

Also, we analyzed the predicted classes using a confusion matrix, in which the ground
truth scores were compared to the predicted score classes.

2.3 Results

The following section describes the results of our experiments. The hen detection perfor-
mance as well as the plumage assessment performance of ChickenNet are presented.

2.3.1 Hen detection

The hen detection performance of our method, independent of the assigned score, is given
in Figure 2.6. It presents mAP and Fl-scores for four different image resolutions and
using input with (RGB-D) and without (RGB) depth information.

The mAP among all tested settings was on average 97.72%, the average F1-Score was
95.78%. Using 512 x 512-pixel RGB-D images resulted in the highest mAP (98.59%)
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Figure 2.6: Detection results (mean average precision mAP and F1) of hens for four resolu-
tions and depth configurations.

and F1-Score (97.29%) while RGB-D images in a resolution of 896 x 896 pixels had the
lowest mAP (96.84%). The lowest F1-Score was obtained from RGB-D images with a
resolution of 1216 x 1216 pixels. It was observed that, except from the latter setting,
all performance differences among the resolutions were less than three percentage points.
Comparing images of the same resolution, the maximum difference between images with
and without depth information was 1.18 and 2.44 percentage points for mAP and for
the F1-Score, respectively. It should be noted that neither color-only images nor color
and depth in combination performed consistently better than the other configuration.
Figure 2.7 shows predictions of the compared methods for a sample image. While the
predicted plumages scores matched among all compared configurations, differences in the
detection performance were visible. For this example, only the 512 x 512 RGB-D setting
resulted in a correct detection of all hens in the image.

In Figure 2.8, the precision-recall curves for the compared methods are shown. Except
from the RGB-D images with a resolution of 1216 x 1216 pixels, all settings had similar
precisions as the recall increased. None of the evaluated resolutions outperformed the
others at all levels of recall. Similarly, the incorporation of depth information did not
result in a better overall performance for all settings. However, all evaluated combinations
in our experiments achieved a maximum precision of at least 99% and a maximum recall
of at least 97%.
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Figure 2.7: Predictions for an example image for four camera resolutions with and without
depth information. The number of correctly detected hens varied among the configurations.

2.3.2 Plumage condition scoring

In our experiments, the plumage condition assessment of ChickenNet was evaluated for
the different resolutions and depth settings. As described in 2.1.5, predicted plumage
condition scores were compared to the original assessments of the first manual observer as
well as to the manual assessments where both observers agreed. Considering both ground
truth labels, Figure 2.9 presents RMSE, R2, and the accuracy for each of the evaluated
settings.

Except for the experiments with a resolution of 1216 x 1216 pixels, an improved assess-
ment performance was obtained with increasing image resolution. For both RGB-D and
RGB images, the RMSE of the predicted plumage condition score decreased and R2 as
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Figure 2.8: Precision-Recall curves for the different resolutions and depth settings.

well as the accuracy increased.

Furthermore, an improved assessment performance was observed if only those hens were
considered where both human observers agreed about the plumage condition score.
Among all evaluated settings, performance metrics were equal or better than the ones
based on annotations of the single observer. The lowest RMSE of 0.26 was reached with
RGB and RGB-D images in a resolution of 896 x 896 pixels. Compared to the evalua-
tion based on labels of one observer, the accuracies in this case increased from 84.25% to
90.38% (RGB-D) and from 85.43% to 91.83% (RGB).

In the experiments, adding depth information did not improve the general scoring per-
formance. While the incorporation of the additional depth channel resulted in a lower
RMSE for a resolution of 384 x 384 pixels, the RMSE was higher for resolutions of 512
x 512 pixels and 1216 x 1216 pixels and equal to the RMSE obtained from RGB images
for a resolution of 896 x 896 pixels.

For the resolution of 896 x 896 pixels, which showed the best assessment performance,
the individual predictions with and without depth information were further analyzed. In
Figure 2.10a, the normalized confusion matrices of the predicted score classes for both
settings are shown against the ground truth annotated by observer 1. Figure 2.10b shows
the evaluation considering only the matching score annotations of both observers. The
diagonal elements in the matrices show the percentage of correctly predicted scores and
each row sums up to 100%.

Most wrong predictions occurred when severe plumage damages (score 2) were recognized
as light damages (score 1). Considering the ground truth labels given by one annotator,
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Figure 2.9: Plumage condition assessment results. RMSE, R? and accuracy were evaluated

for the ground truth scores annotated by observer 1 as well as for the ground truth scores

where observer 1 and observer 2 agreed.
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Figure 2.10: Confusion matrix of predicted score classes against the ground truth for RGB
images with and without depth information. (a) Evaluation based on score annotations from
observer 1. (b) Evaluation based on matching annotations of both observers

this was observed in 22.35% of cases using depth information and in 28.24% of cases
without depth information. Score classes 0 and 1 were confused less frequently. There,
12.35% (RGB-D) and 7.41% (RGB) of the score 1 annotations were identified as score
0 while 6.82% (RGB-D) and 4.55% (RGB) of the score 0 annotations were identified as
score 1. Differences of more than one score between ground truth and prediction were
very rare during the experiments. The only occurrence was observed in the RGB setting
when 1.14% of the score 0 annotations were predicted as score 2. We also noted that the
proportion of birds without any plumage damages (score 0) that were correctly identified
as such was 93.18% and 94.32% for RGB-D and RGB, respectively.

If only the matching annotations of both observers were considered, the percentage of
correctly predicted plumage conditions increased for ground truth scores 0 and 2. Birds
without any plumage damages were correctly identified as such in 98.8% (RGB-D) and
97.59% (RGB) of cases, respectively.

For birds with severe plumage damages, 88.24% (RGB-D) and 86.76% (RGB) of the
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Figure 2.11: Examples for false score predictions including class predictions, class proba-
bility, predicted plumage scores and ground truth scores. For better visibility, masks were
disabled and detections were cropped.

predictions were correct. The proportion of score 1 annotations that were identified
as score 2 increased for both RGB-D and RGB, which resulted in a slightly reduced
percentage (-0.78 for RGB-D and -0.65 for RGB) of correctly classified birds with light
plumage damages. Visualized examples for false assessments are given in Figure 2.11

The results given in Figure 2.10 indicate that false score predictions were mainly due
to the determination of the plumage damage severity and not due to the distinction
between hens with plumage damages and those with intact plumage. Therefore, Fig-
ure 2.12 shows the normalized confusion matrices of the predicted score classes if the
damage-indicating scores 1 and 2 were combined. Results based on one observer are pre-
sented in Figure 2.12a while results based on matching annotations of both observers are
presented in Figure 2.12b. For both settings, RGB-D and RGB, misclassifications were
significantly reduced compared to the original evaluation. Using ground truth labels of
one observer, hens with any plumage damage (so score 1 or 2) were correctly identified
in 93.98% (RGB-D) and 96.39% (RGB) of the cases. If only matching labels of two ob-
servers were considered, this proportion increased to 95.2% (RGB-D) and 96.8% (RGB),
respectively.

2.4 Discussion

2.4.1 Influence of input image characteristics

The results showed that the influence of the image resolution was stronger on the plumage
condition assessment than on the detection. Hens could be reliably detected in all eval-
uated resolutions for which a minimum mAP of 96.84% was observed. Regarding the
assessment performance, the RMSE of the score predictions and the score class accuracy
improved up to the optimal resolution of 896 x 896 pixels, after which the performance
decreased again. This drop in accuracy is consistent with the results of studies such as
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Figure 2.12: Confusion matrix of predicted score classes with summarized classes 1 and 2.
(a) Evaluation based on score annotations from observer 1. (b) Evaluation based on matching
annotations of both observers.

Sabottke and Spieler (2020) and Shao et al. (2020) in which it was found that increasing
image resolution for CNN training improves performance of the network only up to a
certain level. For instance, identification of different radiology findings based on images
showed best results at resolutions between 256 and 448 pixels per dimension. Higher
and lower image resolutions decreased detection performance. This was reasoned to be
caused by a trade-off between the detection of small features in the images and the gener-
alization capability of the model. In general, receptive field coverage of the convolutional
layers reduces as the image resolution increases which results in capturing less high-level
information (Luke et al., 2019). This leads to a drop in accuracy beyond a certain res-
olution. The observation that detection performance was much less influenced by image
resolution during our experiments might be explained by the recorded scenarios. While
the assessment is often based on small image features that are not visible in lower image
resolutions, detection focuses the full bird which is much larger in size. In addition, there
was a clear contrast between birds and background in the recorded images and no other
objects similar to a hen were around. This makes the detection task considerably simpler
compared to the plumage condition assessment.
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Further, our experiments showed that neither the detection of laying hens nor the indi-
vidual plumage condition assessment were clearly improved by using depth information
in addition to conventional color images. Even though previous studies have shown that
depth information can increase object detection performance (Eitel et al., 2015; Lenz
et al., 2015), others also revealed that this benefit was not observable for all types of
objects and dependent on the way that color and depth information were fused (Ophoff
et al., 2019).

For instance, improved object detection through the usage of depth information might
be achieved if depth is not treated as an additional channel but processed in a separate
CNN-branch. Studies revealed that the perceptual structures of RGB and depth images
are different so that geometric silhouettes of objects hidden in depth data may not be fully
revealed if used as an additional channel along with the color channels (Bo et al., 2011;
Zhu et al., 2020). In addition, the use of RGB-images in our experiments already resulted
in a minimum mAP of 96.84% over all evaluated image settings, providing little potential
for improvement. This could explain the observed deviations in detection performance
between RGB and RGB-D images that were less than three percentage points and in both
directions.

2.4.2 Plumage condition scoring

Considering annotations where both observers agreed, it was revealed that 91.83% of all
plumage score predictions were correct and an RMSE of 0.26 was observed using the
optimal image configuration with RGB-images in a resolution of 896 x 896 pixels. This
experiment resulted in an R2 of 0.91, which indicates that 91% of the variance in the
ground truth scores is explained by the predictions of ChickenNet.

Results of the plumage condition assessment in our experiments showed a better perfor-
mance of ChickenNet for hen plumages labeled with a score of 0, while more confusion
was observed for ground truth labels 1 and 2. A cause for this variation might have
been ambiguous human scoring of the plumage conditions. This was indicated by the
inter-observer variations test in which a kappa coefficient of 0.73 for the test dataset was
calculated. While annotating the ground truth labels, borderline cases occurred, mean-
ing that for some plumage damages is was hard to manually distinguish between light
or severe. In contrast, hens with completely intact plumages were easier to recognize as
such which led to more reliable ground truth labels. This finding is in line with the as-
sessment evaluation which distinguished between birds annotated by one human observer
and those with matching annotations of two observers. Disagreement of the two observers
indicates an unreliable plumage score annotation. In this case, ChickenNet cannot be ex-
pected to agree with the annotation in this case. In contrast, if both observers agreed
about the plumage condition, the ground-truth is expected to be more certain. It was
assumed that the reduction of unreliable annotations in the test data would increase the
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assessment performance of ChickenNet. Results showed this to be true as predictions of
ChickenNet matched better with the annotations where both observers agreed than with
the ones based on annotations of the single observer. For the optimal configuration using
RGB images in a resolution of 896 x 896 pixels, accuracy was increased from 85.43% to
91.83

2.4.3 Practical applicability

As this study aimed to provide an approach for automated plumage condition assessment
that can be applied in a practical farm scenario, the feasibility and benefit of the developed
method need to be considered while discussing the results.

In our experiments, similar performances for RGB and RGB-D images were observed. As
discussed in 2.4.2, processing depth data in a separate CNN-branch might increase the
benefit of this information.

However, this approach would result in higher computing power as color and depth images
are processed in two parallel network branches. Considering the already high detection
performance of our model, this additional complexity would be contradictory to a simple
on-farm application without providing significant performance improvements. In contrast,
using RGB only avoids the additional input channel of the neural network and allows the
application of traditional color images. This reduces camera and computation costs as well
as data processing which is required to calculate depth data from recorded images.

Further, our approach was developed in order to support farmers by providing continuous
information about plumage conditions in the flock. This particularly requires the detec-
tion of changes on flock level. For instance, a suddenly increasing proportion of birds with
severe plumage damages in the farm needs to be identified. In our experiments, Chicken-
Net was able to predict the correct plumage condition of individual birds with an accuracy
of up to 91.83% over all plumage condition classes. Most false predictions were due to
the confusion of plumage condition scores 1 and 2. However, a reliable differentiation
between hens with (score 1 and 2) and without (score 0) plumage damages would already
provide a benefit for the identification of an increasing number of plumage damages in
a flock. Considering only these two plumage condition states, accuracies of ChickenNet
were even higher. Using RGB images in a resolution of 896 x 896 pixels, 97.59% of birds
with intact plumage and 96.8% of birds with feather damages were correctly identified.
Provided that enough birds from a flock are being recorded, ChickenNet is able to support
the plumage condition assessment on flock level.

2.4.4 Future improvements

To provide a reliable tool for the assessment of a whole flock, the assessed birds need
to form a representative sample of the flock. Overrepresentation of certain birds in the
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recordings have to be avoided. This could be obtained by either using a mobile recording
system which can be moved within the barn, or by re-identification of individual animals.
In this case, plumage condition assessments could be assigned to the individual which
would indicate that a bird has already been assessed.

Another future improvement is related to ambiguous and unknown plumage conditions.
In the experiments it was observed that even for humans, it may be hard to manu-
ally assess the hens’ plumage score based on single images. Some bird detections might
be not suitable for plumage condition assessment, meaning that birds can be occluded or
plumage conditions might be unclear due to the pose of the animal. During training, birds
were manually annotated and these unclear cases were marked. However, as ChickenNet
predicts a score for all detected hens, occluded and unrecognizable plumages would com-
promise the assessment in a practical farm application. To reduce these cases, multiple
cameras with multiple perspectives might be considered to capture different views of one
hen. An alternative to address this issue might be the alteration of the model archi-
tecture to additionally determine the suitability of each detection for plumage condition
assessment. Currently, our approach is designed as an end-to-end solution that detects,
segments and assesses hens simultaneously. Although this is an efficient design, it does
not allow the identification or filtering of detections that are inadequate for assessment.
Separating detection and assessment using a two-stage approach would allow filtering
prior to assessment. Furthermore, as we observed that an accurate detection of the hen
is feasible using lower resolutions, detection and filtering could be executed using low
input resolution and a less complex model. In a second step, the plumage condition of
the filtered hens could be assessed using a more sophisticated model. Also, to further
evaluate the general applicability of the presented method, extending the experiments to
hens of other colors is essential.

2.5 Conclusions

n this study, we presented ChickenNet, a deep convolutional neural network that detects
and segments hens while simultaneously providing a holistic assessment of the plumage
by computing a plumage condition score for each detected hen.

The best overall performance in our experiments was obtained using RGB images in a
resolution of 896 x 896 pixels. This configuration resulted in a mAP of 98.02%, while
91.83% of all score predictions were correct with an RMSE of 0.26. We revealed that using
color information only was sufficient to fulfill the task of hen detection and assessment,
as no relevant improvements were obtained through incorporation of depth information.
In our experiments, detection performance was barely influenced by the image resolution.
Among the evaluated resolutions, differences in assessment accuracy were less than three
percentage points. Assessment performance was more dependent on the image resolu-
tion and the plumage assessment improved as the image resolution increased until 896
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x 896, with a small decrease for 1216 x 1216 pixels. Errors in the prediction of the
condition score were mainly due to the determination of the plumage damage severity
(differentiation between score classes 1 and 2) and less to the distinction between hens
with plumage damages and those with intact plumage (class 0 vs. class 1 and 2). Finally,
we conclude that ChickenNet provides a basis that can be used to establish automated
plumage condition monitoring of white laying hens in commercial farms.
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Abstract

The combination of computer vision with deep learning has become a popular tool for
automation of labor-intensive monitoring tasks in modern livestock farming. However,
uncontrolled and varying environmental conditions, which usually prevail in farmhouses,
influence the performance of vision-based applications. Image quality can be reduced, for
instance by occlusions, illumination or motions of the animals, which can influence the
reliability of those applications. To address this issue, this study proposes an approach for
the identification of uncertain neural-network predictions to improve the overall predic-
tion quality. It proposes the direct quantification of aleatoric and epistemic uncertainty
on the one hand and indirect estimation of uncertainty through the prediction of occlu-
sions on the other hand. Our approach simultaneously integrates the different methods
into an end-to-end trainable instance segmentation and regression model. The objec-
tive of this study was to first investigate how well the different measures can quantify
the uncertainty of a prediction by comparing them to human uncertainty assessments.
Then, it was analyzed whether the uncertainty estimations are capable to identify and
reject erroneous predictions by evaluating the correlation between the predictive error
and the uncertainty estimations. Finally, individual predictions were rejected based on
the estimated uncertainties to analyze the effect on the overall accuracy. As a use-case,
the developed methods were applied to the prediction of plumage conditions of chickens
but also examined in a separate domain. The results showed that the outputs of our
approaches for the estimation of aleatoric and epistemic uncertainty correlate to the pre-
dictive error of the model, and lead to increased performance when uncertain predictions
are rejected. In contrast, the indirect method to identify occluded samples did not serve
as a reliable indicator for uncertainty and could therefore not be used to improve the
accuracy of the model outputs.
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3.1 Introduction

In poultry farming, systematic monitoring of the animal’s health and welfare is a crucial
task. As manual checks are labor-intensive, costly and might stress the animals, more
and more applications based on computer vision and deep learning have found their
way into the farms to automate this work (Okinda et al., 2020). However, using vision-
based approaches in uncontrolled environments, such as poultry farms, is challenging.
Varying illumination, occlusions, motion of the animals, and other environmental factors
can influence the image quality, which in turn influences the predictions made by the
systems. Most deep learning models include a prediction of confidence, which can be
taken into account when making the predictions, however, this tends to suffer from over
or under confidence, if poorly calibrated (Gawlikowski et al., 2023).

This paper focuses on the identification of unreliable neural network predictions to improve
the overall prediction quality. Knowing whether a model’s prediction can be trusted or
not would allow the indication of unreliable predictions for further (manual) verification
or to reject them automatically from the final model output. Such a reject option has
become particularly relevant in safety-critical applications, such as in medical imaging
(Tian et al., 2024; Ge and Wang, 2021). Identification of unreliable predictions can be
addressed in multiple ways; either indirectly by defining and measuring indicators for
(un-)reliability, or by directly estimating the uncertainty of a prediction.

3.1.1 Indirect uncertainty estimation through feature recognition

One approach to distinguish reliable from unreliable predictions in neural networks is the
addition of a network output that indirectly indicates the uncertainty of a prediction and
is trained on explicit ground-truth labels. These can be outputs quantifying the general
quality of an image (Bosse et al., 2016), obtained from human perception or derived from
a comparison with reference images. Alternatively, specific predefined features that serve
as an indicator for reliability can be extracted from each image. Those features can be
related, for instance, to the pose, occlusion, or motion of the object of interest, but also to
the environmental conditions of the recorded scene (Hernandez-Ortega et al., 2019). For
example, an overexposed object might indicate a high level of uncertainty for predictions
made on this object. In this case, networks are developed to measure these features and,
depending on the individual feature characteristics, an estimation of the trustworthiness
of a prediction can be made.

3.1.2 Direct quantification of uncertainty

An alternative to the methods based on ground-truth labels is to directly quantify the
uncertainty of a prediction. There are two types of uncertainty that are commonly dis-
tinguished; aleatoric and epistemic uncertainty (Kiureghian and Ditlevsen, 2009).
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Epistemic uncertainty

Epistemic uncertainty captures uncertainty which is caused by a lack of knowledge (Hiiller-
meier and Waegeman, 2021). In machine learning, it is often referred to as model uncer-
tainty, as this type of uncertainty is dependent on the model and the quality of training
data. Thus, epistemic uncertainty can be reduced by extending the training data, im-
proving the machine-learning model, or better data analysis. Epistemic uncertainty is
especially important to identify limits of the model’s capabilities. For example, if a model
receives an input which is very different from the training data, epistemic uncertainty of
the predictions would be high.

Aleatoric uncertainty

On the other hand, aleatoric uncertainty refers to the uncertainty that is presumed to
be intrinsic randomness of an observation (Kiureghian and Ditlevsen, 2009), that is noise
and uncertainty in the input data. This includes, for example, sensor noise or ambiguities
in the data itself. As this type of uncertainty is a property of the data and not a property
of the model, it cannot be reduced by the model, even if the amount of training data is
increased (Kraus and Dietmayer, 2019). Aleatoric uncertainty can further be categorized
in homoscedastic uncertainty, which is constant for all inputs, for example caused by
a biased sensor, and heteroscedastic uncertainty, where the uncertainty is different for
different inputs. The latter is especially relevant for computer vision applications, as it is
specifically dependent on the content of the input image (Kendall and Gal, 2017). Even
if the same sensor is used, there are inputs causing more uncertain outputs than others,
for example, due to a lack of visual features, motion blur of objects, or (partial) occlusion
of the object of interest.

Uncertainty estimation in deep learning for computer vision

Estimation and distinction of different types of uncertainty have been subject of multi-
ple studies for various use cases in deep learning-based computer vision. For example,
epistemic uncertainty of segmentation masks was used to analyze brain scans (Roy et al.,
2019; Jungo et al., 2018) and diabetic retinopathy (Filos et al., 2019). Other applications
focused methods to capture aleatoric uncertainty in human pose estimation (Gundavarapu
et al., 2019) and per-pixel uncertainty in depth estimation (Liu et al., 2019).

In addition to the estimation of either aleatoric or epistemic uncertainty, some approaches
specifically addressed the decomposition of the total uncertainty into epistemic and
aleatoric components. By measuring the total uncertainty and one of its components,
the other component could be obtained as the difference of the two known values (De-
peweg et al., 2018; Prado et al., 2019). For example, this approach was followed to capture
uncertainty in regression and reinforcement learning tasks (Depeweg et al., 2018).

Moreover, recent studies also integrated uncertainty estimation in deep learning models
to reject uncertain predictions. However, this was mostly restricted to classification tasks
in which predictions were rejected considering their uncertainty about the predicted class
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(Tian et al., 2024; Cicalese et al., 2021; Pires et al., 2020).

3.1.3 The proposed work

Our approach addresses the above named challenge of identifying unreliable neural net-
work predictions. It was developed with a primary focus on the use case of plumage-
condition assessment in laying hens, a vision-based task susceptible to the impacts of
uncontrolled farm environments. Regular assessment of plumage condition is an essential
task in laying-hen farming and provides valuable information about the overall welfare of
the birds. As the manual assessment is labor-intensive and not standardized, a method
to automate this task by using computer vision and a neural network called “Chicken-
Net” was proposed in Lamping et al. (2022). The proposed model in that work seg-
mented detected chickens and predicted a regression-based plumage-condition score (see
Section 3.2.1). However, predictions were given also in situations where the quality of the
images was not sufficient to make the assessment, resulting in reduced performance. In
the current work, we aimed to deal with this by estimating uncertainties for each plumage-
condition assessment as an integral part of the deep neural network. Our approach used
a model for plumage condition assessment proposed in Lamping et al. (2022), however, it
was intended be applicable on other tasks for object detection or instance segmentation.
Overall, the main contributions of this research are as follows:

e Our proposed approach presents a flexible method that integrates three different
uncertainty measures into an end-to-end trainable instance-segmentation and re-
gression model to identify unreliable model predictions.

e This research addresses the challenge of unknown reliability in neural network pre-
dictions in a dual manner: It involves and compares both the direct estimation of
aleatoric and epistemic uncertainty for predictions, and the indirect estimation of
uncertainty through the prediction of the level of occlusion for detected instances.

e We evaluate how well our model’s estimation of occlusions, epistemic and aleatoric
uncertainty indicate the reliability of a prediction. This evaluation encompasses
both qualitative and quantitative analyses, with comparisons drawn against human
assessments.

e Leveraging our method’s estimations, we implement a strategy to reject uncertain
predictions, in order to enhance overall prediction accuracy.

e Effectiveness of our method is demonstrated not only within the prioritized use case
of plumage condition assessment but also in an unrelated domain.
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3.2 Material and methods

In the following, the material and methods will be presented. Section 3.2.1 explains the
architecture of ChickenNet, the neural network for plumage-condition assessment that we
used as an example to implement uncertainty predictions. In Section 3.2.2 the image data
will be presented, while Section 3.2.3 introduces the three different approaches to estimate
uncertainty. Finally, Section 3.2.4 describes the training parameters and Section 3.2.5
elaborates the experimental setups and the corresponding evaluation metrics.

3.2.1 Introduction to ChickenNet

he developed methods were designed to extend ChickenNet, an end-to-end trainable con-
volutional neural network that detects and segments individual chicken while predicting
a plumage-condition score for each detected hen, which was presented in Lamping et al.
(2022). ChickenNet extends Mask R-CNN (He et al., 2017) by predicting the condition
score in addition to the mask, bounding box and class of the detected object.

It incorporates a region-proposal network after a ResNet50 backbone to generate region
of interest (RoI) proposals. Then, these Rols are realigned by a Rol alignment layer and
transformed into fixed-sized feature maps, which are further processed in two branches.
The first branch performs mask segmentation while the second one is designed for classi-
fication, bounding box regression and plumage-condition assessment. The latter branch
contains two fully connected (FC) layers followed by the output layer for classification as
well as the regression layers for box and plumage-score prediction. The plumage-condition
scoring was formulated as a regression problem, with scores ranging from 0 to 2, where
a score of 0 indicates a perfect condition and a score of 2 indicates heavy plumage dam-
age. Contrary to the original implementation of ChickenNet, in this work, three-channel
RGB-images were used without the additional depth channel that was implemented in
the original work, as there were no benefits found of including depth information for the
assessment (Lamping et al., 2022). For the details of the ChickenNet architecture, we
refer to Lamping et al. (2022).

3.2.2 Image data

For this study, the image datasets of the original ChickenNet paper were used for training,
validation, and testing. All images were obtained from video sequences recorded in a
commercial laying hen farm following the procedure described in Lamping et al. (2022).
Using a Stereolabs ZED 2 camera, which was placed in front of the aviaries’ feeding line,
hens were recorded from a distance of 40 to 120 cm, depending on the animal’s position
in the aviary. While the images were identical to the original dataset, image annotations
were updated for the purpose of the present study. These annotations were made by a
human expert and included labels for the class (“hen”), segmentation masks, bounding
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boxes, plumage-condition scores, and occlusion levels for each individual hen. In total,
2621 hen instances were included in the training set, with 371 instances in the validation
set and 387 in the test set.

Plumage conditions of the hens were annotated in two steps. First, each video frame was
annotated individually based on information visible in that specific frame of the video
sequence. A score of 0 was provided when a plumage without any damages was observed,
1 when minor damages (featherless area diameter < 5 cm) were visible and 2 in case of
heavy damages (featherless area diameter > 5 cm). If a hen was not clearly assessable
by the annotator due to occlusions or the bird’s posture, it was marked as unclear and a
score of -1 was given. However, to predict uncertainty and to evaluate the effect on the
overall assessment performance, including the ground-truth scores of the unclear cases,
was required. Therefore, in a second step, these unclear cases were annotated again by
using information from the whole video sequences. Thus, all hens obtained a ground-truth
score of either 0, 1, or 2 while scores that were unclear for a human annotator were still
indicated as such.

As our approach extends ChickenNet by an output to predict the level of occlusion for
each detected hen, additional ground-truth labels for training of the neural network are
required. These labels were provided through manual assessment of the image data. For
annotation, occlusions caused by other animals as well as by the aviary system itself
were considered. Also, all birds in an image were annotated, meaning that occlusion
information was also assigned to birds that were fully visible. In this case, an occlusion
level of zero was indicated. To simplify the annotation, occlusions were categorized using
five different ground truth labels: 0%, 1-25%, 26-50%, 51-75% and 76-100%. One of
the five classes was assigned to each visible hen based on the human estimation of the
occlusion. Table 3.1 illustrates the resulting distribution of the occlusion annotations
among the training, validation and test set.

Table 3.1: Distribution of occlusion annotations among the datasets.

Dataset 0% 1-25% 26-50% 51-75% 76-100%

Training 1196 664 353 277 131
Validation 144 126 54 40 7
Test 233 96 22 19 17

3.2.3 Three methods to predict uncertainty

We developed three different methods that extend ChickenNet to estimate uncertainty of
the predicted plumage-condition score and integrated them into one model: (1) prediction
of the level of occlusion, (2) prediction of the epistemic uncertainty, and (3) prediction
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of the aleatoric uncertainty. These three methods are described in detail in the following
sections.

3.2.3.1 End-to-end learned prediction of occlusion levels

The first approach considers the level of occlusion of each individual hen as an indicator
for unreliable plumage-condition assessments. The hypothesis is that the more a bird
is occluded, the more erroneous the prediction of the plumage condition is. Thus, this
is an indirect uncertainty measurement based on pre-defined image characteristics, and
independent of the prediction of the plumage-condition score. We designed the predic-
tion of occlusions as an end-to-end trainable solution incorporated in the ChickenNet
architecture, as described below.

In addition to the existing outputs of ChickenNet for detection, segmentation, and
plumage-condition assessment of an individual laying hen, the existing model architecture
was supplemented with an output to predict the level of occlusion as shown in Figure 3.1.
Even though the occlusion annotations were made using five distinct categories, we for-
mulated the occlusion estimation as a regression problem. This was done to obtain a
continuous value for the occlusion level and to consider the order in the levels of occlu-
sion.

Fully connected layers

Region D Class

Resnet-50 proposals |:J .
0X
Y Fixed-size

feature maps

ﬂ Occlusion level

U Plumage condition
score

Dropout Dropout Dropout

Feature maps

RGB
image

Mask branch

ChickenNet

Figure 3.1: Network architecture. ChickenNet is extended by dropout layers to predict
epistemic uncertainty and by additional output layers for prediction of occlusions and aleatoric

uncertainty.

To implement an additional output for occlusion prediction, we extended the second
branch of the network with an additional FC output layer, in parallel to the three existing
ones. Thus, the output layers for classification, bounding boxes, plumage scores, and
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occlusion share the same input features. To obtain values between 0% and 100% for the
predicted occlusion level, y°°°; of instance ¢, this layer consists of a single neuron with a
sigmoid activation function. During training, the loss of each occlusion prediction was
calculated using the smooth L1-loss.

3.2.3.2 Monte-Carlo dropout for epistemic uncertainty estimation

To estimate epistemic uncertainty of the plumage-condition predictions, we applied the
Monte-Carlo dropout method, which was introduced by Gal and Ghahramani (2016) and
has been frequently implemented to estimate epistemic uncertainty in multiple computer
vision applications (Kraus and Dietmayer, 2019; Lamping et al., 2022; Wang et al., 2019;
Le et al., 2018), including instance-segmentation tasks using Mask R-CNN (Blok et al.,
2022). Traditionally, dropout has been used as a regularization technique for training of
neural networks. During the training process, some units are randomly disconnected from
the network, which promotes multiple pathways for prediction by the network and has
been shown to prevent overfitting on the training data. In contrast to standard dropout,
Monte-Carlo dropout is applied during inference in multiple forward passes. For each
forward pass, the dropout pattern varies, which results in different predictions for each
pass. The resulting predictions replicate a Query-by-Committee of different activated
network weights, and thus can approximate a probability distribution with the variance
related to the uncertainty of the prediction of the mean of these samples.

To estimate epistemic uncertainty within ChickenNet, we aimed to generate multiple
score prediction samples to compute the predictive variance. Monte-Carlo dropout was
applied to all fully connected layers after the generation of the fixed-size feature maps
(see Figure 3.1). This placement was previously shown to be successful in similar network
architectures (Kendall and Cipolla, 2016). It is important to note that only the predictive
variance of the plumage score is used to calculate uncertainty, while the variance in
the outputs of bounding-box regression, occlusion prediction, mask segmentation, and
classification were not included in the uncertainty estimation in our work.

Changes to the ChickenNet architecture were made in consideration of the computation
time. Therefore, each input was passed through the network only once until it reaches
the dropout layer(s). After these layers, T' forward passes are performed with a dropout
probability of p for each neuron to be disconnected from the network. This resulted in T
samples for the plumage condition output. In our approach, we used a dropout rate of
p = 0.2, which has been a common choice in literature and was shown to perform well
for the estimation of epistemic uncertainty (Avci et al., 2021; Verdoja and Kyrki, 2021;
Zhang et al., 2022). The number of forward passes was set to T = 30, based on results
in Gal and Ghahramani (2016); Laakom et al. (2021). By computing the mean of the
generated samples, y°"¢, the final plumage-condition prediction was made. The epistemic

~epistemic

uncertainty y; was estimated using the obtained variance of the samples:
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3.2.3.3 Loss attenuation for aleatoric uncertainty estimation

In addition to the estimation of epistemic uncertainty, we focused the prediction of het-
eroscedastic aleatoric uncertainty, which varies dependent on the input data. For simplic-
ity, heteroscedastic aleatoric uncertainty will be referred to as aleatoric uncertainty in the
remainder of the paper. Our approach followed the method presented by in Kendall and
Gal (2017), which combines the estimation of both epistemic uncertainty and aleatoric
uncertainty in one model. For regression tasks, such as the plumage-score prediction in
ChickenNet, the authors showed that aleatoric uncertainty can be interpreted as so-called
learned loss attenuation. This approaches focuses the loss function of the neural network,
which measures the difference between predicted and actual regression output, allowing
the network to learn during training. Instead of only predicting a single regression output
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, the presented model simultaneously predicts a measure of aleatoric uncertainty,

puts can be learned directly from the inputs. For our implementation, this results in the
following loss function:
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Contrary to the formulation in Kendall and Gal (2017), this loss function removes the
logarithmic function from the second term, which had shown to improve training stability
of a neural network in previous studies (Le et al., 2018) and rectified the unstable training
behavior we experienced while using the original formulation. Note that learning to
predict o? does not require explicit ground-truth labels about the uncertainty. Instead, it
is learned implicitly through the loss function. The first term of the function encourages
the model to reduce the predictive error, while predicting a high variance also reduces
the contribution of this term to the overall loss. However, the second term penalizes
large variances for all inputs. This teaches the network to predict a higher variance for
predictions that might be erroneous and to predict a low variance for correct answers,
providing a measure of aleatoric uncertainty. This formulation of the loss function allows
the network to learn to attenuate effects of false predictions or even false labels, making
it more robust to noisy data. In ChickenNet, this loss function was used to replace the
initially implemented smooth L1 loss of the plumage score prediction.

To combine both aleatoric and epistemic uncertainty estimation in one model, the prob-
abilistic modeling for epistemic uncertainty estimation must be incorporated in the loss
function above. In line with the approach presented in Section 3.2.3.2 and following the
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approach in Filos et al. (2019), we used Monte-Carlo dropout to generate multiple predic-

nscore

tions of a sample. Thus, during test time, both predicted outputs y;
2

i

and the variance
o7 were calculated as mean values of T forward passes. Accordingly, to solely predict
the aleatoric uncertainty and no epistemic uncertainty, only one forward pass without

dropout would be performed during test time instead of T' passes.

To implement the aleatoric loss function into the plumage-score prediction of ChickenNet,
we readjusted the weighting of the individual components of the overall model loss. The
equal weighing of the score loss and the losses corresponding to the classification, bound-
ing box, occlusion and mask segmentation outputs in the original ChickenNet resulted in
a decreased detection and classification performance. Therefore, we reduced the weight
of the score loss by a factor of ten which maintained the original detection and classifi-
cation performance, while allowing to predict the uncertainties. Thus, the total loss of
ChickenNet was defined as:

L= Lclass + Lbom + Lma,sk + Locclusion + O'lLscore (33)

3.2.4 Training parameters

During training, all layers of the network except for the final outputs for classification,
bounding boxes, plumage scores, and occlusions (see Figure 3.1) were initialized with
weights obtained from pre-training on the Microsoft Common Objects in Context (COCO)
dataset (Lin et al., 2014). For weight optimization, we used stochastic gradient descent
(SGD) with a learning rate of 0.0001 and momentum of 0.9.

During training, image augmentations of the original ChickenNet were applied which
included variations in scale, brightness and horizontal reflection as described in Lamping
et al. (2022). To avoid consideration of any information in the background of an image
for plumage-condition assessment, we additionally augmented the image backgrounds.
While images including the original background were still used for training, different
backgrounds were added to create artificial images, extending the training data. Here,
we used recordings that were obtained during data collection but did not contain any
chicken. Based on the manually annotated instance segmentations, hens were cropped
from the original image and the background was randomly replaced. An example for
influencing background information might be the condition of the farm environment. As
a farm house is disinfected before a flock moves in, the aviary system tends to be cleaner
on images of young birds. Over time, the cleanliness of the housing system as well as the
plumage conditions decrease. Therefore, a clean image background might be identified
as an indicator for good plumage condition. To exclude this potential risk, images with
random backgrounds were included in the training data.

The training was performed using standard dropout for regularization, in line with the
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approach in Kendall and Gal (2017). All other training parameters were set analo-
gously to the training procedure of ChickenNet and can be obtained from Lamping et al.
(2022).

3.2.5 Experiments

Two sets of experiments were set up to evaluate the performance of the three developed
methods for estimating the different types of uncertainty. First, the general effectiveness
of the proposed approaches was evaluated in three different experiments. Subsequently, it
was investigated whether uncertainty estimation is beneficial for the identification of false
predictions in order to improve the overall assessment performance of the ChickenNet
model.

3.2.5.1 Individual analysis of uncertainty estimation methods

In the first set of experiments, we tested how well our model estimates epistemic uncer-
tainty, aleatoric uncertainty, and occlusions.

Experiment 1: Occlusion prediction

Regarding occlusion estimation, our image data was annotated to train the model in a
supervised manner, which allowed a direct comparison of predictions and the correspond-
ing ground-truth occlusion levels. For evaluation, an occlusion prediction was considered
correct if it was within the borders defined by the ground truth labels which were 0%,
1-25%, 26-50%, 51-75% and 76-100%. Following this definition, the accuracy of the
occlusion prediction was defined as the proportion of correct predictions among the total
number of predictions.

Experiment 2: Uncertainty estimation vs. human assessment

The epistemic and aleatoric uncertainty predictions needed to be evaluated indirectly,
since no ground-truth uncertainty is known. We did, however, have a categorical assess-
ment by the human annotator of the possibility to assess the chicken in the image with
the ‘unknown’ labels, which could be interpreted as an indicator of uncertainty (Lamping
et al., 2022). The ‘unknown’ labeled chickens were used to test the consistency of the
human uncertainty with the predicted occlusion, epistemic and aleatoric uncertainty by
the network. An unpaired two-sample t-test was carried out with o = 0.05 to compare
between uncertainty predictions made on samples labeled as “unknown” and those labeled
as “known” by the human assessor to see if the predicted uncertainties significantly differ
for the chickens labeled as ‘known’ and ‘unknown’.

Experiment 3: Effects of artificial image modifications

The third experiment provides a qualitative analysis of the epistemic and aleatoric un-
certainty predictions. We aimed to evaluate the changes in the uncertainty predictions
through artificially modified images, manipulating the aleatoric uncertainty. We chose
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a batch of ten images containing different chickens with intact, slightly damaged, and
heavily damaged plumages and added varying occlusions and blur to them. Occlusions
were added either to the head, center or the back of the chicken’s body. To occlude the
specific body parts of a chicken, black boxes were manually added to the particular re-
gions of the images. For all samples of birds with clearly visible naked spots (score = 2)
in the plumage, an occlusion of the chicken’s back also means an occlusion of those naked
spots, as illustrated in Figure 3.2. By occluding the parts of a chicken’s body that are
relevant for the assessment of the plumage condition, we expected an increase in aleatoric
uncertainty of the prediction while occlusion of less relevant regions, such as the head,
was expected to have a smaller effect on the prediction’s uncertainty. Compromising the
image quality by applying 10-pixel motion blur was also supposed to increase aleatoric
uncertainty as it decreases the quality of the data, which might impact the certainty of a
prediction. Regarding epistemic uncertainty, we expected no systematic changes caused
by the manual image modifications. Figure 3.2 demonstrates the modifications that were
applied to the images in this experiment for two exemplary images.

3.2.5.2 Investigating the use of uncertainty estimations to improve assess-
ment performances

In this set of experiments, we tested the suitability of the different uncertainty predictions
to automatically identify false assessments made by the ChickenNet model. Here, the
objective was to determine whether high predicted uncertainties relate to false predictions
and could be used to reject them from the final prediction output in order to improve
the overall plumage-condition assessment. Therefore, in experiment 4, we compared the
predicted numeric values for occlusions, epistemic uncertainty, and aleatoric uncertainty
to the assessment errors made by the model. We hypothesized that uncertainties would be
much higher for false predictions with a high error. Then, in experiment 5, the assessment
accuracy of the plumage-condition assessment was evaluated while rejecting samples based
on their predicted uncertainties. This was repeated in experiments 6 but for a different
tasks and a different dataset to evaluate the effectiveness of our method in other domains.
For both experiments, it was hypothesized that the rejection of uncertain predictions
would lead to an improved assessment.

Experiment 4: Uncertainty predictions vs. predictive error
First, we compared the predicted numeric values for occlusions, epistemic uncertainty,
and aleatoric uncertainty to the assessment errors made by the model. For all samples in
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Figure 3.2: Artificial image modifications illustrated for a hen with clearly visible plumage
damage (left) and for a hen without plumage damage (right).
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Then, the correlation between the absolute assessment error and the predicted uncertain-
ties was calculated using Pearson’s correlation coefficient.

Experiment 5: Uncertainty-based rejection compared to the base model

In this experiment, we used the predicted uncertainties of each sample to reject uncertain
score predictions and evaluate the overall assessment accuracy of ChickenNet. This allows
a direct comparison between the method proposed here and the standard ChickenNet
without uncertainty estimation. We quantized the predicted plumage condition, e e-<,
to allow the calculation of the accuracy by comparing to the ground-truth condition

classes:

0, if gy <0.5
jeeorels = 01, if 0.5 < grere < 1.5 (3.5)
2, ifgiere>15

For each of the three predicted uncertainty types, all N samples from the test set were
sorted by the respective numerical uncertainty value in descending order. Thus, we ob-
tained three differently sorted lists, each containing N test samples, with the most uncer-
tain starting sample. Based on these lists, we evaluated the prediction accuracy on the
test set. Then, we removed the first most uncertain sample from each list and evaluated
the assessment performance again, based on the remaining N — 1 test samples. This
process was iterated until only one test sample remained. Furthermore, the results from
the uncertainty-based rejection were compared to the performance that was obtained if
samples were manually rejected by a human observer. This manual selection corresponds
to removal of all ‘unknown’ labelled instances. For evaluation, we used rejection-accuracy
curves, where the assessment accuracy is calculated as a function of the percentage of the
rejection. We hypothesized that for all three types of uncertainty, the overall assessment
performance would increase with an increasing proportion of rejections.

Experiment 6: Cross-Domain Applicability

The present approach focuses the estimation of uncertainty for the identification of un-
reliable neural-network predictions to improve in plumage condition assessment in laying
hens. However, to demonstrate the applicability of our method as a general framework for
incorporation uncertainty into assessment tasks, we finally evaluated our approach on data
beyond the domain of plumage condition assessment. Therefore we tested the rejection
based on aleatoric and epistemic uncertainty using our approach on the MARS-Attribute
dataset (Chen et al., 2019). This dataset consists of pedestrian recordings from different
cameras which were additionally labeled with 32 person-related attributes such as gender,
clothing-color or age. Instead of plumage condition labels, we trained ChickenNet on the
age attributes which ranged from 0 to 3, indicating children, teenager, adults and elderly
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people. Analogues to the plumage condition estimation, we modeled the age estimation
as a regression task so that it is suitable for the architecture of our model. Thus, for
each age prediction, estimations of epistemic and aleatoric uncertainty could be obtained
from our architecture. As the MARS-Attributes dataset does not provide annotation of
the level of occlusion for each person, this experiment solely focused the estimation of
aleatoric and epistemic uncertainty for each sample.

After training the model, predictions were made on the test set followed by a step-by-step
rejection according to the procedure described in Experiment 5. After each rejection, the
assessment accuracy was evaluated and compared to the accuracy of the standard model
without uncertainty-based rejection.

3.3 Results

The results are summarized following the order of the experiments. First, the individ-
ual performance evaluation for each of the three uncertainty estimation approaches is
presented. Then, the use of the methods for an improved assessment performance of
ChickenNet is focused.

3.3.1 Individual analysis of uncertainty estimation methods

Experiment 1: Occlusion prediction

In our first experiment, we evaluated the occlusion prediction of our model compared
to the ground-truth annotated occlusion level. The corresponding results are given in
the normalized confusion matrix in Figure 3.3, showing a high accuracy for the lower
levels of occlusion, 68% for small occlusions and 88% for birds without any occlusion.
Most wrong predictions occurred for the two highest occlusion levels, corresponding to
hens with a ground-truth occlusion above 50%. In 58% of cases, occlusions between
75% and 100% were incorrectly classified as occlusions between 50% and 75%. Vice-
versa, misclassification occurred in 38% of cases. Furthermore, the results show that
misclassification by more than one class was very rare and only occurred in 1% of cases
for ground truth occlusion between 1% and 25%. Over all occlusion level classes, we
obtained a prediction accuracy of 78.3% and an RMSE of 9.0%, based on the means of
the class ranges.

Experiment 2: Uncertainty estimation vs. human assessment

We compared the predictions of occlusions, aleatoric uncertainty, and epistemic uncer-
tainty to uncertainty labels given by a human annotator. Table 3.2 shows the mean and
standard deviation for the three uncertainty predictions for samples that were marked as
“unknown” and for the samples that were marked as “known” by the human annotator.
The p-values, resulting from an unpaired two-sample Student’s t-test, show no significant
difference for known and unknown for epistemic uncertainty (p = 0.16), a small significant
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Figure 3.3: Confusion matrix of predicted occlusion levels against the ground truth occlusion.

difference for aleatoric uncertainty (p = 0.04) with higher uncertainty for the unknown
class, and a strong significant difference for occlusion prediction, with higher predicted
occlusions for the unknown class.

Table 3.2: The mean and standard deviation for predicted occlusions, aleatoric uncertainties
and epistemic uncertainties on samples marked as known and unknown by a human annotator.
The p-value results from an unpaired two-sample Student's t-test.

Epistemic uncertainty | Aleatoric uncertainty | Occlusion prediction

Known Unknown |Known Unknown |Known Unknown

I 0.12 0.11 0.22 0.26 0.05 0.25
o 0.08 0.07 0.16 0.20 0.09 0.26
p 0.16 0.04 < 0.01

Human uncertainty assessments were made based on the available image data and there-
fore affected by factors such as the quality of the image, occlusions, and the pose of a
detected chicken. As aleatoric uncertainty corresponds to uncertainty in the data itself, we
would expect a significant difference between the predicted aleatoric uncertainties made
on samples that were indicated as known and those that were labeled as unknown. This
significant difference was shown in our experiment.
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For epistemic uncertainty, mean values of 0.12 and 0.11 were obtained for the known and
unknown samples, respectively. Since epistemic uncertainty is related to model-specific
uncertainty, we cannot anticipate a correlation with assessments given by a human. Hence,
we would expect both groups, i.e., known and unknown samples, to exhibit comparable
distributions, which is consistent with the obtained results.

A clear difference between both groups was observed for the predicted occlusion levels.
For most known samples, low occlusion levels were predicted, with a mean of 5% and
a standard deviation of 9% among all predictions. In contrast, the predicted occlusions
vary much more for unknown samples, for which a mean occlusion of 25% and a standard
deviation of 26% were obtained. The significant difference between both distributions
was clearly confirmed by the performed t-test. These results indicate that the human
uncertainty estimation is heavily affected by occlusions. In our experiment, a sample
was never marked as known if high occlusion was predicted for this sample. However,
occlusions were one, but not the only reason for an “unknown” label, which is confirmed
by the observed high variation in occlusion predictions among the unknown samples.

Experiment 3: Effect of artificial image modifications

Table 3.3 presents the effects of occlusions and noise on the prediction of aleatoric and
epistemic uncertainty for ten chicken detections from the test dataset. It shows the
absolute change in the uncertainty predictions for each image modification compared to
the original images. Figure 3.4 visualizes the means of both predicted uncertainties for
each image modifications among the test samples.

Table 3.3: Absolute changes in predicted epistemic and aleatoric uncertainty in ten samples
for different image modifications compared to original images.

Sample GT Occluded head Occluded center Occluded back Blurred
Score Epistemic Aleatoric Epistemic Aleatoric Epistemic Aleatoric Epistemic Aleatoric

Sample 1 1 -0.07 —+0.06 -0.14 +0.18 -0.15 +0.18 -0.12 +0.08
Sample 2 0 0.00 +0.01 +0.13 +0.46 +0.14 +0.38 +0.11 +0.59
Sample 3 2 +0.03 +0.04 -0.01 +0.03 0.00 +0.17 -0.02 +0.06
Sample 4 0 -0.03 0.00 +0.02 +0.22 +0.02 +0.22 -0.05 +0.03
Sample 5 0 0.00 0.00 +0.13 +0.23 +0.01 +0.03 +0.02 +0.02
Sample 6 0 0.00 0.00 0.00 +0.01 0.00 0.00 0.00 +0.01
Sample 7 2 +0.01 +0.01 +0.01 +0.02 -0.05 +0.15 +0.06 0.00
Sample 8 2 +0.09 -0.03 +0.06 0.00 +0.02 —+0.08 +0.03 +0.05
Sample 9 2 +0.01 +0.04 -0.01 +0.06 +0.01 +0.04 +0.02 +0.12
Sample 10 1 -0.02 +0.01 +0.02 0.00 -0.10 —+0.08 -0.02 +0.09

First, it was observed that the effect of occlusions on the predicted aleatoric uncertainties
depended on which part of a hen’s body was occluded. Occlusion of the head region
caused smaller changes in aleatoric uncertainty than the occlusions of body center or
back. A median increase of 0.01 compared to the original image was observed among
the test samples if the head of a bird was occluded. Here, aleatoric uncertainty increased
in six out of ten cases and decreased in one case. Occlusion of the body’s center and
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Figure 3.4: Means of absolute changes in predicted epistemic and aleatoric uncertainties for
each image modification compared to original images.

back resulted in equal or higher aleatoric uncertainty compared to the original image for
all test samples, with median increases of 0.04 and 0.12 respectively. Also, a difference
between birds of different plumage conditions was observed. For hens with clearly visible
plumage damages (score = 2), occlusion of the body center only had small effects on the
aleatoric uncertainty. In contrast, when the back of the bird and therefore the visible
naked spot in the plumage was occluded, a significantly higher aleatoric uncertainty was
predicted for the plumage-condition assessment. If no naked spots were visible on the
plumage (score = 0 or 1), occlusion of body and center both clearly increased the aleatoric
uncertainty of the plumage score prediction. Adding artificial blur to the images also
increased aleatoric uncertainty for most test samples. Here, a median increase of 0.05
was observed. The intensity of the change varied between the samples without a clearly
recognizable dependency on the plumage condition.

The observed dependency of uncertainty predictions on the plumage condition could be
explained by the varying relevance of each body part for the plumage assessment. Plumage
damage can be identified as soon as naked spots are visible, without a need to consider the
full body of a chicken. This is different for chickens without visible naked spots, as the en-
tire plumage needs to be considered to give a good estimation of the condition. Therefore,
occlusions or modifications applied to the image are less relevant for the assessment of a
damaged plumage, as long as the damages are visible. A highly certain assessment can
be made, even though parts of the body might be invisible. On the other hand, aleatoric



70 Chapter 3

uncertainty of intact plumage predictions is much more affected by changes. Each body
region can potentially contain indicators for plumage damages, thus the aleatoric uncer-
tainty of the prediction increases if these parts are occluded or blurred. Furthermore,
through the three different scores for plumage conditions, ChickenNet differentiates be-
tween heavy and light damages. Plumage damages can vary in shape, size and position,
which makes images of damaged plumages much more ambiguous than intact plumages.
This might explain the generally higher aleatoric uncertainty which was observed for the
damaged plumage sample.

While a clear dependency between aleatoric uncertainty on the image quality and occlu-
sion was observed, changes in epistemic uncertainty were less clear. All types of occlusion
and image blur resulted in median increases up to 0.02. However, for all experiments,
also decreases in epistemic uncertainty were overserved among the test samples. This
is in line with the expected results, as epistemic uncertainty relates to model-dependent
uncertainty and should therefore not directly correlate with changes in the image data.
Indirectly, manual modifications might affect epistemic uncertainty, as these artificially
created images differ from the samples the model was trained on. For example, situa-
tions in which the body center of a hen is occluded exclusively without any occlusions of
the back or head rarely occur in reality, which leads to an underrepresentation of those
samples in the training data.

3.3.2 Investigating the use of uncertainty estimations to improve prediction
performance

Experiment 4: Uncertainty predictions vs. predictive error

Figure 3.5 compares the absolute error of all samples from the test set to the model’s
prediction of occlusion, epistemic, and aleatoric uncertainty, expressed on a logarithmic
scale. The epistemic and aleatoric uncertainty predictions show a similar distribution
of points. For both, the lowest uncertainties were predicted for the samples with the
smallest predictive error. Also, a high concentration of data points could be observed for
high-error and high-uncertainty values. This indicates that both aleatoric and epistemic
uncertainty are generally higher for plumage score predictions that strongly differ from the
ground-truth score, compared to predictions with small errors. No clear relation between
the predicted occlusion and the error was observed.

For aleatoric uncertainty, the Pearson’s correlation coefficient between the logarithmic
error and the logarithmic uncertainty was 0.95, while it was 0.81 for epistemic uncertainty.
This indicates a strong positive correlation between both types of uncertainty and the
prediction error. The relationship between predicted occlusions and the assessment error
was not clear, with a correlation coefficient of -0.12.

Experiment 5: Uncertainty-based rejection compared to the base model
The previous results suggest that the epistemic and aleatoric uncertainties can be used
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Figure 3.5: Predicted occlusions, aleatoric uncertainties and epistemic uncertainties com-
pared to the absolute error for all samples from the test dataset, expressed on a logarithmic
scale. The dashed lines show the linear regression line through the logarithmic data. This
relates to a Pearson’s correlation coefficient of 0.95 for aleatoric uncertainty, 0.81 for epistemic
uncertainty, and -0.12 for occlusion.

to filter out erroneous predictions of the plumage-condition. This hypothesis was tested
in experiment 5. Figure 3.6 presents the rejection-accuracy curves for rejection based on
aleatoric uncertainty, epistemic uncertainty, and predicted occlusion. The curves were
generated by evaluating the assessment accuracy while varying the rejection threshold,
where the most uncertain samples were rejected first. As a reference, the assessment per-
formance of standard ChickenNet obtained after manually excluding samples classified as
unknown by the human assessor is visualized at 0.85. This exclusion pertains to images
rejected by humans, which make up 31.45% of the test set. All three curves have the
same starting accuracy of 0.77, since this is the assessment accuracy of ChickenNet based
on the complete test set which forms the reference to the uncertainty-based rejection.
As expected from the previous results, rejection based on aleatoric and epistemic uncer-
tainty increased the overall accuracy with an increasing rejection rate. Initially, accuracy
increased faster for aleatoric uncertainty, reaching the level of human rejection at a re-
jection rate of 34.67%. For epistemic uncertainty, this accuracy level was obtained the
first time at a rejection rate of 49.73%. Thus, both uncertainty based rejections did not
surpass the human-based rejection rate of 31.45%. An accuracy of 1.0 on our test dataset
was observed at a rejection rate of 73.38% for aleatoric uncertainty and at a rejection rate
of 74.46% for epistemic uncertainty. These results show that both aleatoric and epistemic
uncertainty can be used to filter out erroneous predictions.
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Figure 3.6: Rejection-accuracy curves for rejection based on predicted occlusion (black),
aleatoric uncertainty (green) and epistemic uncertainty (gray). The red dashed line shows the
accuracy obtained when rejecting all images that were classified as ‘unknown’ by the human
annotator. Note that for the latter, no different rejection rates are indicated as the rejection
rate in the annotated data was fixed to 31.45%. The line is shown for clarity. The orange line
indicates the accuracy of the standard ChickenNet model without any rejections, neither by
a human annotator nor by the model itself.

In contrast, rejection based on the predicted occlusion level did not result in an increase
in accuracy compared to the base model. An initial increase in accuracy was observed
when heavily occluded samples were rejected. However, with an increasing rejection rate,
the accuracy dropped. For lower levels of occlusions, the errors vary much more and thus
the rejection of those samples does not improve the overall accuracy. This shows that the
predicted occlusion level is not a valuable feature to filter out erroneous predictions.

Experiment 6: Cross-domain applicability

In addition to the uncertainty-based rejection for enhancing plumage condition assess-
ment, we evaluated the rejection of uncertain predictions on the MARS-attributes dataset,
concentrating the task of age estimation through ChickenNet. Analogous to the previous
experiment, Figure 3.7 illustrates the prediction accuracy with an increasing proportion of
samples rejected either based on aleatoric or epistemic uncertainty. Both were compared
to the accuracy of the standard ChickenNet which did not include any sample rejections.
In this setting, an age-estimation accuracy of 0.76 was obtained. This is lower than the
state-of-the-art accuracy showcased in Chen et al. (2019), which may be attributed to the



3.3 Results 73

comprehensive nature of the ChickenNet architecture, which encompasses object detec-
tion, segmentation, assessment, and uncertainty estimation, rather than being exclusively
designed for age estimation. Furthermore, we evaluated image-based predictions indepen-
dently while the state-of-the-art models additionally incorporate temporal information.
Nonetheless, our experiment showed that the performance of standard ChickenNet on this
cross-domain task can be drastically improved by rejecting samples identified as uncertain
by our method without rejections. Similar to experiment 5, we observed a permanently
higher accuracy compared to the base model which increased with an increasing pro-
portion of rejected samples. The effectiveness of aleatoric uncertainty-based rejections
surpassed those based on epistemic uncertainty at the same proportion of rejections. In
contrast to the previous experiment, the accuracy-rejection curves displayed smoother
trends, potentially attributed to the larger scale of the MARS-Attributes dataset relative
to the plumage condition dataset. This dataset size disparity might also explain why an
accuracy of 1.0 was obtained at a much higher rejection rate compared to the previous
experiment. Overall, this experiment showed a successful filtering of erroneous predic-
tions on the MARS-attributes dataset, which indicates the cross-domain applicability of
our method.
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Figure 3.7: Rejection-accuracy curves for the task of age-estimation, evaluated on the MARS-
attributes dataset. Rejections of samples were based on predicted aleatoric uncertainty (green)
and epistemic uncertainty (gray). The orange dashed line indicates the age estimation accu-
racy of the standard ChickenNet model without any rejections.
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3.4 Discussion

3.4.1 Effectiveness for an improved assessment performance

Results of the fourth experiment showed a strong correlation between the predictive error
of plumage-condition assessments and the epistemic and aleatoric uncertainties estimated
by our methods. This makes both metrics useful indicators to identify images that the
neural network cannot handle well, either due to insufficient model capabilities or due
to the quality of the input image. As shown in experiments 5 and 6, rejection of highly
uncertain samples increased the overall accuracy compared to the base model, not only
for plumage condition assessment but also for age estimation from images, a task from a
totally different domain. With an increasing rejection rate, our method’s accuracies out-
performed those of current state-of-the-art approaches on the MARS-attributes dataset,
however here it is crucial to acknowledge that the number of samples was significantly
reduced through rejection, thereby impeding a fair comparison to other approaches. In
our experiments, highest accuracies were obtained if the rejection rate was close to 100%,
which means that only few samples were considered for assessment. However, the utiliza-
tion of uncertainty estimations given by our methods for rejecting or prioritizing individual
predictions was demonstrated to be an effective approach to enhance the performance of
assessment tasks.

Nevertheless, it’s noteworthy that if uncertain predictions are not equally distributed
among the different classes of plumage conditions (or ages), an increasing rejection rate
also leads to a change in the distribution of the remaining samples. This needs to be
considered for applications in which the distribution of the investigated attributes is of
importance. For instance, plumage-condition assessment of a chicken flock requires a good
estimation of the whole flock situation. If this is obtained from samples recorded in the
flock, the distribution is essential. A high rejection rate results in high accuracies, but
might not represent the actual situation of the flock due to the low sampling rate and
bias in the distribution due to the rejection of samples. Dealing with this could be a topic
addressed by future research.

3.4.2 Accordance of uncertainty predictions and human uncertainty estima-
tion

During our experiments, we compared the uncertainty estimations made by our methods
to human determined uncertainty. In experiment 2, hens of which the plumage condi-
tion was not clearly assessable were manually identified and marked as unknown by a
human assessor. For these unknown samples, we observed slightly more predictions with
high aleatoric uncertainty on unknown samples than for the known samples, while no sig-
nificant difference between both groups was found for epistemic uncertainty predictions.
This is in line with findings from experiment 3 in which manual image modifications
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that increased uncertainty from a human perspective were applied and resulted in higher
aleatoric uncertainty predictions while epistemic uncertainty was not affected. However,
despite the difference in aleatoric uncertainty predictions between unknown and known
samples, experiment 2 also revealed a large overlap of both distributions. Thus, samples
marked as unknown by the assessor were indicated as uncertain by our method and vice
versa. This is likely due to the characteristics of the human uncertainty labels, which
are significantly affected by occlusions, as the comparison of occlusion predictions and
human labels in Table 3.2 showed. From a human perspective, a sample was marked as
unknown whenever the sample quality was not sufficient for an assessment. For exam-
ple, this was the case if a bird was blurred or partly occluded. A bird with completely
intact plumage with minor occlusions could receive an “unknown” label, even though
the visible, major parts of the plumage indicate a good condition. Due to these visible
parts, the model-based prediction for this sample still has a quite low uncertainty. Even
though the predictions differ from the human assessments, experiment 5 showed that a
rejection of samples based on predicted uncertainties increased the overall accuracy above
the level that was reached when only the samples marked by the human as known were
taken. These results indicate that human assessment cannot be seen as a gold standard
for uncertainty estimation. Therefore, it is important to note that high agreement of an
uncertainty prediction with the given human labels might be an intuitive confirmation of
the prediction, but it does not necessarily mean a good estimation or error identification.
One potential approach to mitigate this issue is to conduct multiple human assessments of
the same image, thereby assessing the uniformity among the annotators. This technique
corresponds to a human Query-by-committee, which could be utilized for the estimation
of uncertainty.

3.4.3 Suitability for assessment improvements in real-world scenarios and
future applications

Our results showed that predictions for both, aleatoric and epistemic uncertainty can be
used for detecting and rejecting false plumage score assessments. In experiment 3, we
observed that predictions of aleatoric uncertainty from our model are sensitive to changes
in the data quality. This is especially relevant in scenarios with environmental conditions
that compromise the image quality, such as in farm environments. There, detections
might be occluded, blurred, or contaminated. For epistemic uncertainties, such clear de-
pendencies on image changes were not observed. High epistemic uncertainty indicates
that samples are different from the training data. It is important to note that the epis-
temic uncertainty as calculated by our model refers only to the assessment prediction
and not to the detection of the chicken. Therefore, epistemic uncertainty predictions
of our model are sensitive to unusual appearance of the plumage or plumage damages.
Moreover, the incorporation of Monte-Carlo dropout into our model established a depen-
dency of the uncertainty scores on the dropout rate. We selected this parameter value
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based on prior research, which indicated that a dropout probability of 0.2 was effective
in estimating epistemic uncertainty. Nonetheless, the influence of varying the dropout
probability on the uncertainty scores for our specific application could be the focus of
further investigations.

In our approach, we also developed a method to estimate the occlusion of detected chick-
ens. While we modeled occlusion prediction as a regression in our approach to provide a
feature-based approach for sample rejection in order to exclude occluded instances from
the assessment, it’s worth noting that there are alternatives to this method, such as
amodal instance segmentation. This approach estimates two masks (an amodal mask and
a visible mask) and uses the pixel difference between them to predict occlusions (Blok
et al., 2021). Although we chose regression due to its simplicity and less labeling effort,
other alternatives might be equally effective for predicting occlusion. Despite demonstrat-
ing the ability to estimate occlusions using our trained model, sample rejection based on
these estimations did not yield any benefits, sample rejection based on these estimations
was not beneficial. It was shown that assessment errors were not exclusively due to oc-
clusion and thus could not be eliminated by increasing the rejection threshold based on
occlusion. However, depending on the use case, it could be set as a requirement to only
assess fully visible birds or to consider the level of occlusion as additional information.
Then, an occlusion-based rejection or the combination of occlusion estimations and other
uncertainty measures would be relevant.

In this research, we evaluated the sample rejection over individual images in the test
dataset. However, in combination with tracking approaches, the developed methods could
also be used to find the most reliable sample out of a sequence of detections in a video
stream. In that case, the most certain plumage-condition score would be assigned to
the specific chicken, or a probabilistic combination of the multiple observation could be
applied.

As indicated in experiment 6, the presented approach is not limited to the plumage-
condition assessment of chickens. It was designed to predict uncertainties for regression-
based predictions in general object-detection tasks. Thus, it could in principle be applied
to all types of use cases that focus the assessment or scoring of any detected object and
goes beyond the here addressed tasks.

3.5 Conclusions

In this study, we presented an approach that integrates three different uncertainty mea-
sures into an end-to-end trainable instance-segmentation and regression model. Epistemic
and aleatoric uncertainty of each regression output were estimated directly using Monte-
Carlo dropout and a modified loss function, respectively. Additionally, occlusion levels
of detections were predicted to indirectly estimate whether a prediction is certain or not.
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In our experiments, we first evaluated the three approaches regarding their individual
capability of identifying unreliable predictions and we then investigated whether the pre-
diction performance of the model can be improved by the consideration of the estimated
uncertainties.

Results showed that our method for estimation of aleatoric uncertainty corresponds to
human uncertainty assessment and picks up on the deterioration of the image quality.
We also observed a strong positive correlation between the estimated uncertainty and the
predictive error of the model for both aleatoric and epistemic uncertainty. For occlusion
predictions, an accuracy of 78.3% was obtained from our method and it was found that
occlusions strongly overlapped with human uncertainty assessments. Both aleatoric and
epistemic uncertainties correlated well with the predictive error in the plumage condition
However, no correlation between occlusion and the predictive error was found. Accord-
ingly, rejection based on the aleatoric and epistemic uncertainties increased the model
accuracy with an increasing rejection rate, while this was not observed for rejection based
on occlusion.

While for use-cases such as plumage-condition assessment in farm environments, a suffi-
cient quality of the images and therefore the estimation of aleatoric uncertainty might be
of high importance, other use cases could prioritize estimation of occlusions and epistemic
uncertainty. We conclude that the presented approach provides a flexible framework that
allows the simultaneous consideration of multiple uncertainty measures and can be used
to extend any application that combines detection and assessment tasks.
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Abstract

Computer vision and deep neural networks offer a great potential for the automation
of labor-intensive and repetitive monitoring tasks, including the assessment of animals
in livestock farming. However, in such uncontrolled environments, the application of
vision-based methods faces several challenges. This includes environmental conditions
such as illumination that affect the image quality, but also animal poses that hinder pre-
cise assessment. These challenges contribute to an inherent uncertainty associated with
predictions made by neural networks. To enhance robustness of visual assessment sys-
tems, particularly in uncontrolled settings, this study proposes an approach that utilizes
information from entire image sequences rather than single images. Considering the esti-
mated uncertainty of individual predictions made on each image within the sequence, our
method selectively aggregates these predictions into a final output. In our experiments,
we evaluated the assessment performance of the proposed approach against conventional
approaches on image level using a dataset focused on plumage condition assessment in
chickens. To demonstrate the method’s general applicability, we additionally utilized
the MARS-Attributes dataset for person age estimation. Further, we investigated the
impact of limited image numbers on our method and explored the use of different uncer-
tainty estimators. The results demonstrated that our aggregation approach outperformed
the conventional image-level model in terms of accuracy across both datasets by up to
7.15%. It also surpassed conventional methods even when confronted with limited data
and when utilizing alternative uncertainty metrics. This method will therefore substan-
tially contribute to enhancing the robustness of visual monitoring systems, especially in
uncontrolled environments.
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4.1 Introduction

In recent years, rapid advancements in computer vision and deep learning technologies
have increased their significance in the agriculture and livestock domain. Particularly for
labor-intensive and repetitive monitoring tasks like the condition assessment of animals,
there is a large potential for automation. While traditionally, farmers have relied on
manual inspections of individual animals’ condition to ensure their health and well-being,
emerging approaches aim to automate these assessments using cameras and advanced
deep learning algorithms (Lamping et al., 2022).

Still, however, vision-based applications face various challenges in uncontrolled environ-
ments such as farms. Unpredictable factors such as varying illumination, occlusions, and
the dynamic motion of animals can significantly impact the quality of captured images.
Thus, the reliability of assessments made by deep learning algorithms is influenced by
these environmental factors which results in an increased uncertainty of the prediction.
Next to this uncertain nature of the data, caused by environmental influences, uncer-
tainty can also arise from the presence of unknown input that the model has not been
trained on. This is particularly relevant when considering out-of-distribution data, where
the algorithm encounters samples that differ significantly from the training data distribu-
tion.

While relevant in livestock farming, the issue of dealing with uncertain predictions and
low-quality input is not unique to this domain. It extends to other agricultural appli-
cations, such as weed detection (Jeon et al., 2011), and even finds relevance in non-
agricultural fields like automated driving (Arnez et al., 2020). Currently, the majority
of deep learning models operate at the single-image level, which poses a problem when
the input image itself is of low quality, causing the predictions to be highly unreliable.
This issue becomes particularly critical as many models lack the capability to provide an
indicator or measure of the level of uncertainty in their predictions, leaving users unaware
of the reliability of the provided results. Even if multiple observations of an object or a
scenario are available, for instance through a video sequence, it is not possible to select
the most reliable one without knowledge of the individual prediction uncertainties. To
address this issue, this work focuses on the development of an uncertainty-aware approach
for reliable object assessment from image sequences. Instead of providing an end-to-end
trained solution for the assessment of sequences, our method leverages the capabilities
of deep learning models operating at the image level. It selectively incorporates the in-
formation derived from multiple images within a sequence to enhance the accuracy of
assessments. By adopting this approach, we aim to create a framework that is able to
utilize the strength of task-specific standard models while simultaneously exploiting the
additional context provided by multiple images. To achieve this, we integrate measures of
uncertainty into the image-level predictions, enabling us to carefully select and combine
the most reliable predictions for a comprehensive assessment.
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To summarize, our main contributions are as follows:

e We propose a novel method that selectively incorporates predictions from multiple
images within a sequence, considering the uncertainty of individual predictions. This
method is designed to extend the capabilities of pre-trained convolutional neural
networks operating at the image level.

e We propose an appearance-based clustering method for image sequences to identify
and group detections providing relevant information for visual assessment tasks.

e We demonstrate the general applicability of our method by evaluating it on a dataset
from the agricultural domain for the task of plumage condition assessment in chick-
ens, as well as on the MARS-Attributes dataset for person age estimation.

e We evaluate the impact of limited data and alternative uncertainty estimators for use
in our method, ensuring robust and reliable performance under varying conditions.

4.1.1 Related work

Our approach for robust object assessment utilizes multiple predictions of a standard neu-
ral network made on the individual images of a sequence and integrates them into a final
assessment prediction. This methodology is grounded on two essential concepts: Firstly,
the estimation of uncertainty for each individual prediction to determine the particular
relevance for the final assessment, and secondly, the integration of those predictions ob-
tained from multiple views within the sequence. In both domains, namely, the uncertainty
estimation in deep learning and the field of multi-view assessment, considerable research
efforts have been made over the past years.

Uncertainty estimation in deep learning

Deep learning approaches have shown great success for various computer vision task such
as image classification, object detection, or segmentation. However, these models can
provide unreliable predictions due to inherent randomness in the data, noisy inputs or
uncertainty in the model parameters. Especially in safety-critical applications, the costs of
false predictions are high. Therefore, quantifying the uncertainty of a model’s prediction
has become a crucial aspect of deep learning. Moreover, uncertainty can arise from vari-
ous sources, which makes it essential to distinguish between different types. Two types of
uncertainty are commonly distinguished; aleatoric and epistemic uncertainty (Kiureghian
and Ditlevsen, 2009). Aleatoric uncertainty captures the uncertainty caused by the intrin-
sic randomness of an observation, such as sensor noise or ambiguities in the input data.
As it is a property of the data, this type of uncertainty cannot be reduced even with
more training data. Aleatoric uncertainty can further be categorized as homoscedastic
uncertainty, which is constant for all inputs, or heteroscedastic uncertainty, with the lat-
ter being particularly relevant for computer vision applications (Kendall and Gal, 2017).
Epistemic uncertainty, also known as model uncertainty, refers to uncertainty caused by
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insufficient capabilities of the deep learning model (Lyzhov et al., 2020). The extent of
this uncertainty can be mitigated by enhancing the quality of the model, increasing train-
ing data or refining data analysis techniques. Understanding the presence and magnitude
of epistemic uncertainty is crucial in determining the model’s limitations, especially when
presented with inputs that are dissimilar to the training data. Several approaches for the
estimation of both aleatoric and epistemic uncertainty have been developed. For example,
Kendall and Gal (2017) proposed a Bayesian deep learning framework for quantification
of uncertainty. Heteroscedastic aleatoric uncertainty was modeled as the variance of the
Gaussian likelihood model and learned directly from the data through maximum likeli-
hood training. By using a modified loss function, the neural network was encouraged
to predict a higher variance for erroneous predictions. For estimation of epistemic un-
certainty, Monte-Carlo dropout was utilized during inference as a variational Bayesian
approximation. In general, Bayesian neural networks (BNNs) are a popular approach
for the estimation of uncertainty. They treat weight parameters of a neural network
as random variables with a prior distribution instead of assuming deterministic parame-
ters. Bayesian inference then allows quantifying the uncertainty, which is associated to
the model predictions by computing a posterior distribution over these variables (Gal and
Ghahramani, 2016; Postels et al., 2019). Other methods for estimating uncertainty include
ensemble methods (Lakshminarayanan et al., 2017; Gawlikowski et al., 2023), evidential
approaches (Charpentier et al., 2020; Sensoy et al., 2018; Amini et al., 2020) and test-time
augmentation methods (Lyzhov et al., 2020). Ensemble methods refer to the training of
multiple models and combining their outputs, while evidential approaches aim to provide
a full probability distribution over the outputs. Test-time augmentation involves applying
transformations to the input data to obtain multiple predictions and estimate uncertainty.
Overall, these techniques aim to quantify both aleatoric and epistemic uncertainty and
have been applied on a variety of computer vision task. As uncertainty quantification
allows the numerical comparison of neural network predictions, it provides a useful basis
for the aggregation of multiple predictions on a sequence of images.

Multi-view assessment

Deep learning methods for vision-based classification or regression typically rely on single-
image inputs and may not capture the complexity of real-world scenes that often have
multiple perspectives or views. To address this limitation, several approaches have been
developed, which can integrate information from different views to make predictions. It
is worth noticing that the term ”view” in this context does not necessarily imply different
perspectives of looking at a scene or object. Rather, it can refer to different modalities,
angles, or representations that are unique and informative. Regarding the assessment of
an object based on a sequence of images, different options to incorporate information from
multiple views can be distinguished: One option involves the selection of a single, repre-
sentative image from the sequence, commonly referred to as key frame extraction. Such
a key frame usually corresponds to a frame which has a high visual quality but also sum-
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marizes the content of the given images. In traditional approaches, key frames were often
determined through boundary-based techniques, which simply select the first or middle
frame of a sequence (Boreczky, 1996), or through quality estimation methods applied
to each image (Lu et al., 2015). Alternatively, frames with least differences from other
frames were selected using a variety of similarity measures (Zhuang et al., 1998; Sadiq
et al., 2020). Recent approaches mostly used content-based strategies, in which visual
features of each frame were extracted and analyzed to determine most relevant frames.
For example, deep convolutional neural networks were utilized to learn those features and
to estimate the importance of a frame within a sequence (Al Nahian et al., 2017; Ren
et al., 2020). Another option involves the aggregation of information from multiple views
or images instead of selecting a single view or image. One popular technique is multi-
view learning, which trains a neural network using distinct viewpoints of the same data to
learn a combined representation that encompasses the information from those viewpoints.
A wide range of supervised and unsupervised approaches, such as multi-view clustering
(Chen et al., 2022a), multi-view representation learning (Tian et al., 2020b; Bachman
et al., 2019; Wang et al., 2021), and multi-view classification (Kendall and Gal, 2017;
Seeland and Mader, 2021; Kiela et al., 2018) have been proposed in the field of multi-view
learning. Recent studies further incorporated the estimation of uncertainty for each view
into multi-view learning approaches. For example, Han et al. (2021, 2022) dynamically in-
tegrated multiple modalities at an evidence level to ensure the reliability and robustness of
a classification task in the presence of noisy and out-of-distribution data. These methods
were designed as an end-to-end trainable framework and aimed for decision explainability
by providing the uncertainty learned for each view. Instead of developing a model that is
capable to process multi-modal inputs, other studies utilized late fusion, which involves the
combination of multiple predictions of a deep learning model on different representations
of the same scene or object into a single prediction. Alternatively, multiple models can be
trained on each view to then combine their predictions using the late fusion technique. In
Wang et al. (2022b), the authors presented fusion-based approaches for anomaly detec-
tion, including fusion-based multi-view solutions that merge data embeddings obtained
from various modalities into a joint embedding which is then used for anomaly detection.
Here, it was shown that simple averaging could serve as a robust baseline for the fusion of
multiple views. Other approaches adopted more sophisticated late fusion strategies that
considered certainty of the different views for fusion. For example, Liong et al. (2020),
introduced a method for LiDAR semantic segmentation that fuses information from mul-
tiple projection-based networks through late fusion. In this approach, the disagreements
between class predictions were considered as a measure of uncertainty. Then, fusion of
multiple individual network predictions was performed using an extra network to refine
the results. Similarly in Morvant et al. (2014), diversity of different classifier predictions
was taken into account for late fusion. Various uncertainty measures were considered in
Tian et al. (2020a). This work proposed an uncertainty-aware fusion approach for effec-
tively fusing inputs from an arbitrary set of modalities or networks. With each measure



4.1 Introduction 85

capturing a different aspect of uncertainty, uncertain outputs of the different modalities
were integrated into a final prediction for semantic segmentation. These late fusion meth-
ods combined multiple predictions and partially integrated uncertainty measures which
provides decision explainability for the final prediction. However, multi-view fusion in
most approaches referred to multi-modal representations of a static image and did not
take into account the temporal component of the views. This introduces additional com-
plexities, including variations in the number of images to be considered for predictions
or shifts in perspectives across individual views. Another approach for the integration of
multiple views are models using attention mechanisms which selectively focus on specific
views of the input that are deemed to be most relevant for a given task. These models are
popular for their effectiveness in handling sequential data. Consequently, despite their
application on multi-modal data (Tian et al., 2020c; Wei et al., 2020; He et al., 2021b;
Chen et al., 2020), they are frequently utilized for data including a temporal component
such as video sequences to prioritize individual frames of the sequence (Li et al., 2020a;
Chen et al., 2019; Pei et al., 2017; Peng et al., 2018). For instance, attention mechanisms
have been incorporated into CNNs in order to recognize facial expressions from image
sequences (Li et al., 2020a) or for classification of pedestrian attributes from surveillance
camera videos (Chen et al., 2019). Pei et al. (2017) combine the concepts of attention
models and gated recurrent networks for the classification of noisy image sequences. This
approach encouraged the interpretability of predictions as it utilized temporal attention
weights to indicate the significance of each time step in a given sequence. In Heo et al.
(2018), aleatoric uncertainty was introduced to the attention mechanism so that attention
was predicted with a lower variance if the model was confident about the contribution of
a certain feature. In case of uncertain contribution, the variance of the prediction was
higher. However, this was applied on classification on time-series data of medical records
rather than on images or image sequences.

In summary, while multi-modal approaches have encompassed a variety of methods for
multi-view assessment, the existing work on image sequences reveals two severe limita-
tions:

1. End-to-end trained models as they are frequently used in multi-view learning often
suffer from a poor explainability. For most of these models, it is hard to understand
why they make a particular prediction for a sequence, or why they prioritize a
certain view within the sequence.

2. Attention-based and other multi-view models developed for the purpose of image
sequence assessment require training on sequential data. Consequently, a substan-
tial volume of annotated training data in the form of image sequences is essential for
each assessment task to be trained. These datasets are relatively scarce in compar-
ison to datasets composed of single images. For instance, widely-used datasets like
ImageNet (Deng et al., 2009), often leveraged for pre-training primarily consist of
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single images. Similarly, the majority of task-specific convolutional neural networks
are trained on single images, posing challenges when adapting them for complete
sequences.

This study addresses these issues by presenting an approach that integrates multiple
predictions of standard, image-level-neural networks into a final assessment taking into
account the uncertainty of each individual prediction. Thus, we aim to enhance decision
interpretability and establish a method applicable across a wide range of tasks, as detailed
in the subsequent sections.

4.2 Material and methods

As most neural networks traditionally operate on image-level, their predictions are based
on the information provided from a single view. To enhance the robustness of pre-trained
convolutional neural networks for object assessment, our method extends the assessment
process to encompass entire sequences of images, rather than individual frames. Notably,
our approach is not limited to objects, but also refers to the assessment of animals or
persons, collectively denoted as ’identities’ hereafter. For each identity, the method se-
lectively incorporates predictions from multiple images within a video sequence, while
considering the uncertainty associated with each individual prediction. This uncertainty-
aware multi-view assessment leads to a final assessment prediction for the identity of
interest. Applying a detection-and-assessment model that operates on image level to a
sequence of images initially leads to a list of unrelated predictions. First, these predic-
tions must be matched to their corresponding identities. In this work, this alignment was
accomplished by using ground-truth identity information. The detections of one identity
within consecutive frames are visually very similar, therefore containing similar informa-
tion. Nevertheless, some detections may be dissimilar to others, for example if the object
of interest moves or the viewpoint changes exposing a different part of the identity. As
a result, multiple views of an identity might emerge from a sequence, where each view
adds new information, but where some views could be more relevant than others. An
intuitive method for obtaining an optimal assessment from a sequence could be to select
the most certain assessment. However, the most certain assessment is not necessarily
the best assessment. For instance, assessments made from different viewpoints can be
contradictory to each other if a certain view reveals relevant features of an identity af-
fecting the assessment, while those features are not visible in another view. An example
is the assessment of a chicken’s plumage. If a damage remains hidden from a particular
perspective, assessments made from that viewpoint may be certain about the plumage’s
intactness. However, if the chicken changes its position, thereby revealing the previously
concealed damage, the initial assessment is found to be incorrect. Therefore, some views
could be more important than others in facilitating a holistic assessment of the target, as
they provide essential information necessary for the final classification. To consider this



4.2 Material and methods 87

for the assessment of an identity and to distinguish between different views, it is required
to know which detections are similar and which provide new information before utilizing
them for a final assessment. While predefined features such as the pose of a person or
an animal might serve as a valid metric for distinguishing between views in certain use
cases, this approach is limited to those features and not capable to dynamically consider
other factors that influence the information content of a detection, such as occlusions.
Instead, we propose the clustering of detections by their appearance to identify distinct
views within the sequence. Figure 4.1 provides a visual representation of the intended
clustering procedure for this method when applied to a sequence capturing the movement
of a chicken.

View cluster 1 View cluster 2
No plumage damage No plumage damage Plumage damage
Identity assessment: | Plumage damage |

Figure 4.1: Intended procedure for identifying distinct viewpoints from a sequence of detec-
tion through clustering. For the given example of a moving chicken, the three cluster represent
views from the right, rear, and left sides of the animal. While view clusters 1 and 2 do not
exhibit any plumage damages in the chicken, such damages are revealed in the third cluster,
impacting the overall assessment of the chicken (identity).

Our approach first processes each image from the sequence and generates detections and
assessment predictions together with uncertainty estimates for each identity as presented
in Section 4.2.1. Subsequently, an appearance-based clustering method is used to group
all visually similar detections together and separate dissimilar ones (Section 4.2.2). Fi-
nally, the predictions per cluster are aggregated to derive an assessment prediction and
associated uncertainty for each cluster, which is then used to generate a final prediction
for each identity (Section 4.2.3). An overview of the complete method is provided in
Figure 4.2.
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Figure 4.2: Generic pipeline of the developed method for image sequence assessment, con-
sisting of a detection and assessment network for the assessment on instance-level, followed by
appearance-based clustering of the individual detections. Subsequently, assessments within a
cluster are evaluated to obtain a single assessment for each cluster. Those are then compared
with each other, leading to a final assessment.

4.2.1 Detection and assessment network

For the uncertainty-aware aggregation of multiple image predictions, first an uncertainty
assessment method is required. As outlined in Section 4.1, there are various approaches to
estimate uncertainty in neural network predictions such as end-to-end solutions (Kendall
and Gal, 2017; Postels et al., 2019) and inference sampling approaches (Kendall and
Gal, 2017; Lyzhov et al., 2020; Gal and Ghahramani, 2016), which allow the Bayesian
interpretation of standard architectures without the need to retrain the model. In this
study, we employed ChickenNet (Lamping et al., 2022), a convolutional neural network
for object detection, segmentation and quality assessment, which included the prediction
of multiple types of uncertainties of a regression output without requiring ground-truth
uncertainty labels during training (Lamping et al., 2023). ChickenNet was developed by
extending the Mask R-CNN architecture with an additional regression output for the
purpose of plumage condition assessment in chickens. It detects and segments object
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instances from single images, while predicting an assessment score for each instance. To
estimate both data- and model-related uncertainty of the regression output, the model
integrates estimators for aleatoric and epistemic uncertainty into its architecture. While
primarily developed for plumage condition assessment, the model was designed to predict
uncertainties for regression-based predictions in general object-detection tasks. For the
prediction of aleatoric uncertainty together with the regression score, a modified loss
function was implemented following the approach of (Kendall and Gal, 2017). Instead
of only predicting a single regression output y’"¢, the preqented model simultaneously
predicts a measure of aleatoric uncertainty, given by the variance o2. With y#°"¢ denoting
the ground-truth regression score and N denoting the number of samples, the loss function
is defined as:

score score)?

N
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With this, aleatoric uncertainty was learned directly from the data during model training,
aiming to give a sense of the model’s predictive error. The first term of the function
encourages the model to minimize the predictive error, while predicting a high variance
also reduces the contribution of this term to the overall loss. As the second term penalizes
large variances, the present loss function instructs the network to predict higher variance
for uncertain predictions and lower variance for correct ones. Calibrated uncertainty
predictions are needed for the comparison of uncertainties among multiple assessments
as well as the thresholding of uncertainty values using a fixed threshold. Intuitively,
the predicted uncertainty of a regression output should match the difference between
the prediction and the ground-truth value. As there is no ground-truth uncertainty for
training the aleatoric uncertainty of a prediction, calibration of the uncertainty estimation
cannot be guaranteed by solely using the loss function shown in Equation 4.1. Therefore,
following the approach of Feng et al. (2019), in the present study, we additionally devised
a simple calibration term which was incorporated into the total loss of ChickenNet by
adding it to Lyere - This term forces o2 to align with the predictive error, resulting in a
calibrated score loss, defined as:

SCO’(‘E ~score 1
yz ) 4 50_22 + |0_l2 _ ( score gfmre) | (42)

N
score = N E

=0

Aligning the aleatoric uncertainty prediction to the predictive error allows setting an in-
terpretable threshold to filter uncertain predictions. In addition to aleatoric uncertainty,
ChickenNet provides an estimation of epistemic uncertainty for the regression output by
applying the Monte-Carlo dropout method (Gal and Ghahramani, 2016). During infer-
ence, multiple forward passes with varying dropout patterns are performed to approximate
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the distribution of the output predictions and estimate the epistemic uncertainty of the
model. Previous experiments showed that both estimation methods, the adapted loss
function as well as the Monte-Carlo dropout method, were able to capture the uncer-
tainty in plumage condition assessments with a strong positive correlation between the
predicted uncertainty and the predictive error of the model’s regression output (Lamping
et al., 2023). In the present work, we primarily focused on aleatoric uncertainty, which re-
lates to uncertainty in the image data, making it more intuitive for human interpretation
of the results. Nevertheless, we also conducted an experiment that explored the utiliza-
tion of epistemic uncertainty as an alternative metric for assessing individual instance
predictions. Our approach utilizes the ChickenNet architecture to process each image
within the sequence and facilitate the shift from the image level to the detection level.
Applied on a sequence, it outputs all individual detections from that sequence together
with their associated assessment scores and uncertainties. Assigned to their correspond-
ing identity, these individual detections serve as the basis for the subsequent stages of our
approach.

4.2.2 Appearance-based detection clustering

To group detections that provide similar information and distinguish them from dissimilar
ones, we employed an appearance-based clustering approach. This allows considering the
perspective or level of information each detection offers before integrating them into a
final assessment. The clustering first requires a latent representation of the different
detections, described in the following, which is then used to cluster observations in that
latent space.

4.2.2.1 Appearance representation

To form meaningful clusters of detections from an image sequence, detections within a
cluster should be more similar than detections between clusters. Representing the visual
appearance of the detections as embeddings in a lower-dimensional feature space allows
to efficiently measure the similarity between the detections using a distance metric. Thus,
the quality of the clusters heavily depends on the representation used for clustering. To
identify detections that provide new information for assessment, we propose clustering
based on their appearance to capture similarities or dissimilarities. To this end, we com-
puted an appearance descriptor of each detection. The descriptor was obtained from a
shallow CNN;, as presented in Wojke and Bewley (2018), that had been trained to con-
struct feature embeddings from detections. It provides a method for learning embeddings
from images such that they maximize inter-class cosine similarity and minimize intra-class
cosine similarity, meaning that the cosine similarity between two embeddings correspond-
ing to images of the same class are likely to be closer than two embeddings corresponding
to different classes. This has been shown to be very effective for representation learning,
e.g. in the context of person re-identification (Wojke et al., 2017). In this approach, we
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utilized the embedding model as proposed in Wojke and Bewley (2018), pre-trained on a
large-scale person re-identification dataset (Zheng et al., 2016). This embedding model
was then applied on each of the bounding box predictions given by our detection and
assessment network to obtain an appearance descriptor for each detection. This resulted
in an appearance vector of length 128 for each detection.

4.2.2.2 Clustering Algorithm

To cluster the different samples of an individual, we applied the mean-shift algorithm
(Fukunaga and Hostetler, 1975) on the computed vectors of all detections belonging to
a single individual. Mean shift is a non-parametric algorithm that can be used to group
data points based on their similarity in a feature space. Contrary to the popular K-
Means cluster algorithm, it does not require specifying the number of clusters in advance.
Instead, the number of clusters is determined by the algorithm with respect to the data.
This was essential for our approach, as the ideal number of clusters in our scenario is
dependent on the diversity in the appearance of the detections. The higher the number
of different perspectives or appearances, the higher the ideal number of clusters. As
input, the algorithm received all appearance vectors of an individual together with the
radius of the local window used to compute the mean-shift updates. The radius of the
local window, was obtained by computing the distances between each pair of appearance
vectors from the input. The radius was then set as the median of those, introducing a
distance measure that adapts to the data rather than relying on a fixed distance. Initially,
Mean Shift clustering treats each data point as the center of its own cluster.

As our approach utilized the appearance-based clustering for the uncertainty-aware as-
sessment of an identity, the prediction §; and prediction uncertainty o? of the respective
detection were also assigned to the clusters. Thus, for each cluster ¢; = {ay, ..., anj} with
a; = {§;, 02}, we obtained a set of assessments clustered by the similarity of their visual
appearance. Examples of clustered detections for two identities from different datasets
are visualized in Figure 4.3.

4.2.3 Cluster aggregation

The appearance-based clustering resulted in groups of detections and their uncertainty-
aware assessments. We aggregated the assessments using a two-step approach. First, we
combined the assessments within a cluster to obtain one prediction and its correspond-
ing uncertainty per cluster. Subsequently, in the second step, we determined the most
representative cluster while considering the uncertainty associated with each cluster.

4.2.3.1 Intra-cluster comparison

Due to the shared visual characteristics among all detections in a cluster, the assessments
in one cluster rely on comparable information, which makes the corresponding assess-
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Figure 4.3: Clusters resulting from our appearance-based clustering approach applied on an
identity from the MARS-Attributes dataset (left) and the chicken dataset (right). For each of
the four clusters, exemplary detections are visualized.

ments more likely to be also similar. To compute a single assessment output for each
cluster, we aimed to combine all assessments within this cluster while considering their
individual uncertainties. The inverse of this uncertainty value can serve as a measure of
the assessments relevance in determining the final output of the cluster. However, simply
choosing the assessment with the lowest uncertainty from each cluster may result in a
high sensitivity to (false) outliers among the uncertainty predictions. To be robust to
noise, we propose a certainty-weighted mean for each cluster, where certainty is defined
as the inverse of the associated uncertainty. Weighting individual predictions by their
certainty results in predictions with high certainty to contribute more to the output than
ones with low certainty and is expected to reduce the impact of erroneous predictions.
Given a multi-sample cluster ¢;, the weighted mean of a cluster was defined as:

Y, = iz Wi (43)

The uncertainty of each cluster was estimated using the variance of the weighted mean.
Considering the inverse-variance weighing, which minimizes the variance of the mean as
shown in Meier (1953), this is defined as:
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The estimation of uncertainty for each weighted mean allows a comparison of all clusters of
an identity, as described in the next section. However, this comparison can be negatively
affected by clusters with either single samples or only samples with high uncertainty.
This challenge arises, for instance, if certain detections significantly differ in appearance
from the rest, such as when an object is in motion, resulting in blurred detections and
uncertain assessments. In such cases, these assessments may be allocated to a distinct
cluster characterized by its limited number of samples and high uncertainty. To avoid
those clusters, we discarded highly uncertain assessments by setting a threshold 7 to the
uncertainty metric before computing the weighted average of a cluster. The weight w; of
a sample 7 was defined as w; = 0 if 07 > 7 so that a sample was ignored in the weighted
average if its uncertainty exceeded the given threshold. By rejecting those samples, our
algorithm can classify a sequence as not assessable if > w; = 0. Considering an integer-
based labeling of ground truth assessments, as it was given in the evaluated datasets, the
maximum error, which can still result in a prediction considered as correct is 0.5. Since
the uncertainty prediction for an assessment was trained to match the squared expected
error between the score prediction and its ground truth, the uncertainty threshold was
accordingly set to 7 = 0.25. This procedure results in an assessment prediction, YC]., and
uncertainty Zz] , per cluster.

4.2.3.2 Inter-cluster comparison

After computing the assessment prediction and the corresponding uncertainty for each
cluster, these clusters need to be evaluated and compared to each other to obtain a fi-
nal assessment for each identity. To select the optimal cluster for the final assessment,
we distinguished two cases. The first case refers to assessments that are an unavoidable
outcome of the existence of specific indicators. An example is the presence of plumage
damages in chickens. As soon as damages are visible, the plumage cannot be assessed
as completely intact anymore. Other examples would be rotten spots for the assessment
of apples or cracks in the surface of a metal component. If an indicator is present once,
the assessment of the whole identity cannot improve with the consideration of additional
assessments. However, such a dependency on certain indicators can lead to contradictory
assessments, depending on the particular perspective on an object. Suppose J different
view clusters, each having an assessment prediction ?ci and an associated uncertainty Ef}.
While all those cluster predictions might be correct, considering the given information,
clusters containing detections in which the relevant indicators are visible, are more impor-
tant than clusters without those indicators. For instance, different viewpoints of a single
object, represented by the clusters, can reveal different visual information of the object,
leading to different assessments of the object’s condition. Clusters with low uncertainty,
in which defects are visible, should therefore be preferred for the final assessment. Thus,
assuming a higher assessment score indicates a worse condition, the overall assessment
score can increase but not decrease with an increasing number of detections. This prioriti-
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zation of predictions affected the final assessment of an identity, so that we formulated the
cluster selection as the maximum of the cluster predictions, weighted by their particular
uncertainty. This ensures the prioritization of higher cluster predictions if predictions are
equally certain but also ensures that high but uncertain predictions are neglected:

) v,
Y=Y, and k=argmax—- (4.5)
0<j<J Og;

The second case refers to applications in which the assessment is not dependent on the
presence of indicators for or against a particular assessment. Example application, in
which this approach might be chosen, are the age estimation of humans or weight es-
timation from images. In this case, additional assessments from multiple perspectives
might change the outcome in both directions. Therefore, we based the prioritization of
the individual clusters only on their associated uncertainty. For the final assessment of an
identity, the cluster with the lowest uncertainty was chosen. In this case the final output
is defined as:

Y=Y,

k

1
and k= argmax —- (4.6)
0<j<J Og;

4.2.4 Experiments

Experiments were conducted with the objective to compare the performance of our pro-
posed method with standard instance-level approaches and to investigate the strength
and weaknesses of our approach. To this end, experiment 1 focused the direct comparison
with the standard implementation of ChickenNet. Following that, experiment 2 evaluated
the effect of different input quantities on our approach. While the first two experiments
considered the aleatoric uncertainty prediction of the assessment network for weighting
the predictions, the third investigated the alternative use of epistemic uncertainty. This
aimed to determine the effectiveness of our method across various uncertainty metrics
that may differ depending on the specific use cases. Approaches were compared on two
different datasets for visual assessment tasks, one in the domain of plumage condition
assessment in laying hens and one for human age estimation.

4.2.4.1 Data and annotations

Our approach addresses a general method for robust multi-view assessment from image
sequences. The chicken dataset on which the present work was focused, includes image
sequences of one or multiple chickens, labeled with bounding boxes, segmentation masks
and scores for the condition of the plumage (Lamping et al., 2022). In order to investigate
the general applicability on visual assessment tasks, our experiments were not limited to
the small-scale chicken dataset, but also extended to the MARS-Attributes dataset (Chen



4.2 Material and methods 95

et al., 2019), a dataset, which can be utilized for human age estimation from surveillance
camera sequences. While both datasets were from different domains, they share a similar
structure. Ground-truth labels for plumage condition scores and ages were given per
identity, meaning each label corresponds to either a chicken or a person. For chickens,
scores from 0-2 were annotated, with a score of 0 indicating perfect plumage condition,
plumages with minor damages were given a score of 1 and heavily damaged plumages
received a score of two. In the MARS-Attributes dataset, age attributes ranged from 0-3,
indicating children, teenager, adults and elderly people. Further, both datasets comprise
an id label for each identity. These ids were needed to assign individual detections to the
corresponding person or chicken, respectively. It’s worth noting that the chicken dataset
contains one or more identities per image, whereas the MARS-Attributes dataset contains
only one identity per image. For each identity, both datasets include one or more tracklets,
which represent a sequence of instances, as shown in Figure 4.4. An instance denotes a
detection of an identity at a certain timestep of the sequence.

Identity

Tracklet

2%
Instance

~

Figure 4.4: Structure of the MARS-Attributes dataset (left) and chicken dataset (right). Per
identity, the MARS-Attributes contains multiple tracklets, while the chicken dataset consists
of a single tracklet per identity.

The detection-and-assessment model was trained on image level, separately for each
dataset. For the chicken dataset, the training data consists of 1888 images with 5057
chicken instances, obtained from video sequences recorded in a commercial laying hen farm
following the procedure described in Lamping et al. (2022). For the MARS-Attributes
dataset, the training data includes 509,914 images with one instance each. Using the
respective network weights of each dataset, our method was tested utilizing the image se-
quences from the test data of both datasets. The chicken dataset comprised 35 identities
and tracklets, totaling 5133 instances. The test data of the MARS-Attributes dataset
consists of 634 identities, captured in 8058 tracklets with 509,990 instances in total. Here,
images without a ground truth label were ignored.
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4.2.4.2 Experiment 1 - Comparison to standard ChickenNet

In the first experiment, we compared the performance of our proposed approach to the pre-
dictions generated by the conventional ChickenNet model. While ChickenNet originally
predicts a score on instance-level, our method leverages the aggregation of multiple indi-
vidual assessments of a sequence to obtain a final prediction as described in Section 4.2.3.
However, the level on which these assessments are aggregated for a final assessment can
be varied. The sequential structure of the present datasets allows a prediction at each
timestep of a tracklet, considering all previous assessments upon this timestep, but also
enables a single prediction for each tracklet or for each identity by aggregating all assess-
ments from the respective tracklet or identity. To compare our method with assessment
on instance level, we distinguished between these alternative aggregation levels. This
resulted in a comparison of four different evaluation approaches for our method:

Instance level, aggregation per tracklet
Predictions of our method were evaluated on instance level. Each prediction Y4, for
an identity id at a time step k of a tracklet ¢ considered all previous predictions on this
identity from tracklet ¢ , starting from k = 0.

Instance level, aggregation per identity

Predictions of our method were evaluated on instance level. Each prediction Y4 for
an identity id at a time step k of a tracklet ¢ considered all previous predictions on this
identity from all previous tracklets.

Tracklet level
Predictions were evaluated on tracklet level. Our method was applied on all instances of
a tracklet, so that per tracklet and identity, a single prediction Y4, was given.

Identity level

Predictions were evaluated on identity level. Our method was applied on all instances and
all tracklets of an identity, so that per identity a single prediction Y;; was given. As the
chicken datasets contained a single tracklet per identity, the identity level was equal to
the tracklet level for this dataset. Figure 4.5 visualizes the different evaluation approaches
using an identity from the MARS-Attributes dataset as example.

Evaluating approaches for object detection and assessments at the instance level means
to verify whether the predicted values of each instance match the corresponding ground
truth. As we additionally evaluated our method on tracklet and on identity level, we
also obtained single predictions per tracklet and per identity, which were then compared
to their corresponding ground truth values. For the present datasets, ages and plumage
condition scores were represented by discrete numerical labels. Therefore, a prediction
was considered correct, if the predicted value fell within the range associated with the
corresponding class. Thus, the accuracy denoted the proportion of correct predictions
among the total number of samples. Additionally, we analyzed the mean squared error
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Figure 4.5: Evaluation approaches on instance-, tracklet-, and identity-level. Instance-level
approaches result in a prediction for each instance and can be obtained by either aggregating
all instances of a tracklet or all instances of an identity. Tracklet-level approaches result in one
prediction per tracklet considering all instances of a tracklet. Identity-level approaches result
in one prediction per identity, considering all instances of an identity. The given example
illustrates and identity consisting of two tracklets and six instances per tracklet.
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(MSE) for each prediction. Again, it is worth noting that in this experiment, predictions
were obtained per instance, per tracklet and per identity as shown in Figure 4.5.

4.2.4.3 Experiment 2 - Effects of data quantity

Conventional instance-level approaches do not harness the advantages of image sequences,
as they treat each frame within a sequence independently. However, given a sufficient num-
ber of images per identity and recordings captured from multiple perspectives, it could be
expected that a simple average of all available predictions from an instance-level model
would also result in an accurate assessment of an identity - without the need for a selec-
tive approach as we presented it in this study. Therefore, this experiment compared our
method to a simple averaging approach on both datasets. For the chicken dataset, which
consists of a single tracklet per identity and includes instances of chickens captured in dif-
ferent poses, we expected that averaging the assessments across all instances would result
in an increased assessment accuracy compared to the standard ChickenNet as the number
of considered instances increases. The MARS dataset consists of multiple tracklets where
instances within each tracklet show a high similarity in terms of perspective and pose of
the person while the perspective differs between the tracklets. Therefore, our expectation
was that the accuracy resulting from averaging would increase with the inclusion of a
greater number of tracklets, while the number of instances per tracklet would have a rela-
tively minor impact. In contrast to the averaging approach, our method presented in this
study considers the uncertainty of individual assessments to prioritize the most relevant
predictions for a final assessment. This aims to enable precise assessments from sequences,
even in cases where multiple predictions within a sequence may be incorrect. Thus, we
expected higher accuracy levels when confronted with limited data compared to conven-
tional averaging techniques. To evaluate this hypothesis, we investigated the advantages
of our method on limited data. We manipulated the number of instances per tracklet
and the number of tracklets per identity in both datasets to compare the performance of
our method in different scenarios. We varied the range of instances per tracklet between
3 and 20. Additionally, for the tracklets per identity in the MARS-Attributes dataset,
we considered a range of values, including 1, 2, 5, 10, 30, 50, 80, and 100. The chicken
dataset remained limited to a single tracklet per identity. The obtained predictions were
then compared to simple averages of all predictions per tracklet and to averages of all
predictions per identity.

4.2.4.4 Experiment 3 — Alternative uncertainty quantification

The preceding two experiments were performed using aleatoric uncertainty to weight the
individual predictions. Aleatoric uncertainty corresponds to uncertainty in the data and
is therefore especially relevant in scenarios with environmental conditions that compro-
mise the image quality. However, our method was designed as a general framework for
uncertainty-based multi-view assessment from image sequences which allows the incorpo-
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ration of various uncertainty indicators. In this experiment we evaluated the assessment
performance of our approach while using epistemic uncertainty to weight the individual
samples. We hypothesized that also with this alternative measure, our method out-
performs traditional approaches. Epistemic uncertainty as implemented in the original
ChickenNet architecture (Section 4.2.1) is particularly relevant since, unlike aleatoric un-
certainty, it does not require the training of an uncertainty estimator specific to the par-
ticular dataset. Instead, epistemic uncertainty is estimated using Monte-Carlo dropout
during inference, which allows to utilize pretrained models for conventional assessment on
instance-level within our method. To test the hypothesis, we substituted the aleatoric un-
certainty estimation with the epistemic uncertainty estimation derived from ChickenNet
and evaluated it on both datasets, analogous to experiment 1.

4.3 Results

The results are presented in the order of the experiments. First, the comparison of our
method with instance-level assessments is demonstrated. Subsequently, the impact of
data quantities on our method, as well as the outcomes derived from our method utilizing
epistemic uncertainty, are presented.

4.3.1 Comparison to instance-level assessment

The first experiment aimed to compare our method to a standard approach for visual
assessments on instance level. Four alternative aggregation approaches were evaluated
and compared to instance level assessment, which does not aggregate any information.
Table 4.1 presents the accuracies obtained from the different aggregations for both, the
chicken and the MARS-Attributes dataset.

Results showed that, on both datasets, all four aggregation approaches increased the as-
sessment accuracy and decreased the mean squared error compared to the baseline model.
For both, the chicken and MARS-Attributes dataset, best performance was obtained when
predictions were aggregated on identity-level, resulting in a single assessment per identity.
For the chicken dataset, this approach yielded an accuracy of 88.57% and a mean squared
error (MSE) of 0.1. In comparison, the baseline model achieved an accuracy of 85.40%
and an MSE of 0.18 for the chicken dataset. Similarly, for the MARS-Attributes dataset,
identity-level aggregation resulted in an accuracy of 83.57% and an MSE of 0.14, while
the baseline achieved an accuracy of 76.42% and an MSE of 0.20. Furthermore, results
indicated that employing our method for instance-wise prediction on the chicken dataset
increased accuracy to 87.44%, with an MSE of 0.17. For the MARS-Attributes dataset,
the performance at the instance level, particularly when aggregated per tracklet, was
almost on par with the tracklet-level performance. The difference in accuracy between
instance-level with an aggregation per tracklet and tracklet level was only 0.27% and
0.73% between instance-level with an aggregation per identity and identity level.
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Table 4.1: Accuracies and MSE for the assessment predictions obtained from our method
as well as the baseline model on the chicken and MARS-Attribute dataset. Metrics were
evaluated using five different evaluation approaches on instance, tracklet or identity level.

Chicken dataset | MARS-Attributes dataset

Aggregation Method
Accuracy (%) MSE | Accuracy (%) MSE

Instance level, 85.40 0.18 76.42 0.20
Baseline (No aggregation)
Instance level, 87.44 0.17 82.38 0.17
Aggregation per Tracklet
Instance level, 87.44 0.17 81.84 0.16
Aggregation per Identity
Tracklet level 88.57 0.10 | 82.09 0.17
Identity level 88.57 0.10 | 83.57 0.14

Figure 4.6 illustrates examples showcasing the underlying principle of our method using
three tracklets from the chicken dataset. The figure provides an instance-wise comparison
between the predicted plumage scores of the baseline model and the predictions obtained
from our approach, using aggregated information of the entire tracklet. The key ob-
servation is that our method was able to select correct predictions from a sequence of
predictions, even though false predictions were made by the baseline model on several
instances of the tracklet. This was particularly observable for the second tracklet as our
method successfully maintained accurate predictions for all instances, despite the baseline
model producing three false predictions among the tracklet. Conversely, in the example
of tracklet 3, our method ignored those false predictions that were based on blurred in-
stances, even though these were constituting the majority of the tracklet with only two
out of seven correct predictions from the baseline model. Our method employs a selective
approach, meaning it does not necessarily consider all available predictions of a sequence.
Instead, it selects predictions based on their individual predictive uncertainty. If this
uncertainty associated with a particular instance exceeds the given threshold, this assess-
ment is rejected and not considered for further processing. In case that all instances of a
tracklet or identity surpass the uncertainty threshold, the entire entity is rejected and not
assessed. Therefore, the number of assessed tracklets and identities might differ from the
overall numbers in the dataset. Table 4.2 presents the number of tracklets, and identities
rejected by our method compared to the original numbers for both datasets.

In the given table, the number of original tracklets and original identities pertains to
those that consist of at least one detection from the baseline model. It is worth noting
that four tracklets within the MARS datasets did not contain any detections, resulting
in a discrepancy of 8058 tracklets compared to 8062 tracklets in the original ground-
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Figure 4.6: Instance-wise assessment score predictions of the standard ChickenNet (baseline)
model compared to assessments provided by our method for consecutive instances from three
tracklets of the chicken dataset. Colours indicate whether the predicted score was correct or
not. A correct prediction in the final frame of a tracklet implies a correct assessment of the
entire tracklet.

truth dataset. Results showed that with the defined uncertainty threshold of 0.25, our
method provided assessments for all identities and tracklets assessed by the baseline model
within the chicken dataset. In the MARS-Attributes dataset, 13.84% of the tracklets were
rejected, while 99.84% of the identities were still assessed. Overall, it was shown that our
method was able to increase the accuracy for tracklet- and identity assessment while
proving valid assessments for almost all identities of the dataset. However, it was also
demonstrated that the approach did not increase instance-level accuracies for all tested
data. Results of further analyses, exploring the impacts of diverse data structures are
presented in the following.

Table 4.2: Number of original tracklets and identities for the chicken and MARS-Attributes
dataset, compared to the number of tracklets and identities rejected by our method.

Chicken dataset MARS-Attributes dataset

Original Tracklets 35 8058
Rejected Tracklets 0 (0%) 1116 (13.84%)
Original Identities 35 634

Rejected Identities 0 (0%) 1 (0.16%)
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4.3.2 3.2 Effects of data quantity

In this experiment, we evaluated the performance of our method on a limited amount of
data and compared it to the performance of the baseline model as well as simple averaging
methods. Figure 4.7 visualizes the accuracies for the different evaluation approaches
across a range of instances from 3 to 20 for the chicken dataset. Additionally, it shows
the accuracies obtained by averaging all instance predictions of the baseline model per
identity or per tracklet, considering the specific number of instances. Figure 4.8 illustrates
those accuracies obtained for the MARS-Attributes dataset. It presents the accuracies for
instances ranging from 3 to 20 per tracklet, but also for 1-100 tracklets per identity.
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Figure 4.7: Assessment accuracies on the chicken dataset for varying numbers of instances
per tracklet considered by our method. As the chicken dataset consists of a single tracklet per
identity, corrections per tracklet and per identity are equal.

Results showed that all aggregation approaches based on our method outperformed the
baseline model and averaging approaches for both datasets, even with a limited number
of considered instances per identity. Solely for the case in which less than five instances
were available for an entire identity of the chicken dataset, averaging of all instance
predictions resulted in a higher accuracy. Further, experiments on the chicken dataset
revealed an increase in the accuracies of our method with an increasing baseline accuracy,
while the accuracy of the averaging approach remained constant beyond 10 considered
instances. This indicates the correct selection of relevant instances from the total avail-
able instances. In contrast to the MARS-dataset, the chicken dataset includes a single
tracklet per identity, thus number of instances per tracklet is equivalent to the total num-
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Figure 4.8: Assessment accuracies on the MARS-Attributes dataset for varying numbers of
instances per tracklet (a) and tracklets per identity (b) considered by our method.

ber of instances per identity. This might explain the initial increase in accuracy of our
method with and increasing number of instances per tracklet which was not observed for
the MARS-Attributes dataset. For the MARS-Attributes dataset, the accuracies of the
different aggregation approaches did not increase with an increasing number of instances
per tracklet, instead tracklet-level accuracy and instance-level accuracy based on track-
let information slightly decreased while accuracies of identity-based aggregations did not
significantly change. However, independent of the number of considered instances per
tracklet, all accuracies obtained from our method were consistently 5-7% higher, com-
pared to the baseline. Similar observations were made when comparing our method to
traditional averaging. While averaging per identity and identity-level aggregation both
yield a single prediction value per identity, the accuracies obtained from our method were
3-5% higher. For tracklets, the difference between averaging and tracklet-level aggregation
ranged between 4% and 6%. This demonstrates the advantage of our uncertainty-based
weighting and clustering approach compared to traditional averaging, also for a limited
amount of data. While averaging approaches performed best for higher numbers of in-
stances per tracklet, this dependency was not observed for our method. Increasing the
number of considered tracklets per identity resulted in a decrease of the baseline accuracy
for the MARS-Attributes dataset. This implies an increasing number of false predictions
among the additionally considered tracklets. Thus, accuracies of tracklet-averages and
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tracklet-based aggregation approaches also decreased. Averaging all predictions per iden-
tity as well as employing our method for a single prediction per identity led to an initial
drop in accuracy but then, followed by a relatively stable accuracy throughout the anal-
ysis period. This observation deviated from our expectation that an increasing number
of considered tracklets would increase the accuracy obtained by averaging all predictions
of an identity. However, our expectation of an increased accuracy through our method
was confirmed. Similar to the experiment on the number of instances per tracklet, ac-
curacies based on our method were 5-7% higher than the baseline accuracy and about
2-4% higher than those obtained from averaging approaches. Further, it was shown that
the difference in accuracy between identity-level aggregation and averaging per identity
increased while the identity-level accuracy remained constant, and the averaging accu-
racy decreased. This implies that our method was able to prioritize the correct instance
predictions and downgrade the false instance predictions among an identity. Moreover,
while the influence of the baseline predictions on our method was evident, we found no
clear difference in performance impact between limited instances per tracklet and limited
tracklets per identity.

4.3.3 Alternative uncertainty quantification

Using epistemic uncertainty to weight individual instance predictions yielded similar re-
sults to using aleatoric uncertainty. Table 4.3 and 4.4 present the results of the experi-
ments on the chicken dataset and the MARS-Attributes dataset.

Table 4.3: Accuracies and MSE for the assessment predictions obtained from our method
using epistemic uncertainty to weight the individual predictions.

Chicken dataset | MARS-Attributes dataset

Aggregation Method
Accuracy (%) MSE | Accuracy (%) MSE

Instance level, 85.40 0.18 76.42 0.20
Baseline (No aggregation)

I level

nstance level, 83.83 0.21 80.46 0.18
Aggregation per Tracklet

I level

nstance level, 83.83 0.21 82.05 0.16
Aggregation per Identity

Tracklet level 88.57 0.13 | 79.78 0.18

Identity level 88.57 0.13 | 84.02 0.14

In line with the results obtained using aleatoric uncertainty, we observed that our method
was able to surpass the baseline model in terms of accuracy, also when utilizing epistemic
uncertainty as a metric for weighting instance predictions. However, it was shown that
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Table 4.4: Number of original tracklets and identities for the chicken and MARS-Attributes
dataset, compared to the number of tracklets and identities rejected by our method based on
epistemic uncertainty.

Chicken dataset MARS-Attributes dataset

Original Tracklets 35 8058
Rejected Tracklets 0 (0%) 347 (4.31%)
Original Identities 35 634
Rejected Identities 0 (0%) 2 (0.32%)

corrections on instance-level based on the estimated epistemic uncertainty led to a de-
creased accuracy for the chicken dataset. In combination with an increased accuracy on
tracklet level, this implies that accurate assessments of a tracklet were primarily achieved
in the later instances of that tracklet when using epistemic uncertainty. The accuracies
obtained at the tracklet and identity levels were 88.57%, which was equivalent to those
achieved using aleatoric uncertainty. However, the mean squared error was 0.13, slightly
higher than the MSE of 0.10 obtained in the aleatoric approach. Furthermore, similarly
to the experiments with aleatoric uncertainty, our method successfully assessed all 35
identities/tracklets in the chicken dataset without any rejections. Experiments on the
MARS-Attributes dataset revealed a slightly higher accuracy at the identity level and
a decrease in accuracy at the tracklet level when compared to the assessment based on
aleatoric uncertainty. However, simultaneously, the number of rejected tracklets decreased
from 1116 to 342 and the number of rejected identities increased from one to two, using
an uncertainty threshold of 0.25. Utilizing epistemic uncertainty resulted in increased
accuracy across all types of aggregation compared to the baseline model. The highest
accuracy achieved was 84.02%, obtained at the identity level, surpassing the accuracy
observed in the aleatoric uncertainty experiments.

4.4 Discussion

This study tackled the issue of obtaining reliable assessments from image sequences, origi-
nally intended for the assessment of chickens in challenging farm environments. However,
it was shown that our approach is also applicable on alternative use cases focusing image
sequences assessment. One addressed limitation, which most previously developed ap-
proaches faced, was the requirement for complete sequences during training of the model.
Instead of developing an end-to-end trainable model, such as Chen et al. (2019) or Pei
et al. (2017), our approach was designed to leverage standard models that operate on
image level. Experiments demonstrated that the method was able to increase the assess-
ment accuracy on sequences compared to such standard models. This improvement was
observed not only for entire sequences but also for a limited number of instances within
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a sequence and for a restricted number of sequences per identity. The second limitation
that this study addressed was the lack of explainability in the predictions of models for se-
quence assessment. By considering the uncertainty of predictions on instance-level for the
subsequent aggregation, we not only aimed to improve the assessment, but also focused
the transparency of decisions. Similar strategies have been pursued by other approaches,
such as (Morvant et al., 2014) and Tian et al. (2020a), which utilized uncertainty measures
on multiple modalities for refining neural network predictions. However, our approach de-
viates in two key aspects. Firstly, instead of using multiple modalities, we applied this
methodology specifically to image sequences and aggregated assessments of individual
instances over time. Secondly, before fusing the individual, weighted assessments, we ap-
plied an appearance-based clustering approach. This enabled the consideration of different
viewpoints for the assessment and thus allowed a prioritization of specific views.

4.4.1 Impact of chosen model components

The presented framework includes an assessment model, a feature encoder for appearance-
based clustering, and an uncertainty metric to weigh individual predictions. These com-
ponents are modular and can be replaced depending on the specific task, enabling the
applicability of our method across multiple use cases and facilitating the extension of
existing pre-trained assessment models. Thus, the choice of these individual modules
significantly affects the performance of the overall method. In our experiments, we pri-
marily focused on the application on chicken assessment which justified the utilization of
the ChickenNet model. While this implementation was shown to be effective on other data
such as the MARS-Attributes dataset, it is important to note that the assessment perfor-
mance on image level could be further improved for this dataset by replacing ChickenNet
with an alternative baseline model specifically tailored for the age estimation use case.
Similarly, for the appearance-based clustering we employed an appearance descriptor ob-
tained from a shallow CNN originally designed for representation learning in the context
of person re-identification (Wojke and Bewley, 2018). However, depending on the data
at hand, our method allows to replace it by an alternative feature descriptor, customized
for distinguishing between different views, tailored for the particular application. Here, it
is worth recognizing that the structure of the present data affects the appearance-based
clustering. While for tracklets in which the individual detections differ a lot in terms of
perspective or appearance, such as in the chicken dataset, our method resulted in a higher
number of clusters. In contrast, a high similarity between the detections of a tracklet, as
we observed it in the MARS-Attributes dataset often led to a single cluster per tracklet.
In the latter case, our method comes down to uncertainty-weighted averaging. When
examining the application of clustering at the identity level, it became apparent that the
resulting clusters often align with the individual tracklets present in the MARS-Attributes
dataset, as illustrated in Figure 4.3. However, although this correspondence may seem
intuitive, it is not a necessary outcome. In our method, clustering serves the purpose
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of differentiating instances that offer additional informative value. Despite tracklets typ-
ically being captured from different perspectives, it does not automatically imply that
they provide complementary information that is relevant for the age estimation of the de-
tected persons. For the quantification of uncertainty, we initially employed an estimation
of aleatoric uncertainty given by ChickenNet to weight individual predictions. However,
our experiments demonstrated a successful use of epistemic uncertainty as an alternative
metric. Epistemic uncertainty estimation through Monte-Carlo dropout, as we modeled
it in this study, further offers the opportunity to obtain an uncertainty estimation during
inference. This allows the estimation of uncertainty on pre-trained models without the
need for retraining the assessment model and makes it convenient to integrate existing
standard models into our approach and leverage them for sequence assessment.

4.4.2 Aggregation methods and evaluation

Our method aggregates multiple detections obtained from a standard neural network for
object detection aiming for reliable sequence assessment. However, it allows to vary the
level on which predictions are fused into a final prediction, as explained in Section 4.2.4.
In our experiments, we compared aggregations on tracklet and identity level resulting in
a single prediction, but also instance-wise predictions obtained from aggregated informa-
tion at each timestep within a sequence. While instance-level predictions offered a direct
comparison to the conventional ChickenNet model, it is worth noting that in this case,
the number and order of considered detections influences the assessment. For example,
if relevant features crucial for the assessment are observed in the last frame of a tracklet,
leading to a correct final assessment of that tracklet, the instance-level accuracy would
be one divided by the number of instances, while the tracklet-level accuracy would be
one. On the other hand, if those relevant features are revealed in an early frame, resulting
in an early correct assessment, instance-level accuracy would be increased while main-
taining the same tracklet-level accuracy. This effect became apparent when evaluating
our method’s performance on a varying number of instances on the chicken dataset and
accounts for the differences in accuracy between tracklet level and corresponding instance
level evaluations. The accuracy at the tracklet level was consistently higher, primarily
due to tracklets for which the final prediction becomes correct after observing more than
one instance. As more instances are considered, the number of false instance predictions
increases. If all tracklets were to have their final predictions made after the first instance,
tracklet-level and instance-level accuracy would be equal. Conversely, if the instance-level
accuracy surpasses the tracklet-level accuracy, it indicates that the final tracklet predic-
tion is incorrect while the individual instances of the tracklet are correctly assessed. For
both datasets, as well as both tested uncertainty metrics, results showed that best predic-
tions were obtained when evaluating on identity level. Identity level aggregation combines
and clusters all available detections for an identity to obtain one final prediction, thereby
eliminating the dependency on the detection order. This characteristic also applies to
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evaluation on tracklet level and makes both evaluation approaches more meaningful for
assessing the performance of our method even though they do not allow an instance-wise
comparison to the baseline model.

4.4.3 Future research

One aspect for further investigations relates to the determination of thresholds for the
instance-level prediction uncertainty. In this study, we established a static threshold to
filter out assessments with an expected error exceeding 0.5. This choice was made due to
our integer-labeled datasets, as this value corresponds to the maximum error that can still
lead to a correct class-prediction. Nevertheless, employing a fixed threshold introduces an
additional parameter that requires prior specification. This provides an opportunity for
optimization, such as the integration of dynamic or learning-based approaches that adapt
the threshold based on contextual information. Further work could also be dedicated to
enhancing the efficiency of our method. Currently, all instances of a sequence are clustered
each time a new instance is added, resulting in increased computational requirements as
the sequence length grows. To address this issue, an alternative approach would involve
limiting the number of considered instances. Finally, a fundamental aspect to address
is the aggregation of individual predictions in real-life applications, where ground-truth
information is unavailable. This requires the association of individual predictions within
a sequence. While for single-instance recordings this might be accomplished through the
detection model itself, scenarios involving multiple instances necessitate the incorporation
of an additional tracking method to assign predictions to specific identities. Consequently,
the selection of a robust association technique is crucial for the overall performance of the
application.

4.5 Conclusions

In this study, we presented a novel approach for robust assessment from image sequences,
specifically addressing animal monitoring under challenging environmental conditions.
Our method focused the selective incorporation of information derived from multiple de-
tections within an image sequence. To this end, it clusters the individual detections
based on their appearance and accounts for uncertainty associated to the assessment
of each detection. In our experiments, we primarily analyzed the assessment perfor-
mance of our approach in comparison to the assessments made by conventional models
operating on instance-level. Additionally, we explored the impact of limited data on our
method’s performance and evaluated alternative metrics for uncertainty estimation. Here,
we distinguished between two dataset and three alternative aggregation levels to evalu-
ate the assessment accuracy. Results showed that our method outperformed the baseline
instance-level approaches on both datasets when aggregating information per tracklet or
per identity. For the chicken dataset, it was able to increase the accuracy from 85.40% to
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88.57% and for the MARS-Attributes dataset, an improvement from 76.42% to 83.57%
was observed. Moreover, we demonstrated that the advantage against the instance-level
approaches persists when considering a limited number of tracklets per identity and in-
stances per tracklet. Similarly, the utilization of epistemic uncertainty as an alternative
uncertainty metric also showed increased accuracies on both datasets. We conclude that
the presented approach provides an effective method that enables the utilization of stan-
dard neural networks for the purpose of animal assessment from image sequences. In
combination with an appropriate tracking approach, it becomes a versatile tool to be used
in a wide range of real-world monitoring applications requiring robust assessments.
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Abstract

Continuous animal monitoring relies heavily on the ability to re-identify individuals over
time, essential for both short-term tracking, such as video analysis, and long-term moni-
toring of animal conditions. Traditionally, livestock re-identification is approached using
tags or sensors, which require additional handling effort and may potentially impact ani-
mal welfare. In response to these limitations, non-invasive vision-based approaches have
emerged recently, with existing research primarily focusing on the re-identification of pigs
and cows. Re-identification of chickens, which exhibit high uniformity and are housed
in larger groups, remains challenging and has received less research attention. This
study addresses this gap by exploring the feasibility of re-identifying individual laying
hens within uncontrolled farm environments using images of their heads. It proposes the
first similarity-learning approach based on a VisionTransformer architecture to re-identify
chickens without requiring training images for each individual bird. In our experiments,
we compared the transformer-based approach to traditional CNN architectures while as-
sessing the impact of different model sizes and triplet mining strategies during training.
Moreover, we evaluated practical applicability by analyzing the effects of the number of
images per chicken and overall population size on re-identification accuracy. Finally, we
examined which visual features of the chicken head were most relevant for re-identification.
Results show Top-1 accuracies exceeding 80% for small groups and maintaining over 40%
accuracy for a population of 100 chickens. Moreover, it was shown that the transformer-
based architecture outperformed CNN models, with the use of semi-hard negative samples
during training yielding the best results. Furthermore, it was revealed that the evaluated
models learned to prioritize features such as the comb, wattles, and ear lobes, often
aligning with human perception. These results demonstrate promising potential for re-
identifying chickens even when recorded in an uncontrolled farm environment, providing
a foundation for future applications in animal tracking and monitoring.
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5.1 Introduction

Regularly monitoring health and welfare parameters is crucial for efficient and animal-
friendly management of laying hens. Keeping track of the exterior, feed and water intake,
and stress-related behavior, for example, provides important information about (the sus-
ceptibility to) disease of both the flock and the individual birds (Bryden et al., 2021;
Tilbrook and Fisher, 2021; Michel et al., 2022). Currently, assessing individual animals is
typically a manual and, therefore, labor-intensive task. Also, there is evidence that differ-
ences in farm management and farming systems can impact the quality of the assessment
(Edwards and Hemsworth, 2021). Given the large number of animals on modern poultry
farms, this can lead to a lack of individual care. Therefore, there is significant potential
for automation of welfare assessments. Recent studies have proposed various approaches
for the automated monitoring of welfare and behavior (Li et al., 2020b), such as the
identification of activities (Yang et al., 2023) or assessment of plumage conditions (Lamp-
ing et al., 2022). To link multiple assessment measurements over an extended period
with a particular hen, accurately re-identifying and tracking an individual is essential (Li
et al., 2020b). This is relevant for welfare monitoring in livestock farming, but also within
scientific research to investigate individual chicken characteristics and traits. Alongside
individual assessment, re-identification further enables animal traceability throughout the
entire value chain, which is of great interest for food production to provide certification
of the quality and safety of the product.

Traditional methods for re-identification of individual chickens often include the attach-
ment of external tags or sensors to the animal’s body, especially for the purpose of behavior
monitoring. For instance, Zhang Feiyang et al. (2016) utilized radio-frequency identifi-
cation (RFID) tags to track individual chickens within a flock and collect long-term be-
havioral data. Another common identification system for chicken, but also for birds in
general, is the use of leg- or wing-bands (Carroll et al., 2017). By using varying colors or
numbers printed on the bands, they allow to re-identify individuals, also over a long-term
period. However, it has been shown that body-worn markers may negatively affect the
chicken’s behavior or physical development. Consequences such as increased stress levels,
feather pecking, or lighter animal weights were observed for the marked chickens (Dennis
et al., 2008). In addition to the effects on animal welfare, tags and sensors require the
attachment to the chicken’s body a priori. This additional, often manual effort makes
these solutions less relevant for large-scale applications, such as in commercial livestock
farming.

In contrast to traditional methods, vision-based approaches allow non-intrusive identifi-
cation of individuals without requiring additional on-body equipment or handling steps.
This has led to the development of diverse vision-based re-identification methods for
various animals. Research studies on this subject can be found in wildlife ecology, uti-
lizing images captured by camera traps, as well as in large-scale animal farming. Early
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vision-based methods usually focused on developing algorithms to detect and analyze pre-
determined biometric features on an animal, enabling its identification and discrimination
from others. For example, unique coat patterns were shown to be discriminative mark-
ers in cattle (Andrew et al., 2016), but also in tigers, cheetahs, and whales (Schneider
et al., 2019). Another biometric feature investigated in multiple studies, e.g. on cows and
sheep, is the retinal pattern in the eye of an animal (Allen et al., 2008; Gonzales Barron
et al., 2008). For cows, it has also been shown that the tailhead (Schilling et al., 2018)
and muzzle (Gaber et al., 2016) provide unique prints that enable the identification of
an individual animal. While those feature-based approaches require awareness of relevant
markers and their specific characteristics, the rise of deep learning methods allowed to
train algorithms to learn these features through labeled samples. In recent studies, this
became the dominant method for identification of individual animals.

For deep learning based (re-)identification of animals, two main concepts can be distin-
guished. The first concept refers to a classification approach used to distinguish a known
set of individuals. After training on multiple images per individual, the model is supposed
to be able to recognize each of these individuals and assign the corresponding ID. For ex-
ample, Freytag et al. (2016) utilized the AlexNet architecture (Krizhevsky et al., 2017) to
identify individual chimpanzees from facial images. Similarly, Brust et al. (2017) trained
a YOLO object detection model (Redmon et al., 2016) for the purpose of identifying Go-
rillas on camera trap images. In livestock farming, comparable classification approaches
were developed for pigs (Hansen et al., 2018; Sihalath et al., 2021; Marsot et al., 2020)
and for cows (Yang et al., 2019; Bhole et al., 2019). These studies indicated promising
accuracies for the recognition of previously known individuals. However, this classification
approach requires a fixed number of individuals in advance, making it impossible to add
any without retraining the model. Furthermore, it is essential to acquire a substantial
number of images for each individual to train the algorithm. These aspects make the
classification approach impractical for large-scale applications in livestock farming, where
collecting a sufficient number of training images for every animal is often infeasible. In-
stead, a model should be able to recognize an individual without being trained on that
specific individual.

This is where the alternative concept of deep learning-based re-identification approaches,
similarity learning, becomes relevant. Rather than assigning a specific ID to an image,
similarity learning aims to predict whether two input images are similar or dissimilar
(Bromley et al., 1993). Here, the key is to train a model to learn feature representations
from image data that can be used to distinguish individuals from each other. The aim is
to learn these representations in such a way that those belonging to the same individual
are closer than those of different individuals, while being robust to external effects such
as changes in poses or illumination. For animal re-identification, learning representations
enables the recognition of individuals without training the model specifically on them.
Consequently, new individuals can be added whenever needed. After training, similarity
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networks only require one known image of an animal to predict whether another image
depicts the same individual. Similarity learning networks are a proven tool, utilized in
various recent studies on animal re-identification. For example, as one of the first, Deb
et al. Deb et al. (2018) implemented a face recognition approach for primates, which
was evaluated on datasets of golden monkeys, lemurs, and chimpanzees. Later studies
utilized similarity learning for the re-identification of other species in wildlife ecology,
such as dolphins (Bouma et al., 2018), manta rays (Moskvyak et al., 2021), and ring seals
(Nepovinnykh et al., 2020, 2024).

In livestock farming, approaches have been developed on face-recognition of pigs, but
also on re-identification of cattle (Andrew et al., 2021; Wang et al., 2023). Despite the
substantial progress made in deep learning-based similarity learning, the poultry sector
has received limited attention in studies on re-identification. Challenges such as the
uniformity of animals resulting from breeding practices, as well as the high number of
animals within a farm, make this task particularly complex. To our knowledge, the only
existing study addressing poultry re-identification is presented in Corkery et al. (2009).
Their approach presented a preliminary investigation of the avian comb as a potential
marker for re-identification using images recorded in a controlled environment. As it
exclusively focused on the avian comb, the study employed an analysis of predefined
features rather than a learning-based methodology. In uncontrolled environments, lacking
a standardized orientation of the comb, this strategy will be susceptible to errors. To this
end, the approach developed in our study addresses the question of whether it is possible
to re-identify individual laying hens within a realistic, uncontrolled farm environment.
To tackle the significant challenges associated with this task, our method makes use of
state-of-the-art deep learning techniques.

Current approaches in animal re-identification using deep learning typically employ tradi-
tional convolutional network architectures to learn feature representations to distinguish
individuals. Although CNNs performed well among various re-identification applications,
their reliance on local receptive fields limits them to capturing information within small
spatial regions without properly considering the context (Luo et al., 2016). Thus, the con-
volutional concept struggles to capture relationships between spatially distant features.
This characteristic could limit the task of chicken re-identification, which may benefit
from extracting multiple discriminative parts beyond local regions, such as the comb and
beak of the animal. Similar findings have also been reported in person re-identification
(He et al., 2021a). Furthermore, due to the presence of down-sampling operators, leading
to a reduction in the spatial resolution of feature maps, CNNs have shown weaknesses
in distinguishing between similar objects that only differentiate in fine-grained details
(He et al., 2021a). Such fine-grained details are typically relevant for the task of chicken
re-identification. To better deal with this, transformer-based models have recently been
proposed as an alternative to CNNs in general object re-identification. Traditionally de-
veloped to process sequential data in natural language processing (Vaswani et al., 2017),
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transformer architectures are mainly based on the self-attention mechanism, which al-
lows for weighting the importance of different elements within an input sequence. By
dividing images into non-overlapping patches and processing the resulting sequence, the
work introduced in Dosovitskiy et al. (2020) extended the application of transformer ar-
chitectures to vision tasks. Approaches, such as those presented in He et al. (2021a)
employ transformers on human data to address the previously mentioned issues of CNNs
in object re-identification. Rather than solely capturing information from small local re-
gions, the transformer architecture enables a model to learn global concepts. Moreover,
the exclusion of down-sampling operations contributes to the preservation of fine-grained
features.

This motivates the selection of a transformer-based model for representation learning in
the present study, aiming to re-identify individual chickens within a farm environment.
In conclusion, our contributions are as follows:

e We present a fine-grained dataset for laying hen re-identification including 3644
recorded video sequences of hens with 18,819 images.

e We present the first learning-based approach for chicken re-identification from im-
ages and evaluate it under the conditions of an uncontrolled farm environment.

e We assess a transformer-based approach for similarity learning in comparison to
traditional CNN architectures and analyze the influence of model size, triplet mining
strategy, and different environmental aspects.

o We investigate the relevance of different parts of the chicken’s head for visual re-
identification.

5.2 Material and methods

The following subsections present the materials and methods used in this study. Data
collection and dataset generation are described in Section 5.2.1 and Section 5.2.2, re-
spectively. Subsequently, Section 5.2.3 delves into the architectural details of the re-
identification model and its training procedure. Finally, Section 5.2.4 details the experi-
mental setup.

5.2.1 Data collection

Data collection was conducted with the aim to obtain images of individual chickens in a
realistic, uncontrolled environment to address the real-world conditions of potential re-
identification applications. To this end, images were recorded in a free-range barn with a
flock of 18,000 white laying hens in Garrel, Germany. This housing type allows chickens to
freely move around within and outside of the barn. Thus, the recorded animals were not
manually selected but instead randomly appeared in front of the recording system.
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For large-scale image retrieval, a recording setup was installed to automatically detect
and capture passing chickens. This setup comprised an Intel RealSense D405 camera
connected to an NVIDIA Jetson Nano board for image processing and storage. The
camera and computing unit were housed in a protective case, and two additional LED
strips were attached for proper illumination. The recording setup was positioned at a
height of 1.8 meters in the aviary, with a distance of 90 cm to a perch. From this perch,
chickens were able to reach an adjacent drinker. With this setup, we aimed to ensure
comparable poses and orientations of the captured chickens (Figure 5.1). The recording
process was initiated when a chicken appeared within a range of 50-100 cm in front of the
camera, as measured by a LIDAR distance sensor. Once started, images were captured for
20 seconds at a frame rate of one frame per second. This low frame rated was intended to
prevent a high number of very similar images within a recording. Each recorded sequence
was stored separately and annotated with a specific timestamp indicating its capture time
to enable later differentiation of individual chickens. Images were saved in a resolution of
1280 x 720 pixels.

To increase the variety of images in the dataset and minimize duplicate captures of in-
dividual chickens, the data collection was conducted in three different stages. The first
round of recordings took place in March and April 2023 for three consecutive weeks, from
2 pm to 7 pm every day. The second round of images was collected in July 2023 for three
days, spanning from 10 am to 7 pm. The final recordings were made in October 2023
over two days, also from 10 am to 7 pm. This data collection resulted in a total of 4959
recorded sequences, comprising 99,180 images.

LED

RealSense Camera

Drinker Distance Sensor

Figure 5.1: Schematic diagram of the image acquisition setup with an Intel RealSense D405
camera and additional LED illumination. Recordings were started when a chicken was detected
by the distance sensor.
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5.2.2 Dataset generation

In preparation for the creation of a chicken re-identification dataset, the raw image data
underwent preprocessing to exclude irrelevant images. This involved several preprocessing
steps (Figure 5.2). In the first step, we focused on selecting images in which the heads
of the chickens were fully visible. Compared to the rest of the body, the head region of
a chicken provides several visual features, such as the avian comb, which was indicated
as potential biometric marker in a previous study (Corkery et al., 2009). This motivated
our focus on the head region in the present dataset. To ensure the consistent inclusion
of this area in all images, we employed a feature detection approach for the detection
of the heads. Our approach involved annotating a subset of 500 images with bounding
boxes for the head, eye, and beak of each chicken. This annotated data was then used
to train a YOLOvV5 object detection model (Jocher et al., 2022) to identify these body
parts in all images in the dataset. Considering the high number of available images, we
prioritized high precision over a high recall rate for the detection algorithm, which led
to the implementation of a minimum confidence threshold of 0.95 for each detection. By
setting this high threshold, we ensured that only images where the model exhibits high
confidence in the presence of specific body parts are included. As a result, this reduces
the number of images passing this selective filter.

Prior studies have shown that re-identification systems can be significantly improved by
ensuring consistent image features between two images of the same individual (Ghosh
et al., 2023). This prevents a model from being forced to assign two highly different
images to a certain individual even though they do not share any visual features. In the
context of chickens, an example of the latter scenario would be capturing two images of the
same chicken’s head, each taken from opposite sides. Even though both images capture
the same animal, they do not share any visual features due to their differing viewpoints.
Thus, training an algorithm for similarity learning using these diverse images offers no
benefit. Instead of applying a feature matching approach during training as proposed in
Ghosh et al. (2023), we used the YOLOv5 body-part detection model to reject irrelevant
images. These were discarded from the dataset according to the following criteria:

1. An image was discarded if either the number of detected heads, eyes, or beaks
per image was not equal to one. This was intended to avoid images featuring
multiple chickens, which would require matching chickens across different images in
a sequence. Moreover, this step excluded chickens with occluded faces.

2. An image was discarded if the x-position of the beak was smaller than the x-position
of the eye. This ensured that all chicken heads within the dataset were captured
from the right side.

If both criteria were met, the union area of all three predicted bounding boxes for the
head, eye, and beak was computed. The image was then cropped to the outer coordinates
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of this area to only include the head region of each chicken. Figure 5.2 illustrates the
preprocessing steps for an accepted image and a rejected image from the dataset.

Following this procedure for all recorded sequences, the final dataset comprised 3,644 valid
sequences, including 18,819 images of cropped chicken heads. Within the sequences, the
number of images per sequence varied between 1 and 20. From the dataset, we selected
90% of the sequences for training and 10% for testing.

Raw Image Feature Detection Criteria Check Head Crop

Single chicken |

Facing right |

Facing right

Figure 5.2: Image preprocessing steps. The bottom example illustrates an invalid image

that was rejected due to the presence of more than one chicken in the image.

5.2.3 VisionTransformer for animal re-identification

Following the earlier introduced animal re-identification methods from other domains,
in this study we propose a neural network for similarity learning to be trained on the
generated dataset. Considering the use case in poultry, we selected similarity learning
over a classification approach, as similarity learning does not require multiple recordings
for each individual chicken during training. The following sections present the model
architecture as well as the details of the training process.

5.2.3.1 Model architecture

For similarity learning, we employed a model architecture designed to extract represen-
tations from chicken face images by mapping each input image into a 128-dimensional
feature space, as illustrated in Figure 5.3. This feature representation aims to encode
discriminative information of an individual while being invariant to changes within the
same individual. Additionally, a substantial dimensionality reduction is achieved. Within
the feature space, the distances between representations are intended to function as a
direct indicator of input similarity, bringing representations corresponding to the same
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chicken closer together, and those of different chickens further apart. By employing this
approach, re-identification becomes a task of finding the closest representation for each
image of a particular chicken.
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Figure 5.3: Architecture of the similarity learning network. The input image is processed in

multiple patches, which are mapped into an embeddings space and augmented with positional
embeddings. All embeddings are then encoded by the transformer encoder, finally resulting
in a 128-dimensional feature representation.

To obtain a discriminative representation from each image, our model architecture follows
the principles of the VisionTransformer architecture, as presented in Dosovitskiy et al.
(2020). As input, the model receives an image, defined by its height and width of 64 x
64 pixels and three color channels. First, the input is preprocessed by dividing it into a
sequence of non-overlapping patches. Considering the small image size, we chose a patch



5.2 Material and methods 121

size of 3. Each of the resulting patches is flattened, leading to a size of 3 x 3 x 3 = 27 for
each, considering the three color channels. The flattened patches are then mapped into a
v-dimensional embedding space, using a single dense layer to train a linear projection for
each patch. Additionally, each patch embedding is augmented with a learnable position
embedding to retain its positional information (Dosovitskiy et al., 2020). The resulting
sequence of embeddings serves as the input to the transformer encoder. This encoder
consists of [ transformer layers containing multi-head self-attention (MSA) and multi-
layer perceptron (MLP) blocks as introduced in Vaswani et al. (2017). Each multi-head
self-attention block includes multiple heads, which enable attending to different parts of
the image. The outputs of the transformer encoder are subsequently passed to the final
prediction layer. In contrast to the original implementation of the VisionTransformer,
this approach does not employ an extra embedding for image representation and instead
utilizes all image-patch embeddings. The additional embedding was originally introduced
to align with the architecture of the transformer for text, but has previously been shown
to not improve the performance of a VisionTransformer, while introducing additional
parameters (Dosovitskiy et al., 2020). In our model, the encoder outputs are flattened
and then passed to a final dense layer to obtain the 128-dimensional feature representation.
To make those representations comparable for a subsequent nearest neighbor search, the
outputs are L2-normalized, making them unit vectors.

With the same basic architecture of the similarity-learning network, we varied the number
of attention heads h and transformer layers [ as well as the embedding dimension v during
the experiments to compare networks of different complexity and size. Specifically, we
created three variations of the described network architecture: small, medium, and large,
as outlined in Table 5.1.

Table 5.1: Configurations of the three different VisionTransformer models

VisionTransformer VisionTransformer VisionTransformer

Model
ode S M L
Transformer 9 4 4
layers [
Attention
2 4 8
heads h
]*:Tmbe(%dlng 64 128 256
dimensions v
Trainable 2,217,024 5,554,688 27,407,232
parameters

The proposed models employ the so-called triplet loss function (Schroff et al., 2015) to
learn meaningful representations that can discriminate between individual chickens while
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being robust to variations such as pose or lighting changes. A triplet comprises an anchor
image a, a positive example p that shares a common ID with the anchor, and a negative
example n with an ID different from the anchor. For each of the samples, representations
are obtained by passing them through the network, while the loss of the network is
determined by the triplet loss function. Intuitively, the triplet loss function encourages
the model to learn representations where the distance d,, between the representation
of an anchor image ¥, and a representation of a positive sample y, is smaller than the
distance d,, between y, and the representation of a negative sample y, by at least a
certain margin. In this study, we adapted the formulation of the triplet loss as defined in
Hermans et al. (2017), in which this margin is not explicitly given as a fixed value. Instead,
it dynamically adapts based on the similarity between the positive and negative samples,
as outlined in Hermans et al. (2017). This removes the additional hyperparameter m and
results in the following loss function:

Lvipter = Z logl+eP=Perand T = {{ar, pr, i}, oo, {an, pn}}  (5.1)
{a,p,n}eT

The distance d between two r-dimensional representations was computed using the Eu-
clidean distance, as in Hermans et al. (2017), it was demonstrated to be more stable
during optimization compared to the squared Euclidean distance. Consequently, it was
consistently applied in all experiments in this paper and is defined as dy, 4, = ||y1,; — Y2,]
Later during the evaluation, this distance was also employed to perform nearest-neighbor

search to find the most similar representations for a particular sample.

5.2.3.2 Triplet mining strategies

Triplet loss for similarity learning requires the creation of image triplets to train the
model. The selection of triplets during training significantly impacts both the training
efficiency and the re-identification model’s performance (Schroff et al., 2015). To form a
set of triplets T, various strategies can be employed. One straightforward approach is to
generate all possible triplets by combining all available images from the entire training set.
However, this results in an excessively large number of triplets, growing cubically with a
larger dataset. This leads to significant memory requirements, increased processing time,
and unequal distribution between positive and negative samples. Additionally, most of
the created training samples are trivial, providing minimal contribution to the learning
process. This includes negative pairs with low similarity and positive pairs with high
similarity.

Therefore, the alternative, which was also used in this paper, is the online generation
of triplets during training, where triplets are created from the samples within a training
batch. This aims to only utilize samples that provide relevant insights while reducing the
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computational effort. Following the approach of Hermans et al. (2017), in each training
step, s random identities, corresponding to sequences in our case, were sampled from
the dataset. Then, for each of these identities, k images were randomly chosen from the
sequence, resulting in a batch of sk images. To construct the most valuable triplets from
this batch, we compared three different mining strategies:

Hard Negative Mining

This strategy utilizes a hard negative sample for each anchor, which is defined by the
image with the most similar representation from the batch that has a different label.
Within the batch, triplets are then generated by combining each possible anchor-positive
pair with the hard negative sample of the respective anchor. This approach has been
shown to significantly improve performance and speed up the convergence of the training
process compared to the combination of all possible triplets (Schroff et al., 2015; Hermans
et al., 2017).

Semi-Hard Negative Mining

Semi-Hard Negative Mining is a variation of the Hard Negative Mining strategy, proposed
by Schroff et al. (2015). Instead of selecting the most similar negative sample for each
anchor, this approach utilizes the most similar negative sample, which is less similar
than the corresponding positive sample. These negatives are referred to as semi-hard
negatives.

Semi-Hard Negative + Easy Positive Mining

In previous research it was shown that the exclusive use of hard positives, meaning the
least similar positive samples, did not increase the model performance (Xuan et al., 2020).
However, it was also demonstrated that using easy positives instead enhanced perfor-
mance. Easy positives refer to the positive samples that have the highest similarity to the
corresponding anchor image. We employed this approach in line with Semi-Hard Negative
Mining, but instead of using possible anchor-positive pairs, we only selected the easiest
positive sample for each anchor.

5.2.3.3 Implementation details

In this study, batches for training were created by randomly sampling s = 16 sequences
from the training dataset. This was done while considering the timestamps of each folder,
ensuring a minimum time difference of at least 15 minutes between each selected sequence
to prevent potential false negative samples, which occur when sequences are labeled dif-
ferently despite showing the same chicken. Such false negatives could theoretically occur
if a chicken was sitting on the perch for an extended period, resulting in more than one
recording of a certain chicken. By implementing a minimum time difference, the risk of
sampling such consecutive recordings from the dataset was excluded. For each sampled
sequence, k = 4 images were randomly selected. This value was chosen to be smaller than
the dataset’s mean image count of approximately five because we aimed to sample differ-
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ent sets of images from a sequence in each sampling iteration. In case that a sequence
from the training set contained fewer than four images, the remaining images were du-
plicated until the required number was reached. Combined with the data augmentation
methods detailed below, this duplication generated additional positive training samples
that were different from the anchor images. This approach allowed us to fully exploit the
collected data and ensured that recordings with less than four images were not ignored
during training. Consequently, the size of each training batch was 64, resulting from 16
sequences with four images per sequences. Labels were assigned to the images online
during training, using integer numbers from 1 to 16 to indicate the identity of each image
in the batch.

The configurations for both model architecture and triplet mining were implemented
using the TensorFlow 2 framework. During training, images were first rescaled to a fixed
sized of 64 x 64 pixels before being passed to the network. To augment the diversity
of the training dataset and enhance the model’s invariance to image perturbation, a
series of random image augmentations were applied during training. Specifically, these
augmentations included random rotations within the range of -45 to 45 degrees, zooming
with a variable factor between 0.8 and 1.2, and adjusting brightness with a factor ranging
from 0.9 to 1.2. These augmentations were selected to prevent the model from learning
to identify animal poses or image-related characteristics as potential markers for chicken
re-identification. Optimization of the model weights was performed over 15,000 training
iterations using the Adam optimizer (Kingma and Ba, 2014) with a learning rate of 0.001
which was reduced by a factor of 0.95 every 1000 iterations.

5.2.4 Experiments

The four experiments, which are detailed in the following subsections, were primarily
conducted to evaluate whether individual chickens can be re-identified in an uncontrolled
environment through the application of deep learning. To this end, experiment 1 evalu-
ated the re-identification performance of the proposed transformer network architectures
in comparison to two convolutional neural network architectures. Additionally, in exper-
iment 2, we analyzed the effects of the different triplet mining strategies for each archi-
tecture. Experiment 3 then shifted the focus towards the applicability of the presented
method and evaluated the impact of varying the number of samples per chicken and the
overall population size on the re-identification performance. This aimed to investigate
how well the method handles situations with different numbers of chickens and images
per chicken, a crucial aspect for practical applications. Finally, experiment 4 analyzed
the relevance of certain characteristics of the chicken’s head for re-identification within
our approach.

All experiments were evaluated on the test dataset using the Top-1 and Top-5 accuracy
metrics. For this, we processed the entire test data in multiple batches, each consisting
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of s = 32 sequences with k& = 4 images per sequence. This configuration balanced the
challenge of the re-identification task by associating each chicken image with three pos-
itive samples and 124 negative samples. The impact of these numbers on performance
was explored in a dedicated investigation within experiment 3. To ensure comparability,
all evaluations used the same sampled sequences and images. Sequences containing fewer
than £ images were excluded. Notably, when selecting the positive samples, we aimed
to ensure that the chicken’s identity was the only consistent element among the images
to avoid consideration of image-, pose-, or background-related characteristics. There-
fore, despite closely cropping the chicken’s head as discussed in Section 5.2.2, we also
excluded consecutive frames within a sequence when choosing s samples per chicken for
testing. This aims to avoid selecting positive samples that are highly similar to the an-
chor. Exemplary anchor images and their corresponding positive samples are shown in
Figure 5.4.

Anchor  Positive Samples

Figure 5.4: Exemplary anchor images and their corresponding positive samples from the
test dataset.

After sampling the batches from the test dataset, they were processed by the different
models, generating 128-dimensional representations for each image. Subsequently, the
pairwise distance between each pair of representations was computed to obtain a distance
matrix containing sk? values. Each representation was once utilized as an anchor, and
the closest representation from the remaining test batch was determined. For the Top-1
accuracy, a prediction was considered correct if the label corresponding to the closest
representation matched the anchor label. Similarly, the five closest representations were
determined for the Top-5 accuracy, where a prediction was considered correct if the anchor
label was among these representations.
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5.2.5 Experiments 1 and 2 - Effects of network architecture and triplet min-
ing strategies

Although most of the existing work on animal re-identification utilizes convolutional neu-
ral networks to learn similarity between images, we hypothesized that transformer-based
architectures are more suitable for the task of chicken re-identification compared to the
traditional architectures.

Therefore, in experiment 1, we evaluated the three variations of our transformer-based
model in comparison to two variations from the EfficientNet family as presented in Tan
and Le (2019). Specifically, we used the smallest available model, EfficientNetB0, with
approximately four million trainable parameters, and the larger model EfficientNetB5.
The latter encompasses around 28 million parameters, making it comparable to the largest
version of our transformer model in terms of the number of parameters. The architectures
of these models largely remained unchanged. However, analogous to the transformer-based
approach presented in 5.2.3.1, the CNNs needed to be adapted for representation learning.
That required replacing the final model layer with a single fully connected layer to extract
a 128-dimensional representation vector from each input image. Each of the compared
models was then optimized using the training parameters outlined in 5.2.3.3.

In line with the architecture comparison in the first experiment, experiment 2 assessed
the effectiveness of different triplet mining strategies employed during training for each
model. These strategies included Hard-Negative Mining, Semi-Hard Negative Mining,
and Semi-Hard Negative + Easy Positive Mining, as detailed in Section 5.2.3.2.

5.2.6 Experiment 3 - Effects of sample quantity

Considering the application of re-identification systems in poultry, it is especially relevant
to evaluate whether a certain chicken can be found within a population of multiple chick-
ens. This matching challenge is basically affected by two variables. First, the number of
distinct chickens within the population being searched, and second, the number of images
available for each chicken. Intuitively, increasing the number of chickens in the population
complicates the challenge, while increasing the number of images per chicken simplifies
it. To this end, we evaluated our approach using both numerical values. The number of
distinct chickens s, corresponding to individual sequences in our case, was varied between
2 and 100, while the number of images per chicken k was varied between two and five
during the batch sampling from the test dataset. In this experiment, the maximum num-
ber of images per chicken was limited to five to ensure a substantial count of sequences
with at least that number of images. Then, for each chicken and each image, the five
most similar images were determined. In this experiment, we focused on our proposed
VisionTransformer L architecture in combination with the Semi-Hard Negative Mining
strategy. Top-1 and Top-5 accuracy metrics of the different configurations were evaluated
following the approach explained in Section 5.2.5.
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5.2.7 Experiment 4 - Analysis of discriminative features (Grad-CAM)

Previous studies investigated various animal body parts as potential biometric markers
for the purpose of re-identification. An example from the poultry sector is the avian comb,
for which a preliminary trial indicated the feasibility of re-identification in a controlled
experimental setting. Our approach, which concentrates on the entire head region of a
chicken, allows us to consider multiple features within this area. To analyze which parts of
the image are most relevant for the tested approaches, we applied gradient-weighted class
activation mapping (Grad-CAM) (Selvaraju et al., 2017), which visualizes the parts of an
image that are important for the prediction. In the context of our method, this prediction
corresponds to an embedding trained to identify individual chickens, highlighting features
that indicate characteristics contributing to the uniqueness of each chicken. This provides
a qualitative evaluation of the re-identification, complementing the previously conducted
quantitative evaluation.

Following the approach of the first two experiments, we compared the different model
architectures and triplet mining strategies and applied Grad-CAM to each of them. This
aimed to understand differences and similarities in the learned features across the ap-
proaches but also aimed to compare the features identified as relevant by the models
with those considered relevant from the perspective of a human observer. The original
Grad-CAM approach was implemented on CNN architectures and utilizes the gradient of
the networks output with respect to the feature maps of a particular convolutional layer.
Based on this gradient, the importance of each feature map for the final output is deter-
mined to generate a heat map indicating important regions within the input image. In
this experiment, we chose the last convolutional layer for the EfficientNet architectures.
As pure transformer-based architectures do not have any convolutional layers, in these
models, we used the last layer of the transformer encoder to obtain the gradients.

5.3 Results

The results are presented in the order of the experiments. First, the evaluation of the re-
identification performance among the different network architectures and triplet mining
strategies is shown. Following that, the effects of sample numbers and population size, as
well as the results of the Grad-CAM analyses, are the focus.

5.3.1 Network architectures and triplet mining strategies

The comparison of the different network architectures and triplet mining strategies re-
vealed some significant differences among the evaluated approaches. As shown in Ta-
ble 5.2, the best performance was observed for the VisionTransformer L architecture in
combination with semi-hard negative triplet mining. This configuration yielded a Top-1
accuracy of 0.76 and a Top-5 accuracy of 0.92. Intuitively, these metrics denote that
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among all test batches, each consisting of 32 chickens with four images, 76% of the im-
ages were correctly matched while the correct match was within the Top-5 results in
92% of cases. Figure 5.5 illustrates exemplary sample images and their corresponding
closest matches for this configuration. Conversely, the lowest accuracy was obtained for
the EfficientNetB5 model in combination with hard negative mining, resulting in a Top-1
accuracy of 0.25 and a Top-5 accuracy of 0.46.

Table 5.2: Top-1 and Top-5 accuracies for the evaluated models and triplet-mining configu-

rations
Model 4 Parameters Triplet-Mining Top-1 Top-5
strategy accuracy accuracy
VisionTransformer S 2,217,024 HardNegative 0.37 0.57
VisionTransformer S 2,217,024 SemiHardNegative 0.57 0.78
VisionTransformer S 2,217,024 SemlHardNega.tlve 0.58 0.76
+ Easy Positive
VisionTransformer M 5,554,688 HardNegative 0.39 0.61
VisionTransformer M 5,554,688 SemiHardNegative 0.70 0.86
VisionTransformer M 5,554,688 SemiHardNegative 0.69 0.87
+ Easy Positive
VisionTransformer L 27,407,232 HardNegative 0.39 0.61
VisionTransformer L 27,407,232 SemiHardNegative 0.76 0.92
VisionTransformer L 27,407,232 SemiHardNegative 0.76 0.89
’ + Easy Positive
EfficientNetB0 4,171,516 HardNegative 0.47 0.72
EfficientNet B0 4,171,516 SemiHardNegative 0.58 0.80
EfficientNetB0 4,171,516 SemitardNegative 0.55 0.80
+ Easy Positive
EfficientNetB5 28,603,056 HardNegative 0.25 0.46
EfficientNetB5 28,603,056 SemiHardNegative 0.60 0.81
EfficientNet B5 98,603,056 SemiHardNegative 0.45 0.77

+ Easy Positive

The experiment further showed that the triplet mining strategy affected the re-
identification performance of the models. Across the different model architectures and
sizes, hard negative triplet mining consistently yielded the lowest accuracies, with none
of the approaches surpassing a Top-1 accuracy of 0.47. In contrast, the best results were
achieved through the implementation of semi-hard negative mining, either using all pos-
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Figure 5.5: Exemplary results of the VisionTransformer L model in combination with Semi-
Hard Negative Mining. For each anchor, the five samples with the most similar representation
to the anchor are ranked in the columns. Samples with the same ID as the anchors are framed
in green (correct match), samples with a different ID are framed in red (false match).

itive samples or only easy positives. Between those two alternatives, no clear advantage
was observable. Among the five assessed models, the use of easy positives yielded better
Top-1 results for two models, whereas employing all positives achieved better performance
in two other scenarios. In one case, equal performance between the two strategies was
observed.

Regarding the different model architectures, it was noticeable that the transformer-based
approaches outperformed the CNN models, irrespective of the model size. While the
number of parameters was comparable between EfficientNetB5 and the largest Vision-
Transformer, as well as between EfficientNetBO and VisionTransformer M, the Vision-
Transformers demonstrated higher accuracies compared to their respective CNN counter-
parts.

In general, this experiment indicated that the performance of the transformer-based
models improved with increasing model size, while this trend was not evident for the
tested CNN-based approaches, Accuracies for both CNN models were comparable, with
one model occasionally outperforming the other, depending on the chosen triplet mining
strategy. EfficientNetB5, with about 28.6 Mio trainable parameters, achieved the high-
est performance among the CNNs with a Top-1 accuracy of 0.60 while even the smallest
transformer with less than a tenth of the parameter count of EfficientNetB5 was able to
achieve a Top-1 accuracy of 0.58.
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5.3.2 Varying sample numbers and population sizes

Figure 5.6 illustrates the Top-1 re-identification accuracies obtained by varying the num-
ber of chickens within the population being searched and the number of images per chicken.
Similarly, Figure 5.7 shows the Top-5 accuracies for the different configurations.
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Figure 5.6: Top-1 re-identification accuracies for varying numbers of distinct chickens and
images per chicken. Results were obtained by averaging over multiple sets of 2-100 IDs.

The experiment yielded the highest accuracies for a population of two chickens, each
represented by five images. In this scenario, 98% of the images were correctly matched
(Top-1 accuracy) with a Top-5 accuracy of 1. As expected, accuracy decreased with both
an increasing number of chickens and a decreasing number of images per chicken. This
can be attributed to the growing challenge of a re-identification task when there are more

chickens but fewer images available per chicken.

The most challenging configuration involved 100 chickens and only two images per chicken
(k = 100, s = 2). In this setting, where only one matching image existed among 199
searched images, a Top-1 accuracy of 0.41 was achieved. This is significantly higher than
the probability of correct matching by chance, which is approximately 0.005. In this
setting, a Top-5 accuracy of 0.64 was obtained, which also marks the lower limit of all
tested configurations. When increasing the number of samples per chicken to three, a
Top-1 accuracy of 0.55 and Top-5 accuracy of 0.78 were reached for a setting with 100
chickens. Similarly, four images per chicken increased the Top-1 accuracy to 0.57 and
the Top-5 accuracy to 0.81. Here it is noteworthy that only 88 chickens in the entire
test set had five or more images. Therefore, this configuration was limited to a searched
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Figure 5.7: Top-5 re-identification accuracies for varying numbers of distinct chickens and
images per chicken. Results were obtained by averaging over multiple sets of 2-100 IDs.

population of 88 chickens, yielding accuracies of 0.59 (Top-1) and 0.86 (Top-5).

5.3.3 Discriminative features

In this experiment, we utilized Grad-CAM to analyze the relevance of image regions
among the evaluated approaches. Figure 5.8 shows the visualizations obtained for five
sample images from the test dataset for each of the assessed architectures and triplet
mining strategies. While the results cannot always be interpreted as a deterministic
assessment of the discriminative importance for each feature, they do provide an intuition
about which parts of the image are relevant for the purpose of re-identification. The
experiment indicated that the avian comb, wattles, and occasionally, the chicken’s earlobes
were the features which were most frequently emphasized across the different approaches.
Furthermore, it was noticeable that the CNN-based models captured information from
smaller spatial regions and often focused on a single feature, such as either the comb
or the wattles, while the transformer-based model attended to multiple, more diversified
parts of the head. Instead of focusing on a specific local area, transformers captured
global dependencies within the image, such as the comb, wattles, and various parts of
the chicken’s beak simultaneously. In addition, it was shown that all approaches, except
those based on Hard Negative Triplet Mining, were able to learn discriminative features
within the chicken’s head region. In contrast, utilizing hard negative samples caused
the models to sometimes focus on background features beyond the chicken, which may
not be advantageous for animal re-identification. This observation was made for both
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transformer and CNN-based approaches and aligns with the lower accuracies which were
observed for the Hard Negative Mining strategy in experiment 1.

The frequently noted focus on the avian comb and wattles as discriminative features of
a chicken aligns with human intuition and is supported by the approach presented in
Corkery et al. (2009), which investigated the avian comb as a biomarker. However, the
evaluations revealed that not only the outer comb profile, as used in the referenced paper,
served as a relevant feature. Depending on the approach, the entire comb (e.g., Vision-
Transformer L with Semi-Hard Negative Mining) and the edge between the comb and the
head (VisionTransformer S with Semi-Hard Negative + Easy Positive Mining) were also
considered relevant. Moreover, particularly in the case of transformer-based approaches,
attention was also given to diverse, small features within the chicken’s face that were
challenging to recognize as distinctive features from a human perspective. Overall, the
experiment confirmed that the approaches based on Semi-Hard Negative mining were able
to learn meaningful features for re-identification, going beyond random chance.
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Figure 5.8: Exemplary Grad-CAM visualizations for the evaluated model architectures and
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5.4 Discussion

5.4.1 Comparison to existing approaches for chicken re-identification

The existing literature on re-identification approaches within the domain of poultry is
quite limited. The method presented in this study is the first to employ deep learn-
ing for the purpose of re-identifying chickens from images. In a previous study (Corkery
et al., 2009), the avian comb, was identified as a potential biomarker, and re-identification
based on its shape was evaluated in a test setup involving 40 chickens with four images per
chicken. For that experiment, a Top-1 accuracy of up to 0.84 was reported. While these
results were promising for an initial investigation, the authors outlined several limitations
of their work that needed to be addressed. Their work focused solely on the avian comb,
requiring controlled conditions with chickens held in front of a clean background and in
a standardized pose to ensure clear visibility of the comb in all images. Moreover, each
recorded chicken had a relatively small comb, which prevented it from flopping to one
side — a condition that cannot be guaranteed in real farm environments. Instead, combs
might be damaged or distorted, which, combined with their natural growth, hinders the
exclusive reliance on combs for practical re-identification applications. In contrast to that
study, our approach utilized the entire head region and employed a deep learning approach
to learn which characteristics of the head region are beneficial for re-identification without
predefining specific features. The work in Corkery et al. (2009) focused on general feasibil-
ity, while our research takes a step towards a more robust solution applicable in livestock
applications. Using the same setting as Corkery et al. (2009) with 40 chickens and four
images per chicken, our approach achieved a Top-1 accuracy of 0.70. Despite being lower
than the pilot study results, it’s crucial to note that our images were captured under real
farm conditions in a commercial chicken house, encompassing all external factors such as
varying poses of the chickens, damages or distortion of the comb, and varying illumination
conditions. While our study was not limited to the avian comb, the analysis of important
image regions in experiment 4 suggested it to be a relevant feature for re-identification.
However, most of the evaluated configurations in the experiment did not solely attend to
the comb but rather considered it in conjunction with other features such as the wattles
and earlobes. This multi-feature approach enhances the robustness of the method by
ensuring functionality even when the comb is obscured.

5.4.2 Ground-truth data limitations

In this study, we based our approach for re-identification on images capturing the head
area of the chickens. At first sight, this might seem counterintuitive, considering the
potential additional visual features on the chicken’s body that are ignored if the focus
is limited to the head region. However, the analysis of the body primarily focuses on
the plumage, which is highly subject to change over time and appears very similar for
each chicken, lacking distinct features at first glance. While deep learning algorithms
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may be able to learn discriminative features from the plumage or other body parts, there
is a significant risk of unintentionally learning indicators for chicken re-identification.
Examples of such features could include damages or dirt in the plumage of a chicken, or
the orientation of the feet. These features are consistent within a short period of time,
for example, between consecutive frames, but they lack permanence and are not useful
as biometric markers for re-identification. Especially in a data collection setup that is
based on single sequences per chicken, as was used in this study, the risk of learning non-
permanent features is significant. Focusing solely on the head region can still result in
similarities between frames within a sequence; however, head orientation typically varies
throughout the recording. This variation in the training data reduces the risk of the model
learning head orientation as an unintended feature for re-identification.

While experiment 4 demonstrated that the head region provides features relevant for re-
identification, some of these features, such as the comb morphology changing as chickens
mature, may potentially limit their long-term effectiveness. Therefore, it is recommended
to conduct long-term data collection, including labeling chickens, to evaluate this potential
issue.

Another relevant aspect of our data mining strategy is the occurrence of false negative
samples. Although the automated image recording in real laying hen farms, as employed
here, allows for the simplified collection of many images, it can also result in a single
hen being recorded multiple times and misidentified as distinct animals. To mitigate
this issue, we implemented several measures for both training and validation. These
measures included collecting data over multiple weeks and enforcing a minimum time
distance between negative pairs when forming training triplets. Nevertheless, completely
eliminating false negatives may not be entirely feasible. In the context of validation,
this means that a correctly identified chicken could be evaluated as a false prediction,
potentially underestimating the true re-identification accuracy.

5.4.3 Practical applicability

As the present study aimed to establish a foundation for re-identification approaches in
practical settings, its real-world applicability is crucial. Given our method’s focus on
matching chicken head images, its application in a practical farm setting requires integra-
tion with a head detection and cropping method. The current study utilized a standard
YOLOv5 model for preprocessing image datasets, which could also be a promising option
for future applications. This would also enable automatic image filtering based on the
presence of key chicken features, mirroring our data collection methodology that ensured
images of sufficient quality for accurate matching.

Experiments showed that matching accuracies beyond 90% could be achieved for small
animal populations when considering multiple images per chicken. These accuracies de-
creased to around 0.4 (Top-1) and 0.6 (Top-5) when only one matching image was avail-



136 Chapter 5

able within a population of 100 chickens. Determining whether these accuracies are ” good
enough” for real applications depends on the specific application. For tracking methods
that aim to identify individual chickens within a video sequence, the number of chickens
considered is usually small, and consecutive frames often show high similarity. Therefore,
our re-identification method can be expected to deliver high accuracy in such tracking
scenarios. Similarly, monitoring small test groups of chickens in a farm environment, for
example, for scientific purposes, where providing multiple images of a certain chicken is
feasible, is expected to be successful. On the other hand, the most extreme application
would be a one-shot recognition of chickens within crowded commercial farms. In such
a case, only one matching image would be available, even though the population size is
large. While our results indicate accuracies significantly exceeding chance levels, they
might not be reliable enough for such applications. Addressing this challenge requires
either simplifying the re-identification task itself or further enhancing the current accu-
racy of our method. To enhance the performance of our method, one option could be
to further standardize recordings to ensure clear visibility of relevant features. Although
the camera in our recording setup was positioned near a drinker to capture each animal
in a similar pose, the actual poses varied significantly. An effective strategy to address
this issue could be to record only when chickens are actively using the drinker, ensuring
a more standardized pose during capture. Recording entire sequences of each chicken
would further allow for acquiring multiple images per chicken, thereby enhancing match-
ing accuracy. Additionally, future data collection efforts should consider incorporating
long-term data encompassing various stages of chicken development, such as comb and
wattle growth. Given the increased complexity of the data collection, this issue was not
addressed in the current study.

5.5 Conclusions

In this work, we presented an approach for the re-identification of individual laying hens
within an uncontrolled farm environment. We gathered a detailed image dataset to train a
neural network using the transformer architecture. The goal was to develop a transformer-
based neural network capable of learning distinct representations for individual chickens.
Using various triplet-mining strategies and model sizes, the model architectures were then
assessed in comparison to traditional CNN-based approaches. Moreover, the analysis ex-
amined whether the number of available images per chicken and the population size affect
the re-identification accuracy, and which visual features of a chicken’s head are relevant
for the specific models. Results demonstrated that the transformer-based architectures
outperformed CNN models, while the use of semi-hard negatives during triplet mining
yielded the best results among all evaluated configurations. The variation in population
size and sample number per chicken resulted in re-identification accuracies exceeding 0.95
for simple configurations with small populations and multiple images per chicken. In the
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most challenging scenario, with only one matching image and a population size of 100
chickens, accuracies remained around 0.4 (Top-1) and 0.6 (Top-5). Furthermore, it was
revealed that the evaluated models learned to prioritize features such as the comb, wat-
tles, and earlobes, aligning with human perception. However, they also attended to the
entirety of individual features and characteristics of a chicken’s head.

We conclude that the proposed approach shows promise for re-identifying individual hens
even when recorded in an uncontrolled farm environment, laying the groundwork for
future applications in animal tracking and monitoring.






Chapter 6

General discussion
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This thesis explored the use of computer vision for individual livestock monitoring, aiming
to advance the field by developing robust, practical, and effective methods specifically
designed for application in commercial farm environments. This involved the development
and evaluation of both novel techniques and advancements to existing solutions, with a
particular focus on addressing limitations that impede their practical application. These
limitations included robustness to environmental effects and variations, as well as factors
such as decision transparency and the adaptability of methods to multiple use cases.

In this context, it was hypothesized that the utilization of state-of-the-art deep learning
methods would enable individual animal monitoring solutions in uncontrolled commercial
farm environments. In Chapters 2 through 5, four deep learning-based methods were
presented, focusing on the use case of assessing plumage condition in laying hens. However,
these methods were developed with broader applicability in mind, aiming to establish a
monitoring framework that is modular and adaptable beyond the specific use case. To
achieve this, the four approaches were designed as modular components, allowing them
to be combined or used independently with other methods.

In Chapter 2, ChickenNet, a deep learning model for detection and segmentation with an
additional regression output for assessment tasks, was developed. The model was trained
on image data from a commercial laying hen farm, with images artificially augmented
during training to introduce additional variance. It was shown that the model was able
to detect chickens with an accuracy of up to 98%, while plumage conditions were assessed
with an accuracy of 92% compared to human annotators. Moreover, it was revealed that
the performance of neither hen detection nor plumage condition assessment was generally
enhanced by the use of additional depth information.

Based on these results, Chapter 3 utilized the developed ChickenNet architecture and
investigated the implementation of different uncertainty estimators into the assessment
model. In this work, it was revealed that the uncertainty estimation derived from the
predicted occlusion level did not correlate with the predictive error of the model. How-
ever, the proposed estimation of epistemic and aleatoric uncertainties did demonstrate
such a correlation. Consequently, rejecting assessments identified as uncertain by these
two estimators enhanced the overall assessment performance of the model. In addition,
the transferability of both the uncertainty estimation methods and the ChickenNet archi-
tecture to a different use case, such as human age estimation, was demonstrated.

Chapter 4 then focused on the assessment based on information from entire image se-
quences rather than single images to enhance the quality of assessment. The core principle
of this approach was to fuse multiple individual assessment predictions made within one
or more sequences to generate a final output. For the weighting of the individual predic-
tions, the uncertainty estimators developed in Chapter 3 were utilized. The fusion-based
assessment outperformed the traditional image-based approach by up to 3% for plumage
condition assessment and up to 7% when evaluated on the human age estimation dataset.



6.1 Contributions and methodical reflection 141

Such improvements were confirmed for both aleatoric and epistemic uncertainty estima-
tors, as well as for image sequences of varying lengths.

Finally, in Chapter 5, a similarity learning approach was developed for the re-identification
of individual hens to enhance visual monitoring. This study addressed both the associa-
tion of detections within sequences, building upon the previously developed method, and
the re-identification of laying hens in general. While the evaluated transformer-based
architectures outperformed the CNN-based approaches in all tested configurations, the
best results were obtained when combining the transformer architecture with a training
strategy that utilizes semi-hard negative samples. Within a small group of fewer than five
chickens and given multiple image samples per chicken, the Top-1 matching accuracies
surpassed 90%. Accuracy decreased as the number of chickens increased and the num-
ber of images per chicken decreased. This resulted in matching accuracies between 40%
and 60% for a group of 100 chickens, depending on the available number of images per
chicken.

In the following sections, a more detailed discussion and methodical reflection is provided
on each of the developed approaches, emphasizing their contributions to the overarching
objectives of this thesis. Given the high importance placed on the practical application of
the developed methods, considerations for deployment are discussed in a dedicated section.
Finally, the societal relevance and potential implications for current practices in livestock
farming are discussed, concluding with a look towards future research directions.

6.1 Contributions and methodical reflection

This section discusses the scientific contributions of each approach developed in this thesis.
The discussion centers on how these approaches align with the overall thesis objectives
and their potential impact on the practical application of individual animal monitoring.
Additionally, a methodological reflection, addressing both the strengths and limitations
of the techniques employed.

6.1.1 End-to-end deep learning for individual animal assessment

The method developed in Chapter 2 aimed to provide an approach for assessing individual
animals within a flock while considering the challenges posed by commercial farm envi-
ronments. Looking at the overall scope of this thesis, the outcome of this chapter — a
neural network for simultaneous detection, segmentation, and assessment — can be seen
as the foundation of the methods developed in subsequent chapters, providing individual
animal assessments for further processing.

The first contribution to the overarching objective of advancing individual animal mon-
itoring in livestock farming was the transition from the group level to the individual
animal. This was addressed by utilizing the Mask R-CNN architecture as a backbone,
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offering multi-object detection and segmentation for each input image. This allows to ex-
tract multiple animals from an image and to provide assessments on an individual level.
Reflecting on this methodology, it could be argued that a simple detection without an
additional segmentation might have been sufficient, shifting the focus towards the indi-
vidual more efficiently than a complete segmentation. While the argument is valid, the
architectural choice was mainly made for flexibility reasons. During this early stage of
development, it was not yet clear whether subsequent methods could benefit from the
precise segmentation of an animal without background information. To maintain this
option, both bounding boxes and segmentation masks were obtained. The additional re-
gression output was introduced to enable the model to learn numerical assessments for
each individual detection, in extension to the usual classification. While most assessment
tasks in animal monitoring could also be formulated as classifications, the regression out-
put becomes valuable for assessments whose outputs are based on a continuous spectrum.
Other examples beyond the evaluated use case of plumage condition assessment could
include estimating animal weight or age. In such cases, regression can produce smoother
transitions, whereas classification might lead to abrupt changes in the output.

The second contribution of Chapter 2 to the overall objective was to ensure robustness
against environmental conditions in a commercial farm. This motivated the choice of
a learning-based approach that was trained on image data acquired in a practical farm
environment. In contrast to traditional approaches that rely on manually designed fea-
tures, relevant features can be learned directly from the images. This allows to achieve
invariance against variations typically encountered in farm settings, such as image noise,
illumination changes, and occlusions. Additionally, to accommodate changes in environ-
mental conditions and the animals themselves, data collection was conducted in three
stages, with several weeks apart. To further increase the variation, artificial augmenta-
tions were incorporated into the images during the training process. Nevertheless, even
with the provided image data and additional augmentations, it remains impossible to
encompass all potential variations that may arise in a farm environment. It is undeniable
that conditions can be more extreme than what the data collection in the aviary of a
single farm could capture. For instance, factors such as camera pollution or the effect of
different chicken breeds were not taken into consideration. These can only be addressed
through extended and long-term data collection across multiple farms.

While being evaluated for the use case of assessing plumage condition in laying hens,
the selected learning-based approach offers the flexibility to be extended to other animal
monitoring tasks by training the model on different data. Potentially, this includes any
task that requires assessing individual animals. When adapting the method to other
tasks, it is important to note that the quality of the results is significantly affected by
the training data. For animal monitoring tasks traditionally conducted manually, this
presents two key challenges. The first challenge concerns the quantity of the collected
training data. Larger datasets capture a wider range of visual variances compared to
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datasets with a limited number of images, which is beneficial for the generalization ability
of the trained model. Acquiring and manually labeling large datasets, however, requires
significant effort, storage capacity, and eventually, higher costs. The second challenge
relates to the quality of data, particularly the ground-truth labels. Human assessments of
animal monitoring tasks are often subjective, potentially leading to ambiguity in the labels
used to train the model, as observed in our experiments on plumage condition assessment.
This issue could be approached by collecting multiple independent, assessments for each
image and averaging the resulting labels to create a more reliable ground-truth value.
While this may enhance the quality of the labels, it also increases the efforts required for
data collection and the associated costs.

Theoretically, the application of the presented method is not limited to the domain of
animal monitoring and could be employed for any type of assessment task that requires
the prediction of a numerical value for a detected object. This potential for transferability
was indicated by our successful retraining of the model for age estimation, achieving good
performance. Nevertheless, the promising results do not guarantee universal effectiveness
in all use cases. Moreover, while the method can be adapted for various purposes, it
might not always be the most efficient choice. This can be illustrated by the example of
human age estimation from pedestrian images. While our experiments on these images
aimed to showcase transferability on a publicly available dataset, this specific task did
not necessarily require object segmentation or detection, potentially making the method
over-engineered for this application.

6.1.2 Uncertainty estimation for reliable assessments

After Chapter 2, the methods developed for animal monitoring involved a neural network
capable of providing assessments for individual animals housed in larger groups. Still,
at that stage, the network was giving assessment predictions whenever an animal was
detected in an image. These predictions were made entirely without considering aspects
like the complete visibility of the animal or the overall image quality. Additionally, no
indication of the assessments’ quality or reliability was provided. In regards of practical
application, this approach was suboptimal for understanding the decisions made by the
model and also hindered the prioritization of specific predictions for subsequent processing
tasks.

Therefore, in Chapter 3, this issue was addressed by developing methods to estimate the
uncertainty of each prediction made by the assessment model. This estimation allowed
us to identify and reject erroneous predictions, as demonstrated in the experiments of
this chapter. Regarding the implementation of automated animal monitoring solutions in
real-world scenarios, the approach tackled two key challenges.

First, it allowed the handling of unexpected inputs and inputs of low quality. As discussed
in Section 6.1.1, it is nearly impossible to collect training data that covers all potential
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variations that could arise from the farm environments and the monitored animals. This
means, in an uncontrolled environment, the model will inevitably encounter input that it
has not been trained on. The estimation of epistemic uncertainty enables the indication
of such unforeseen situations and allows the model to say that it’s uncertain due to a
lack of knowledge. Aleatoric uncertainty enables the same capability but for input images
that are of insufficient quality for the assessment task. While in a farm environment,
it cannot be avoided that factors such as reflections, dirt, or motion blur may affect
the image quality, the indication of uncertainty at least allows for the exclusion of such
compromised images.

The second challenge addressed by this approach was the transparency of decisions. This
becomes particularly relevant for a monitoring system when conveying assessments to
users. Instead of being a black box that simply provides a prediction, the assessment
model can now indicate the level of uncertainty associated with a prediction and whether
the uncertainty stems from weaknesses in the model itself or from poor input quality. This
would, for instance, allow a farmer to determine whether indicated health issues in a farm
are based on reliable model predictions or on predictions compromised by external factors.
In general, by offering a clearer understanding of decisions, uncertainty estimation helps
prevent overinterpretation or excessive reliance on specific model predictions.

The motivation behind implementing uncertainty estimation in the presented manner
was to avoid the need for manual definition of every source of uncertainty beforehand.
Especially for the application in uncontrolled environments with numerous influencing
factors, this characteristic is crucial. The method’s ability to either learn uncertainty
implicitly during training (aleatoric uncertainty) or to estimate it during inference (epis-
temic uncertainty) also facilitates its adaptation for other monitoring tasks under varied
conditions. However, this enhanced flexibility simultaneously poses a limitation in terms
of the practical application of the approach, as it only offers a quantitative estimation
of uncertainty. Even though the method distinguishes between epistemic and aleatoric
uncertainty, it currently lacks the capability to precisely explain the reasons behind high
or low uncertainty estimates. For instance, high aleatoric uncertainty could arise from a
dirty camera lens or from a non-ideal pose of the animal hindering the assessment. From
a user perspective, such additional differentiation would enhance assessment transparency
and simplify the initiation of corrective measures, such as cleaning the camera. Future
research could, therefore, focus on providing more comprehensive information on this as-
pect. An initial step might involve distinguishing technical quality metrics of an image,
such as exposure or sharpness, from other content-related quality issues, such as the pose
of an animal. While the technical quality metrics apply uniformly to various visual assess-
ment tasks, content-related issues strongly depend on the specific use case. Checking the
technical image quality in an initial preprocessing step before estimating the uncertainty
of the prediction could enhance the traceability of decisions and still maintain flexibility
for the specific application.
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While our experiments on human age estimation made an initial attempt to demonstrate
the transferability of uncertainty estimation to other domains, future research could delve
deeper into exploring uncertainty-aware predictions in animal monitoring beyond regres-
sion tasks. Specifically, extending uncertainty estimation to other aspects of the assess-
ment method, such as the animal detection, could be promising. This would enable the
filtering of unreliable detections, thereby ensuring that only the most confident predic-
tions are used for further analysis. This extension would introduce an additional layer of
detail and transparency by indicating whether the animal itself is well-recognized before
conducting any assessment.

6.1.3 Uncertainty-aware fusion of sequence information

While Chapters 2 and 3 focused on enhancing assessments derived from individual images,
Chapter 4 expanded this scope by investigating the fusion of information from entire image
sequences. The central idea in this part of the research was that assessments derived
from multiple images within a sequence of an animal can vary in their reliability and
informativeness. By aggregating these assessments and selectively incorporating those
with low uncertainty into the final assessment, the aim was to improve the overall quality
and robustness of the assessment process.

This work made use of the previously developed methods to obtain assessments on indi-
vidual animal level and weight them by their estimated uncertainty. Considering the goal
of this thesis is to develop robust deep learning approaches for individual animal monitor-
ing, it may initially seem contradictory not to choose an end-to-end learning approach for
sequence assessment. Such an end-to-end approach appears as a valid choice and could
have been realized by adjusting ChickenNet to process entire image sequences. However,
the decision to utilize multiple independent predictions on image level and fuse them was
made having the practical application and the adaptability of the method in mind. The
fusion of multiple individual assessments enables the exchange of the underlying assess-
ment model. Thus, existing models trained on single images can be extended to process
entire sequences, which is crucial when integrating this method with existing tools. In
contrast, an end-to-end model would require training the model on entire image sequences,
which might not always be available for each animal monitoring use case. Looking at sim-
ilar assessment approaches in other domains, end-to-end models typically require defining
the sequence length beforehand (Wang et al., 2022b). This, in turn, would restrict the
system to sequences of a specific length while excluding any recordings of animals that are
shorter than the required length. Both characteristics hinder the practical applications of
the approach.

In contrast, our method presented in Chapter 4 does not require training on entire se-
quences and provides a greater flexibility regarding sequence length. In the experiments,
it was shown that the approach outperformed image-level assessment even with a limited
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number of images per sequence. Moreover, avoiding simultaneous processing of multiple
images, as required by end-to-end solutions, reduces computational complexity. This is
particularly relevant for commercial applications where efficiency is crucial.

Similar to Chapters 2 and 3, Chapter 4 also demonstrated the transferability of the de-
veloped approach to other use cases, as exemplified by its application in human age esti-
mation. Here, it is noteworthy that applying this method across various use cases, within
animal monitoring or beyond, might require the adjustments of model parameters. One
parameter is the uncertainty threshold that determines the level of uncertainty beyond
which an assessment is disregarded for the final evaluation. The higher the threshold, the
more assessments are ignored. In use cases where obtaining a sufficient quantity of images
per animal is not a challenge, this threshold could be set higher compared to scenarios
with limited observations per animal. Future research could further focus on replacing this
fixed threshold with an automated calibration mechanism or a learning-based approach.
Such advancement would simplify deployment for other monitoring tasks.

Likewise, the prioritization of specific viewpoint clusters, as explained in Chapter 4, is
only beneficial when the presence of specific characteristics definitively determines the
final assessment. For assessment tasks where this is not the case, such prioritization may
be irrelevant and could be disregarded, as was done for the evaluated task of human age
estimation.

6.1.4 Similarity learning for chicken re-identification

A limitation of the method presented in Chapter 4 was the use of ground-truth identity
labels to associate different assessments to a certain individual. Real-world applications,
however, lack this pre-existing identity information, which becomes critical when dealing
with multiple animals recorded simultaneously. Consequently, an online mechanism for
assigning measurements to specific animals would be necessary in such situations.

Integrating an existing, fully functional tracking method in the final chapter could have
addressed this limitation and provided a comprehensive synthesis of the methods devel-
oped throughout this thesis. In this regard, established methods like Simple Online and
Real-time Tracking (SORT) (Bewley et al., 2016) or Deep SORT (Wojke et al., 2017)
appeared readily integrable. However, these approaches have limitations for their ap-
plication in animal monitoring. Basic methods such as SORT, which depend only on
motion models, exhibit shortcomings in the presence of occlusions (Wojke et al., 2017),
a common challenge in dense animal groups. While more advanced methods like Deep
SORT additionally consider appearance information through learned feature embeddings
for identity discrimination, the underlying embedding models are typically trained on per-
son re-identification datasets, limiting their effectiveness for chickens. Given the critical
role of data association in the overall monitoring system, it seemed impractical to use a
pre-trained feature embedding model.
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A straightforward approach could have been to train the feature embedding model of an
existing tracking method on chicken data. However, the neural networks in these meth-
ods are often simple, focusing on short-term tracking and instance-matching between
individual frames of a sequence. In animal monitoring, data association is not only rele-
vant within short sequences, as required by the method in Chapter 4. Instead, continuous
monitoring of an animal requires the assignment of measurements taken at different points
in time, thus demanding long-term re-identification of the individuals.

Therefore, in Chapter 5, we chose to delve deeper into the re-identification topic, devel-
oping an approach that contributes to the automation of animal monitoring by not only
serving as a foundation for improved short-term tracking, but also addressing long-term
re-identification goals. A key consideration during method development was, once again,
the applicability in commercial farm environments. Despite environmental effects on the
visual appearance of the animals, this scenario involves large groups where obtaining train-
ing images for each individual chicken is infeasible. Thus, we opted for a deep learning
approach for similarity learning, which aims to predict whether two input images belong
to the same identity. This approach allowed for the recognition of an individual without
prior training on images of that specific individual. Furthermore, it also facilitated future
training on images of other livestock species.

Despite the development of a data association method suitable for commercial farm en-
vironments, Chapter 5 also addressed the fundamental question of the feasibility of re-
identifying chickens. In this context, this chapter can be considered early-stage research,
in contrast to the previous chapters, which primarily focused on addressing weaknesses
in existing monitoring approaches and enhancing their robustness. This focus on fea-
sibility was primarily motivated by the significant proportion of chickens in livestock,
making them highly relevant for animal monitoring. Although distinguishing individ-
ual chickens may seem challenging for humans due to the chicken’s similar appearance,
successfully implementing re-identification techniques could offer significant benefits for
livestock monitoring and was therefore investigated. Despite its importance, image-based
re-identification methods have received little attention for chickens compared to other
livestock animals. For example, re-identification methods have been developed for cows
(Wang et al., 2023; Chen et al., 2022b) and pigs (Wang et al., 2022a; Wang and Liu,
2022), whereas chicken re-identification has only been explored in one preliminary study
(Corkery et al., 2009).

The experiments in Chapter 5 indicated the general ability to re-identify individual chick-
ens in different images, even when recorded in uncontrolled farm environments. Here,
promising results were obtained for groups of chickens with up to 100 individuals. Nev-
ertheless, the results were not yet at a level that would enable reliable re-identification
of individual animals within a commercial flock comprising thousands of birds. However,
for small groups such as those present in research environments, or for data association
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within image sequences, the shown accuracy can expected to be sufficient. Verifying this
expectation by integrating the re-identification approach with the previously developed
monitoring methods could be focused by subsequent research. Another question to ad-
dress could be the application of the re-identification model to other livestock species.
Considering the promising results on laying hens and the learning-based method that
allows retraining on other data, there is a good chance, but currently no evidence, that
the approach would reach similar performance in other animals.

6.2 Practical implications

While the first part of this final chapter discussed the scientific contributions and lim-
itations of the developed approaches in relation to the overall research objectives, the
following section addresses considerations for the practical application of the developed
methods, which was a central focus of the research. This includes the integration and
transferability of the presented methods, enabling them to be utilized as a toolbox for
various monitoring tasks. Moreover, broader practical considerations that extend beyond
the software focus of this thesis are discussed.

6.2.1 A toolbox for automated animal monitoring

The methods developed in this thesis aimed to enhance monitoring robustness, primar-
ily focusing on their application in uncontrolled farm environments. Additionally, these
approaches were designed to be sufficiently flexible to adapt to various animal monitor-
ing use cases. This resulted in the development of a framework comprising several deep
learning-based techniques, addressing common challenges encountered in animal monitor-
ing.

To finally evaluate all developed methods in combination, it is still necessary to integrate
the re-identification approach from Chapter 5 into the sequence assessment method de-
veloped in Chapter 4. However, it is important to recognize that the presented work
encompasses a comprehensive range of methods while not all of them may be essential
for every use case. Instead, they can be seen as a “toolbox” for individual animal moni-
toring, from which the methods can be chosen as needed. For instance, in tasks such as
visual weighting of animals, it might be beneficial to indicate the uncertainty of predic-
tions while the fusion of measurements taken from different viewpoints might not improve
the quality of the weighting results. In contrast, more holistic assessments, such as the
evaluated plumage condition assessment benefit more from the fusion of information from
multiple images. Similar applies to the re-identification of animals, which, as explained
in Chapter 5, is not necessary in every application. The added value of simultaneously
employing all methods further depends on whether they are intended for integration into
existing systems. For instance, if a monitoring system that only provides single images per
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animal is to be expanded, the ability to fuse multiple images from a sequence is logically
unnecessary.

A core principle pursued during development was the interchangeability of individual
methods within the entire framework. This allows for the replacement of, for example, the
detection and assessment model without the requirement to adjust downstream processing
methods. Moreover, the framework can be adapted to other monitoring tasks by simply
using different training data. This capability was demonstrated throughout Chapters 2
to 4, with human age estimation serving as an example.

Despite the interchangeability, transferability is crucial for practical implementation. It
reduces development effort and associated costs, eliminating the need to create entirely
new approaches for each specific application. When adapting a new use case, the effec-
tiveness of the entire framework is significantly influenced by the underlying detection
and assessment model. Therefore, for the practical implementation of these methods in
other applications, it is crucial that the model is well-trained for the specific application
case. This requires sufficient high-quality data for the particular task. In this regard,
diversity and balance of the data are important to ensure that the model is not biased
towards specific patterns or viewpoints. However, data collection for specialized ani-
mal monitoring tasks is often time-consuming and expensive, resulting in relatively small
datasets. In this regard, transfer learning offers a promising approach to address this
limitation. Large-scale public datasets like ImageNet encompass an extensive number of
images from various domains, providing valuable training resources for deep learning al-
gorithms. Moreover, the underlying visual characteristics shared among different animal
monitoring tasks enable the pre-training of models that capture these common patterns.
This significantly reduces the amount of training data required for specialized tasks. An
example is health monitoring in laying hens and broiler chickens. While both tasks differ
in their specific objectives and focus on different animal species, shared visual character-
istics, such as body shape and posture, enable pre-training models on a large dataset of
chicken images and fine-tune them on a smaller dataset of images specifically for each
species.

6.2.2 Implementation beyond algorithms

While this thesis focused on the question of how deep learning approaches can be utilized
to enhance the performance of animal monitoring algorithms in uncontrolled farm envi-
ronments, it is crucial to acknowledge that the development of robust software alone is not
the only determinant of an effective camera-based monitoring system. Even though it is
essential to ensure that algorithms are able to handle diverse environments, it is usually
unnecessary to build resilience against every imaginable extreme situation. Instead, a
more efficient approach involves proactively mitigating external disturbances before they
can impact the recorded images. Considering image-compromising factors such as dirt
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on the camera lens or sunlight reflections, the developed methods addressed these issues
and focused on minimizing their impact on monitoring performance. However, avoiding
such environmental disturbances from the beginning would further enhance the overall
performance and reliability of the animal monitoring system.

In this regard, one key aspect is the placement of cameras within the farm, which can
significantly minimize the influence of environmental factors. For instance, selecting a con-
trasting background, avoiding direct sunlight, and ensuring that cameras are not placed
under porches can prevent dirt on the lens and reduce variability in input images.

Beyond camera placement, hardware selection plays a significant role in mitigating envi-
ronmental disturbances. Proper housing protects cameras from dust, moisture, and other
environmental factors that can degrade image quality. Additionally, cameras equipped
with adaptive lighting capabilities and automatic focus mechanisms can effectively handle
varying lighting conditions and ensure a sharp focus on the target animal.

Another promising approach, which has been the subject of research in other domains such
as the automotive industry (Lee et al., 2017), is the development of self-cleaning devices.
Unlike passive protection, these devices actively clean the camera lens to maintain a
clear view. Nonetheless, it is obvious that not all external disturbances can be avoided,
especially regarding variations among animals themselves, which are beyond the control
of the monitoring system. This underscores the relevance of robust image processing
methods, as developed in this work.

6.3 Societal relevance

All approaches and methods developed in this thesis aimed to contribute to the estab-
lishment of systems for automated individual animal monitoring in practice. In addition
to the scientific objectives discussed earlier, this aim also involved addressing societal
concerns and influencing current practices in livestock farming. Therefore, the follow-
ing section explores the societal relevance of the developed methods while highlighting
four aspects: public acceptance, economic benefits, animal welfare and ethical considera-
tions. The section is concluded by a brief overview of potential future research directions,
extending the present work.

Public acceptance

To actually yield a benefit for society, automated animal monitoring needs to achieve
widespread adoption beyond research and prototypes, which means it must be adapted
by stakeholders in commercial livestock farming. To achieve this, it is crucial that stake-
holders trust technology and are willing to actively use it. In this context, the term
”stakeholders” primarily refers to farmers, but also encompasses researchers, animal ex-
perts, and the general public. A recent study that investigated the perception of sensor-
based continuous monitoring in laying hens identified doubts about the effectiveness and
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validity of health and welfare assessment methods as the biggest obstacle for successful
implementation in the sector (van Veen et al., 2023).

In this regard, the contributions of this thesis were twofold. First, it addressed the
effectiveness of monitoring solutions in uncontrolled farm environments by enhancing
their robustness. The deep learning methods showed strong performance for the use case
of plumage condition assessment under conditions of a practical farm settings, while also
being able to flag potentially inaccurate predictions. This increased transparency was
the second contribution to address stakeholders’ doubts about effectivity. Even though a
model might not provide completely precise assessments at any time, the ability to indicate
the reliability of a predictions can significantly foster trust in the overall monitoring
system. However, while the estimation of uncertainty in the neural network decisions was a
first step in the right direction, it must be acknowledged that there is still a huge potential
to improve the transparency of deep learning-based monitoring systems. Ideally, such a
system would offer explainable recommendations to users, enabling them to understand
and evaluate the system’s decisions.

Moreover, according to Hubbard and Scott Hubbard and Scott (2011), the acceptability of
monitoring techniques can be improved by incorporating measures that align with those
already used by farmers and experts in manual assessments. In this thesis, the principle
was applied by using plumage condition scores from established manual scoring systems
to train the assessment model. Nevertheless, this aspect should be carefully considered
when adapting the methods to other applications.

Finally, to ensure the acceptance of monitoring methods in practice, it is evident, yet
crucial, that the application actually provides benefits to the stakeholders. These may
include a reduced workload for farmers, the potential for new insights for researchers, or
enhanced animal welfare standards. Often, these benefits align with economic advantages,
which will be further explored in the next section.

Economic considerations

Economic aspects play a key role in driving the commercial adoption of automated animal
monitoring systems. In general, most automated solutions in livestock farming aim to re-
duce labor, either in response to labor shortages or to make processes cost-efficient, thereby
increasing productivity. This typically involves replacing manual labor with machinery.
Automated monitoring does not exclusively focus on replacing manual tasks; instead,
novel approaches often aim to provide additional value that could not be achieved through
manual monitoring. For instance, manual welfare assessments are typically sample-based
and subjective, whereas automated solutions offer the opportunity for continuous and
objective assessments. However, this does not imply a complete replacement of manual
animal checks, nor is it the intended result. Automated monitoring, instead, serves as a
supportive tool for farmers to make more informed, data-driven management decisions.
From an economic perspective, this is particularly beneficial in improving reaction times
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during emergencies, thereby enhancing farm yields. Even if the systems do not replace
manual interaction with animals, they reduce the overall workload for farmers in the
long term. Repetitive tasks such as documentation and data transfer can be significantly
simplified by automated systems, freeing up time for farmers to focus on more valuable
aspects of animal care and management.

Despite the monetary benefits of improved decision-making and reduced manual work-
load, investment costs represent the second critical factor to consider when evaluating
the financial viability of automated animal monitoring systems. Key cost drivers in this
context are the installation and hardware of the systems. For vision-based systems, as
focused on in this thesis, the primary contributors to hardware costs are cameras and
processing units. To ensure the practical applicability of the developed methods, device
selections were made with financial considerations in mind. For instance, in Chapter 2,
both normal color images and color images with additional depth information were eval-
uated, yielding comparable accuracies for the specific use case. Due to the higher cost of
cameras and processing required for depth information, the choice was made for standard
color images.

In general, the more devices needed on a farm, the higher the investment and installation
costs. Thus, the preferred solution from an economic perspective would be a one-for-
all monitoring system. This makes scalability of monitoring methods a crucial feature.
Compared to other sensors which are specialized on measuring a single metric, camera-
based monitoring offers the advantage of being able to address multiple tasks with a single
sensor. For example, scales used for weighing animals could be replaced by cameras,
which could also assess the animals’ health and welfare. Considering the task of plumage
condition assessment in laying hens, an intuitive approach might involve using thermal
cameras to detect damage in the plumage. In a preliminary data collection, we tested
such a camera and indeed revealed clear visibility of plumage damages in thermal images
(Figure 6.1). However, the use of the tested device would be highly specific to this
application, while exceeding the costs of standard color cameras by orders of magnitude.
Thus, it was not selected for development. Moreover, to reduce the need for multiple
cameras, this thesis focused on methods that enable the simultaneous recording of multiple
animals while shifting from group-level to individual animals within the software. This
approach enhanced scalability, resulting in reduced investment costs per task.

Animal welfare

The developed methods have made efforts to bring automated animal monitoring closer
to practical application and to promote its usage in commercial farm environments. As
previously discussed, robust and effective monitoring methods can extend the scope of
manual animal checks, achieving an assessment quality that surpasses human inspection.
This also applies to the assessment of welfare parameters. While the quality of manual
assessments often depend on the observer, standardized data acquisition by autonomous
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Figure 6.1: Thermal image recording of laying hens on a farm. Plumage damages are clearly
visible due to higher temperatures in the affected areas.

systems could establish new standards for measuring animal welfare. Having a continuous
stream of assessment data, it becomes possible to precisely track changes over time. In
large-scale livestock farming, this is essential for early detection of issues, such as dis-
eases and critical behaviors, which laying hen farmers indicated as the most important
advantage of monitoring systems in a recent study (van Veen et al., 2023). Identifying
deviations in animal welfare parameters would further allow the immediate evaluation
of the effects of changes in feeding, environment, or human interaction on the animals.
This capability would be relevant for both research and commercial livestock farming.
Assuming a robust method for assigning distinct measurements to a particular animal,
permanent tracking of changes could even be possible at individual animal level.

Nevertheless, it must not be neglected that monitoring alone does not guarantee improved
animal welfare. Reliable systems are essential for supporting decisions, identifying issues,
and provide warnings. However, true welfare improvements require translating the infor-
mation into action. Therefore, the effective integration of monitoring methods into farm
management is essential, either as a support tool for human decision-making or through
automated adjustments. In this context, it is crucial to avoid complete dependence on
technology in the early stages, as this may lead to animal neglect, reduced husbandry
skills, and ultimately a negative impact on animal well-being.
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Ethical aspects

Beyond potential impacts on animal welfare, there are other ethical considerations that
arise with automated animal monitoring. Especially, the integration of deep learning ap-
proaches as a foundational element of the developed methods raises concerns inherent in
artificial intelligence and automated decision-making in general. With the increasing focus
on ethical implications of artificial intelligence, a multitude of guidelines and principles
have emerged (Jobin et al., 2019). Although this expansive field cannot be fully cov-
ered here, two principles are worth highlighting, as they are particularly relevant for the
application of automated animal monitoring systems: fairness and transparency.

These two aspects are closely related. Automated animal monitoring is designed to assist
in management decisions or even trigger autonomous adjustments in the farm. Therefore,
decisions made by the underlying models can have a significant impact on the animals.
If such a model is biased and makes unfair decisions regarding certain animals, this can
lead to inaccurate assessments, overlooked welfare concerns, or even harm to animals.
In order to prevent potential biases and ensure fairness, transparency is crucial. With-
out understanding how decisions are made, underlying issues cannot be addressed. In
Chapters 3 and 4 of this thesis, efforts were made to improve transparency in the model
assessments by indicating the uncertainty associated to the predictions. For detecting
biases, especially the epistemic uncertainty is relevant, as this model-related uncertainty
indicates whether model predictions are uncertain due to a lack of knowledge. For ex-
ample, if a model trained on data from one chicken breed is used to assess chickens of a
different breed, the resulting predictions would likely exhibit significantly higher epistemic
uncertainty. As already discussed in the context of public acceptance, this uncertainty
estimation can be seen as a first step towards transparency, while there is still a great
potential to make decisions more explainable.

Although monitoring systems themselves do not directly interfere with the animals and
can rather be seen as silent observers, the actions they trigger may have ethical impli-
cations for the animals involved. While assessments can be used to identify and address
health issues, improve living conditions, and enhance welfare, they can also be misused to
make decisions with negative consequences, such as culling of animals that are ”underper-
forming.” Ultimately, ethical considerations must guide the interpretation and application
of monitoring systems to ensure they serve as powerful tools for positive change and not
as a source of harm.

6.4 Future directions

While the four methods developed in this thesis addressed practical challenges of animal
monitoring, further research is essential to ensure the transition of automated monitoring
from prototypes to real-world applications in livestock farming. Initially, this involves
implementing the previously discussed improvements on the individual methods and con-
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ducting extensive testing on other animal species to ensure their effectiveness. One key
aspect in this regard is the creation of representative and balanced datasets to train and
validate the learning-based approaches.

Looking beyond the methodical improvements, the integration of the methods is a funda-
mental aspect for the (commercial) success of automated animal monitoring in livestock
farming. This integration includes two aspects. Firstly, it involves combining the di-
verse elements of the "toolbox” into a cohesive system. As argued previously, not every
use case requires the utilization of all methods; however, when combined, each method
influences the performance of the final system. For example, a perfectly accurate un-
certainty estimator that indicates false assessments becomes redundant if all assessments
are consistently inaccurate. Integration further involves combining multiple monitoring
tasks within one system. Simultaneously monitoring several animal-related parameters is
not only economically beneficial but also facilitates the detection of relationships between
different metrics. An example of this could be the simultaneous monitoring of health
conditions and feeding behavior. Having such an integrated system allows for centralizing
data and presenting analysis in user-friendly visual representations to support informed
decision-making.

Secondly, integration extends beyond the monitoring system itself, requiring incorporation
into the existing farm infrastructure, and potentially even beyond. This includes the
connection with other disciplines, such as animal behavior science, to provide better
analyses and effectively utilizing the obtained data. Here, the question of the optimal
utilization of the generated information arises. At its most basic level, an integrated
solution could involve a system that simply presents information, such as trend lines,
to be used by the farmer for making informed decisions. Taking a more sophisticated
approach, this could be extended to the automated detection of deviations and warning
systems that allow earlier adjustment management. Evolving further, monitoring systems
could also be connected to other systems, such as farming computers to automatically
make adjustments. Ultimately, information could even be used to be shared with other
stakeholders, such as veterinarians or feed suppliers, to further optimize animal health
and production efficiency across the entire agricultural network.

However, it remains crucial to be aware that establishing automated animal monitoring
in practice requires the trust and acceptance of users. Regarding the impact on living
animals, human interaction will be needed at least to double-check decisions made by
the system. Furthermore, surveys among poultry farmers have shown that completely
autonomous operating systems are currently not desired. This attitude might change
with the evolving establishment of automated monitoring solutions, but starting with
collaborative systems allows to understand and trust the technology before potentially
transitioning to more autonomous modes.
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Summary

The steadily growing world population and changing consumer behavior have significantly
increased the global demand for animal products in recent decades. This trend is expected
to continue in the coming years, with the demand for poultry products, in particular,
driving this development. A consequence and simultaneous reinforcement of this trend is
the increasing intensification and industrialization of animal husbandry, which promotes
the affordable availability of animal products. In this context, technological innovations,
especially the automation of individual processes, play a crucial role, as they can address
current challenges such as the shortage of skilled workers in the agricultural sector and
biosecurity concerns.

While automated solutions for feed and water supply or waste transportation are now
standard in modern livestock facilities, regular animal monitoring typically remains a
manual task. As a result, the quality of animal inspection heavily depends on the qual-
ifications, experience, and motivation of the respective inspector. In addition, it usually
relies on samples of individual animals taken at regular intervals. This approach does
not allow for continuous monitoring of the entire herd, making it difficult to intervene
quickly in emergencies. Given the high importance of monitoring for both animal welfare
and productivity, there is a huge potential for optimization. While wearable sensors for
continuous monitoring of vital parameters, especially in the dairy sector, have already
been established, their cost makes them economically unfeasible for implementation in
large herds, such as in the poultry sector.

In this regard, there is significant potential in utilizing camera-based systems for non-
contact monitoring of animals, which eliminates the necessity for individual sensors for
each animal. Additionally, cameras can monitor multiple parameters simultaneously. The
rise of deep learning methods in image processing further enables complex tasks, such as
evaluating behavioral patterns or detecting sick chickens. Although a variety of proto-
types for various monitoring tasks in animal husbandry have been developed in the past,
they have so far seen little practical application. One main reason for this is the lack of
reliability of image-based methods under the challenging environmental conditions in com-
mercial livestock farms. These include factors such as varying illumination, contamination
of cameras, or changes in the visual appearance of the animals. To become established in
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practice, monitoring systems must be robust against these influences. Moreover, the pre-
dictions of the underlying models must be transparent and reliable so that management
decisions for the welfare of the animals can be made based on them.

Therefore, the aim of this thesis was to develop robust methods for image-based animal
monitoring that are specifically designed for practical use. While the use of deep learning
algorithms was a central element of this thesis, plumage conditions scoring of laying
hens served as a representative case for the development and evaluation of the various
methods. A detailed explanation of feather scoring as a relevant and non-trivial task in
poultry farming can be found in the general introduction in Chapter 1. As a result of
this research, a monitoring framework has been developed, consisting of four different
sub-modules, detailed in Chapters 2 to 5.

The deep learning model ChickenNet, which was the focus of Chapter 2, can be seen as the
backbone of the entire framework. This model enables the recognition and simultaneous
scoring of individual animals, aiming to detect individual hens within a larger flock while
providing a robust assessment of their feather condition. Additionally, the approach aimed
to be easily transferable to other applications where the recognition and assessment of an
animal with regard to a specific characteristic is required. This was implemented using a
neural network, which has outputs for recognition and segmentation, as well as a regression
output for predicting a numerical value. For the training of this model, image data
from a commercial layer farm was used, supplemented with artificial effects to simulate
adverse environmental conditions. In the experiments of this chapter, the impact of image
resolution on the model’s accuracy was evaluated and it was investigated whether the use
of depth enhances recognition and evaluation accuracy. This is particularly relevant for
practical applications because increased model complexity results in higher computational
requirements, leading to increased application costs. Here, it was shown that a resolution
of 896x896 pixels yielded the best results, with a detection accuracy of over 98% and a
feather condition assessment accuracy of 92%. Additional utilization of depth information
did not result in a general enhancement in accuracies.

Chapter 3 dealt with the estimation of uncertainties in the predictions of the ChickenNet
model. The aim was to extend the model so that, in addition to predicting the assessment
scores, it can also predict the uncertainty associated with the assessment. This addressed
a weakness of classic deep learning models, which do not provide any indication of the re-
liability of the given prediction. Especially under adverse environmental conditions, such
as those prevailing in livestock facilities, influencing factors such as high animal density
or camera contamination can affect the predictions of the model, making them unreliable.
To enable reliable animal monitoring, it is crucial to identify these uncertain predictions.
In this chapter, three different methods for estimating uncertainty were integrated into
the original model and compared against each other. The first approach was based on
an indirect estimation of the assessment uncertainty by predicting the level of occlusion
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for each detected animal. This approach was based on the assumption that assessing a
heavily occluded animal is more uncertain than that of a fully visible one. In addition, two
methods were integrated for the direct estimation of epistemic and aleatory uncertainty.
Epistemic uncertainty refers to uncertainty arising from an inadequate prediction model,
while aleatoric uncertainty stems from the quality of the input data. For all three estima-
tion methods, it was hypothesized that the estimated uncertainties would be higher for
incorrect assessments compared to correct assessments. Furthermore, it was hypothesized
that rejecting uncertain predictions could enhance the overall accuracy of assessments.
To evaluate the generalizability of the developed methods beyond the specific use case
of plumage condition assessment, they were also tested on an image dataset for human
age estimation. Results from both datasets indicated that the estimation of aleatoric
and epistemic uncertainties correlated with assessment errors, with higher uncertainties
estimated for incorrect predictions than for correct ones. It was further shown that the
overall assessment accuracy could be improved by ignoring predictions with high epistemic
or aleatoric uncertainty. In contrast, neither hypothesis was confirmed when uncertainty
was estimated indirectly through the prediction of occlusion levels.

In Chapter 4, the monitoring framework was enhanced to utilize entire image sequences
instead of single images for assessment. The goal here was to combine information from
multiple individual frames within a sequence while ignoring irrelevant frames to achieve
precise and reliable predictions. The focus of the chapter was on the development of
FUSE, an approach to combine multiple predictions that are weighted based on their
respective uncertainties. This approach aimed to utilize only informative frames within
a sequence, excluding those with occlusions, blurriness, or other issues that could hinder
accurate assessment. In this study, the ChickenNet model was utilized to detect and
assess the animals, while the previously developed methods for estimating aleatoric and
epistemic uncertainty were integrated to weight the individual predictions. However,
FUSE was designed to allow for the use of other models and uncertainty estimators to
ensure transferability to other monitoring applications. In this chapter, the hypothesis
was that assessments of feather condition made on entire sequences using FUSE would be
more accurate than those made based on single images. This hypothesis was evaluated
by directly comparing both approaches. Furthermore, the experiments investigated how
the number of available frames per sequence and the number of sequences per animal
affect the accuracy of the assessment. In line with Chapter 3, the method was tested for
both the primary application of feather assessment and for human age estimation from
images. Results of this study showed that the use of image sequences by FUSE increased
assessment accuracy by up to 7% for both datasets compared to conventional single-image
assessment. This improvement was also observed when using a reduced number of frames
per sequence and a limited number of sequences per animal or person.

Chapter 5 explored the use of deep learning for the re-identification of individual laying
hens based on images of their heads. Such re-identification is relevant when different de-
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tections within an image sequence must be assigned to a specific animal. Furthermore, it
is a prerequisite for any long-term monitoring to address temporal interruptions between
individual images. The goal of the approach presented in this chapter was to develop a
re-identification method that can be applied in large animal herds, not just for chickens,
and does not require manual handling of the animals. For this purpose, a transformer-
based neural network was utilized to learn representations from input images. The model
was trained in such a way that representations of images of the same animal exhibit a
high degree of similarity, while images of different animals result in distinct representa-
tions. This representation learning approach enables training the re-identification method
without requiring individual training images for each animal. In this chapter, it was hy-
pothesized that the transformer-based method enables the re-identification of individual
laying hens while surpassing the performance of traditional CNN-based architectures. To
test this hypothesis, the re-identification accuracies of different configurations for both
types of architectures were compared. Additionally, the impact of the number of images
per chicken and the overall population size on re-identification accuracy was analyzed to
evaluate the practical applicability in commercial livestock farms. As this was the first
deep learning approach for the re-identification of chickens, it was also investigated which
visual features in the head area of the animals are relevant for re-identification by the
different models. The experiments demonstrated the general feasibility of re-identifying
chickens using the presented method. Transformer-based models outperformed the CNN
architectures, achieving a re-identification accuracy of over 90% for small groups of up
to five animals. For groups of 100 different chickens, an accuracy of approximately 40%
was determined. While this level of accuracy enables the method to be applied to a small
number of animals or to allocate detections within an image sequence, it is not currently
adequate for commercial use in flocks containing several thousand animals. Despite this,
the experiments revealed that the evaluated models learned to prioritize features such as
the comb, wattles, and earlobes, often aligning with human perception.

In summary, it can be stated that the primary objective of this thesis, to develop robust
methods for image-based animal monitoring tailored for practical applications, has been
accomplished through the framework presented. In addition to enhanced resilience against
environmental factors in commercial livestock farms, the incorporation of mechanisms for
uncertainty assessment into the prediction models was a key contribution of this work.
This enhanced the transparency of a monitoring system while also enabling the filtering
of unreliable predictions to increase prediction accuracy. A detailed discussion of each
chapter’s contribution to the overarching goal of the work was conducted in Chapter 6.
The methods presented in this work offer a promising foundation for automated animal
monitoring in commercial settings. However, they do not yet provide a fully deployable
plug-and-play solution for all possible use cases. Therefore, the establishment of auto-
mated monitoring systems in practice requires further developments beyond mere software
optimization, as also discussed in Chapter 6.



Zusammenfassung

Die stetig wachsende Weltbevélkerung und ein sich veranderndes Konsumverhalten haben
die weltweite Nachfrage nach tierischen Produkten in den vergangenen Jahrzehnten
drastisch erhoht. Dieser Trend zeichnet sich auch fiir die kommenden Jahre ab, wobei ins-
besondere die Nachfrage nach Gefliigelprodukten als Haupttreiber dieser Entwicklung zu
sehen ist. Eine Folge dieses Trends, die gleichzeitig auch eine Verstarkung darstellt, ist die
zunehmende Intensivierung und Industrialisierung der Tierhaltung, welche die preiswerte
Verfiigharkeit tierischer Produkte fordert. FEine entscheidende Rolle spielen dabei ins-
besondere technologische Innovationen und die Automatisierung einzelner Prozesse, mit
denen akute Herausforderungen wie der Fachkraftemangel im landwirtschaftlichen Sektor
sowie die Biosicherheit adressiert werden konnen.

Wihrend automatisierte Losungen flr die Futter- und Wasserversorgung oder den
Reststofftransport heutzutage Standard in modernen Nutztierstellen sind, gehort die
regelmafliige Kontrolle der Tiere iiblicherweise zu den Aufgaben, die noch ausschlieflich
manuell ausgefithrt werden. Dies fiihrt dazu, dass die Qualitat der Tierkontrolle stark
von der Qualifikation, Erfahrung und Motivation des jeweiligen Priifers abhéngt. Zu-
dem basiert sie haufig auf Stichproben einzelner Tiere, die in regelméfligen Abstdnden
durchgefithrt werden. Diese Vorgehensweise ermdglicht keine permanente Uberwachung
der gesamten Herde und erschwert ein schnelles Eingreifen in Notfdllen. Angesichts der
hohen Bedeutung des Monitorings sowohl fiir das Tierwohl als auch fiir die Produktivitét
der Tiere ergeben sich hier klare Verbesserungsmoglichkeiten. Zwar haben sich vom Tier
getragene Sensoren zur permanenten Uberwachung von Vitalparametern insbesondere im
Milchviehbereich bereits etabliert, diese sind jedoch aus ckonomischer Sicht fiir den Ein-
satz in grofien Herden wie im Gefliigelbereich kaum relevant.

Erhebliches Potenzial bietet hingegen die Nutzung von kamera-basierten Systemen
zur beriihrungslosen Uberwachung der Tiere, wodurch nicht fiir jedes Tier ein sepa-
rater Sensor benétigt wird. Gleichzeitig kénnen durch Kameras verschiedene Param-
eter gleichzeitig iiberwacht werden. Insbesondere der zunehmende Einsatz von Deep-
Learning Methoden in der Bildverarbeitung erlaubt die Umsetzung komplexer Aufgaben,
wie beispielsweise die Bewertung von Verhaltensmustern oder die Erkennung kranker
Hithner. Obwohl in der Vergangenheit bereits eine Vielzahl von Prototypen fiir ver-
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schiedenste Monitoring-Aufgaben in der Tierhaltung entwickelt wurden, finden diese
in der Praxis bislang kaum Verbreitung. Ein Hauptgrund dafiir ist die fehlende Zu-
verlassigkeit der bildbasierten Verfahren unter den herausfordernden Umgebungsbedin-
gungen in kommerziellen Nutztierstallen. Dazu gehoren beispielsweise Faktoren wie wech-
selhafte Lichtbedingungen, Verschmutzung der Kamerasysteme oder Verdnderungen im
optischen Erscheinungsbild der Tiere. Um sich im praktischen Einsatz zu etablieren,
miissen Monitoringsysteme robust gegeniiber diesen Einfliissen sein. Gleichzeitig miissen
die Vorhersagen der zugrundeliegenden Modelle transparent und verlésslich sein, damit
auf ihrer Grundlage Managemententscheidungen zum Wohl der Tiere getroffen werden
kénnen.

Das Ziel dieser Doktorarbeit bestand daher darin, robuste Methoden fiir bildbasiertes
Tiermonitoring zu entwickeln, die speziell fiir den Einsatz im praktischen Kontext aus-
gelegt sind.  Ein Schwerpunkt lag dabei auf der Nutzung moderner Deep-Learning-
Algorithmen. Als repréasentativer Anwendungsfall fiir die Entwicklung und Evaluierung
der verschiedenen Methoden diente die Gefiederbonitur von Legehennen, welche eine
wichtige und gleichzeitig nichttriviale Aufgabe in der Gefliigelhaltung darstellt. Eine de-
taillierte Erlduterung der Gefiederbonitur und deren Relevanz als Anwendungsfall dieser
Arbeit ist in der allgemeinen Einleitung in Kapitel 1 zu finden. Als Ergebnis der Arbeit ist
ein Monitoring-Framework entstanden, das aus insgesamt vier verschiedenen Teilmodulen
besteht, deren Entwicklung in den Kapiteln 2 bis 5 detailliert betrachtet wurde.

Als Riickgrat des gesamten Frameworks kann dabei das Deep-Learning Modell ChickenNet
gesehen werden, welches in Kapitel 2 im Fokus stand. Dieses Modell erlaubt die Erkennung
und gleichzeitige Bonitur einzelner Tiere. Ziel war es hier, einzelne Hennen innerhalb einer
groBeren Herde zu detektieren und gleichzeitig eine robuste Bewertung des Gefiederzu-
stands zu liefern. Ebenso sollte eine einfache Ubertragbarkeit des Ansatzes auf andere
Anwendungen, bei denen die Erkennung und Bewertung eines Tieres in Bezug auf eine
bestimmte Eigenschaft erforderlich ist, gewéhrleistet sein. Dies wurde mittels eines neu-
ronalen Netzes umgesetzt, welches sowohl iiber Ausgaben fiir die Erkennung und Segmen-
tierung als auch tiber eine Regressionsausgabe zur Vorhersage eines numerischen Wertes
verfiigt. Fiir das Training dieses Modells wurden Bilddaten aus einer kommerziellen Leg-
ehennenfarm genutzt, die dariiber hinaus mit kiinstlichen Effekten ergdnzt wurden, um
widrige Umgebungseinfliisse abzubilden. In den Experimenten dieses Kapitels wurde der
Einfluss der Bildauflosung auf die Genauigkeit des Modells evaluiert und untersucht, ob
die Nutzung von Tiefenbildern zur Verbesserung der Erkennungs- und Bewertungsge-
nauigkeit fiihrt. Dies ist insbesondere im Hinblick auf praktische Anwendungen relevant,
da eine hohere Komplexitdt des Modells zu einem hoheren Rechenaufwand und damit
gesteigerten Anwendungskosten fithren. Hier lieferte eine Auflésung von 896x896 Pix-
eln die besten Ergebnisse, wobei eine Erkennungsgenauigkeit von iiber 98% festgestellt
wurde, wihrend der Gefiederzustand mit einer Genauigkeit von 92% bewertet werden kon-
nte. Eine zusétzliche Nutzung von Tiefeninformationen fiihrte nicht zu einer generellen
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Verbesserung der Genauigkeiten.

Kapitel 3 thematisierte die Schatzung von Unsicherheiten in den Vorhersagen des Chicken-
Net Models. Ziel war es, das Modell so zu erweitern, dass neben der eigentlichen Bewer-
tung auch eine Unsicherheit dieser Bewertung vorhergesagt werden kann. Damit wurde
eine Schwachstelle klassischer Deep-Learning Modelle adressiert, die keine Aussage zur
Zuverlassigkeit der gegebenen Vorhersage zulassen. Insbesondere unter widrigen Umge-
bungsbedingungen, wie sie in Nutztierstillen vorherrschen, kénnen Einflussfaktoren wie
eine hohe Tierdichte oder die Verschmutzung der Kamera jedoch die Vorhersagen des
Modells beeintrachtigen und unzuverlédssig machen. Um ein verldssliches Tiermonitoring
zu ermoglichen, gilt es diese unsicheren Vorhersagen zu identifizieren. Insgesamt wur-
den dazu drei verschiedene Methoden zur Unsicherheitsschitzung in das Originalmodel
integriert und verglichen. Der erste Ansatz basierte auf einer indirekten Schatzung der
Bewertungsunsicherheit durch die Vorhersage der Verdeckungsgrads der erkannten Tiere.
Dies beruhte auf der Annahme, dass die Beurteilung eines stark verdeckten Tieres un-
sicherer ist als die eines vollstandig sichtbaren Tieres. Zuséatzlich wurden zwei Meth-
oden zur direkten Schatzung von epistemischer und aleatorischer Unsicherheit integri-
ert. Epistemische Unsicherheit bezeichnet dabei die Unsicherheit, die auf ein unzure-
ichendes Vorhersagemodell zuriickzufiihren ist, wéhrend sich die aleatorische Unsicher-
heit aus der Qualitdt der Input-Daten ergibt. Fiir alle drei Schitzverfahren wurde die
Hypothese aufgestellt, dass fiir falsche Vorhersagen des ChickenNet Modells eine héhere
Unsicherheit geschatzt wiirde als fiir richtige Vorhersagen. Weiterhin wurde hypothesiert,
dass das Ignorieren von unsicheren Vorhersagen die allgemeine Bewertungsgenauigkeit
verbessern wiirde. Um die Generalisierbarkeit der Methoden iiber den Anwendungsfall
der Gefiederbewertung hinaus zu evaluieren, wurden sie zusétzlich auf einem Datensatz
zu menschlichen Altersbestimmung anhand von Fotos getestet. Im Ergebnis zeigte sich,
dass die Schéatzung aleatorischer und epistemischer Unsicherheit mit dem Bewertungs-
fehler korrelierte und somit die geschétzte Unsicherheit fiir falsche Vorhersagen héher war
als fiir richtige. Ebenso konnte gezeigt werden, dass die Bewertungsgenauigkeit durch
das Ignorieren von Vorhersagen mit hoher epistemischer oder aleatorischer Unsicherheit
verbessert wurde. Im Gegensatz dazu wurden beide Hypothesen nicht bestatigt, wenn
die Unsicherheiten indirekt durch die Vorhersage des Verdeckungsgrads geschatzt wur-
den. Diese Ergebnisse konnten sowohl fiir den Anwendungsfall der Gefiederbewertung als
auch fir die Altersermittlung demonstriert werden.

In Kapitel 4 wurde das Monitoring-Framework um die Moglichkeit erganzt, ganze Bild-
sequenzen anstelle von Einzelbildern fiir eine Bewertung zu nutzen. Hier bestand das
Ziel darin, Informationen aus mehreren Einzelbildern zu kombinieren und gleichzeitig un-
brauchbare Bilder innerhalb einer Sequenz zu ignorieren, um so prézise und verlassliche
Vorhersagen zu erreichen. Im Fokus des Kapitels stand dabei die Entwicklung von FUSE,
einem Ansatz zur Kombination mehrerer unabhéngiger Vorhersagen, die anhand ihrer
jeweiligen Unsicherheit priorisiert werden. Dieser Ansatz beabsichtigte, dass einzelne
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Bilder einer Sequenz, in denen das Tier beispielsweise verdeckt oder nur verschwommen
zu sehen ist, keinen Einfluss auf die finale Bewertung dieses Tieres haben und stattdessen
aussagekriftige Aufnahmen innerhalb der Sequenz beriicksichtigt werden. Dazu wurden
in dieser Arbeit das ChickenNet Modell zur Erkennung und Bewertung der Tiere sowie
die zuvor entwickelten Methoden zur Schétzung von aleatorischer und epistemischer Un-
sicherheit eingesetzt. FUSE wurde jedoch so konzipiert, dass es auch die Verwendung
anderer Modelle und Unsicherheitsschitzer ermoglicht, um die Ubertragbarkeit auf an-
dere Monitoring-Anwendungen zu gewahrleisten. In diesem Kapitel war die Hypothese,
dass Bewertungen des Gefiederzustands, die mittels FUSE anhand von Bildsequenzen
abgegeben wurden, genauer sind als solche, die auf Basis von einzelnen Bildern gemacht
wurden. Dies wurde im direkten Vergleich beider Verfahren getestet. Weiterhin unter-
suchten die Experimente, wie sich die Anzahl der Bilder pro Sequenz sowie die Zahl der
Sequenzen pro Tier auf die Bewertungsgenauigkeit auswirkt. Analog zu Kapitel 3 wurde
die Methode sowohl fiir den priméren Anwendungsfall der Gefiederbewertung als auch fiir
die Altersschitzung von Menschen anhand von Bildern getestet. Die Ergebnisse dieser
Untersuchung, dass die Nutzung von Bildsequenzen durch FUSE fiir beide Datensatze zu
einer bis zu 7% hoheren Genauigkeit im Vergleich zur konventionellen Bewertung mittels
Einzelbildern fiihrte. Diese Steigerung der Bewertungsgenauigkeit konnte zudem auch fiir
kiinstliche gekiirzte Bildsequenzen sowie eine begrenze Zahl von Sequenzen pro Tier, bzw.
pro Mensch beobachtet werden.

Kapitel 5 untersuchte die Anwendung von Deep Learning zur Wiedererkennung einzel-
ner Hithner anhand von Bildaufnahmen des Kopfes. Eine solche Wiedererkennung ist
immer dann relevant, wenn verschiedene Aufnahmen innerhalb einer Bildsequenz einem
bestimmten Tier zugeordnet werden miissen. Dariiber hinaus ist sie Voraussetzung fiir
jedes Langzeitmonitoring, sobald zeitliche Unterbrechungen zwischen einzelnen Aufnah-
men auftreten. Das Ziel des in diesem Kapitel vorgestellten Ansatzes bestand darin, eine
Wiederkennungs-Methode zu entwickeln, die fiir die Anwendung in grofien Tierherden,
nicht nur fiir Hithner, geeignet ist und kein manuelles Handling der Tiere erfordert. Dazu
wurde ein Transformer-basiertes neuronales Netz fiir das Erlernen von Représentatio-
nen aus Inputbildern genutzt. Dieses Modell wurde so trainiert, dass Reprasentationen
von Aufnahmen des gleichen Tieres eine hohe Ahnlichkeit aufweisen, wihrend Aufnah-
men verschiedener Tiere zu unterschiedlichen Reprasentationen fithren. Dieses Vorgehen
erlaubt eine Wiedererkennung auch ohne das Vorliegen vieler Trainingsdaten fiir jedes
einzelne Tier. In diesem Kapitel wurde die Hypothese aufgestellt, dass die transformer-
basierte Methode eine Wiedererkennung ermoglicht und dabei die Leistung traditioneller
CNN-basierter Architekturen tibertrifft. Dazu wurden verschiedene Konfigurationen bei-
der Modellarchitekturen evaluiert und die Wiedererkennungsgenauigkeiten miteinander
verglichen. Dariiber hinaus wurde der Einfluss von Herdengroie und Bildanzahl pro Tier
auf die Wiedererkennungsleistung analysiert, um die praktische Anwendbarkeit in kom-
merziellen Nutztierhaltungen zu beurteilen. Da es sich um den ersten Deep-Learning-
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Ansatz zur Wiedererkennung von Hithnern handelt, wurde zusétzlich untersucht, welche
optischen Merkmale im Kopfbereich der Tiere fiir die Wiedererkennung durch die ver-
schiedenen Modelle relevant sind. In den Experimenten wurde die grundsatzliche Mach-
barkeit der Wiedererkennung von Hiihnern mittels der vorgestellten Methode gezeigt.
Dabei tibertrafen die transformer-basierten Modelle die CNN-Architekturen deutlich und
erreichten eine Genauigkeit von iiber 90% fiir kleine Tiergruppen bis zu fiinf Tieren. Fiir
Gruppen von 100 verschiedenen Hithnern wurde eine Genauigkeit von ca. 40% ermittelt.
Wihrend diese Genauigkeit den Einsatz der Methodik fiir eine begrenzte Anzahl von
Tieren oder die Zuordnungen von Aufnahmen innerhalb einer Bildsequenz ermdoglicht,
ist sie fiir die kommerzielle Anwendung in Herden mit mehreren Tausend Tieren noch
nicht ausreichend. Dariiber hinaus zeigten die Experimente, dass fiir die Wiederkennung
insbesondere Merkmale wie der Kamm, die Kehllappen und Ohrlappchen eines Huhns
relevant waren.

Zusammenfassend lasst sich feststellen, dass das iibergeordnete Ziel dieser Arbeit, robuste
Methoden fiir bildbasiertes Tiermonitoring zu entwickeln, die speziell fiir den Einsatz im
praktischen Kontext ausgelegt sind, durch das vorgestellte Framework erreicht wurde.
Neben der verbesserten Robustheit gegeniiber den Umgebungseinfliissen in kommerziellen
Nutztierstéllen bildete insbesondere die Integration von Mechanismen zur Unsicherheits-
bewertung in die Vorhersagemodelle einen zentralen Beitrag dieser Arbeit. Dies steigerte
einerseits die Transparenz eines Monitoringsystems und ermoglichte andererseits das Fil-
tern von unzuverlassigen Vorhersagen zur Erhchung der Vorhersagegenauigkeit. Eine
detaillierte Diskussion der einzelnen Kapitel im Hinblick auf ihren Beitrag zum iibergeord-
neten Ziel der Arbeit wurde in Kapitel 6 vorgenommen. Die in dieser Arbeit vorgestellten
Methoden bilden eine aussichtsreiche Grundlage fiir das automatisierte Tiermonitoring
im kommerziellen Einsatz. Gleichzeitig stellen sie jedoch noch keine fertig einsatzbereite
Plug-and-Play-Losung fiir alle denkbaren Anwendungsfélle dar. Die Etablierung automa-
tisierter Monitoringsysteme in der Praxis erfordert daher weiterfithrende Entwicklungen,
die tiber die reine Optimierung der Software hinausgehen und ebenfalls in Kapitel 6 naher
betrachtet und diskutiert wurden.
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