AN INFRASTRUCTURE WITH SEMANTIC
CONTRACTS AND LICENSES FOR
IMPROVING DATA SHARING

GDPR
compliance, data
protection, TOMs,

data controller, data

processor

Improving data
sharing in heathcare

Contract lifecycle
(smell and taste

management (CLM)
disorders)
N 2
S S g
= 8 %
S o 2 =
o= = S |
— 2
= =~
%S %, S
v g /
— X
. Security,
Data curation on encryption
knowledge bases decryption, digital
(GoogleMaps) signatures

GDPR-

compliant
data sharing legal
bases, consent,
contracts, licenses

Amar Tauqeer



Propositions

1. Ontology is a good option as a data model for constructing and modeling
data sharing contracts.
(this thesis)

2. Automated General Data Protection Regulation (GDPR) compliance veri-
fication checks are necessary to identify contract violations or breaches.
(this thesis)

3. Decision-making improves by eliminating repetitive tasks for medical spe-
cialists in the modern age.

4. Applying FAIR (Findable, Accessible, Interoperable, and Reusable) data
principles on datasets containing personal or identifying (name, address)
information require additional data privacy regulations.

5. Automated and semantic contracting would have many implications on
the way we work and live.

6. The awareness of data privacy has a significant impact on social life.

Propositions belonging to the thesis, entitled
An Infrastructure with Semantic Contracts and Licenses

for Improving Data Sharing

Amar Tauqgeer
Wageningen, 02 July 2024



An Infrastructure with Semantic
Contracts and Licenses for
Improving Data Sharing

Amar Tauqgeer



Thesis committee

Promotor

Prof. Dr Anna Fensel

Personal Chair at the Artificial Intelligence Group
Wageningen University & Research

Other members

Prof. Dr R. da Silva Torres, Wageningen University & Research
Dr S.M. Ni Fhlaithearta, Wageningen University & Research
Dr J.J. Koehorst, Wageningen University & Research

Dr B. Oztiirk, Wageningen University & Research

This thesis was conducted under the auspices of the Wageningen School of Social
Sciences (WASS)



An Infrastructure with Semantic
Contracts and Licenses for
Improving Data Sharing

Amar Taugeer

Thesis
submitted in fulfillment of the requirements for the degree of doctor at
Wageningen University
by the authority of the Rector Magnificus
Prof. Dr C. Kroeze,
in the presence of the
Thesis Committee appointed by the Academic Board
to be defended in public
on 2 July 2024
at 11 a.m. in the Omnia Auditorium



Amar Tauqgeer

An Infrastructure with Semantic Contracts and Licenses for Improving
Data Sharing

251 pages.

PhD thesis, Wageningen University, Wageningen, NL (2024)
With references, with summary in English

ISBN 978-94-6510-003-6
DOI: https://doi.org/10.18174/653055






Abstract

Data sharing and reusing for business and research now become typical prac-
tices. Data sharing demand is increasing frequently due to most industries
shifting their businesses to digital form, particularly in domains, such as
healthcare, smart cities, and insurance. Data sharing, the generation of a
huge volume of data, and data across a variety of sources are some key fac-
tors crucial to the modern digital economy. With these key factors, there have
been several privacy and data misuse concerns. For example, the General
Data Protection Regulation (GDPR) is the most significant data privacy regu-
lation, effected on May 25, 2018. For lawful data processing, GDPR defines
six legal bases and consent is the most used legal base. However, in sce-
narios where consent is not enough, selling of data, for example, a contract
is required, where additional obligations are defined to get more control over
data. Contracts have many implementation aspects, specifically, the GDPR
and the complexity of contract lifecycle management (CLM), which are most
important nowadays. GDPR rights must be bound legally with contracts for
lawful data processing. Over the last decade, research in creating contracts
has gained popularity but complying with GDPR that could be used as a stan-
dard has not been elaborated sufficiently yet. The CLM is a complex, time,
and effort-consuming process consisting of stages such as drafting, negoti-
ating, and signing that require more security. For improving and providing
the highest security to CLM, there is still a need to explore the signing stage
with digital signatures. Besides contracts, digital assets’ licensing is another
key factor in improving data sharing in the digital economy. The clearance of
rights manually is a time-consuming and error-prone process. The Data Li-
cense Clearance Center (DALICC) and License Clearance Tool (LCT) are a few
solutions for the clearance of rights on digital assets that save not only costs
but also time. There is still a need to explore the integration and execution of
the aforementioned solutions with contracts. Licenses are not part of GDPR
but have legal regulations. A GDPR-compliant contract with a standard li-
cense can become another legal base for lawful data processing. This helps
contractors to gain more control over data by combining licenses and addi-
tional contractual obligations. The main goal of this research is to improve
data sharing infrastructure with contracts and licenses using semantic tech-
nologies. The proposed solution improves the CLM creation process, secures
the signing process with digital signatures, supports the automated detection
of contract breaches, and enriches the semantic models of contracts and li-
censes that can be interpretable by humans and machines. Further, the solu-
tion is tested and evaluated against real-world use cases (UC) in the smashHit !

Ihttps://cordis.europa.eu/project/id /871477



viii 0. Abstract

project in the domains of smart cities and insurance, which demonstrates the
feasibility of the approach. Further, two other UCs in the domains of health-
care and tourism were also investigated, which are shown as enablers for data
sharing to ensure better user interaction with the data sharing systems and
data quality (validation).
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CHAPTER 1

General Introduction




2 INTRODUCTION

1.1 Introduction

Information sharing and reusing for business and research now become typical
practices. These serve as the foundation for the digital economy (Stott, 2014).
Mostly, industries have shifted their businesses to digital form, particularly
in the domain of healthcare, e-commerce, education, smart cities, insurance,
and sports (Cai et al., 2023; Cao et al., 2015; Jussen et al., 2023; Susha
et al., 2023). By this, data sharing demand is increasing frequently. One of
the examples where data sharing played a crucial role is trusted Internet of
Things (I0T) data sharing through smart contracts in the domain of agricul-
ture (Taleka et al., 2023). A smart contract is based on blockchain technology
and defined as “A smart contract is a computer program or a transaction proto-
col that is intended to automatically execute, control or document events and
actions according to the terms of a contract or an agreement” (Fries, Martin
AND Paal, Boris P., 2019; Roéscheisen et al., 1998; Savelyev, 2017). This mini-
mized trust factors like sharing and accessing agriculture risk data which ulti-
mately reduced the processing delays in insurance payouts. Another enchant-
ing example is a privacy-preserving vehicular data sharing framework based
on blockchain having features of tamper-proof, traceability, and decentraliza-
tion (Huang et al., 2023). It employs an anonymous and auditable data shar-
ing method based on Zero-Knowledge Proof (ZKP) technology to ensure vehicle
identity privacy while keeping the auditability of vehicular data for Trusted Au-
thorities (TAs). Another fascinating example is flight operation data sharing,
which brings enormous benefits to all participants and improves data security
by putting forward higher requirements (Xu et al., 2023). The flight operation
data sharing uses blockchain technology, which improves trust, privacy and
security, and transparency due to its decentralized structure. Last but not
least, the case of smart cities is another intriguing example of data sharing
where data sharing is compulsory to enable smart city components such as
smart mobility and smart environment (Pradhan & Singh, 2021; Savithramma
et al., 2022). Smart cities act as both data providers and consumers. More
data is being shared by the organizations in order to stimulate innovation and
address macro-level concerns in public health, welfare, climate change, and
rural settings such as farms.

Besides data sharing, another critical factor in the digitized world is the gener-
ation of huge volumes of data by IoT. This huge volume of data helps to under-
stand social trends or needs in domains such as transportation, food, energy,
retail, e-commerce, agriculture, and health care. This can be seen as a key
motivator for savvy urban environments (Bibri & Krogstie, 2020; Hashem et
al., 2016; Liu & Huang, 2019). This huge volume of data may come across
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from a variety of data sources generated by a large variety of participants such
as network administrators, framework suppliers, end users, and institutional
entertainers (Cao et al., 2015). Before the data gets to its destination, it may
undergo a number of modifications or changes. Even while data sharing, a
huge volume of data, and data across a variety of sources are crucial to the
modern digital economy, there have been several privacy and data misuse con-
cerns.

General Data Protection Regulation (GDPR) is considered the most significant
shift in data privacy regulations over the last two decades (Zaeem & Barber,
2020). On May 25, 2018, the European Union (EU) GDPR began to take ef-
fect across all EU member states (Li et al., 2019). It addresses data protection
regulations, which establish guidelines for the processing, storage, and man-
agement of personally identifiable data (PID) for EU people. Organizations en-
counter difficulties in binding GDPR rights with enterprises, particularly those
that are involved in digital contracting services. Binding GDPR rights with en-
terprises offers a new challenge and opportunity for enterprises to manage PID.
To comply with GDPR, organizations must implement security safeguards on
their services and procedures. Any type of organization that wants to process
PID must satisfy one of the six legal bases defined by GDPR (see Section 1.7.1).
To handle PID, prior consent (i.e., legal basis) from the data subject (or data
owner) must be obtained. However, there are scenarios where consent is not
enough, the selling of data, for example, where a contract complies with GDPR
is required (Taugeer et al., 2022).

Contracts play a key role in the world’s digital revolution. They have evolved
into a crucial component of an organization’s assets for establishing long-term
competitive advantages, as they are incorporated into the organization’s vision
and strategy, as well as its global business culture (Algarni, 2021). Moreover,
they have become one of the core competencies of any successful 21st-century
business. Over the last decade, digital transformation has drawn more at-
tention to the creation of automated contract processes in digital contracting
services (Algarni, 2021; Li & Samavi, 2018). The main reason behind this is
that in the paper-based environment, slow and manual contract processing
has a detrimental impact on a company’s capacity to deliver outstanding ser-
vices. Legal, financial, sales and other professionals can use their skills more
effectively with the help of automated, digital contract lifecycle management
(CLM). The CLM consists of stages such as drafting, negotiation, formulation,
and fulfillment (Algarni, 2021; Chieu et al., 2007; Hassan et al., 2023). Since
the negotiation stage involves numerous iterations until the contractors agree
on the precise contractual terms and conditions (consisting of contractual obli-
gations), the contract writing and formation stages take a lot of time and work.
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It is essential to safeguard the signing stage of CLM for contracts in addition to
complying with GDPR (by utilizing digital signatures). To accomplish business
objectives, these stages of the CLM need to be strengthened and safeguarded.
Another crucial aspect regarding contracts is the complexity of terms and con-
ditions which often contain multiple pages and offers by the service providers.
Customers sometimes fail to read these terms and conditions because they are
frequently lengthy. However, individuals must accept those contractual terms
and conditions (often naively) to fully benefit from digital services. For instance,
when clients accept offers for auto-renewal, cellphone firms retain credit card
information. Customers frequently cannot directly delete the information from
their systems once they have accepted these agreements. Transparently vi-
sualizing terms and conditions for clients is a huge difficulty in the digital
era.

Further, a contract becomes fully lawful if it complies with GDPR. To comply
fully with GDPR, contracts must fulfill all the requirements such as techni-
cal and organization measures (TOMs), data security and privacy, and data
protection by design principles defined by GDPR. Moreover, following these re-
quirements, GDPR also posed other additional requirements such as the re-
sponsibilities of the data controller (DC) and the data processor (DP) for data
processing (see Section 1.7.1) that also need to be fulfilled. In addition, using
contracts as a GDPR-legal basis for data sharing requires a lot of time and
effort due to the complexity of CLM.

With the importance of contracts complying with GDPR for data sharing in
the digitized world, digital assets licensing “to make licenses (automated clear-
ance of rights) on digital assets” (Havur et al., 2018; Pellegrini et al., 2019) is
another important factor highlighted in the last decade. A digital license “is
an official permission or permit to do, use, or own something (as well as the
document of that permission or permit)” !, automated clearance of rights on
digital assets, legally secures and utilizes third-party data sources. The diffi-
culty of automated rights clearance in the commercial exploitation of derivative
works 2 has increased due to the growing popularity, particularly of protective
and permissive licenses (Pellegrini et al., 2018). Transaction costs  rise in the
manual clearance of rights on digital assets. Digital licensing can decrease
these transaction costs. Without digital licensing, it is impossible to reap the
full benefits of data sharing on digital assets. The digital licensing administra-
tion is a time-consuming, difficult, and error-prone activity. The Data Licenses
Clearance Center (DALICC) (Pellegrini et al., 2018) and the License Clearance

1 https://en.wikipedia.org/wiki/License
2https: //en.wikipedia.org/wiki/Derivative_work
3https: //en.wikipedia.org/wiki/Transaction_cost
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Tool (LCT) (“License Clearance Tool”, 2021) are two common solutions for the
automatic clearance of rights for digital assets. However, there is still a need to
investigate existing methods for the deployment and maintenance of digital li-
censes on digital assets such as software, content, and applications. A careful
comparison of the existing tools is required to determine the best alternative
among these tools. Furthermore, digital assets licensing provides standard li-
censes such as the Massachusetts Institute of Technology (MIT) . Licenses are
not part of GDPR but have legal bases, included in the EU law 5 (“European
Public Licence”, 2017). Combining these standard licenses with contracts (i.e.,
comply with GDPR) can create another GDPR-legal basis (i.e., license based
contracts) for data sharing. With the help of GDPR-compliant license based
contracts, contractors not only use standard licenses but also create addi-
tional requirements for data sharing (or processing), which gives them more
control over data. This is another motive for this research by enabling multiple
GDPR-compliant legal bases such as contracts, consent based contracts, and
license based contracts for data sharing.

In addition, by enabling multiple GDPR-compliant legal bases for data sharing,
an important task is to perform Knowledge Validation (KV) to ensure the cor-
rectness, improvement, and quality of knowledge. The performance of personal
assistants and search engines (e.g., Yandex, Google, and OpenStreetMap) relies
on high-quality knowledge bases, in particular, knowledge graphs (KGs). The
KV is an important task and is responsible for measuring the degree to which
KGs’ triples are semantically correct. Several approaches have been proposed
for validating KGs (Gad-Elrab et al., 2019; Lehmann et al., 2012; Rula et al.,
2019). Eventually, most of them focus on validating knowledge regarding the
Web and Wikipedia. Further, as far as we are aware, there have not been any
studies exploring the KV through the aggregation of corresponding instances
from alternative weighted structured knowledge sources.

Furthermore, to improve data sharing in the smart cities, insurance, and
healthcare domains, important tasks are data digitization and the seman-
tic modeling of data to make them easily accessible to end-users, such as
healthcare providers and patients. The digitization of healthcare has led to
the development of various resources (e.g., software facilitating patient access
to health information), enhancing healthcare services by improving their ef-
ficiency and cost-effectiveness (Kuo, 2011). This results in massive amounts
of multidisciplinary health data, which makes it challenging to fully exploit it.
On the other hand, semantic technologies such as ontologies and KGs are em-
ployed to transform information silos across the entire health system into more

4https://opensource.org/license/mit/
5https: //ec.europa.eu/isa2/solutions/european-union-public-licence-eupl_en/
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reusable data that are useful for various health-oriented applications (Kalayci
et al., 2020). In addition, the research community has shown some interest in
Question-Answering over Knowledge Graphs (QAKG). A QAKG system can be
employed to address queries and aid users in accessing pertinent and relevant
information (Aghaei, 2021; Chakraborty et al., 2019). Utilizing formal query
languages with precisely defined syntax, like SPARQL (Swathi et al., 2016) and
GraphQL (Taelman et al., 2018), enables the retrieval of information stored
within KGs. Yet, employing formal queries to access knowledge within KGs
presents challenges for users who are not experts in the field. Users must
comprehend both the syntax of the formal query language and the fundamen-
tal structure of the Knowledge Graph (Aghaei, 2021). On the contrary, a User
Interface (UI) for QAKG aids end-users, such as patients and medical profes-
sionals, in asking everyday healthcare-related questions in natural language,
using their own terminology, and obtaining succinct answers (Chakraborty et
al., 2019). In order to assist end-users and ease the process of query creation,
there is a need for a Ul that empowers users to access, explore, visualize, and
comprehend data and its interconnected relationships presented in a graphical
structure, which is another motive of this research.

1.2 Research Objectives

This study aims to improve present data sharing and consumption practices
in the digital economy. At the same time, the purpose is to ensure compli-
ance with the existing GDPR regulations (see Section 1.7.1). The main goal
of this research effort is to improve data sharing infrastructures through the
use of semantic contracts (contracts with semantic technologies such as on-
tology, KGs, web ontology language (OWL)), consent based contracts, license
based contracts, and digital assets licensing. Other research objectives (ROs)
are: (1) the development of semantic models for and compatible with contracts
and licenses based on ontologies, (2) the implementation of automatic con-
tract compliance and verification (CCV) checks that comply with GDPR, (3) the
improvement of automated clearance of rights (for example, on digital assets
such as contract source code) with DALICC or LCT, (4) the improving and safe-
guarding the signing stages of CLM by implementing digital signatures, (5) the
implementation of license based contracts for data sharing comply with GDPR,
(6) the improvement in the CCV compliance checking by utilizing Shapes Con-
straint Language (SHACL (see detail in Section 1.7.2.7)) validation as it is more
semantically compliant, supports integration, and makes the validation pro-
cess extendable with ease, (7) The creation and improvement of Ul for QAKG to
narrows the gap between users’ questions and SPARQL queries, and (8) the im-
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provement in the KV on knowledge bases and personal assistants for checking
the correctness, improvement, and quality of knowledge.

1.3 Research Question

The main research question (RQ) in light of the aforementioned issues, chal-
lenges, and ROs is formulated as follows:

RQ: How can data sharing be facilitated with semantic contracts, licenses and
knowledge structures in a variety of domains (such as smart cities, insur-
ance, health)? It is further divided into the following research sub-questions
(RSQs).

RS@1: How can semantic contracts be modeled and improved using an
ontology (see Section 1.7.2.5) as a data model? (Chapter 2, Chapter 3,
and Chapter 4)

RS@2: How can the CCV comply with GDPR and the CLM be performed
to improve digital contracting services? (Chapter 3, and Chapter 4)

RS@3: How can multi-legal-based GDPR-compliant data sharing be en-
abled by employing consent, contracts, and licenses with SHACL? (Chap-
ter 4)

RS@4: How can the gap between users’ questions and SPARQL queries
over QAKG be narrowed by employing UI? (Chapter 5, Chapter 3)

RS@5: How can the KV on personal assistant and knowledge bases be im-
proved for checking the correctness, improvement, and quality of knowl-
edge? (Chapter 6)

1.4 Research Methodology

This section details an outline of the research methods that were followed
in this thesis. The research methodology of this thesis uses the following
steps:

Literature Review: The first step is to identify and understand the prob-
lem, and what has been done previously in this particular research area.
As a result, appropriate literature was studied to comprehend the prob-
lem and the work completed. The literature review was done by the scope
of the work being done. For instance, in the case of data sharing, one of
the objectives is to enable GDPR-compliant data sharing in domains like
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smart cities and insurance. The literature review has been conducted
for enabling multiple GDPR-legal bases such as consent based contracts,
contracts, and license based contracts. Similarly, the literature review
has been conducted for the other ROs such as performing KV over search
engines (e.g., Google, Yandex) and the creation of Ul for QAKG to narrow
the gap between non-expert users’ questions and SPARQL queries. Since
our approach is based on semantic technologies, therefore, the other part
of the literature review was based on the semantic modeling of contracts
and licenses. Further, the literature review was done on SHACL-based
validation which is a more semantically compliant solution (in many sit-
uations) compared to ad-hoc solutions. Furthermore, for the require-
ments of this research, the documents describing the requirements of the
smashHit (The smashHit project, 2020a) project, datset collected from the
Smell and Taste Center in Hospital Gelderse Vallei, Ede, the Netherlands,
and the Tirol Knowledge Graph® (TKG) were examined. The outcome of
this investigation is depicted in Chapter 2, Chapter 3, Chapter 4, Chap-
ter 5, and Chapter 6.

* Design and Implementation: Following the literature review and un-
derstanding the requirements of the project, the next step is to design
the system architecture (or experiment) and perform the implementation.
The use cases UC1 (The smashHit project, 2020b) and UC2 (The smashHit
project, 2020b) from the smashHit project (The smashHit project, 2020a)
are the primary resources for the system design and its implementation.
To fulfill RS@Q1, the outcome of the literature review, a need to build or
extend the existing semantic models of contracts. In a similar fashion, to
fulfill RSQ2, a GDPR-compliant tool the CCV is implemented for the detec-
tion of contract breaches automatically. The tool also extends semantic
models of contracts. In addition, RSQ3 is answered by extending the CCV
tool with digital assets licensing, the implementation of digital signatures,
enabling license based contracts along with GDPR, and the improvement
in the CCV compliance checking by utilizing SHACL validation. Similarly,
RSQ4 is answered by two phases: (1) By extending and enriching the ex-
isting ontology Clinical Smell and Taste Disorders Ontology (CSTD 7) and
the creation of KGs. (2) By implementing a Ul for questioning-answering
over KGs. In addition, to answer the RSQb5, a graph validator was imple-
mented to perform KV on knowledge bases and search engines. The func-
tional requirements from the smashHit project use cases that influenced
the system design and its implementation in the case of data sharing are

Shttps://graphdb.sti2.at/sparql
“https:/ /bioportal.bioontology.org/ontologies /CSTD
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outlined as follows: (1) the semantic web (SW) technology, such as KGs,
SPARQL Protocol and RDF (Resource Description Framework) Query Lan-
guage (SPARQL), and SHACL must be used in the system design and its
implementation, (2) the system design and implementation must meet the
scalability requirements according to industrial use case, (3) GDPR legal
requirements, such as data minimization and security and privacy must
be met by the system design and implementation, (4) the system must per-
form compliance verification checks and trigger notification in any case
of contract breach, (5) the implementation of the tool must be compatible
and allow for easy integration with other systems. Similarly, the func-
tional requirements for the KV on knowledge bases and the search engines
are as follows: (1) use of the SW technology, such as KGs, SPARQL, (2) val-
idation of a KG by finding the same instances across different knowledge
sources, comparing their features, and scoring them, and (3) the score
ranges from O to 1, which indicates the degree to which an instance is
semantically correct for the task at hand. Finally, the functional require-
ments for the QAKG are as follows: (1) use of the SW technology, such as
KGs, SPARQL, (2) extending the existing ontology the CSTD, (3) the cre-
ation of smell and taste disorder KGs, (4) the creation of questions with
the help of experts in the domain of health, and (5) a graphical interface
for interacting the users who are not expert technically. Furthermore, the
system must be adaptable to additional use scenarios.

* Evaluation: The designed and developed approaches and/or tools for
the conducted research are derived from the projects’ requirements and
standard evaluation metrics, including recall, precision, and F1-score.
Furthermore, the obtained results of the experiments are compared to the
state-of-the-art. Evaluation results are presented in Chapter 2, Chapter 3,
and Chapter 4.

1.5 Contributions

This section describes the core contributions of the conducted research based
on RQ and RSQs discussed in Section 1.3. The contributions are listed as
follows:

1. The first contribution is the creation and enrichment of new and exist-
ing models of contracts and licenses for the purpose of data sharing us-
ing SW technology (RS@Q1). For this purpose, different ontologies such as
Multi-Tier Contract Ontology (MTCO) (Kabilan & Johannesson, 2003) and
Financial Industry Business Ontology (FIBO) (Petrova et al., 2017) which
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are the basis of our data sharing contracts have been studied. The ini-
tial semantic representation of the data sharing contracts can be seen in
Section 2.5.2 while the extended version is in Section 3.3.1.

2. Our second contribution is to address GDPR-specific challenges regard-
ing data sharing to improve digital contracting services through contracts
(RSQ2). This is achieved by implementing a scalable and interopera-
ble software tool. The software application not only addresses the chal-
lenges associated with GDPR but also supports scalable and interoperable
processing and integration with other third-party software components.
More details are provided in Chapter 3 and Chapter 4.

3. The third contribution is enabling multiple legal bases (i.e., consent based
contracts, contracts, and license based contracts) for data sharing, im-
proving and safeguarding the signing processes by implementing digital
signatures in CLM (RSQ3). In addition, due to being more semantically
compliant, SHACL is used for data validation instead of ad-hoc solutions.
More details are described in Chapters, Chapter 3, Chapter 4.

4. Our fourth contribution is the enrichment and extension of the existing
ontology CSTD and the creation of a smell and taste disorders KGs which
is used to answer the questions over KGs (see details in Chapter 5).

5. Further, our fifth and final contribution is the creation of a graph validator
application to perform KV on personal assistants and search engines (e.g.,
Google, Yandex) to ensure the quality of knowledge, which is measured
by the degree to which statements are semantically corrected (details in
Chapter 6).

Further, the relationship between RQ, RS@s, and chapters is presented in Fig-
ure 1.1. The most important UC is the data sharing in the smashHit project
used by this thesis’ Chapter 2, Chapter 3, and Chapter 4. The healthcare UC
is used in Chapter 5, while Chapter 6 uses the KV UC. The Chapters, Chap-
ter 2 and Chapter 3 contribute to RSQ1 and RSQ2, which are based on RO1
and RO2. Further, Chapter 4 contributes to RSQ3, which is based on the RO3,
RO4, RO5, and ROG6. In addition, Chapter 5 contributes to RO1 and R07, while
Chapter 6 contributes to RO8 and RO6.

1.6 Thesis Overview

This section details the structure of this cumulative thesis and provides a list
of scientific publications in the form of chapters that contributed to it.
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JP L]

Chapter 5 Chapter 2 Chapter 3 Chapter 4 Chapter 6

Research Question (RQ)

Data sharing use case B Healthcare use case [j Knowledge validation (KV)

RSQ = Research sub question | RO = Research object | Arrows with dots represent partial contributions

JP = Journal paper | CP = Conference paper

Figure 1.1: An overview of contribution regarding RQ, SRQ, and chapters.

1. Chapter 2: This chapter describes the smashHitCore (Kurteva et al.,
2023) ontology based on two UCs: UC1 “Insurance Services” (The smash-
Hit project, 2020b) and UC2 “Smart City Services” (The smashHit project,
2020c) in the smart cities and insurance domains. The ontology is en-
riched from different ontologies such as Gconsent &, FIBO (Petrova et
al., 2017), and Semantic Sensor Network Ontology (SSNO) °. The smash-
HitCore ontology provides semantic models for consent, contracts, li-
censes, and sensor data. This chapter corresponds to the publication
“The smashHitCore Ontology for GDPR-Compliant Sensor Data Sharing
in Smart Cities (Kurteva et al., 2023)” published in the Sensors journal.
Further details are provided in Chapter 2.

2. Chapter 3: A GDPR-compliant tool - the CCV (Taugeer et al., 2022) is
implemented to perform digital contract management and contract com-
pliance verifications checks comply with GDPR using semantic technolo-
gies. It supports different categories of contracts such as a contract based
on consent, a Business-to-Consumer (B2C) contract, and a Business-to-
Business (B2B) contract. Further, it enables data sharing between the
Data Subject (DS) and the Data Controller (DC)/ Data Processor (DP) in

8https://openscience.adaptcentre.ie/ontologies/GConsent/docs/ontology
%https:/ /www.w3.org/TR/vocab-ssn/
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compliance with GDPR where consent is not enough. The main function-
alities of the CCV tool are: (1) a scalable tool for managing semantic-based
“digital contract data model using semantic technologies” contracts within
the smart city and insurance UCs, (2) the tool implements a KGs-based
approach for GDPR-compliant CCV, and (3) an ontology (i.e., used as a
data model) and KGs for contracts that can be reused in various cases and
domains. This chapter corresponds to the publication “Automated GDPR
Contract Compliance Verification Using Knowledge Graphs (Taugeer et al.,
2022)” published in the Information journal. Further details are provided
in Chapter 3.

. Chapter 4: This chapter outlines multiple legal bases such as contracts,

consent based contracts, and license based contracts fully compliant with
GDPR for data sharing in smart cities and insurance domains. This work
is extended to our previous work, the CCV (Taugqeer et al., 2022), which
enables GDPR-compliant data sharing through consent and contracts
only. The extended work includes: (1) the addition of license based con-
tracts, another GDPR-compliant legal base, (2) making our previous work
more semantically compliant by utilizing SHACL validation for compliance
checking, (3) securing the CLM signing stage with digital signatures, and
(4) the digital assets licensing. Further details are provided in Chapter 4.

. Chapter 5: This chapter details a data-driven approach for Question An-

swering (QA) over smell and taste disorders KG (Taugeer et al., 2023),
which is based on the extended version of CSTD ontology. The real pa-
tients’ data from a hospital in the Netherlands is used and transformed
(using a semi-automatically method) into KG. Further, it supports QA in
natural language and with SPARQL queries. In addition, a Ul is devel-
oped for QA over KGs. Further details and implementation are discussed
in Chapter 4. This chapter showcases creation and enrichment of ex-
isting ontology and the creation of KGs based on enriched ontology, en-
suring creation of a semantic knowledge base for data sharing in further
domains.

. Chapter 6: This chapter outlines a graph validator application to perform

KV on personal assistants and search engines (e.g., Google, Yandex) to en-
sure the quality of knowledge, which is measured by the degree to which
statements are semantically correct (Huaman et al., 2021). It computes a
confidence score for each triple and instance in KGs. A weight is assigned
to each weighted source (i.e., Google, Yandex). The determined score is
based on discovering the same cases across different weighted knowl-
edge sources and comparing their attributes/features (e.g., name, phone).
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The corresponding publication for this chapter is “Towards Knowledge
Graphs Validation through Weighted Knowledge Sources” and presented
in Iberoamerican Knowledge Graphs and Semantic Web Conference. This
chapter showcases a possible approach to perform KV using KGs and en-
suring appropriate data quality.

1.7 Preliminaries

In this section, we briefly introduce the core concepts and technologies used
in our research. Section 1.7.1 details about GDPR while in Section 1.7.2, we
give an overview of the semantic technologies.

1.7.1 GDPR

The EU GDPR (Li et al., 2019; Mondschein & Monda, 2019; “European Par-
liament and Council”, 2016; “GDPR”, 2018) entered into force on May 25,
2018, across all EU member states and replaced Data Protection Directive
(DPD) (DATA, 1995). DPD is a directive for the data protection of individuals
with regard to the processing of personal data and in effect since 1995. The
GDPR, with 99 articles and 173 recitals, is one of the most extremely strict
data protection legislation ever enacted to protect personal data. The follow-
ing six legal bases are defined by GDPR (“European Parliament and Council”,
2016): (1) informed consent, (2) performance of a contract, (3) legal obligation,
(4) protection of vital interests of the data subject, (5) performance of tasks car-
ried out in the public interest or in the exercise of official authority vested in
the controller, and (6) legitimate interest pursued by a DC. For lawful data pro-
cessing, one of the aforementioned GDPR-legal bases must be met. The GDPR
concerns everyone who collects and processes the EU citizens data (Mangini
et al., 2020). As this research is mainly focused on data sharing based on con-
sent, contracts, and licenses, therefore, we continue our discussion with two
GDPR-legal bases regarding consent and the performance of contracts. How-
ever, prior to discussing both legal bases (i.e., consent and contracts), let us
review some key terminologies that are used in GDPR and required for data
sharing:

e DS A DS under GDPR (Art. 4(1)) is defined as “an identified or identifi-
able natural person” (GDPR, 2018d). A natural person is any person who
wants to share data.

¢ Personal Data According to GDPR (Art. 4(1)) personal data is defined as
“any information relating to an identified or identifiable natural person
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(‘data subject’); an identifiable natural person is one who can be identi-
fied, directly or indirectly, in particular by reference to an identifier such
as a name, an identification number, location data, an online identifier or
to one or more factors specific to the physical, physiological, genetic, men-
tal, economic, cultural or social identity of that natural person” (GDPR,
2018d).

Processing Processing under GDPR (Art. 4(2)) is defined as “any opera-
tion or set of operations which is performed on personal data or on sets
of personal data, whether or not by automated means, such as collection,
recording, organization, structuring, storage, adaptation or alteration, re-
trieval, consultation, use, disclosure by transmission, dissemination or
otherwise making available, alignment or combination, restriction, era-
sure or destruction” (GDPR, 2018d).

DC The controller (or data controller in our case) according to GDPR (Art.
4(7)) is defined as “the natural or legal person, public authority, agency or
other body which, alone or jointly with others, determines the purposes
and means of the processing of personal data; where the purposes and
means of such processing are determined by Union or Member State law,
the controller or the specific criteria for its nomination may be provided for
by Union or Member State law” (GDPR, 2018d). In addition, GDPR also in-
troduced additional responsibilities for the DC while processing personal
data. The DC is responsible for and must be able to demonstrate compli-
ance with, the principles governing data processing (according to GDPR
(Art. 5) (GDPR, 2018e)). These principles include lawfulness, data min-
imization, accuracy, storage limitation and integrity, and confidentiality
of personal data. Another responsibility of the DC is mentioned in GDPR
(Art. 24) as “Taking into account the nature, scope, context and purposes
of processing as well as the risks of varying likelihood and severity for the
rights and freedoms of natural persons, the controller shall implement
appropriate technical and organizational measures to ensure and to be
able to demonstrate that processing is performed in accordance with this
Regulation. Those measures shall be reviewed and updated where neces-
sary” (GDPR, 2018a).

DP The processor (or data processor) according to GDPR (Art. 28) is de-
fined as “a natural or legal person, public authority, agency or other body
which processes personal data on behalf of the controller” (GDPR, 2018b).
Further, similar to the DC responsibilities, GDPR also introduced the du-
ties of the DP as described under GDPR (Art. 28): “Where processing
is to be carried out on behalf of a controller, the controller shall use only
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processors providing sufficient guarantees to implement appropriate tech-
nical and organizational measures in such a manner that processing will
meet the requirements of this Regulation and ensure the protection of the
rights of the data subject” (GDPR, 2018b). In addition, in the case where
the DC or the DP fails to comply with GDPR, they will be fined according
to GDPR (Art. 83), which is defined as “the degree of responsibility of the
controller or processor taking into account technical and organizational
measures implemented by them” (GDPR, 2018h).

* Consent Consent under GDPR (Art. 4(11)) is defined as “any freely
given, specific, informed and unambiguous indication of the data sub-
ject’s wishes by which he or she, by a statement or by a clear affirmative
action, signifies agreement to the processing of personal data relating to
him or her” (GDPR, 2018d). Further, GDPR introduced the following ad-
ditional requirements for the fulfillment of consent: (1) Informed (the
DS must be aware of both the purpose of processing and the identity of
DC (Rec. 42) (GDPR, 2018i)), (2) Unambiguous (according to GDPR (Art.
7, Rec. 42) the information should be presented in an understandable
and clear language without any unfair terms) (GDPR, 2018g, 2018i), (3)
Freely given (the DS must have options to revoke or refuse consent and
also separate consent option for different data processing (Art. 7, Rec.
42 and 43)) (GDPR, 2018g, 2018i, 2018;j), and (4) Specific (according to
GDPR (Art. 6 and 7) consent should be obtained for the use of specific
data for a particular purpose) (GDPR, 2018f, 2018g).

* Contractual performance Recognizing the fundamentals of managing
business operations (i.e., the obligations of a contract) is represented
as another GDPR-legal basis according to GDPR (Art. 6(1)(b), Rec.
44) (GDPR, 2018f, 2018k) that allows data processing in two scenarios:
(1) the data processing is permitted if it is necessary for entering into
a new contract or working under an existing contract, and (2) the data
processing is also permitted when the DS requests and initiate activities
with the DC before entering into a contract. A typical example is the pro-
cessing of credit card details in order to perform payment before entering
into a contract. Similarly, another fascinating example could be when the
DS makes an individual request for information from the service provider
for a particular service via email or social network and the contract does
not exist yet. Therefore, data processing is permitted for the purpose of
responding inquiry.

In addition, for lawful data processing along with GDPR-legal basis consent,
both the DS and the DC must comply with all consent criteria. Further, all the
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processing activities between the DS and the DC must be tracked in order to
illustrate compliance and make all the records available to the higher authority
upon request (Rec. 82) (GDPR, 2018l). Moreover, while keeping processing
details records, GDPR requires the additional requirement from the DC or the
DP to implement Technical Organization Measures (IOMs) such as encryption,
to ensure the security of processing (Art. 32) (GDPR, 2018c).

1.7.2 Semantic Web

The term “Semantic Web” (SW) was introduced by Sir Tim Berners-Lee in 2001
and defined as “The Semantic Web is not a separate Web but an extension of
the current one, in which information is given well-defined meaning, better-
enabling computers and people to work in cooperation” (Berners-Lee et al.,
2001; Domingue et al., 2011). It enables the structuring and meaning of the
information described in web pages and makes it possible machine-readable
through a set of standards and technologies, such as ontologies, data ex-
changeable formats, and query languages. In the following, first an overview of
semantic technologies (Sabou, 2016) is presented, and then a brief introduc-
tion to KG empowered by semantic technologies is described.

SW Technology SW technologies empower the integration and making sense
of large-scale, evolving, and heterogeneous datasets (i.e., terms, concepts, and
models) produced by various disciplines such as engineering, health, smart
cities, and insurance (Sabou et al., 2017). This thesis relies on Resource
Description Framework (RDF), RDF schema (RDFS), Simple Protocol and Re-
source Description Framework Query Language (SPARQL), Shapes Constraint
Language (SHACL), ontologies, and Web Ontology Language (OWL), which con-
stitute the base of the SW technologies.

1.7.2.1 RDF

Eric Miller (Miller, 2001) defines RDF as “RDF is an infrastructure that enables
the encoding, exchange, and reuse of structured metadata. It is an application
of eXtensible Markup Language (XML) that imposes needed structural con-
straints to provide unambiguous methods for expressing semantics.” RDF is
part of The World Wide Web Consortium (W3C) metadata activity that aims to
produce a language for the exchange of machine-understandable descriptions
of the information on the web (Brickley et al., 1998). In addition, it also en-
ables metadata interoperability by designing mechanisms to support common
conventions of semantics, syntax, and structure (Miller, 2001). RDF exchanges
and processes metadata using XML as a standard syntax. Further, it allows for
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the publication of both human-readable and machine-readable vocabularies:
“A set of properties, or structured data elements, defined by various communi-
ties (Miller, 2001)”. RDF describes resources with statements (i.e., semantic
triple 19 or fact). A semantic triple consists of three parts: (1) the subject, (2)
the predicate, and (3) the object. Both the subjects and predicates are Uni-
form Resource Identifiers (URIs) while the objects are either URIs or literals
(e.g., string, int, dateTime). The predicates connect the subject and the object
via relationships. Let us take an example “Amar Taugeer studies at WUR” from
the natural language to demonstrate RDF. Using the semantic triple, “Amar
Tauqeer” would correspond to the subject, “studies at” correspond to the pred-
icate, and “WUR” would correspond to the object. Listing 1.1 shows the seri-
alized formal RDF representation in Turtle (Beckett et al., 2014) for the afore-
mentioned example. Other serialization formats of RDF are JSON-LD (Sporny
et al., 2020) and N-Triples (Beckett, 2014).

Listing 1.1: A serialized formal representation of RDF in Turtle format.

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix foaf: <http://xmlns.com/foaf/0.1/> .

@prefix dcterms: <http://purl.org/dc/terms/> .

@prefix orcid: <http://orcid.org/> .

orcid:0000-0002-3345-387X dcterms:created "2022-12-22T22:25:56.900Z"
“"xsd:dateTime;
rdf:type foaf:Person;

rdfs:label "Amar Taugeer";

:studiesAt <https://www.wur.nl/en.htm> .

1.7.2.2 RDFS

RDFS (W3C, 2004b) is a schema language and an extension of RDF (Allemang
et al., 2020; McBride, 2023). It extends the basic RDF vocabulary for describ-
ing groups of related resources and the relationships among them. These
resources are then used to determine other resources’ characteristics such as
domains and ranges of properties. An RDFS example is shown in Listing 1.2.

Listing 1.2: An example of RDFS.

Ohttps://en.wikipedia.org/wiki/Semantic_triple
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@prefix : <http://www.example.com/ontologies/smell-taste-disorder#> .
@base <http://www.example.com/ontologies/smell-taste-disorder> .
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

base:Patient rdf:type rdfs:Class ;
rdfs:comment "Describes patient related information such as
gender, length, height."@en;
rdfs:label "Patient'"@en;
rdfs:subClass0f schema:Thing;

base:patientNo rdf:type owl:DatatypeProperty ,
owl:FunctionalProperty ;
rdfs:domain base:Patient ;
rdfs:range xsd:int ;
rdfs:comment "Associate patient number to a patient."Qen ;
rdfs:label "patientNumber'"@en .

A class “base:Patient” with a data property “base:patientNo” is defined us-
ing RDFS. The patient class uses “rdfs:subClassOf” RDF descriptor construct
to describe the relationship with the class “schema:Thing”. On the other
hand the data property “base:patientNo” uses “rdfs:domain”, “rdfs:range”,
“rdfs:comment”, and “rdfs:label” RDF descriptor constructs for describing pa-
tient information.

1.7.2.3 OWL

In the previous Section 1.7.2.2, we demonstrated the RDFS provides additional
descriptor constructs for RDF due to its limitation (e.g., how to define classes
and properties with their relationships). Similarly, RDFS also has limitations
to express the vocabulary. As an example, RDFS does not have descriptor con-
structs such as to differentiate between two concepts and determine whether
the two classes are disjoint or not (Hogan, 2020). OWL supports more ma-
chine interpretability of web data that is supported by XML, RDF, RDFS (W3C,
2004b). To describe the classes and properties (e.g., symmetry) with addition
constraints/restrictions, OWL provides a rich set of vocabulary and restric-
tions (Allemang et al., 2020; W3C, 2004b). In addition, OWL is an ontology
language pertaining to formally defined meanings (W3C, 2004a).
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1.7.2.4 SPARQL

SPARQL is a W3C recommendation and a structured query language for query-
ing RDF data through a semantic triple or graph pattern (SPARQL Working
Group, 2008; Swathi et al., 2016). It is used to define queries across several
data sources, whether the data is stored natively as RDF or seen as RDF via
middleware (W3C, 2013). It performs similar functionalities such as projection,
join, union, and constraints with the role of Structured Query Language (SQL)
as it relates to relational databases (SPARQL Working Group, 2008; Swathi et
al., 2016). In addition, it supports aggregation, sub-queries, extensible value
testing, and constraining queries by source RDF graph. For demonstration
purpose, a SPARQL query sample is presented in Listing 1.3 (Taugeer et al.,
2023).

Listing 1.3: A sample of SPARQL query.

prefix : <http://example.com/base/>
prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
select 7hasEtiology (count(7hasEtiology) as 7total)
where{
select *
where {
?patient a :Patient;
:hasSmellDisorder 7smell;
:hasEtiologyType 7hasEtiology .
filter(?smell="anosmia"
}
}
group by 7hasEtiology
order by desc(?total)

The SPARQL query in Listing 1.3 returns the type of etiology along with totals
in descending order of a patient of smell disorder “anosmia”. The result of this
query can be found in Chapter 5, Figure 5.9.

1.7.2.5 Ontology

An ontology is a formal description of knowledge as (1) a set of concepts (also
known as classes) within a domain (e.g., protein is a concept within the domain
of molecular biology) and (2) the relationships among the concepts (e.g., an en-
zyme is a kind of protein, which in turn is a kind of macromolecule) (Gruninger
& Lee, 2002; Taugqeer et al., 2023), Chapter 4. It serves as the focal point of any
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SW-based solution, allowing for the explicit and formal description of knowl-
edge pertinent to the application at hand. The semantic integration of data
can be achieved through ontologies as mediators (Sabou, 2016). Similarly,
properties are sometimes also called shared conceptualization” by Studer et
al. (Studer et al., 1998), which is extended with two other definitions by Gru-
ber (Gruber, 1993) and Borst (Borst, 1997). Here, on the one hand, the term
“formal” refers to the syntax and semantics for enabling machine readability.
While on the other hand, the term “explicit” refers to defining all the concepts
and restrictions explicitly. In a similar way, the term “conceptualization” indi-
cates real-world entities such as classes, and properties (i.e., object properties
(define the relationships between classes) and data properties (define relation-
ships between an entity instance and data value (e.g., integer, string))) must
have an abstract representation. Another powerful feature of ontologies is to
provide formalizations for machine-readability and reasoning capabilities by
providing restrictions between classes and properties. A snippet of the “Smell
and Taste Disorder Ontology” (Taugeer et al., 2023) is shown in Figure 1.2.
The “cstd:Patient” and “cstd:MedicationType” are two classes that represent the
concepts associated with patients’ records as depicted in Figure 1.2. Further,
the data properties “cstd:hasAntiAllegic” and “cstd:hasAntiBiotic” can aid ad-
ditional constraints in the form of relationships between distinct classes and
the types of values they should contain. An object property can be used to
define a relationship between classes by establishing a connection through do-
main and range constraints. More details about ontologies and their semantic
representations are presented in Chapter 2, Chapter 3, Chapter 4, and Chap-
ter 5.

1.7.2.6 KGs

KGs, on the other hand, contain the actual data. Google coined the term KG
in 2012 as the foundation of a new web search methodology (Fensel et al.,
2020). A more concise and concrete definition of the KG is “a graph of data
intended to accumulate and convey knowledge of the real-world, whose nodes
represent entities of interest and whose edges represent potentially different
relations between these entities” was published by Hogan et al. (Hogan et al.,
2021).

Ontologies are semantic models that can only model general types of things
but do not store information about individuals in a particular domain. A
sample of the smell and taste disorders KGs is presented in Listing 1.4 while
a graphical representation is shown in Figure 1.3.
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[ cstd:Patient ]
Parent class

Child class

i
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[ cstd:MedicationType ]

Data type property

i E Data type

cstd:hasAntiAllergic cstd:hasAntibiotics

Figure 1.2: A snippet of smell and taste disorders ontology.

Listing 1.4: A sample of KG.

O@prefix : <http://example.com/base/>
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
@prefix schema: <https://schema.org/> .

<http://example.com/base/118190> rdf:type owl:NamedIndividual ,
base:Patient ;
base:patientNo 118190 ;
base:endoNasalScopy "Conchae hypertrophy"
base:hasAge "56"
base:hasBMI 27.78 ;
base:hasComplaintDuration "2-5 years" ;
base:hasDiagnostic "Both"
base:hasEntTherapy "Nasal corticosteroids"
base:hasEtiologyType "Idiopathic" ;
base:hasLength 1.79 ;
base:hasParosmia "2"
base:hasRetronasalTest 7.0 ;
base:hasSmellDisorder "anosmia'
base:hasSmellTherapy "Smell therapy"
base:hasTasteDisorder "Normogeusia'
base:hasWeight 89.0 ;
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base:
base:
base:
base:

base

base:
base:
base:
base:

historyOfEntSurgery "Yes" ;
onset0fComplaint "Gradual" ;
presence0fComplaint "Constant" ;
sniffinStickDiscrimination 6.0 ;

:sniffinStickIdentification 5.5 ;

sniffinStickTDI 12.5 ;
sniffinStickThreshold 1.0 ;
symptomsAtDiagnosic '"Nasal obstruction" ;
tasteStrip 14.0 ;

schema:gender "Man" .

In addition, the KG contains information about a patient individual “118190”
regarding gender, height, medication, and the type of medication.

schema:gender

Individual

118190

Medication

Figure 1.3: A sample of smell and taste disorders KG.

1.7.2.7 SHACL

SHACL, “a language for validating RDF graphs against a set of condi-
tions” (Knublauch & Kontokostas, 2017), is a World Wide Web Consortium
(W3C) recommendation for validating KGs. There are two types of graphs used
in SHACL validation: a shape graph and an RDF graph. The former is used
to contain the constraints or conditions and other constructs, which are ex-
pressed in the form of an RDF graph. While the latter is an RDF graph, which
is validated against the SHACL shape graph. Further, there are two types of
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shapes defined in the SHACL core language: node shapes “A node shape is
a shape in the shapes graph that is not the subject of a triple with sh:path
as its predicate !!” (Knublauch & Kontokostas, 2017) and property shapes “A
property shape is a shape in the shapes graph that is the subject of a triple
that has sh:path as its predicate” (Knublauch & Kontokostas, 2017). The ex-
amples of node shapes and property shapes are presented in Listing 1.5, while

an example of an RDF graph is shown in Listing 4.1.

Listing 1.5: A sample of shape graph.

@prefix base: <http://ontologies.atb-bremen.de/smashHitCore#> .

@prefix fibo-fnd-agr-ctr: <https://spec.edmcouncil.org/fibo/

ontology/FND/Agreements/Contracts/> .

@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix schema: <http://schema.org/> .
@prefix sh: <http://www.w3.org/ns/shacl#> .

schema:CCVThirdScenarioElsePartShape a sh:NodeShape ;
sh:targetClass base:CCVThirdElse;
sh:and (
[a sh:NodeShape;
sh:property [
sh:path base:hasContractCategory;
sh:in (base:categoryBusinessToConsumer)
]
]
[a sh:NodeShape;
sh:property [
sh:path base:hasConsentState;
sh:in ("Valid")
]

)3
sh:sparql [
a sh:SPARQLConstraint ;
sh:message "Violation: Contract end date has been passed."
sh:select ’7’
SELECT $this
WHERE {
$this base:hasStates 7state .
$this base:hasEndDate 7edate .
$this base:currentDateTime 7cdate .

Ihttps://www.w3.0rg/2014/data-shapes/track/issues/220
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$this base:hasContractStatus 7cstatus .
FILTER ((?state=base:statePending) && (7cdate > 7edate) && (Pcstatus
IN (base:statusCreated, base:statusUpdated, base:statusPending)))

There are three node shapes (one outer node shape and two inner node shapes)
and two property shapes used in Listing 1.5. The first inner node shape has a
property shape, which restricts the contract with the “business to consumer”
category. With this restriction, no other contract categories are allowed. While
the second inner node shape has a property shape, which only allows the con-
tract with a “Valid” consent state. Listing 4.1 shows an RDF graph containing
the data in the form of semantic triple and can be validated against the shape
graph described in Listing 1.5.

Listing 1.6: A sample of data graph.

@prefix base: <http://ontologies.atb-bremen.de/smashHitCore#> .

@prefix fibo-fnd-agr-ctr: <https://spec.edmcouncil.org/fibo/
ontology/FND/Agreements/Contracts/> .

@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .

base:contb2c_f6172eaa-a2e6-11ed-blbc-0b613fb8badf a base:CCVThirdElse;
base:contractType base:Written;
base:forPurpose '"data sharing between processor and consumer";
base:hasContractCategory base:categoryBusinessToConsumer;
base:hasContractStatus base:statusUpdated;
base:hasEndDate "2024-07-07T10:38:07"""xsd:dateTime;
fibo-fnd-agr-ctr:hasEffectiveDate "2023-02-02T14:14:25"""xsd:dateTime;
fibo-fnd-agr-ctr:hasExecutionDate "2023-02-02T14:14:25"""xsd:dateTime;
base:hasStates base:statePending;
base:consentState "None";
base:currentDateTime "2023-02-08T13:50:28"""xsd:dateTime .
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Abstract

The adoption of the General Data Protection Regulation (GDPR) has resulted in
a significant shift in how the data of European Union citizens is handled. A va-
riety of data sharing challenges in scenarios such as smart cities have arisen,
especially when attempting to semantically represent GDPR legal bases, such
as consent, contracts and the data types and specific sources related to them.
Most of the existing ontologies that model GDPR focus mainly on consent. In
order to represent other GDPR bases, such as contracts, multiple ontologies
need to be simultaneously reused and combined, which can result in incon-
sistent and conflicting knowledge representation. To address this challenge,
we present the smashHitCore ontology. smashHitCore provides a unified and
coherent model for both consent and contracts, as well as the sensor data and
data processing associated with them. The ontology was developed in response
to real-world sensor data sharing use cases in the insurance and smart city do-
mains. The ontology has been successfully utilised to enable GDPR-complaint
data sharing in a connected car for insurance use cases and in a city feedback
system as part of a smart city use case.

Keywords— ontology, consent, contracts, sensors, data sharing, GDPR, smart cities,
insurance.
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2.1 Introduction

The GDPR (“GDPR”, 2018), which came into effect in 2018, has introduced six legal
bases, namely consent, contract, legal obligation, vital interest, public task and legiti-
mate interests for the lawful processing of personal data (“Lawful basis for processing”,
2018). Consent is arguably the most widely used GDPR basis and specific require-
ments apply to it. It should be specific, unambiguous, freely given, and informed and
should be implemented in a way that it can be withdrawn as easily as it was given (Art.
7, Rec. 32, 42, 43). However, depending on the type of data processing and context a
contract might be needed instead (“Lawful basis for processing”, 2018). In comparison
to consent, contracts have more restrictions in the form of terms and conditions with
specific obligations (Art. 6(1)(b)), which depend on the nature of the contract (e.g., sale
of goods, e-commerce, education, services) (Freire & de Valk, 2019).

In smart cities, one’s data is spread across different sources (such as vehicles sensors,
smart home sensors, databases, people, etc.) and can be used for different purposes
by different entities simultaneously. For example, an individual can report a dam-
aged road with a photo and location information (e.g., GPS data) to authorities so
that authorities can take appropriate action. The main challenge is the management
of the consent itself as each entity (e.g., company) might store it in different formats
and locations. Locating and analyzing all consent information is time-consuming and
still a challenge for many small and medium enterprises (SMEs) as discussed in (The
smashHit project, 2021). Insurance companies handle personal data on a daily basis,
making them one of the industries highly impacted by the GDPR. One of the main
challenges when modeling consent for insurance companies is the existence of dy-
namic situations such as a change in ownership of the insured property (e.g., a car),
which can disrupt existing declarations of consent. In our study, we have considered
two sensor data sharing use cases, where GDPR compliance is expected. Use case one
(UC1) focuses on vehicle sensor data sharing in smart cities, while use case two (UC2)
focuses on vehicle sensor data sharing in the insurance domain. Details about each
use case are presented in more detail in Section 2.2.

Semantic Web technologies, such as ontologies, can represent diverse dynamic
contexts and support faster and easier knowledge discovery, data interoperabil-
ity, and transparency (Freire & de Valk, 2019; Lakehal et al., 2019; Murtazina &
Avdeenko, 2019). Further, ontologies help translate human knowledge into a machine-
understandable format to be used as a knowledge management infrastructure within
computer systems (Fensel, 2001). These capabilities of ontologies make them a well-
fitting solution for the representation and interpretation of the heterogeneous data in
UCI1 and UC2. As presented later in Section 2.3, several semantic models for consent,
contracts and sensors have already been built. However, our analysis in (Kurteva et al.,
2021) and the requirements of UC1 and UC2 point to three areas of improvements that
require an addition to the set of existing ontologies. First, the concepts of consent and
contract are treated as exclusive with ontologies modelling either consent or contract.
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Second, specific data sources such as sensor data are in most cases not modelled in
detail (e.g., what specific sensor is the source of the data). Furthermore, finally, not all
ontologies are openly available. Consent for data processing should be requested in an
informed manner. Individuals need to be presented with information about the type of
data that will be processed and the specific purpose of the processing (e.g., GDPR Art.
4, 6, 7 and Rec. 32, 42). For example, consent for vehicle sensor data sharing is an
ambiguous request as a vehicle has multiple sensors for different observations. To be
compliant with the GDPR, one should know exactly the type of sensor and the corre-
sponding data the consent covers (e.g., GPS sensor data and more specifically latitude
and longitude data). Third, existing ontologies are limited when it comes to modelling
specific concepts needed for complex scenarios such as broken consent chains (e.g.,
due to the transfer of property ownership (Chhetri et al., 2022b)).

In our UC1 and UC2 it is also possible that a contract is the adopted GDPR legal basis
for data sharing and processing. This can be due to (i) data subjects being presented
with a contract instead of a consent request (depending on the company) and (ii) data
subjects interested in negotiating the terms and conditions for the data processing.
When dealing with consent the obligations for the data subject are pre-defined, while
contracts allow their negotiation. In UC1 and UC2, we have considered the possi-
bility of both business to customer (B2C) and business to business (B2B) contracts,
where the involved contractors can negotiate specific terms and conditions for data
processing. Data selling between companies is a typical scenario where a contract is
required (and consent is not enough). Another difference is that individuals have the
right to revoke their consent at anytime, while contracts have specific steps that need
to be followed for cases such as contract termination. To summarise, the use cases
that motivated our work consider two GDPR legal bases for (sensor) data sharing—
consent and contracts. To our knowledge, an ontology that consistently represents
both concepts, dependencies between them and the relevant sensor data, has not yet
been built.

Based on the need for such an ontology highlighted by smashHit’s (The smashHit
project, 2020a) UC1 and UC2 and the GDPR (Art.6, Rec. 32, Rec. 44), we present the
smashHitCore Web Ontology Language (OWL) (W3C, 2004c) ontology. The ontology
and its accompanying documentation are publicly accessible at (The smashHit project,
2022).

smashHitCore, which is openly available, reuses and extends existing ontologies to
provide a harmonised model for consent, contracts, sensor data and its processing.
smashHitCore can be used in simpler cases such as informed consent modelling based
on GDPR or more complex ones such as automatic contracting (i.e., automatic contract
generation, signing and execution) and automated compliance verification based on
one’s informed consent (see (Chhetri et al., 2022b; Taugeer et al., 2022)).

The rest of the paper is structured as follows. The use cases that motivated our work
are presented in Section 2.2. Section 2.3 presents an overview of existing ontologies
for consent, contracts and sensor data, while Section 2.4 presents the methodology we
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followed for the development of smashHitCore. The ontology specification is presented
in Section 2.5. The specific applications of smashHitCore for consent and contract
compliance is presented in Section 2.6. Section 2.7 presents the evaluation of smash-
HitCore. Conclusions can be found in Section 6.6.

2.2 Use Cases

The smashHitCore ontology is based on two sensor data sharing use cases. UCI1-
Smart City Services is presented in Section 2.2.1, while UC2-Insurance Services is
presented in Section 2.2.2

2.2.1 UC1l-Smart City Services

The increasing volume of smart city sensor data about traffic, road conditions, carbon
emissions and the vehicles contributing to all these, holds great potential to be utilised
for optimising current mobility services and for implementing more efficient ones in
the future (The smashHit project, 2020c). Helsinki is an example of a leading smart
city, which has set as its goal to become one of the most functional cities in the world.
For Helsinki, functionality means above all ensuring convenient everyday life for its
citizens, visitors, and businesses by fully harnessing the potential of digitization. The
aim of the city is to enhance the utilization of data and analytics, to produce indi-
vidually tailored services for the city residents, proactively and when they need them.
The city is committed to the MyData (MyData Global and KIRAHub, 2022) principle,
according to which residents must be able to manage the personal data that the city
collects (e.g., authorise its use for different purposes and services, be able to restrict
and even deny access to it). For example, personal data (e.g., vehicle sensor data such
as fuel, speed, location) is essential for the current traffic planning and management
digital services. Fluency and safety in city traffic have an enormous influence on the
well-being of the residents, visitors, and businesses. Optimizing traffic flows and en-
hancing safety can only be conducted through a joint effort of the city, its residents,
visitors, and businesses. However, such vehicle sensor data are considered personal,
which means it should be shared and processed in a GDPR-compliant way that does
not endanger one’s privacy. To be GDPR-compliant, informed consent needs to be re-
quested, received and managed through its whole lifecycle (Kurteva et al., 2021). The
main challenge is to perform all of the above for the heterogeneous sensor data at scale
while complying with the GDPR.

2.2.2 UC2-Insurance Services

UC2 focuses on insurance services that also rely on vehicle sensor data sharing (The
smashHit project, 2020b). With the growing ability of vehicles to generate, gather and
share car data with third parties among different data sharing platforms, there is
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a need for flexible and easily manageable procedures to handle data owner consent
and legal compliance, to achieve effective and traceable contracting. Current fleets
of connected vehicles cannot provide the data required to support advanced usage-
based insurance models without additional intervention during the workflow between
vehicles and insurers. The challenges and complexities of the GDPR directives make
cumbersome mechanisms necessary to gain, record, and manage consent and con-
tract. The concerns of personal data misuse are also rising. The combination of un-
derstanding and relating to the value proposition, individuals’ trust, and cumbersome
consent and contract processes result in a low opt-in rate for connected vehicle data
exchange and particularly for connected insurance programs. Another concern is the
possibility of sensitive data (e.g., GPS location, driving trends) leakage, which can be a
major threat to both Original Equipment Manufacturers (OEMs) and data processors
alike. Preserving individuals’ privacy and using their data in a GDPR-compliant way
is a necessity.

2.3 Related Work

This section presents an overview of existing ontologies that model consent as defined
by GDPR, contracts and the data related to them, specifically sensor data.

2.3.1 Semantic Models for Consent

This section is based on our previously conducted survey (Kurteva et al., 2021) on
GDPR consent ontologies. One of the earliest ontologies that semantically represents
consent as defined by the GDPR is the Consent and Data Management Model (CDMM)
by Fatema et al. (Fatema et al., 2017). CDMM, available since 2017, represents consent
as an entity within the context of a privacy policy. The ontology is able to represent
consent through its whole life-cycle (i.e., from its request to its withdrawal). However,
CDMM does not model meta-information such as data storage location, contact infor-
mation of entities such as data controller, third parties and their obligations, which
can be helpful when performing GDPR compliance verification.

Pandit et al. (Pandit et al., 2019a) present a GDPR-compliant consent ontology called
GConsent (Pandit et al., 2019a). The ontology’s main focus is to model consent-related
information as defined by GDPR (Pandit et al., 2019a). Consent is semantically rep-
resented as an artefact, that has multiple states such as given, refused, revoked and
unknown. In comparison to CDMM, GConsent focuses on GDPR compliance and mod-
els consent in more detail. However, it does not model specific responsibilities required
for our use cases such as the entity responsible for consent, specific contact informa-
tion and obligations regarding the use and revocation of consent.

The PrOnto ontology (Palmirani et al., 2018) focuses on modelling GDPR obligations
and requirements such as consent for personal data processing. Further, PrOnto mod-
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els the specific documents, data, actors involved in different data processing and the
legal rules that can apply. However, PrOnto is not openly available and its proprietary
status prevents a wider adoption by researchers and industry practitioners.

The Legal Compliant Ontology to Preserve Privacy for the Internet of Things
(L1oPY) (Loukil et al., 2018) is an ontology that models GDPR concepts, such as con-
sent, but is not limited to it. The ontology further reuses privacy definitions provided
by the National Institute of Standards and Technology (NIST) (“NIST”, 2022). LloPY
focuses on GDPR-compliant consent modelling for cases such as sensor data sharing.
It models consent decisions, retention, disclosure, as well as types of sensor data by
reusing the Semantic Sensor Network ontology (SSN) (Compton et al., 2012). Despite
its potential to model diverse data, LIoPY is not openly available, which is an obstacle
to its wider evaluation and reuse by the legal and Semantic Web communities.

The Business Process Re-engineering and Functional Toolkit for GDPR Compliance
(BPR4GDPR) (The BPR4GDPR project, 2019) represents consent, its states (e.g., pro-
vided, refused, revoked) and GDPR-related information that is needed for performing
compliance checking. Based on its specification in (The BPR4GDPR project, 2019),
BPR4GDPR models specific roles, event types, context types and state types related to
consent. However, BPR4GDPR is not open-access.

Consent is modelled as a policy and is used for privacy compliance checking by both
SPECIAL's Usage Policy Language (SPL) (Kirrane et al., 2020) and SPECIAL Policy Log
Vocabulary (SPLog), which were built for the SPECIAL project '. The focus of both SPL
and SPLog is to represent data usage policies in a machine-readable format and to
define permissions based on one’s consent decision (Kirrane et al., 2020).

The Data Privacy Vocabulary (DPV) (Pandit et al., 2019b) models consent and its at-
tributes (e.g., expiry time) in the context of privacy policies, which can be used for
compliance checking. DPV models other GDPR-related concepts such as notice, ex-
piry date and provision. The ontology has been extended with specific knowledge about
GDPR’s legal basis, technical and organisational measures and processing categories
(also known as DPV-GDPR (“DPV-GDPR”, 2022). A current limitation, with regards
to GDPR and consent, is that DPV does not model the responsibilities of data con-
trollers (Kurteva et al., 2021).

2.3.2 Semantic Models for Sensor Data

Russomanno et al. (Russomanno et al., 2005) present an approach for constructing a
sensor ontology that is a formal conceptualisation of sensors. The presented OntoSen-
sor (Russomanno et al., 2005) ontology is based on the Sensor Model Language (Sen-
sorML) (Botts & Robin, 2007) and the Suggested Upper Merged Ontology (SUMO) (Niles
& Pease, 2001) and models sensors’ attributes, performance, capabilities and relia-
bility. However, it has a limited expressivity with regard to describing the sensor’s

Thttps:/ /specialprivacy.eu/
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observations, which are of significant importance for our UC1 and UC2.

Another widely used sensor ontology is SSN (Compton et al., 2012), a standard W3C
recommendation in the field. SSN describes sensors, their observations, the involved
procedures, the studied features of interest, the samples used to do so, the feature’s
properties being observed or sampled, as well as actuators and the activities they
trigger (Haller et al., 2019). The ontology has been reduced by horizontal and verti-
cal modularisation, which allows different users to only use domains that they are
interested in.

The Sensor, Observation, Sample, and Actuator (SOSA) (Janowicz et al., 2019) ontol-
ogy, which is the lightweight version of SSN, is event-centric. It focuses on modelling
observations, sampling, actuations and procedures of sensors. While focusing on the
interactions between sensors, and being easy to understand by a broader audience,
the ontology does not provide the needed level of granularity of the sensors’ them-
selves (e.g., specific types of sensors such as GPS). However, SOSA can still be reused
for cases where sensor observations are the main focus.

The Ontonym-Sensor (Stevenson et al., 2009) ontology provides a high-level descrip-
tion of sensors and capabilities such as their frequency, coverage, accuracy, and pre-
cision pairs. In addition, sensor observations (observation-specific information, meta-
data, sensor, timestamp, and the time period over which the value is valid, the rate
of change) are modelled as well (Stevenson et al., 2009). Due to its generic nature,
Ontonym-Sensor can be reused in different scenarios that involve both sensors and
sensor data.

Last but not least, Eid et al. (Eid et al., 2007) proposed the Sensor Data Ontology
(SDO), which reuses the Suggested Upper Merged Ontology (SUMO) (Niles & Pease,
2001) for general definitions and associations and follows IEEE 1451.4 (Licht, 2001)
(a standard for describing smart transducers and their observations). Although Eid et
al. present an ontology, the main focus of their work in (Eid et al., 2007) is on sensor
data search optimisation. Due to the limited information available, SDO can be viewed
as lightweight foundational semantic model for sensors that can be built upon.

2.3.3 Semantic Models for Contracts

The Multi-Tier Contract Ontology (MTCO) by Kabilan and Johannesson (Kabilan & Jo-
hannesson, 2003) comprises three layers. The authors defined the conceptual models
of contracts in the first layer. The specific contract types are defined in the second
layer. The third layer is responsible for capturing contractual obligations and their
fulfilment patterns. Furthermore, the proposed ontology contains different stages,
such as drafting, negotiation, and signing, which can be useful in modelling semantic
contracts. The performance obligations, rules, rights, and payments are additional
contract details added by MTCO. The ontology does not, however, clearly distinguish
between an electronic contract and a conventional contract.
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In (de Cesare & Geerts, 2012), the authors propose a contract ontology, which defines
three building blocks, such as agreements amongst persons, promises, and considera-
tions to support modelling semantic contracts. The authors describe different types of
contracts (e.g., verbal and written), and events related to the execution, fulfilment, and
exchange of contracts. The formalisation of the ontology in OWL and the modelling of
specific contract domains (e.g., sales), however, are left for future work. The ontology
also predates GDPR, therefore its particular legal requirements for data processing
have not been taken into account.

The Financial Industry Business Ontology (FIBO) (Bennett, 2013; EDM Council, 2020;
Petrova et al., 2017), which is a collection of eleven distinct ontologies that define
entities and processes in the business and finance domains, is a more recent ontology
for contracts, while FIBO does not concentrate on particular laws such as the GDPR, it
does offer a thorough semantic model of concepts like contracts and agreements that
can serve as the basis for any ontology focusing on GDPR. Although FIBO does not
explicitly consider GDPR when modelling contracts, there have been recent updates
made regarding how the law is mapped out.

2.3.4 Summary

Based on our previous ontology survey in (Kurteva et al., 2021) and the related work
overviewed in Section 2.3, we have identified several ontologies that can represent
consent as a GDPR basis for lawful data processing. GConsent focuses specifically on
representing informed consent as defined by GDPR but does not model specific sensors
and sensor data, which are needed in cases such as UC1 and UC2 (see Section 2.1).
CDMM, SPL and DPV focus on privacy policies. PrOnto (Palmirani et al., 2018) and
Llopy (Loukil et al., 2018) model GDPR-compliant consent, however, both are not open
access, which limits their reuse. Further, the ontologies that model GDPR focus ex-
clusively on the concept of consent. Contracts, which are also a GDPR basis for data
processing, are rarely modelled by consent ontologies. Similarly, the ontologies that
model contracts (e.g., FIBO), do not model consent and do not follow a specific law
such as GDPR. Sensors are rarely represented in consent and contract ontologies as
a type of data source. The wide availability of ontologies for consent and contracts
makes their reuse complex and time-consuming as it is not clear, which ontology to
reuse, when, and how exactly.

2.4 Methodology

The smashHitCore ontology is a result of a collaborative effort of individuals from vari-
ous backgrounds (i.e., Semantic Web, Privacy and Security, Law, Insurance and Mobil-
ity). We followed the methodology for ontology development by Noy and McGuiness (Noy



36 METHODOLOGY

& McGuinness, 2001) and used the VocBench 2 environment for collaborative ontology
development. The development of smashHitCore (The smashHit project, 2022) follows
a hybrid approach, which is a combination of the ontology modelling guidelines pre-
sented by Uschold et al. (Uschold & King, 1995) and Noy (Noy & McGuinness, 2001).
The following steps were carried out to build the ontology:

1. Use case identification and analysis of the range of intended users and specific
use-case related requirements (i.e., competency questions) (see Table 2.1) with
industry collaborators.

2. Identification of the main concepts needed for consent and contracts in UC1 and
UC2. Review of GDPR requirements for informed consent with legal experts.

3. Gathering and analysis of existing ontologies for consent (see (Kurteva et al.,
2021)), contracts, sensor data and data processing.

4. Creation of the smashHitCore ontology by reusing specific classes and their re-
spective properties from existing ontologies. Definition of new use case-specific
concepts.

5. Preservation of consistency by following the “isA” relationship between subclasses
and classes (e.g., Sensor isA Device). Capitalisation of each word when labelling
classes (e.g., Data Source) and following the British English language standard.

6. Evaluation of the expressivity of the ontology with the competency questions
derived during Step 1 (see Table 2.1).

7. Evaluation of the correctness of the ontology with the HermiT (Shearer et al.,
2008) reasoner.

8. Reviewing and editing of the ontology again if needed.

Table 2.1: Evaluation of smashHitCore with competency questions.

Questions Relevant smashHitCore concepts and object properties

Informed consent questions:

gconsent:Consent, dpv:Purpose, dpv:hasPurpose, smashHit-
What is the purpose Core:hasContext,

of the consent? smashHitCore:atLocation, smashHitCore:inMedium, smash-
HitCore:isAboutData
smashHitCore:consentID, smashHitCore:atDateTime,

What is the duration

of the given consent? smashHitCore:hasExpirationDate, smashHit-

Core:hasRetentionDate

Continued on next page

2https:/ /vocbench.uniroma2.it/
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Table 2.1 - continued from previous page

Questions

Relevant smashHitCore concepts and object properties

What is the status of
consent?

smashHitCore:consentID, gcon-
sent:StatusInvalidFofProcessing, gconsent:Withdrawn,
smashHitCore:Granted, gconsent:isStatusFor,
sent:hasStatus

gcon-

What is the context of
consent?

smashHitCore:consentID, smashHitCore:Context, smash-
HitCore:hasContext,

smashHitCore:atLocation,
smashHitCore:inMedium

smashHitCore:atDateTime,

How was consent
requested, granted,
revoked?

smashHitCore:consentID, gconsent:Consent,
sent:Medium, smashHitCore:inMedium,
consent:AppBased, consent:Audio, consent:Video

geon-

Who provides the

gconsent:Consent, smashHitCore:consentID, prov:Agent,

consent? smashHitCore:agentID dcat:Role, smashHit-
Core:DataSubject, smashHitCore:isProvidedBy

Data source and data processing questions:

What type of data dpu:DataSource, dcat:Resource, smashHit-

is consent requested
for?

Core:SensorDataCategory, smashitCore:hasContext,

smashhitCore:hasMetadata

dpuv:Processing, smashHitCore:hasMethod, dcat:Resource,

What is the source of dpu:Align, dpu:Erase, dpu:Analyse, dpu:Alter,
the data? dpu:Consult, dpu:Record, dpu:Restrict, rdf:hasInputData,
rdf:hasOutputData
dpv:DataSource, = smashHirCore:Device, = sensor:Sensor,

What processing will
be done to the data?

smashHitCore:SensorDataCategory,
smashHitCore:hasSensorDataCategory

Who is responsible
for the data process-
ing?

prov:Agent, prov:Organization,
prov:SoftwareAgent, gconsent:hasRole,
Core:DataController, smashHitCore:DataProvider

prov:Person,
smashHit-

Agent questions:

What entities are in-

prov:Agent, prov:Organization,
prou:SoftwareAgent, rdf:Role,

prov:Person,

volved with the data? gconsent:hasRole, dcat:hadRole, smashHit-
Core:DataController, smashHitCore:agentID,
smashHitCore:signaturelD
rdf:Role, gconsent:hasRole, dcat:hadRole, smashHit-

Who is the data con-
troller?

Core:DataController,
smashHitCore:signaturelD

Who is the data sub-
ject?

rdf:Role, smashHitCore:DataSubject,
dcat:hadRole, smashHitCore:signaturelD

gconsent:hasRole,

Continued on next page
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Table 2.1 - continued from previous page

Questions

Relevant smashHitCore concepts and object properties

How to identify a per-
son?

dpu:PersonalDataCategory, dpu:ldentifying, dpuv:Name,
dpu:OfficiallD, dpv:UID, dpv:Username, dpuv:Password,
dpuv:Contact, smashHitCore:hasContactPoint,
dpv:EmailAddress, dcat:hadRole, gconsent:hasRole, smash-
HitCore:agentID, smashHitCore:signaturelD

How to identify an or-
ganisation?

dpu:PersonalDataCategory, dpu:ldentifying, dpuv:Name,
dpuv:Contact,
smashHitCore:hasContactPoint, dpv:EmailAddress,

dcat:hadRole, gconsent:hasRole, smashHitCore:agentID

Contract questions:

What is the type of
the contract between
the entities?

fibo-fnd-agr-agr:MutualContractualAgreement,
smashHitCore:BusinessToBusiness,
Core:BusinessToConsumer

smashHit-

Who is involved in the
contract?

prouv:Agent, prouv:Organization,
prou:SoftwareAgent, gconsent:hasRole,
dcat:hadRole, dcat:Role, smashHitCore:DataController,
smashHitCore:DataSubject,

smashHitCore:agentID

prou:Person,

What is the duration
of the contract?

fibo-fnd-agr-smashHitCore:contractID, ctr:hasEffectiveDate,
smashHitCore:hasCreationDate, smashHit-
Core:hasEndDate, smashHitCore:hasExpirationDate,
smashHitCore:hasMinimumDuration

What does a contract
include?

fibo-fnd-agr-smashHitCore:contractID,
ctr:hasContractualElement,

smashHitCore:TermsAndConditions, odrl:Policy,
odrl:Duty, smashHitCore:Obligations, smashHit-
Core:obligationlD,  smashHitCore:hasSignatures, fibo-

nd-agr-ctr:hasBeneficiary

What is the status of
a contract?

smashHitCore:contractID, smashHitCore:ContractStatus,
smashHitCore:hasContractStatus, smashHitCore:Created,
smashHitCore:Updated, smashHitCore:Expired, smash-
HitCore:Pending, smashHitCore:Renewed, smashHit-
Core:Signed, smashHitCore:Terminated

What are the states
of the contract obli-
gations?

smashHitCore:contractID, smashHitCore:Obligations,
smashHitCore:obligationID, smashHitCore:ObligationState,
smashHitCore:hasPendingState, smashHit-
Core:hasFulfilled, smashHitCore:hasInvalid,
Core:hasValid

smashHit-
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2.5 The smashHitCore Ontology

This section presents an overview of smashHitCore’s main concepts (i.e., consent,
contracts and licenses, information entity, agent, role, data source, resource, data
processing, location and time) and how they relate to each other. smashHitCore
consists of 202 classes, 87 object properties, 42 data properties and reuses 9 on-
tologies: GConsent (Pandit et al., 2019a), DPV (Pandit et al., 2019b), FIBO (EDM
Council, 2020), PROV-O (Lebo et al., 2013), OntoSensor (Russomanno et al., 2005),
schema.org (W3C Community Groups, 2012), Data Catalog Vocabulary (DCAT) (World
Wide Web Consortium and others, 2014), CampaNeo ® and Languages, Countries, and
Codes (LCC)(Object Management Group, 2019). The description of the ontology follows
the guidelines for minimum information for the reporting of an ontology (MIRO) (Ma-
tentzoglu et al., 2018). The full specification of smashHitCore is available online (The
smashHit project, 2022).

2.5.1 Consent

To model the concept of consent in a GDPR-compliant manner based on Art
4(11), smashHitCore reuses the class gconsent:Consent from GConsent (Pandit
et al., 2019a). Consent is a dynamic entity (i.e., its status and purpose can
change over time) that can have status (smashHitCore:ConsentStatus) such as gcon-
sent:Invalid, gconsent:Withdrawn, gconsent:Valid, smashHitCore:Granted. Further,
consent has provenance information such as smashHitCore:GrantedAtTime, smash-
HitCore:WithdrawnAtTime, smashHitCore:atLocation that is associated with it.

To model detailed information about the context in which a consent decision is made,
we have reused the gconsent:Medium class, which describes the medium through
which consent was provided (e.g., web form, app, paper). Consent can be associated
with a specific purpose via the dpv:hasPurpose object property with range the class
dpv:Purpose (e.g., dpv:Commerciallnterest, dpuv:Security etc.). Consent can be related
to specific data source and processing via the properties smashHitCore:isAboutData
and smashHitCore:forDataProcessing. Any type of processing smashHitCore:hasInput
and smashHitCore:hasOutput (e.g., sensor data from a specific sensor such as sen-
sor:GPS). An overview of the class consent (in white) and relationships to other classes
(in blue) are presented in Figure 2.1.

3https://github.com/STIInnsbruck/CampaNeoUI/blob/master/ontology /CampaNeo.owl
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Figure 2.1: Overview of the class Consent and the classes related to it in smash-
HitCore.

2.5.2 Contracts

smashHitCore reuses fibo-fnd-agr-ctr:Contract (Figure 2.2) to represent contracts and
contractual obligations related to data sharing for UC1 and UC2. A challenge here
is to provide all the necessary information needed for a contract while having a
generic enough semantic model that can be utilised in diverse contract-based scenar-
ios. The class fibo-fnd-agr-ctr:MutualContractualAgreement from FIBO (EDM Council,
2020), which can model contracts for both UC1 and UC2 was reused in smashHit-
Core. We have represented two widely used types of contracts, namely smashHit-
Core:BusinessToBusiness and smashHitCore:BusinessToConsumer. The object prop-
erty smashHitCore:hasDataProcessor links a contract to a specific contract agent such
as smashHitCore:DataProcessor.

Contracts are comprised of various building blocks such as terms and con-
ditions, which can be linked to a contract via the object property samshHit-
Core:hasTermsAndConditions. When a contract has status smashHitCore:Created,
the obligations associated with it become active and (i.e., all contractors need to
start adhering to them). If a contract has expired, then all obligations become
invalid. To capture this information, we have modelled different obligation states
with the class smashHitCore:ObligationState, namely samshHitCore:Invalid, samshHit-
Core:Valid, samshHitCore:Pending, smashHitCore:Fulfilled.

Metadata such as the contract’s creation date and its effective date can be recorded
as well with the object properties smashHitCore:hasCreationDate and fibo-fnd-agr-
ctr:hasEffectiveDate. The object property smashHitCore:hasExpirationDate has been
defined to represent the expiration date of a contract, while smashHitCore:hasEndDate
refers to the date when a contract is terminated ahead of its expiry date. To ensure the
integrity of contracts and to allow contract and identity verification, the data property
samshHitCore:hasSignature can be used to store contractors’ signatures (in xds:string
format).



Chapter 2

41
~ 7 7 _
- &
smashhitCore: ¥

/
atLocation smashHitCore:

™ subClassof "

.,

hasContractType

b rdfs:subClassOf f —
N / "
S N, : - -
b’ d smashHinore:'---P- o -
- ______ m --=+ inMedium smashHitCore:

..... smashhitCore:
hasContractStatus _.hasTelephone

s “~*smashHitCore: 4
smashHitCore: \ hasDataSubject ==~ ....geonsent:
hasMinimumDuration H g, hasRole

i smashHitCore:

i 4 hasTermsAndConditions smashHitCore:
smashhitCore: hasEmail
atDateTime
v
s, H E ---rdfs:SubclassOf- - - -
rdfs:subClassOf i' rdfs:subClassOf

Figure 2.2: Overview of the class Contract and the classes related to it in smash-
HitCore.
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2.5.3 Information Entity

The class smashHitCore:Information Entity (Figure 2.3) models concepts that are used
to provide specific details about consent and contracts. The subclass smashHit-
Core:SensorDataCategory describes several categories of sensor data needed for our
UC1, specifically smashHitCore:BuildingData, smashHitCore:CarData and smashHit-
Core:RoadData.

.- smashHitCore:hasDataSubject ---i-----1 Contract

Figure 2.3: Class Information Entity and its connection to other concepts.
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Four types of personal data (dpv:PersonalDataCategory) have been modelled based on
GDPR’s Art. 4.1 (i.e., dpu:Internal, dpuv:External and dpv:Tracking). These types of
data are needed for processes such as user verification within the smashHit project,
for insurance purposes based on UC2 and for modelling contracts. The terms and
conditions (smashHitCore:TermsAndConditions) as well as the policy (odrl:Policy) are
an essential part of any contract and license. The terms and conditions are a set
of special conditions for a contract, while a policy defines a set of prohibitions and
permissions (Iannella, 2004).

2.5.4 Agent and Role

The class prov:Agent (Figure 2.4) represents three types of entities (prov:SoftwareAgent,
prov:Person, prov:Organization) that are currently present in UC1 and UC2. Several
types of organisations were reused from the FIBO (EDM Council, 2020) and Campa-
Neo 4 ontologies (fibo-fbc-fe-fse:InsuranceCompany, campaneo:AutomobileOrganisation,
etc.). When designing the ontology we also considered that the role (class dcat:Role) of
an agent can change over time and that an agent can have multiple roles depending
on a given context and as defined by GDPR (smashHitCore:DataController, smashHit-
Core:DataSubject, smashHitCore:DataProcessor, smashHitCore:DataProtectionOfficer).
An agent can be linked to a current or past role by using the gconsent:hasRole and
dcat:hadRole object properties. Further, agents have personal data associated with
them, which is represented by the class dpv:PersonalDataCategory. In cases such as
GDPR compliance verification when all entities need to be notified if non-compliance
has been detected, smashHitCore models a contact point (dpv:Contact) of an agent
with the classes dpv:Email and dpuv:TelephoneNumber.
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Figure 2.4: Overview of class Agent and the classes related to it in smashHitCore.
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2.5.5 Data Source and Resource

The class dpv:DataSource models the source of the data for which consent, contract
or license is needed. The source can be a device such as a sensor (see Figure 2.3) (the

4https:// github.com/STIlInnsbruck/CampaNeoUI/blob/master/ontology/CampaNeo.owl
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class sensor:Sensor is reused from OntoSensor (Russomanno et al., 2005)), which
models a wide spectrum of sensor concepts relevant to our UC1 and UC2. GDPR re-
quires consent to be specific and unambiguous thus we have also reused specific types
of sensors such as sensor:GPS, sensor:Motion. We have also defined complex sen-
sors such as smashHitCore:PhotoelectricSensor, smashHitCore:Magnetometer, smash-
HitCore:AirPollutionSensor. Further, the concept of a resource (dcat:Resource) is reused
from DCAT (World Wide Web Consortium and others, 2014). A resource is an as-
set such as a dcat:Dataset, smashHitCore:PersonalData or smashHitCore:SensorData,
which has been produced by an agent. For example, in UC1 and UC2, a data set
generated with vehicle sensor data can be both the input and the output of data pro-
cessing.

2.5.6 Data Processing

Consent must be given for a specific type of data processing. smashHitCore reuses the
concept of data processing from DPV (Pandit et al., 2019b) and relevant concepts that
describe different types of data processing such as dpuv:Adapt, dpv:Align, dpv:Collect,
dpu:Record and dpv:Use. We have limited the concepts to those events directly listed
within GDPR (Art. 4 (2)) and hence the result is similar to the processing concepts from
GConsent (Pandit et al., 2019a). Each data processing event has input and output,
which we represent via the rdf:hasInputData and rdf:hasOutputData properties.

2.5.7 Location and Time

To represent the location and time of consent and contract status updates (e.g., when
and where consent was granted or a contract was signed), smashHitCore reuses
the concepts LCC:Location and time:TemporalEntity. The LCC:Location class has
the subclass LCC:GeographicRegion, which is used to describe the geographic lo-
cation where the status of consent or a contract changes. Its subclass smashHit-
Core:StorageLocation represents the technical storage location defined by a URL (e.g.,
a URL of a server where the data is stored).

The class time:TemporalEntity, which is reused from OWL-Time (Cox, 2022), is a tem-
poral sequence that represents a time instant (e.g., the expiration date of consent or
a contract) or a period of time (e.g., duration of data progressing, consent or a con-
tract). time:TemporalEntity has two subclasses time:Interval and time:Instant. The
object properties time:hasBeginning and time:hasEnd can be used to express the start
and end of a time instant.



44 APPLICATION OF SMASHHITCORE FOR GDPR COMPLIANCE

2.6 Application of smashHitCore for GDPR Com-
pliance

smashHitCore, which is a basis for the smashHit legal knowledge graph (KG) (see
Figure 5b in (Chhetri et al., 2022b)), has been used in the compliance verification
tool (Chhetri et al., 2022b; Tauqeer et al., 2022) that is developed as a part of the
smashHit project to enable legally compliant data exchange in the smart city and in-
surance use case scenarios (see Section 2.2). Our work (Chhetri et al., 2022b; Taugeer
et al., 2022), which makes use of the smashHitCore ontology, has been evaluated in
real-world insurance and smart city scenarios. Details regarding the integration and
testing are available in (“smashHit Demonstrator Videos”, 2022; “smashHit Whitepa-
pers”, 2022).

The semantic annotation of one’s informed consent and contracts (i.e., building the
KG), their management and use for compliance are the main tasks of our automated
compliance verification tools presented in (Chhetri et al., 2022b; Taugeer et al., 2022).
In (Chhetri et al., 2022b; Taugeer et al., 2022), by following a microservices (Dragoni
et al., 2017) architecture, which supports scalability (see (De Lauretis, 2019)), we have
presented two tools that fully automate the GDPR compliance verification processes
for both consent and contract. The tools adhere to the principle of data protection by
design (Rec. 78) and are built around UC1 and UC2 modelled by the smashHitCore on-
tology. Moreover, Knoke and Theanyi (Knoke & Nwankwo, 2022) provide details on the
technical and organisational measures that our work implements for data protection
by design principles from the maturity model perspective.

The consent compliance verification tool (Chhetri et al., 2022b), which makes use of the
smashHitCore ontology, is comprised of several components, each having a different
task. Data and consent management are performed by the data processing module,
which also deals with the execution of different SPARQL (SPARQL Working Group,
2008) queries (i.e., consent annotation, consent revocation) based on the smashHit-
Core ontology. The consent module in the tool performs the validation of the input
consent, which is received in JavaScript Object Notation (JSON) and also transforms
it to the KG following the smashHitCore ontology. A hybrid algorithm, combining both
asymmetric and symmetric encryption, is used to ensure the integrity of the informa-
tion and to make the KG access secure. Due to the sensitive information stored in
the KG, it is not openly available. Its use within smashHit is perfomed via secured
APIs (see Figure 6 in (Chhetri et al., 2022b)). Details on the automated compliance
verification tool, its mechanism and how compliance is performed with the help of
smashHitCore are presented in (Chhetri et al., 2022b). In addition, smashHitCore is
used as the main schema for building GDPR-compliant consent request forms online
as showcased in (Rasmusen et al., 2022) and for visualising post-consent data flows
with KGs in (Bless et al., 2021).



Chapter 2 45

2.7 Evaluation

In this section, we present the evaluation of smashHitCore in terms of ontology en-
gineering, expressivity (ability to represent diverse GDPR and sensor data concepts)
and its application for automated consent and contract compliance. Section 6.4 pro-
vides information on smashHitCore’s evaluation with a set of competency questions
and standard ontology evaluation tools, while Section 2.7.2 provides details on the
performance analysis of the tools for consent and contract verification that utilise
smashHitCore.

2.7.1 Ontology Evaluation

To evaluate smashHitCore’s granularity and completeness with regards to UC1 and
UC2, a set of competency questions (see Table 2.1) for consent, contracts, data pro-
cessing, and corresponding agents was used. The competency questions for consent
presented in Table 2.1 were derived from GDPR’s requirements for informed consent
(Art. 7, Rec. 32, 42, 43) and are similar to the ones used in (Pandit et al., 2019a).
We have also derived similar competency questions for contracts which are based on
GDPR’s requirements for data sharing contracts (Art. 25 and 32). For each compe-
tency question we provide the set of relevant concepts and object properties that can
be used to model the answer. Similarly to (Pandit et al., 2019a), smashHitCore was
also evaluated with the HermiT (Shearer et al., 2008) and Pellet (Sirin et al., 2007) rea-
soners, and no inconsistencies were found. The OOPS! (Poveda-Villalén et al., 2014)
ontology pitfall scanner was used as well to detect and correct issues in our semantic
model.

The evaluation with the competency question in Table 2.1 shows that our ontology can
model informed consent based on GDPR’s requirements and can further provide de-
tails about specific types of sensors and sensor data, which is not possible when using
ontologies such as GConsent (Pandit et al., 2019a), CDMM (Fatema et al., 2017) in a
stand-alone way. smashHitCore represents different types of agents, contact informa-
tion and specific types of personal data (e.g., email, username, address), which are not
represented in detail in ontologies such as CDMM, GConsent, SPL and SPLog (Kirrane
et al., 2020). Such information can be useful for processes such as consent verifica-
tion and compliance checking as presented in (Chhetri, 2021; The smashHit project,
2021). Further, smashHitCore also models contracts, which allows it to be reused
in scenarios where consent is not enough for the legal processing of data. In such
cases, existing contract ontologies such as FIBO (EDM Council, 2020) can be reused
but they rarely model consent. smashHitCore provides a semantic representation of
these concepts in one place.

2.7.2 Interoperability and Performance Evaluation

The two main tools presented in (Chhetri et al., 2022b; Taugqeer et al., 2022), which
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utilise the smashHitCore ontology, were developed as a part of the smashHit project.
These tools were further used by other use case-specific software components that
were also part of the smashHit project, namely data use traceability (smashHit con-
sortium, 2022a) and the context sensitivity solution (smashHit consortium, 2022c)
in the connected car and smart city feedback application (“smashHit Demonstrator
Videos”, 2022). Therefore, we evaluate the interoperability and performance based on
the application of the smashHitCore ontology.

Interoperability. The interoperability of the smashHitCore ontology is evaluated us-
ing three dimensions: (i) semantic interoperability, (ii) technical interoperability, and
(iii) organisational interoperability, following Ducq and Chen (Ducq & Chen, 2008)
and Guédria et al. (Guédria et al., 2015). Semantic interoperability enables a system
to combine information from heterogeneous sources and process it in a meaningful
manner, and organisational interoperability focuses on business goals, i.e., use cases
in our case. Similarly, organisational interoperability is concerned with interconnect-
ing different services including data integration and exchange (Guédria et al., 2015).
The smashHitCore ontology models all of the necessary information needed for repre-
senting consent and contract, that is required by the use cases in order to share data
and design applications, such as user interfaces, in a standardised manner (smash-
Hit consortium, 2022b), thereby achieving organisational interoperability. As with or-
ganisational interoperability, the smashHitCore ontology also meets the requirement
of semantic interoperability, as it enables the exchange of the same meaning of in-
formation across different systems in a machine-readable format. For instance, all
software components, such as data use traceability (smashHit consortium, 2022a),
can interpret the same meaning as (Chhetri et al., 2022b) for consent-related infor-
mation, meeting the requirement of semantic interoperability. The third dimension is
technical interoperability. For technical interoperability, we check to see if the ontol-
ogy in any way supports technical interoperability, enabling data exchange and the
integration of various software components. In our case, the smashHitCore ontology
has supported the development of an application based on a common specification
and has enabled the seamless integration of multiple software components, including
those from use cases (smashHit consortium, 2022a, 2022b; “smashHit Demonstrator
Videos”, 2022). We can therefore conclude that the smashHitCore ontology facilitates
interoperability. Similar to interoperability, the use of the smashHitCore ontology in
the applications did not impede scalability and had an acceptable performance for our
use cases (Chhetri et al., 2022b; Taugqeer et al., 2022).

Performance. The performance of the smashHitCore ontology is evaluated by measur-
ing the execution/processing time of queries to/from GraphDB (Sirma Group, 2019).
This is performed for both of the applications of smashHitCore (see Section 2.6) based
on the use cases discussed in Section 2.2. As an example, in the Contract Compliance
Verification (CCV) (Taugeer et al., 2022) tool, a contract creation process (i.e., annotat-
ing standard contract information such as terms and conditions, clauses, contracting
party information, and party signature) took an average of 777.1 milliseconds with
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2938 bytes of data to create a new contract based on 10 experiments. The GDPR
contract compliance verification took an average of 516.6 milliseconds based on 5 ex-
periments. Similarly, in (Chhetri et al., 2022b), a consent creation process took 7.3 s
while compliance checking based on consent took 6.6 s. One of the main factors that
affected the performance times is the complexity of contracts, which contain notice-
ably more information than consent.

2.8 Conclusions

In this paper, we presented the smashHitCore ontology that goes beyond existing work
by representing both consent and contracts as legal GDPR bases for sensor data pro-
cessing and sharing. The ontology is openly available and currently used as a schema
for the smashHit KG (details in (Kurteva, 2023)). The utilisation of smashHitCore for
consent and contract visualisation (see (Bless et al., 2021; Rasmusen et al., 2022;
Rasmusen, 2022)) and for automated GDPR compliance (see (Chhetri et al., 2022b;
Kurteva, 2021)) has proven the ontology’s ability to successfully link two complex
GDPR legal bases (consent and contracts) for our UC1 and UC2 in a meaningful way.
The evaluation results have also shown that GDPR compliance verification can be per-
formed in a reasonable amount of time with smashHitCore as the main underlying
data model.

The following limitations of smashHitCore can be noted. Our ontology focuses primar-
ily on GDPR-compliant consent- and contract-based vehicle sensor data sharing and
processing in two use cases, while GDPR is the leading law on EU citizens’ data protec-
tion, each EU member state has its own country-specific legislations, procedures and
data protection authorities. Finally, we have focused our work primarily on web-based
(digital) consent and contracts thus processes such as their digitization have not been
semantically modelled.

Ontologies as a type of digital asset require maintenance and updates over time. Fu-
ture work might include expanding the scope of smashHitCore based on, but not only,
its continuous use in UC1 and UC2. For example, extending the class dpv:Purpose,
in smashHitCore, with different medical purposes and treatments from the Informed
Consent Ontology (ICO) (Lin et al., 2014), which may or may not be covered by one’s in-
surance policy. Currently, smashHitCore reuses the class dpv:Risk. We plan to define
specific risks when it comes to (personal) sensor data sharing in UC1 and UC2 as well.
Extending the smashHitCore ontology with the DALICC (Pellegrini et al., 2019) seman-
tic model for digital licensing is also planned as future work. Licensing with DALICC
can reduce transaction costs (Pellegrini et al., 2019) and can improve data sharing of
digital assets (e.g., contracts, personal datasets). An idea to be explored is the use
of an upper ontology such as the Basic Formal Ontology (BFO) (Otte et al., 2022) for
alignment of our ontology with others to support smashHitCore’s wider reuse. This
can be conducted by aligning different processes that smashHitCore models (e.g., data
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processing, data sharing, giving and revoking consent, signing contracts, compliance
verification) with BFO’s Process class at different levels. For instance, GDPR compli-
ance verification is a complex process that can be divided into sub-processes such as
identity verification, informed consent request, data use traceability etc. Each sub-
process has temporal characteristics that are essential for performing adequate GDPR
compliance verification. Although all this information can already be captured with
smashHitCore, BFO’s classes Process and ProcessProfile can enhance the granularity
of process details and simplify the reuse of smashHitCore beyond its current scope
(BFO version 2.0 specification in (BFO Discussion Group, 2007)).
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Abstract

In the past few years, the main research efforts regarding General Data Protection
Regulation (GDPR)-compliant data sharing have been focused primarily on informed
consent (one of the six GDPR lawful bases for data processing). In cases such as
Business-to-Business (B2B) and Business-to-Consumer (B2C) data sharing, when
consent might not be enough, many small and medium enterprises (SMEs) still de-
pend on contracts—a GDPR basis that is often overlooked due to its complexity. The
contract’s lifecycle comprises many stages (e.g., drafting, negotiation, and signing)
that must be executed in compliance with GDPR. Despite the active research efforts
on contracts, contract-based GDPR compliance and challenges such as contract in-
teroperability have not been sufficiently elaborated on yet. Since knowledge graphs
and ontologies provide interoperability and support knowledge discovery, we propose
and develop a knowledge graph-based tool for GDPR contract compliance verification
(CCV). It binds GDPR’s legal basis to data sharing contracts. In addition, we con-
ducted a performance evaluation in terms of execution time and test cases to validate
CCV’s correctness in determining the overhead and applicability of the proposed tool
in smart city and insurance application scenarios. The evaluation results and the
correctness of the CCV tool demonstrate the tool’s practicability for deployment in the
real world with minimum overhead.

Keywords— contracts, data sharing, ontology, Knowledge graph, GDPR compliance,
smart cities, insurance.
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3.1 Introduction

The General Data Protection Regulation (GDPR) (“GDPR”, 2018), which came into ef-
fect on 25 May 2018 across all European Union (EU) member states, lays down strict
requirements for the processing, storing, and management of EU citizens’ data (Li
& Samavi, 2018; “European Parliament and Council”, 2016). The following six legal
bases are defined in GDPR Art. 6 that justify the processing of personal data (“Eu-
ropean Parliament and Council”, 2016): (i) informed consent; (ii) performance of a
contract; (iii) legal obligation; (iv) protection of vital interests of the data subject; (v)
performance of tasks carried out in the public interest or in the exercise of official au-
thority vested in the controller; and (vi) legitimate interest pursued by a data controller.
At the minimum, one of these six bases must be met for the lawful processing of per-
sonal data, which is defined as “any information relating to an identified or identifiable
natural person” (Art. 4 (1), 5 and 6).

In most data sharing scenarios, organisations focus on collecting informed consent
from the data subject (i.e., an identifiable natural person) (Art. 4 (1)). For instance,
collecting data about an individual’s online browsing behaviour is based on consent,
which can be collected via cookie banners (Habib et al., 2022). However, consent is
not always enough, for example, in the case of online services where a contract is
required. In scenarios such as online services (e.g., information society services), the
European Data Protection Board (EDPB) (European Data Protection Board, 2022) also
highlighted the necessity of a contract by issuing new guidelines in 2019 (“Contractual
necessity”, 2019).

There are other scenarios, such as Business-to-Business (B2B) and Business-to-
Consumer (B2C) data sharing, in which consent is not sufficient. This is due to the
need for specific terms and conditions and their complexity. These terms and condi-
tions yield specifications for an agreement between all contractual parties regarding
what is allowed and not allowed. In addition, some of the main differences between
consent and contracts are the following: (i) consent can be revoked at any time, while
a contract cannot be terminated before its minimum duration; (ii) consent has prede-
fined clauses, while contract clauses can be negotiated until an agreement is reached
by all involved parties.

There is an opportunity for organisations to manage personal data under the GDPR
in digital contracting (i.e., a process that transforms the entire contract lifecycle into
digitalised and collaborative workflow). However, many organisations in insurance,
mobility, and smart cities domains still face challenges in binding GDPR rights with
businesses and fail to comply with GDPR, specifically when contracts are used (Liet al.,
2019). Another persistent challenge for many small and medium enterprises (SMEs),
especially in the mobility and insurance sectors within the smart cities’ domain, is
the unprecedented amount of data. These data are generated every day and spread
across different silos (organisations, departments, people, and databases) (Kurteva et
al., 2021). In our scenarios, data include contractual information, which can number
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in thousands per month in an organisation such as LexisNexis Risk Solutions, a lead-
ing insurance data provider. Locating specific data and permissions for its sharing,
such as consent and contracts, can be time-consuming and computationally expen-
sive due to the lack of interoperability. We can define the primary challenges regard-
ing contracts and their management as (i) building interoperable GDPR-based contract
models and (ii) performing GDPR contract compliance verification (CCV). In digital con-
tracting or agreements, the CCV is a process that ensures data processing according to
GDPR by detecting contractual conflicts or breaches. A contract breach or conflict is a
failure without legal excuses to perform any promise that forms all or part of the contract
(“Breach of Contract”, 2022); (iii) monitoring contract execution; and (iv) updating con-
tracts and the involved contractual parties accordingly.

While challenges vary in complexity, all should be solved in a scalable and secure
GDPR-compliant manner. To do so, organisations have to adopt security measures
and data protection on contracting services and processes regarding GDPR (Art. 25,
32). According to Art. 28 (3), contracts must include the following details: (i) the
subject matter and duration of the processing; (ii) the nature and purpose of the pro-
cessing; (iii) the type of personal data and categories of the data subject; and (iv) con-
troller’s obligations and rights. It also sets the minimum required contractual clauses,
such as the duty of confidence, security measures, data subject rights, audits, and
inspections. Data subject rights protection is another crucial challenge for organisa-
tions according to GDPR (Art. 25). Organisations must implement GDPR technical
organisational measures (TOMs). GDPR TOMs comprise all provisions put into place
to guarantee the security of personal data, such as pseudonymisation. These provi-
sions implement data-protection principles such as data minimisation (see details in
Section 3.4.2.1).

This paper focuses on two scenarios from the smashHit (The smashHit project, 2020a)
project, which aims to develop a scalable, trusted, and secure solution for data shar-
ing and contract management in the connected car and smart cities domains. Use
case 1 (UC1) focuses on data sharing in the insurance domain, where data sharing is
key to informed decision-making. Although informed consent is the main legal basis
for data sharing between the data subject and the data processor (i.e., an insurance
company), when data are sold or analysed by third-party entities, additional terms and
conditions must be presented and agreed upon. These form the basis of a contract,
which becomes the main legal basis. Use case 2 (UC2), on the other hand, presents
a data sharing scenario in the smart cities domain, where an unprecedented amount
of data (contractual information) is simultaneously emitted, shared, and analysed by
multiple agents (i.e., software, humans, and organisations). In cases such as B2B
data sharing in UC2, a contract is also needed as it provides in-depth specifications
of each contract party’s obligations and the specific terms and conditions that need to
be followed.

Research on GDPR compliance for contracts has started to gain popularity, espe-
cially in the Semantic Web domain. Solutions such as smart contracts (based on
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Blockchain (Hunhevicz et al., 2022; Liu et al., 2022)) and semantic contract or agree-
ment (Fensel et al., 2020; Hogan et al., 2021; Pandit et al., 2019¢; “Semantic Agree-
ment”, 2022) based on knowledge graphs (KGs) are commonly used for digital con-
tracting. However, GDPR rights, such as the exercise of rights to the eraser and right
to rectification, identifying the data controller or data processor, and data transfer are
still persistent issues in smart contracts (Jusic, 2020; Voss, 2021). A further challenge
with smart contracts is the classification of the various contractual parties (e.g., joint
controllers) involved. The possible misclassification can directly affect the contractual
party’s responsibilities under the law and their potential liability for violations. These
contracts define rules and penalties for an agreement and automatically enforce those
contractual clauses. In digital contracting, machines do not always understand con-
tractual terms. In such a case, smart contracts cannot handle these contractual terms
that are vague (“Smart Contract”, 2020). GDPR compliance using blockchain technol-
ogy for data processing results in compliance issues due to the different methods used
to ensure privacy-by-design and privacy-by-default (Jusic, 2022).

KGs and ontologies can aid the building of common solutions, foster interoperability,
support knowledge discovery, and decision making (Breitfuss et al., 2021; Chhetri et
al., 2022a; Fensel et al., 2020; Hogan et al., 2021; Pandit et al., 2019c¢c). In UC1 and
UC2 as discussed above, the usage of web technologies in combination with seman-
tic technologies ensures information reusability, reliability, and inference to support
the end users on the web (Sermet & Demir, 2021). The use of KGs for consent-based
GDPR compliance has already proven to be beneficial in our previous work presented
in (Chhetri et al., 2022b). In our earlier work (Chhetri et al., 2022b), we proposed and
developed a scalable data protection by design tools for automated compliance verifica-
tion and auditability based on informed consent using KGs. This research focuses on
performing GDPR contract compliance verification, where consent is not enough, for
example, in online services (“Contractual necessity”, 2019). Furthermore, in compar-
ison to the diverse consent ontologies that are available, as shown in (Kurteva et al.,
2021), there are few ontologies that model contracts based on GDPR. Following this
and our previous work in (Chhetri et al., 2022b), we present a KG-based solution for
digital contracting, which has the following functionalities: (i) binding GDPR with data
sharing contracts and (ii) performing CCV checks on contracts.

The main contributions of our work are as follows:

1. A scalable tool for managing semantic-based contracts within smart cities and
insurance use cases;

2. Our tool implements a KG-based approach for GDPR-compliant CCV;

3. An ontology and KG for contracts that can be reused in various cases and do-
mains.

We would like to emphasise that our tool reduces contractual execution time
and cost compared to manual contract compliance verification. With the
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example of the contract repository, contractors can easily track their data
usage and obtain compliance notifications within the tool. Last but not
least, our tool improves contract management processes, which ultimately re-
duces the overall contracting cost compared to the (classicall manual con-
tracting approach or to ad hoc solutions that each come with their vendor
lock-in solutions.

The rest of the paper is structured as follows. Related research studies are presented in
Section 4.2. We describe the approach for building this tool in Section 6.3. The tool's
architectural design and implementation are presented in Section 3.4. We discuss the
evaluation and results in Section 6.4. Finally, the conclusion and future research are
presented in Section 4.7.

3.2 Related Work

This section presents an overview of related work on contract management
(Section 3.2.1), semantic contract modelling (Section 3.2.2), and on contract-focused
GDPR compliance verification (Section 3.2.3).

3.2.1 Contract Management

Longo et al. (Longo et al., 2015) present a model for the construction and management
of Service Level Agreements (SLAs) by extending the XML-based WSLA (Service Level
Agreements for web services) framework (Keller & Ludwig, 2003). Two of the main
challenges that were solved include (i) the lack of standard models representing service
contracts and their SLAs in service-oriented architecture (SOA) and service network
environments and (ii) making SLAs effectively machine-readable.

The first one is solved by complementing WSLA with composition topologies and rules.
They achieve the second one by modelling the template as a digraph that is imple-
mented in a NoSQL (Not only Structured Query Language) ! graph DBMS (Database
Management Systems). The evaluation of the functionalities was performed based on
the following five metrics; (i) availability; (ii) response time; (iii) mean time to repair; (iv)
mean time to failure; and (v) mean time between failure. Based on these assessment
capabilities, they offer a tool named DAMASCO (Data Manager for Service Composi-
tion) to Information Technology (IT) professionals during the design phase. However,
this tool does not comply with GDPR for data processing.

Guo et al. (Guo et al., 2021) present an electronic contract management system based
on blockchain technology for commodity procurement in the electric power industry.
The proposed BEcontractor process-oriented contract management system solves a
series of security issues (e.g., signatures and digital certificates) existing in traditional

Ihttps:/ /www.ontotext.com/knowledgehub/fundamentals /nosql-graph-database/
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contract management systems. The evaluation of the system has shown that it can
significantly reduce the time and cost of completion of the contract signing process.
With this, they also present that the payment period is shortened from three months
to around one month. BEcontractor works under China’s legal protection of electronic
contracts, but there is no information about data processing rights, such as GDPR,
and there is no information about B2B contracts.

Voronova (Voronova, 2020) proposes a contract management system, which provides
a classification of contracts (e.g., sales contract and supply contract) and their types
(e.g., unilateral agreement and bilateral treaty) for network trading companies. The
contract types are based on several features, such as the rights and obligations of
interested parties to the contract. The author emphasises determining the contract
strategy by choosing the contractual structure (based on types, sequence of conclu-
sion, and relationship of contracts), setting the key performance indicator (KPI) of the
contract, the KPI of business processes, and establishing relationships between them.
The author provides guidelines for the organisations to improve their efficiency and
competitiveness and to protect their interests by improving the efficiency of the con-
tract’'s management. However, there is no information about data processing under
GDPR.

Schmidt et al. (Schmidt et al., 2019) propose an electronic Contract Management
System (eCMS) in the health domain. The primary objective of eCMS focuses on Con-
tinuous Process Improvement (CPI) in eCMS to align best with Lean Six Sigma and
Quality Management frameworks. The authors standardised the processes and in-
creased both the system’s productivity through workflow design and its efficiency and
achieved improved quality with respect to the eCMS process. The Cobblestone for
eCMS web-based system, which provides contract tracking, drafting, and administra-
tion functionalities, was selected. It also offers contract lifecycle management that
streamlines and automates the entire contract process from contract drafting to com-
pletion. However, there is no information about how personal data are treated in the
eCMS and what types of contracts are available.

Simi¢ et al. (Simi¢ et al., 2021) explored the applications of smart contracts in the
legal domain and proposed a blockchain-based smart contract management system
with a user interface for end-user accessibility. The authors conclude that without
any intermediary involvement, smart contracts can be concluded more efficiently and
can reduce the contract’s cost (Simi¢ et al., 2021). From the underlying mechanisms of
the blockchain, there are many advantages, such as no risk of data loss and malicious
data manipulation arising. For potential disputes, smart contracts should provide a
mechanism to resolve them fairly (Simic¢ et al., 2021). For these potential disputes, the
contractual parties have to rely on the legal system. Despite the system being open-
access, GDPR’s legal basis (necessary for lawful data processing in contracts) has not
been discussed.
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3.2.2 Semantic Modelling

Zou et al. (Zou et al., 2010) present a formal service contract model for
cloud service and accountable Software as a Service (SaaS) by utilising seman-
tic technologies. The model allows service providers and consumers to mon-
itor the execution of service contracts and to keep track of obligation fulfil-
ment during service delivery. They propose a graphical model based on Col-
ored Petri-Nets (CPN) to model contract obligations and their interdependencies.
However, this service contract implementation supports only B2C contracts and
does not comply with GDPR because it was developed and implemented before
GDPR enforcement.

Perrin and Godart (Perrin & Godart, 2004) propose a semantic-based contract model
to describe business interactions, deploying cross-organisational activities (called syn-
chronisation points) and enforcing and controlling policies. A rule-based approach is
used for this model. The resulting contract model describes the processing of web
services for cooperation and the enforcement of contract clauses by synchronisation
points. Similarly to (Zou et al., 2010), the work in (Perrin & Godart, 2004) focuses only
on B2B contracts and was conducted before the acceptance of the legislation; thus,
its compliance is questionable.

Kabilan and Johannesson (Kabilan & Johannesson, 2003) present the Multi-Tier Con-
tract Ontology (MTCO), which consists of three layers. The first layer defines con-
ceptual models of contracts, while the second layer is responsible for defining spe-
cific types of contracts. The third layer defines contractual obligation and their ful-
filment patterns. Furthermore, MTCO models have different stages with respect to
the contract-signing process (e.g., conception, drafting, and signing), which can be
beneficial for modelling contracts in detail (e.g., to provide provenance information).
In addition, MTCO models contract details such as performance obligations, rules,
rights, and payments. However, the ontology does not clearly differentiate between
traditional contracts and electronic contracts.

Cesare and Geerts (de Cesare & Geerts, 2012) present an ontology for con-
tracts, which consists of following three building blocks: (i) agreements amongst
persons, (ii) promises, and (iiij) considerations. The ontology in (de Cesare &
Geerts, 2012) model contracts include types (e.g., verbal and written), events
related to the execution, fulfilment, and the exchange of contracts. How-
ever, modelling specific contract domains (e.g., in sales) and the formalisa-
tion of the ontology in Web Ontology Language (OWL) are left as future re-
search directions. Further, this ontology is developed before the acceptance of
GDPR, and specific legislation requirements regarding data processing have not
been considered.

Petova et al. (Petrova et al., 2017) propose and develop Financial Industry Business
Ontology (FIBO) for contracts. It is a collection of eleven separate ontologies that define
entities and processes in business and finance domains. FIBO does not focus on
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specific laws (e.g., GDPR). However, it provides a detailed semantic model of concepts
such as contracts and agreements, which can be used as a foundation for any ontology
focused on GDPR. Although FIBO does not focus explicitly on GDPR when modelling
contracts, recent updates regarding its mapping to the legislation have been made.
Furthermore, FIBO can be helpful for the formation of new ontologies that expect to
depict business and monetary ideas and can be utilised in combination with the Data-
Sharing Agreement Privacy Ontology (DSAP) (Li & Samavi, 2018) to assist information
and interaction straightforwardness. We reused FIBO for many classes (e.g., fibo-
fnd-agr-ctr:MutualContractualAgreement and fibo-fnd-agr-ctr:Contract) and properties
(e.g., fibo-fnd-agr-ctr:hasEffectiveDate and fibo-der-drc-ma:hasBeneficiary) related to
contracts.

3.2.3 Compliance Verification

Gangl (Matthias, 2019) analyses the impact of GDPR on third-party contracts. The
author conducted a survey, which can be used for an in-depth analysis of contracting
parties in the domain of cloud service providers. The survey’s result is compared with
the purpose of the GDPR to find out whether it supports the bilateral relationship in
new and disruptive technologies. Further, they assess whether blockchain technology
might be a valid alternative to achieve GDPR compliance. They argue that blockchain
technology might be a valid alternative, but it has limitations.

Doe (Doe, 2018) describes guidelines for GDPR compliance verification from the per-
spective of the law firm sectors. The author provides a comprehensive introduction
to the regulations and practicalities for law organisations in compliance with GDPR.
The author makes a set of guidelines regarding the record of data processing, training
needs, security, and contract documentation. There were only sets of guidelines for
GDPR compliance verification, but there was no information about its implementa-
tion.

Ferrari (Ferrari, 2018) discusses data protection issues in blockchain technology. The
author has examined different aspects of blockchain technology, which resonated or
conflicted with the GDPR. For instance, GDPR is tailored to the model of centralised
data storage. However, data stored on blockchains do not fall outside its applica-
tion. The author emphasises GDPR requirements, which require more tension with
the structure of blockchain technology (e.g., the right to the eraser, data minimisation,
and conditions for transmission of data to third countries).

Starno et al. (Strano et al., 2009) present the implementation of a prototype for
a contract compliance checker limited to B2B interactions. They describe the de-
sign and implementation of an independent third-party contract monitoring ser-
vice (Contract Compliance Checker (CCC)), which provides the contract specifica-
tion in force, and it is capable of observing and logging B2B interaction events
while determining the business partner’s consistency with contracts. They devel-
oped a contract specification language EROP (for Events, Rights, Obligations, and
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Prohibitions) for the CCC. This model only deals with B2B and does not comply
with GDPR.

Aziza et al. (Mamadolimova et al., 2011) present a contract compliance model for Is-
lamic Finance Knowledge (IFK) using semantic web technology. Further, they describe
contract compliance rule modelling to set Islamic Finance Contract (IFC) Heuristics
that can be associated with a transaction model. Three comparative studies were con-
ducted on the competing rules of formalism. This model does not focus on specific
laws (e.g., GDPR).

Pantlin et al. (Pantlin et al., 2018) describe the attention on emerging market practices
in supplier contracts in light of GDPR compliance. The authors discuss the complexity
in the supply chain for businesses due to increased outsourcing to the cloud or the
third-party external service providers. Further, challenges related to supplier con-
tracts, such as rights audits, security measures, and sub-processors, are discussed
as well. Therein, we do not have discussions and guidelines for GDPR compliance on
B2B contracts.

Masoud and Omer (Barati & Rana, 2022) present a GDPR compliance tool supporting
cloud providers in cloud-based service delivery. They introduce the encoding scheme
for GDPR rules by creating legal questions, which is stored in the blockchain for au-
diting purposes. To investigate the execution cost of GDPR compliance checking, they
deploy it on smart contracts in a blockchain test network. The presented GDPR com-
pliance tool does not comply with B2B contracts and contracts without consent.

Maria et al. (Cambronero et al., 2017) presented an approach for the contract compli-
ance evaluation regarding imperfect timing information to detect violation likelihood.
They describe the importance of time constraints (e.g., a time window) for performing
compliance on contracts. Based on these, they construct a time contract language.
They only describe the model mathematically and do not provide any implementation
details with any use case or tool.

To summarise, our work builds on the related work in the field and presents an
exploration into (i) the construction and management of contracts; (ii) how KGs
and ontologies can aid the building of common solutions and support knowledge
discovery to ensure information reusability, reliability, and inference; and (iii) how
the CCV with GDPR performs. The related work, overviewed in this section, is fo-
cused on exploring how organisations bind GDPR rights in contracts by providing
guidelines (Doe, 2018), modelling the contracts (de Cesare & Geerts, 2012; Kabi-
lan & Johannesson, 2003; Perrin & Godart, 2004; Petrova et al., 2017; Zou et al.,
2010), developing contract compliance tools (Barati & Rana, 2022; Cambronero et
al., 2017; Strano et al., 2009), discussing data protection issues in blockchain tech-
nology (Ferrari, 2018; Matthias, 2019), and describing contract management tools
(Guo et al.,, 2021; Longo et al., 2015; Schmidt et al., 2019; Simi¢ et al., 2021;
Voronova, 2020). We followed the approach described in (Kabilan & Johannesson,
2003) to build our contract model by reusing FIBO (Petrova et al., 2017), which mod-



Chapter 3 61

els standard contract-related classes and properties. For implementing the CCV,
we followed the CCC approach in (Strano et al., 2009) and guidelines presented
in (Doe, 2018).

3.3 Approach

This section details the approach of our study. However, before discussing our ap-
proach, we first provide an overview of the contract’s lifecycle, as this provides the
bigger picture of our work and its complexity. Following the overview of the contract
lifecycle, in Section 3.3.1, we provide details on the semantic model that is used in
contract KGs. In Section 3.3.2, we provide details about our approach to CCV, and
finally, in Section 3.3.3, we provide example scenarios where CCV can be used. The
CCV example scenarios are based on use cases UC1 and UC2 of the smashHit project,
of which this work is part of.

Figure 3.1 presents the contract’s lifecycle management, which describes the relation-
ship between the CCV and contract management. The contract’s lifecycle consists of
six stages, as shown in Figure 3.1.

Contract request or offer is the initial stage of contract lifecycle management. In this
stage, the initial contract draft is created in collaboration with different departments
depending on the organisation. However, it is important to understand that most
contracts are not agreed upon and signed as-is. There may be substantial changes
that need to be made before all involved contractors can reach an agreement. In a
B2C contract, a consumer must agree and sign the contract as-is to obtain benefits
from online services, for example.

After the creation of the initial contract draft, the next stage is the negotiation stage.
Here, the initial draft is available for all involved contractors to review. Often, this
stage is the longest and most challenging stage in a contract’s lifecycle management.
Contractual parties’ roles (e.g., the data subject, data controller, and data processor)
are defined in this stage as well. A contract contains many contractual terms and
clauses, which can be defined during the negotiation stage. Depending on the number
of parties involved, it can take quite a bit of back-and-forth before a final agreement
can be reached.

The next stage (i.e., signing) is responsible for the signing of the contracts. In this
stage, contractors have to sign the contract once they agree on all contractual clauses
defined in the previous stage. The contract management software often includes useful
features that allow users to route the official version of the contract to contractors and
allow individuals as needed during the contract signature process. Another important
aspect of contract lifecycle management is the storage and execution of contracts. The
execution of the contract begins once a contract is signed. It ensures that the contracts
are properly filed, organised, and able to be found easily when needed. The complexity
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1. Contract
Request/Offer

B. 2,
Termination Negotiation
Renewal

Contract Lifecyle

Management

5. Auditing 3,
and Approval/Signing
Controlling

4. Execution

Figure 3.1: Contract lifecycle management.

of this stage increases while determining the contract’s storage and contract execution.
All contractual states (see details in Section 3.3.2) become valid at this stage.

After executing the contract, the next stage is auditing and controlling. It handles the
contract audits and controls the execution of CCV checks and the contract’s validity.
Organisations and agencies need to focus on refining this stage and ensuring com-
pliance so that nothing slips through the cracks. Furthermore, the termination or
renewal stage handles the contract’s status such that either the contract will be ter-
minated or renewed. The CCV process is mainly focused on the auditing/controlling
and termination/renewal stages of the contract’s lifecycle management.

3.3.1 Semantic-Based Contract Model

In order to perform compliance verification checks, the CCV tool requires contractual
information, such as contractual terms, contractors, and obligations. This informa-
tion comes from data sources, such as KGs. This section presents how ontologies can
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be used as data models in KGs and how the semantic models of contracts are con-
structed. The smashHitCore ontology (Kurteva et al., 2023) is developed to perform
GDPR compliance verification checks based on consent and contracts. In this paper,
we only describe and present the semantic-based contract model, while the semantic
representation of consent is presented in (Chhetri et al., 2022b).

The class fibo-fnd-agr-ctr:Contract (Figure 3.2) is used to model contracts and contrac-
tual obligations. In the context of use cases UC1 and UC2, a contract should present
all of the necessary information for one to make an informed decision. However, the se-
mantic model itself should also be generic enough so that it can be reused for various
contracting scenarios. To cover both UC1 and UC2, we have reused fibo-fnd-
agr-ctr:MutualContractualAgreement from FIBO (Petrova et al., 2017), which is
generic enough to cover both use cases. A mutual contractual agreement in-
volves an exchange of promises in which the promises made by each party rep-
resent considerations supporting the promises of the other party. Two categories
of contracts have been modelled—smashHitCore:BusinessToBusiness and smashHit-
Core:BusinessToConsumer—according to UC1 and UC2.

A contract can be associated with a specific contractor via the object property smash-
HitCore:hasContractors. Specific terms and conditions can be related to a contract
via the smashHitCore:hasTerms and smashHitCore:hasObligations object properties of
class fibo-fnd-agr-ctr:Contract. Once a contract is signed (smashHitCore:Signed), the
obligations associated with it become active (i.e., all contractors need to start adher-
ing to them). If a contract has expired, then all obligations become invalid. To capture
this information, we have modelled different obligation states with the class smash-
HitCore:ObligationState, namely smashHitCore:Invalid; smashHitCore:Valid; smash-
HitCore:Pending; and smashHitCore:Fulfilled. A contract has different object proper-
ties such as fibo-fnd-agr-ctr:hasContractualElement (e.g., terms and conditions) and
fibo-der-drc-ma:hasBeneficiary. To differentiate between the date when a contract
is created (i.e., all agents agree upon a set of terms and conditions and a policy)
and the date when a contract becomes effective, we reused properties smashHit-
Core:hasCreationDate and fibo-fnd-agr-ctr:hasEffectiveDate accordingly. The property
smashHitCore:hasExpirationDate refers to the date a contract expires, while smashHit-
Core:hasEndDate can be used in cases when a contract is terminated before its expiry
date. To ensure the integrity of contracts, we defined the object property smashHit-
Core:hasSignature, which can be used to store the signatures of all contractors of a
specific contract. Information about the used prefixes is available in Appendix 3.6.
After presenting the semantic model of the contract, we now describe the CCV in Sec-
tion 3.3.2.
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3.3.2 CCv

Figure 4.1 shows a general overview of the CCV process, where a data source (e.g.,
KGs) is used as input. The first step in the CCV process is to extract contractual
information from the data source. Data sources can vary and depend on the or-
ganisation. In the current scenario, we use KGs as a data source to store contrac-
tual information. We check the category of contracts in the second phase of the
CCV process. The approach supports not only B2B and B2C contracts but also
consent-based contracts. In the third phase, consent-based validation performs on
each contract. In CCV, a validation check is performed to validate the contrac-
tual clause in the fourth phase to obtain violation or expiration results. These re-
sults are presented in the fifth phase of the CCV process. The contract status and
clause state are updated in the KGs with violation or expiration results. In the last
phase of the CCV process, contract violation or expiration notifications are sent to
contractual parties.

Check Update data
Data source —> iﬁtr:ﬁ:tt — cotntract —1 coxtar:dc?::ith L c(;:ter:lt(:t — IVilo!atitpn — sci;ﬂr?tera\:,:ltth —>N°“ﬁ§a2;)" 2
(e.9., KG) information Sabimpe | comsent  clausevalidty /®Praien status and || contractors

clause state

Figure 3.3: A general overview of CCV process.

After discussing the general overview of the CCV, we now describe the relationship of
contract breaches with GDPR based on UC1 and UC2. To illustrate, let us assume we
have two organisations: LexisNexis and Infotripla Oy. The first acts as a data controller,
whereas the second acts as a data processor according to GDPR. In data processing,
where a contract is required, it must satisfy the requirements defined by GDPR (e.g.,
Art. 28, 32). For instance, the data processor must notify the data controller if there is
a breach of a contract. The insurers can view the information about the data storage
and its usage. Personal information needs to be anonymised by the tool. The tool must
also satisfy the TOMs defined by the GDPR (see detail in Section 3.4.2.1). Complying
with GDPR compliance, our tool fulfils all these requirements. It performs compliance
verification checks, ensuring a contract breach, control over all running contracts,
updating the contractual parties about the contract statuses, and GDPR compliance
verification.

The contract dates (i.e., start date, effective, and end date), status, and clause states
are key factors in performing contract validity checks. These contract dates comprise
creation, effective or execution, and end date. The value of contract status depends on
changes in contract dates and clause states values. These clause states are associated
with contractual clauses. In the negotiating process, these states become active once
a contract is signed. We explore contractual clauses and the clause states to illustrate
contract breaches. As an example, we can write a contractual clause as a tuple, as
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shown as follows:

clause(s, a, o, [ts, te])

where s = subject; a = action; o = object; ts = start time; and  te = end time.

The contractual clause states comprise Invalid, Fulfilled, Pending, and Violated (Irwin
et al., 2006). A contractual clause becomes invalid if the end time is already passed
when it is assigned. The contractual clause is said to be fulfilled if it has been assigned
and its action has been carried out its activities during the time window [ts, te]. If a
contractual clause has been assigned, has not been fulfilled, and is not invalid but has
an end time that is passed, then it is violated. If a contractual clause is not invalid and
has not yet become fulfilled or violated, then it is pending. We explore such a clause
with the following example. Suppose we have the following.

cly = obl(Bob, submitreview(Bob, pl), [16/02/22,25/02/22])

cly = obl(Bob, submitreview(Bob, p2), [16/02/22,25/02/22])

There are two contractual clauses in tuples c/; and clo, where Bob has to submit
two reviews for the papers pl and p2 within a specified time framework. If Bob
submits his review for pl on 25 February, cl; becomes fulfilled. If the tuple ci,
has started, its status becomes pending until 25 February 2022. Tuple cly’s sta-
tus becomes violated if Bob does not submit a review for p2 on 25 February 2022.
A contract has many contractual terms that define contractual clauses. Contract
status changes due to these contractual clause states. A contractual clause with
violations also changes the contract’s (associated with that clause) status to vio-
late. The tool sends a notification about these violations to the contractual par-
ties. We formalise the logic we discussed here in order to make the presentation of
rules more clear and more concise. For the sake of simplicity, we omitted existen-
tial quantifiers for unbound variables. Hence, we have obtained the following rules:
(i) The first rule states that a clause will have a pending state if it does not have any of
the other clause states, such as fulfilled, invalid, or violated; (ii) the second rule states
that if a clause is pending and has an associated obligation that is set in the past, then
the clause is automatically set to invalid; (iii) the third rule states that if a clause with
a pending state that has an associated obligation which has not been submitted until
the end date, then it is violated; (iv) the fourth rule states the opposite compared to
the previous rule, in the sense that a pending state becomes fulfilled if all associated
obligations are submitted within the required period; finally, (v) the last rule states
that if a clause is violated, then the corresponding contract is also violated.
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VXVY Contract(X) A hasClause(X,Y) A Clause(Y)

A —hasState(Y, ful filled) N —hasState(Y,invalid) N —hasState(Y,violated)

— hasState(Y, pending)

VXVY Contract(X) A hasClause(X,Y) A Clause(Y) A hasState(Y,pending)

A hasObligation(Y, S, A, O, times, timee) A timeqssign > time. — hasState(Y, invalid)
VXVY Contract(X) A hasClause(X,Y) A Clause(Y) A hasState(Y, pending)

A hasObligation(Y, S, A, O, times, timee) A timecyrr > time. — hasState(Y, violated)

VXVYVSVYAVOVtimesVtimee Contract(X) A hasClause(X,Y) A Clause(Y)

A hasState(Y, pending) A hasObligation(Y, S, A, O, times, timee) A timecyr <= time,
— hasState(Y, ful filled)

VX Contract(X) A hasClause(X,Y) A Clause(Y) A hasState(Y, violated)

— hasState(X, violated).

Let us consider a running contract ¢; with the associated clause cl;. After the appli-
cation of the first rule, we obtain the following.

Contract(c;) N hasClause(cy,cly) N Clause(cly) — hasState(cly, pending)

Given timec,» = 27/2/2022, and after the application of the third rule, we obtain the
following.

Contract(ci1) A hasClause(ci,cly) A Clause(cly) A hasState(cli, pending)
A hasObligation(cly, bob, submitreview(bob, p1), p1,16/2/22,25/2/22)
A 27/2/22 > 25/2/22 — hasState(cly, violated)

Finally, given the last rule from above, for the contract, we also deduce the follow-
ing.

Contract(c1) A hasClause(ci,cly) A Clause(cly) A hasState(cly, violated)
— hasState(cy, violated) O

After an illustration of a contract breach with examples and rules, we describe CCV
process scenarios in Section 3.3.3.
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3.3.3 CCYV Scenarios

This section presents the CCV overview with four scenarios based on UC1, UC2, and
industrial requirements discussed in Section 4.1. Before discussing the scenarios, we
present the overview of the CCV process (see Figure 3.4), which shows a distinction
between each scenario with a specific colour. Second, we describe each scenario in
more detail in Sections 3.3.3.1-3.3.3.3.

Figure 3.4 presents the overall CCV process comprising scenarios, such as B2C or
B2B contracts, consent-based B2C contracts, and consent-based compliance verifi-
cation on B2B contracts. It presents the extraction of all contractual clauses from
the KGs via the SPARQL (Simple Protocol and RDF (Resource Description Framework)
Query Language) (SPARQL Working Group, 2013) endpoints. A contract repository
may have multiple contractual clauses that need multiple iterations for validation.
Each contractual clause has a contractual party, contractlD, statelD, termID, and a
time window (including start and end time). The contractual clause state and contract
status require validating each contractual clause. In CCV, only contracts having cre-
ated or signed statuses and contractual clauses with a pending state are involved. The
information about a contract’s status and contractual states is extracted from the KGs.
With this information and the current date, we can validate contractual clauses.

Figure 3.4 is divided into two blocks, namely block-1 and block-2. Block-1 shows the
following three scenarios used to perform CCV: (i) B2C contract; (ii) B2B contract;
(iii) Consent-based B2C and B2B contract. While in block-2, we show the CCV with
the fourth scenario (i.e., automatic detection of contract breaches based on informed
consent, where the consent has expired and the contracts—based on that consent—
are still running). In smashHit, a B2C contract is created between an insurer (acts
as a data subject) and LexisNexis (acts as a data controller). While a B2B contract
is made between LexisNexis (acts as a data controller) and an organisation (as a data
processor). To make a clear distinction among all four scenarios, we assigned different
colours to scenarios. In block-1, the B2C contract scenario is presented in baby blue
colour, the B2B contract scenario is in iceberg colour, and the informed-consent base
contract scenario is in fresh air colour. Alice blue colour is assigned to present the
fourth scenario of the CCV in block-2. In the following subsections, we present each
of them in more detail.



"MITAIA0 $59001d ADD :¥°€ 2anFrg

[¢]

Em

suonebiiqo

suonebi|qo gzg 19A0 doo]

PUE SNjejg JoejU0D

S)oBIJUOD gZg 19A0 dooT

¢dolg

[

P,

AoN

yim ejers

AoN ﬁzo pue snjejs joeuo ajepdn

UONIBIOIA YliM Sje)s
190 pue snjejs joenuod eyepdn [ 1

AynoN

uopelidxa yum aess qo 4
pue snjejs joenuoQ ajepdn _ q

ﬁ UOREIOIA LI Sje}s

oy 110 Pue smsts penuod sispdr

uoneudxa yum

alels o pue snjels
AmoN | yoenuog ejepdn

sjep pua |qo
< 9jep juaund
Buipuadaers,
==9Jej)s |90

i

suojebijqo joesjuod sano doo

1-%20ig

J




70 APPROACH

3.3.3.1 B2C or B2B Contracts

The first two scenarios are very similar, with the difference being in the contract’s cat-
egory. Both must satisfy the following conditions for compliance verification: (i) a B2B
or B2C contract and (ii) the consent information must be empty. If the condition result
is evaluated as true, contractual information of the B2B or B2C is extracted from the
KGs via the SPARQL endpoint. Based on this information, another conditional check
is performed on the contractual clause with its states and end date. If this is the case,
the condition result is true, and the contract status and its clause states are updated
in the KGs with violation information. Otherwise, both contract status and clause
states update with expiration information. In both cases, the tool sends notifications
automatically to contractual parties with a violation or expiration information.

3.3.3.2 Consent-Based Compliance Verification on B2C Contracts

The third scenario is based on consent, which has two parts: B2C contract and B2B
contract. In the first part, the conditions (B2B=="" and B2C!="" and Consent!="")
must be true to perform compliance verification checks on B2C contracts. Once the
condition is true, the tool extracts B2C contract information from the KGs. Based
on this information, the tool validates it with the consent state and the state of the
contractual clause. If the condition result is true, the tool updates the contract’s status
and the contractual clause states with violation information. In a case where the
condition’s result is false, the contract status and contractual clause states will update
with expiration information. The tool notifies the contractual parties automatically
based on this violation or expiration information. This process repeats for the second
part, which is B2B contract compliance verification. In a case where the consent state
is invalid, it must also expire all contracts associated with that consent. This process
repeats and executes until there is no clause left for validation.

3.3.3.3 Consent-Based Compliance Verification on B2B Contracts

The tool also supports detecting contract violations based on consent automatically.
To illustrate it, we consider a data subject (e.g., a person and software) possessing
a B2C contract with LexisNexis (i.e., data controller) and consenting to share data
for five months. Based on this contract, LexisNexis makes a B2B contract with an
organisation ABC (i.e., data processor) to obtain benefits for selling the data. For
illustration purposes, let us assume that the data subject revoked consent after two
months. The contracts associated with that consent must be terminated or expire.
Since consent has been revoked, the B2C contract must also be terminated or must
expire. The B2B contract, which is created based on a B2C contract, must also be
terminated or expire. Let us assume for any reason that the B2B contract is still
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running. In that case, how will the data subject know about this contract breach?
Our tool supports detecting this type of breach automatically and updates the data
subjects about each contract associated with them. We present the process of this
scenario in block-2 of Figure 3.4.

In the process of Block-2, we extract all B2B contracts with their contractual clause
information. To create a consent-based B2B contract, we have a B2B contract clause
possessing a B2C contract reference. With the help of this reference, we can extract
the consent state from a B2C contract. Furthermore, we perform a compliance check
with the consent state and contract status. If the consent state is invalid and the
contract status has not ended or expired, then the tool sends notifications to the data
subjects about this violation.

3.4 Architectural Design and Implementation

This section details the architectural design of the CCV, which is presented in Sec-
tion 3.4.1 and its implementation details are presented in Section 3.4.2.

3.4.1 CCV Architectural Design

Figure 3.5 presents the CCV architectural design. It follows a micro-services archi-
tecture pattern. A micro-services architecture pattern is one in which all modules are
cohesive, independent processes that interact through messages (Dragoni et al., 2017).
The Service Layer is a key component, which comprises the Core, the Resources, the
Application Programming Interface (API) Layer, and the contract compliance scheduler.
We describe each of them in the following subsections.

3.4.1.1 Core

The Core module is divided into two sub-modules: Data Processing and Shared Ser-
vices. The first one is responsible for data management to support required operations,
such as contract creation, auditing or controlling, and compliance verification check-
ing. The query processor and storage are two sub-components for supporting data
processing operations. The query processor component contains the SPARQL queries
required to deal with contracts (e.g., contract data in KGs), while the storage module
handles the query processor’s execution. Shared services include modules that as-
sist other modules in their operations, such as contract and compliance verification
checks.
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Figure 3.5: Architectural design of the automated GDPR compliance verification
tool.

3.4.1.2 API Layer

The API layer is used to interact with the CCV tool. It provides access to the com-
pliance verification tool’s functionalities via REST (REpresentational State Transfer)
endpoints. Contract search, contractual parties management, contract audit, and
contract compliance are the core features of the API layer.

3.4.1.3 Resources

The Resources component is a part of the Service Layer, which contains classes, such
as Contract, Contractual Parties, Contractual Terms, Contractual Clause Types, Con-
tractual Clause, and Contract Compliance. These are required for the management
and compliance verification of contracts. Each class has Create, Read, Update, and
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Delete (CRUD) operations. Search by ID (e.g., contract id, contractual party’s id, and
clause id) and searching the bulk of records are two common types of search. The
contract compliance component is responsible for performing automated compliance
verification checks. Figure 3.6 presents the JSON (JavaScript Object Notation) schema
and the semantic representation of a B2B contract.

Figure 3.6 represents an overview of a contract instance from our knowledge graph and
all information related to it. The centre node (in red colour) represents an instance of
the class fibo-fnd-agr-ctr:Contract. This instance’s label has been encrypted for secu-
rity and privacy reasons. All other nodes represent entities related to that specific
contract instance. For example, a contract can have several contractors associated
with it (see the nodes connected to the contract instance via the “has contractors”

relationship).

"ConsiderationDesc
"ConsiderationVa tring”, contb2b_9f4b79c2-fd51-
P 1lec-912¢c-27d6c710c934

sig MeBdaffarfuor-
Tec QBGSHAore USRSt <)
ob_5448e940-fd52- Tec-9126=270667 10c
l‘stringu Tec-912¢-27dé6c710c. Types:
1, 3 & B—
"EffectiveDate": "2022-07-28T18:15:09.5662", N5, 5 efﬁ term B 15" | ROF rank:
"EndDate": "2022-07-28T18:15:09.566Z", %7%'%, H S/ T - b
"ExecutionDate": "2022-07-28T18:15:09.5662", ?Oa‘_\ / =
"Medium": "string", % e
" i i ", 5 o
Obligations": [ o JBREERRD 2 as contractors conBBNOMBR c2- contractrype : contractiD
string Tec-QEEESRIEE/ 0c. o1 {Ies012689 6. WAHEN | conth2n_gtab7oca-fdst-tec-912c-
1 " Ay 27d6¢710c934
" neow S nmit 5 S %,
Purpose": "string", & g P forPurpose
& g "o data sharing
b7 g ®, nasEndDat
a 2023-07-06
c_QdfI9a56Sa0 - g category business to 17:39:21.805000+00:00""xsd:dateTime
"string" “ D inMedium
online
status updated
dotdescrptio
data selling bwt org to org

Figure 3.6: A snapshot of the JSON schema used for contract and the contract
module’s creation (or representation) of contract in the legal KG. (a) Contract JSON
schema. (b) KG representation of a contract in GraphDB.

3.4.1.4 Remote Storage

For the construction and management of contracts, Ontotext GraphDB (Sirma Group,
2019) is used, which supports the RDF and SPARQL. The SPARQL endpoint is used
to perform CRUD operations on contracts, while RDF is used in the construction of
semantic models of contracts.
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3.4.1.5 Contract Compliance Scheduler

The Flask APScheduler (“Flask-apscheduler”, 2022) is used to handle time-based job
scheduling tasks for automated detection of contract breaches. For instance, we set
up a scheduling task for contract breach detection, which executes every day at 01:00
AM. The data controller makes compliance verification checks directly by calling the
contract compliance endpoint through the contract’'s REST APIs endpoints. The source
code of the entire process can be found on GitHub (Tauqeer, 2021).

3.4.1.6 Contract REST API

For interactions with the tool, the API Layer implements REST endpoints. For an
ideal representation of the API documentation, swagger (SmartBear, 2018) is used.
The swagger REST APIs endpoints for contracts can be found on GitHub (Taugqeer,
2021), which requires performing CCV checks and managing contracts. We divide
the contract REST APIs endpoints into seven parts: contracts; contractual parties;
clause types; contractual terms; contract contractors (contractual parties, which are
associated with a particular contract); contractual clauses; contract signatures; and
contract compliance. Each part in terms of functionality is able to perform CRUD
operations. For binding requests from swagger API for KG, custom contract schema
are used as shown in Figure 3.6. This contract schema comprises basic information
(e.g., contract category, contract types, and purpose) and collections of contractual
parties, contractual terms, contractor signatures, and contractual clauses.

3.4.2 Implementation

This section details the tool’s implementation based on the use cases and industrial
requirements discussed in Section 4.1. The implementation of TOMs is presented in
Section 3.4.2.1. We describe the libraries used for this implementation in Section
3.4.2.2, while in Section 3.4.2.3, we present the implementation details for each com-
ponent of the tool.

3.4.2.1 The Implementation of TOMs

Performing the CCV with GDPR, our solution follows the “data protection by design
and by default” principle. For this principle, implementing TOMs is a key requirement
according to GDPR (Art. 25 (1)). The adoption of internal policies (Rec. 78) states that
it is the responsibility of the data controller (or data processor) to implement TOMs,
ensuring that processing is performed under GDPR (Art. 4 (7), Art. 24). Our tool
implements the following TOMs.

Data Encryption
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The first TOM relates to confidentiality (Art. 32 (1) (a)) to encrypt the processing data.
For encryption, we use the deterministic searchable encryption technique. Two algo-
rithms the Rivest-Shamir-Adleman (RSA) (Izdemir & Idemis Izger, 2021) with Public
Key Cryptography (PKCS) Standards and asymmetric Advanced Encryption Standard
(AES) (Selent, 2010) are used for this purpose. Further, by implementing authentica-
tion procedures and identity management, only registered components have access to
endpoints.

Protection Against External Influences on Systems and Services

This TOM relates to Art. 32 (1) (b), which is defined as “the ability to ensure the on-
going confidentiality, integrity, availability, and resilience of processing systems and
services” to ensure that the systems and services are planned correctly and according
to the intended purpose. The tool implements security measures (e.g., authentication
procedures see detail in Section 3.4.2.3) and user-based access to prevent unautho-
rised data access.

Documentation of Data Syntax

The third TOM relates to the documentation of data, its availability and resilience (Art.
32 (1) (b)). The entire code follows the Python Enhancement Proposals (PEP)-8 (Van
Rossum et al., 2001) coding convention and is commented for better understandability.
For an ideal representation of the API documentation, Swagger (SmartBear, 2018) is
used.

Reduction in Non-Required Attributes of Data Subjects

Our fourth TOM is used to enable data minimisation according to GDPR (Art. 32
(1) (d), 25 (1)). Our tool implements the data minimisation requirements according
to GDPR by establishing retention periods (e.g., dates) for personal data processing
to ensure GDPR contract compliance verification. For example, our contract's REST
APIs endpoint creation defines a minimal set of variables, such as purpose and dates
(execution date and end date for retaining the data only for as long as it is necessary
to fulfil the purpose of processing).

Role Concepts with Graduated Access Rights Based on Identity Management and
a Secure Authentication Process

This TOM relates to the purpose of limitation according to (Art. 32 (1) (d),
25 (1))), which is about testing, assessing and evaluating the effectiveness of
TOM to ensure the security of data processing. It takes the purpose of the
limitation into account and defines permissible purpose changes. Our tool
uses the JavaScript Object Notation (JSON) and Web Tokens (JWT) (Jones et
al., 2010) based access control. Furthermore, user-based access on endpoints
is implemented.
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Translating legal requirements into technical implementations is not easy. The Stan-
dard Data Protection Mode (SDM) (“SDM”, 2020) provides appropriate measures,
transforming the GDPR legal bases to qualify for TOMs. A summary of GDPR require-
ments mapped with their data protection goals is described in (*SDM”, 2020) (Table in
Section C2, p. 28). The SDM is as follows:

1. Systematises data protection requirements in the form of protection goals;

2. Systematically derives generic measures from protection goals, supplemented by
a catalogue of reference measures;

3. Systematises the identification of risks in order to determine protection require-
ments of the data subjects resulting from the processing; and

4. Offers a procedure model for modelling, implementation, and continuous control
and testing of processing activities.

3.4.2.2 System Setup for Evaluation

We summarise the libraries and software that were used in this implementation
in Table 5.1. We selected these libraries because of our tool’'s requirements. For
instance, GraphDB was selected due to having capabilities, such as more intu-
itive data visualisation, storage, and management. The free edition of GraphDB
is not sufficient for simultaneous queries because it does not support concur-
rency or parallelism of more than two queries. In order to alleviate this is-
sue, the Enterprise Edition (EE) of GraphDB can be deployed instead. A Docker
container in a system with 32 GB (gigabyte) random-access memory (RAM), a
1.7 gigahertz (GHz) AMD Ryzen 7 PRO 4750U processor, and 1 terabyte (TB) stor-
age is used for deploying the service layer. Linux with variant distributions, such as
Ubuntu and Debian, is used for all deployment setups.

3.4.2.3 Automated GDPR CCV Tool Implementation

This section provides the implementation details of each component of the CCV tool,
such as the API layer and CCV layers.

API Layer

The main functionality of the API layer is to implement the REST endpoints for con-
tracts. It enables user-based access as demanded by GDPR’s integrity and confiden-
tiality principle (Art. 5 (1) (f)) by custom JWT implementation. All the contract’'s REST
API endpoints are only accessed through a valid JWT token, which is created upon
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Table 3.1: List of software (or libraries) that were used in the implementation.

Software/Libraries Version
Python (“Python”, 2021) 3.8
Flask (“Flask”, 2021) 1.1.2
Flask-RESTful (“Flask-RESTful”, 0.3.8
2021)
Flask-SQLAlchemy 2.5.1
(“Flask-SQLAlchemy”, 2022)
Python Requests 2.25.1
Flask Apispec (“Flask-Apispec”, 0.11.0
2018)
Pycryptodome (“PyCryptodome”, 3.10.1
2014)
SPARQLWrapper 1.8.5
(“SPARQLWrapper”, 2008)
Docker ((“Docker”, 2013) 20.X
Community Edition)
SQLite 2.6
GraphDB free edition (Sirma Group, 9.4.1
2019)
Protégée 5.5.0
Pyjwt (“PydWT”, 2015) 1.7.1

successful login. Furthermore, the standard REST practices, such as OpenAPI Spec-
ification (OAS) version 2.0 and swagger, are used in implementing the API layer for
describing the contract’'s REST endpoints (see Figure 3.7).

Data Processing

The data processing module comprises predefined SPARQL queries with the con-
tractual information to be filled in during the run-time. These queries are or-
ganised based on the Resource (see detail in Section 3.4.1.3) component of the
CCV tool. In Figure 3.8, we present a snapshot of the SPARQL query, which
is used to extract all information with respect to a contract such as contract
contractors, terms, obligations, and contract category. It contains two func-
tions prefix and get_all_contractors. All namespaces are stored in the first one re-
quired for the execution of the SPARQL query, while the second one stores the
SPARQL query.
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Automatic Contracting Tool Contracts API Specification =

Author: Amar Tauqeer, Emait
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Figure 3.7: Contract REST API's endpoints in Swagger. (a) Part 1. (b) Part 2.

Shared Service

Two functions function.map and list_to_query are implemented by the shared services
module as shown in Figure 3.9. The other modules, such as data processing and
compliance verification can use these shared services. The list_to_query function is
used to convert the array of JSON inputs into the SPARQL query format for supporting
contract creation activities by the contract module, while the function.map is used to
perform the mapping to the actual function.

Contract Compliance Scheduler

The Flask APScheduler (“Flask-Apispec”, 2018) is used to handle time-based job
scheduling tasks for automated detection of contract breaches. For example, the tool
sets up a scheduling task for contract breaches detection, which executes every day
at 01:00 AM. Furthermore, the data controller makes a compliance verification check
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def prefix(self):
prefix = textwrap.dedent(

)

return prefix

def get_all_contracts(self):
query = textwrap.dedent(

).format(self.prefix())
return query

Figure 3.8: A snippet of code from the query processor module.

directly by calling the contract compliance endpoint through the contract's REST API
endpoint. Figure 3.10 presents a compliance verification scheduling task based on
the current date.

Resources

The Resource component of CCV implements sub-modules, such as Contract, Con-
tractual Parties, Contractual Terms, Contractual Clause Types, Contractual Clause,
and Contract Compliance, which are used for the management and to perform com-
pliance verification checks on contracts. Each class has its procedures for performing
CRUD operations. For instance, creating a new contract requires contract data in
JSON format following JSON schema, as shown in Figure 3.7. This scheme is used
to transform the contract data into KG and is validated with marshmallow (“Marsh-
mallow”, 2013-2023). Marshmallow is a framework-agnostic library for converting
complex data types, such as objects, to and from native Python data types.

Each component performs the following similar functionalities: (i) extracting all details
(records) of the component; (ii) extracting component-specific details (based on IDs e.g.,
contractID, contractorID); (iii) component creation; (iv) updating a particular compo-
nent; and (v) deleting a specific component. All components of the Resource module
perform partial and full auditing. Figure 3.11 presents a snapshot of a contract’s par-
tial and full audit in the JSON Schema. The basic information of the contract, such as
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def function_map(self, name):

mapfunc = {
: self.get_all_contracts,
: self.get_contract_by_contractor,
: self.get_contract_by_provider,
: self.get_contract_by_id,
: self.get_signature_by 1id,
. self.get_contractor_by_id,
: self.get_company_by_id,
: self.get_all_contractors,
: self.get_all_companies,
: self.get_all_terms,
: self.get_all_signatures,
: self.get_contract_signatures,
: self.get_term_type_by 1d,
: self.get_term_by_id,
: self.get_obligation_by_1id,
: self.get_all_obligations,
: self.get_contract_obligations,
: self.get_all_term_types,
: self.get_contract_terms,
: self.get_contract_contractors,
: self.get_contract_compliance,
: self.contract_update_status,
: self.get_obligation_identifier_by_id,
: self.get_signature_identifier_by_id,

return mapfunc[name]

def 1list_to_query(self, data, whatfor):

querydata =
for vlaue in data:
strs = + whatfor + + vlaue + ";\n

querydata = strs + querydata
return querydata

Figure 3.9: A snippet of code from the helper module.

contract category and contract dates (e.g., start, effective, and execution), is provided
for the partial contract audit, as shown in Figure 3.11. While Figure 3.11 presents a
full contract audit information in JSON Schema. It contains not only the basic infor-
mation of the contract but also other contractual information, such as a collection of
contractual parties, a collection of contractual terms, and a collection of contractual
clauses.

The CCV (see detail in Section 3.3.2) implements an automated compliance verification
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def compliance():
CONTRACT_URL =
data = requests.get(CONTRACT_URL)
data = data.json()

if __name__ == 3

“scheduler.add_job(id= , func=compliance, trigger= , minutes=1440)
if current_date >= date(some date):
scheduler.start()

Figure 3.10: A snippet of code for scheduling the compliance verification check.

(@ (b)

Figure 3.11: A snapshot of contract partial and full audit JSON Schema. (a) Partial
audit. (b) Full audit.

check to perform on contracts. This compliance check performs only on active con-
tracts (i.e., a contract having status, such as created, pending, and updated). The CCV
implementation is based on four scenarios discussed in Section 3.3.3. In the first two
scenarios, the implementation is based on B2C and B2B contracts. The third scenario
is based on consent-based contracts. The fourth scenario performs the compliance
checks on B2B contracts, where the consent has expired but the contracts (associated
with that consent) are still running. Each component’s implementation details with
respect to the Resource module can be found on GitHub (Tauqeer, 2021).

Security

Two algorithms RSA (izdemir & idemi@ izger, 2021) and AES (Selent, 2010) are used
to ensure secure data processing in the CCV tool. The RSA algorithm’s proven capa-
bility and security robustness over the last 30 years is a valid reason for its selection.
While considering the de facto standard for symmetric encryption and standardised
by the National Institute of Standards and Technology (NIST) as an encryption tech-
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nique, the AES algorithm is selected, which is fast and secure (Federal Information
Processing Standards Publication (FIPS), PUB, 2022). The function key_generate is
used to create and export the public and private keys using RSA. For data encryp-
tion and decryption, the security module implements two functions rsa_aes_encrypt
and rsa_aes_decrypt. The Public-Key Cryptography Standards (PKCS) # 1 OPTIMAL
ASYMMETRIC ENCRYPTION PADDING (OAEP) (Garg & Yadav, 2014) padding scheme
is used by the RSA’s implementation, which is defined by RFC 8017. To encrypt and
decrypt the keys for symmetric encryption algorithms, RSA is used. The complete
implementation details can be found on GitHub (Tauqeer, 2021).

3.5 Evaluation

This section presents the evaluation of our tool with a focus on performing CCV com-
pliance functionalities. It is based on tools’ key functionalities, such as contract cre-
ation, contract audit, and CCV checks. Both use cases (UC1 and UC2) require scalable
solutions to handle end users. In Section 3.5.1, we present the CCV performance eval-
uation, while we show the TOMs evaluation in Section 3.5.2. Furthermore, for CCV
implementation and performance evaluation, we use the system'’s setup, as described
in Section 3.4.2.2.

3.5.1 CCV Performance Evaluation

To evaluate the CCV performance, we created ten different contract instances based
on UC1 and UC2 and measured their execution times. The process repeats to create
instances of contract terms and contractual clauses. The contract creation process is
divided into five parts: (i) the contract’s basic information, (ii) contractors, (iii) contract
terms, (iv) contractor signatures, and (v) contractual clauses. The execution time of a
contract creation is based on the total execution time of all the above five parts. For
this performance evaluation, the contract’s information is provided manually. For this
performance evaluation, the information about the instances of contract, contractual
terms, contractual clauses, and terms types can be found on GitHub (Tauqeer, 2021)
(see contract-creation.ods file in the evaluation folder).

Before discussing evaluation results, we introduced terms, such as contract create an
instance (CTI), contract audit (CTA), contract terms create (CTT), contract terms audit
(CTTA), contract obligation create (CTO), contract obligation audit (CTOA), and COMP for
the instances of contract creation, contract audit, contract terms, contract obligations,
and contract compliance. Figure 3.12 represents the contract creation (including five
parts) instances (CTI1, CTI2, ... CTI10) on the x-axis, while the execution time (in
minutes) of each contract creation instance shows on the y-axis. On the right side of
Figure 3.12, we have contract audit instances (CTAI, CTA2, ... CTA10) on the x-axis
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and execution time (in minutes) on the y-axis in the Figure 3.12. Similarly, in Fig-
ure 3.13, we can see the evaluation results of contract terms create and audit with
their instances. In addition, Figure 3.14 represents the evaluation results of contrac-
tual clauses creation and audit with their instances, where instances are shown on
the x-axis and execution time on the y-axis. Finally, we present the compliance verifi-
cation results in terms of execution time in Figure 3.15, where the instances (COMP1,
COMP2, ... COMP10) are presented on the x-axis and the execution time (in seconds)
on the y-axis.

Time (in minutes)
Time (in minutes)

0
CTil CT2 CT3 CT4 CTs CTi6 CTI7  CTi8  CT9  CTIo CTA1 CTA2 CTA3 CTA4 CTA5 CTA6 CTA7 CTA8 CTA9 CTA10

(a) (b)

Figure 3.12: Performance evaluation on contract creation and audit. (a) Time spent
on contract creation. (b) Time spent on contract audit.

Time (in seconds)
Time (in seconds)

0 0
CTT1 CTT2 CTT3 CTT4 CTT5 CIT6 CTT7 CTT8 CTT9 CTT10 CTTA1 CTTA2 CTTA3 CTTA4 CTTAS CTTA6 CTTA7 CTTA8 CTTA9 CTTA10

(@) (b)

Figure 3.13: Performance evaluation on contract term creation and audit. (a) Time
spent on contract term creation. (b) Time spent on contract term audit.

The minimum time spent on a contract creation process is 3.55 min, while 11.48 is the
maximum time spent on a contract as shown in Figure 3.12. The CTI4 took 11.48 min
because it has two contract terms and four contractual clauses, whereas CTI1 only has
a contract term and a contractual clause. Similarly, the maximum time of 4.50 min
was spent on contractual clauses (four clauses), 2.50 min on contract (two terms),
0.42 s on contractor signatures (three signatures), 2.00 min on contractual parties
(two contractors), and 1.40 min on the contract’s basic information. Contract audit
and creation processes have taken almost the same execution time because both have
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Figure 3.14: Performance evaluation on contract clause creation and audit. (a) Time
spent on contractual clause create. (b) Time spent on contractual clause audit.
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Figure 3.15: Time spent on CCV.

the same contents as shown in Figure 3.12a,b. We did not consider partial creation
and audits here.

We also measured the performance evaluation on the contract’s term and contrac-
tual clause, which are shown in Figures 3.13a,b and 3.14a,b. The average time spent
on the contract term creation or audit is 0.40 s, as shown in Figure 3.13a,b, while
the creation or audit of the contractual clause took an average of 0.55 s, as shown
in Figure 3.14a,b. Based on contract creation instances depicted in Figure 3.12, we
measured the time spent on compliance verification in Figure 3.15. It shows a strong
relationship with contract instances, and if the instances take more time, the com-
pliance verification will also take more time. For example, the COMP4 (compliance
instance related to CTI4) took 36 s to complete, whereas COMPS (related to CTI8) took
only 20 s. More information about the contract evaluation performance is shown in Ta-
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ble 4.3 (the fastest and slowest measurements in terms of time are highlighted in bold).
The contract contents (e.g., terms, and obligations) can also affect the execution time
of the contract creation, audit, and compliance. The encryption and decryption of the
information can result in higher time in performance evaluation. However, these are
also required to increase security measures. These extra time-consuming activities are
associated with compliance verification and causes the CCV tool to slow down.

To evaluate the correctness of the CCV tool, we performed unit tests with 28 different
test case scenarios. The evaluated test cases include the CRUD operations relating to
contracts, such as contract terms and contractual obligations. Moreover, the test cases
also include the CCV tool’s compliance verification operations. The CCV compliance
verification unit test cases includes 5 different test scenarios described in Section
3.3.3. Figure 3.16 shows a code snippet of the unit test for the B2B contract scenario
without consent. As shown in Figure 3.16, the test case takes the contract’s ID, status,
current date, obligation state, obligation end date, and obligation ID for compliance
verification. Further, a condition (i.e., current date > obligation end date and obligation
state = 'Pending’ and b2b contract status not in ("Violated’, "Terminated’, 'Expired’)) is
checked. The contract status and obligation state must be updated by the tool if the
condition result yields true.
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# handle single business to business contract without consent
def test_b2b_without_consent(self):
current_date =

b2b_contract =
b2b_contract_status =

obligation_state =

obligation_end_date =

obligation_id =

if current_date > obligation_end_date and obligation_state == and b2b_contract_status not in (

expected_status =
expected_obligation_state =

r = requests.get(ContractApiTest.CONTRACT_URL +

.format(b2b_contract, expected_status))
self.assertEqual(r.status_code, )
r = requests.get(ContractApiTest.CONTRACT_URL +

.format(obligation_id, expected_obligation_state))
self.assertEqual(r.status_code, )

Figure 3.16: A unit test code snippet for B2B test scenario to check the CCV cor-
rectness.

[20]The unit test cases with their results logs, and the source code are available on
GitHub (Taugeer, 2021). Our evaluation of unit test cases demonstrates that the CCV
tool performs the intended tasks, such as compliance verification and contract cre-
ation correctly.

3.5.2 TOMs Evaluation

In Section 3.4.2.1, we summarised and evaluated five data protection goals associated
with TOM regarding GDPR (data processing) for contracts. We evaluated the contracts
module manually. We discussed the manual evaluation in Section 3.5.1. For instance,
the contractual parties’ personal data are encrypted first and then stored in the KG,
which is related to GDPR (Art. 32 (1) (a)) confidentiality (see detail in Section 3.4.2.1).
Similarly, the PEP-8 coding convention is used for the documentation of data syn-
tax. For the automated procedure, we wrote test use cases and executed them using
Python’s unit test framework (Python Software Foundation, 2021). We have different
conditions to make these tests. For example, in testing the endpoint GetContractCon-
tractor, we provide the contract number. In the case of providing the contract number,
the test case returns a success response. The test case returns a failed response in
case of missing the contract number. More information about each test case can be
found on GitHub (Taugeer, 2021).

3.6 Conclusions and Future Work

By building on our previous work in (Chhetri et al., 2022b), in this paper, we presented
our CCV (Contract Compliance Verification) tool for digital contract management based
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on knowledge graphs. To be specific, we presented an approach for automated CCV
checks over contracts. Further, we discussed factors that must consider the technical
requirements to satisfy industry requirements as discussed in Section 4.1. The CCV
tool has a micro-services architecture and utilises an ontology and a knowledge graph,
which support the interoperability of data.

The CCV tool supports contract management, based on consent, with B2C (Business-
to-Consumer) and B2B (Business-to-Business) contracts that can be generalised
to other domains. Our tool supports not only consent-based contract generation
but also considers scenarios in which consent is not required (see Section 3.4).
We evaluated the CCV tool with the performance and scalability regarding con-
tracts. We also evaluated the CCV methods’ correctness by performing unit test
cases. This research is conducted in collaboration with legal experts and indus-
trial partners. It can help SMEs (small and medium enterprises) in binding GDPR
(General Data Protection Regulation) legal bases with data sharing contracts. The
CCV tool improves both the compliance verification process and the contract lifecy-
cle. Future studies include (i) improving the signing process with digital signatures;
(ii) implementing digital licensing on contracts using DALICC (Pellegrini et al.,
2018)/Licence Clearance Tool (LCT) (“License Clearance Tool”, 2021); (iii) improving
the negotiation process where the data subject will have more options to collaborate on
making contract clauses; (iv) performing validation to graph-based data using Shapes
And Constraints Language (SHACL); (v) extracting the existing contracts (e.g., paper
contracts and unstructured contracts) from external data sources to translate into
RDF (Resource Description Framework); and (vi) optimising the performance of the
tool.
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Appendix A

Semantic models prefix

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

@prefix owl: <http://www.w3.org/2002/07/owl#> .

@prefix dct: <http://purl.org/dc/terms/> .

@prefix prov: <http://www.w3.org/ns/prov#> .

Oprefix gconsent: <https://w3id.org/GConsent#> .

@prefix dpv: <http://www.w3.org/ns/dpv#> .

@prefix fibo-fnd-agr-ctr:
<https://spec.edmcouncil.org/fibo/ontology/FND/Agreements/Contracts/> .

Oprefix smashHitCore: <http://ontologies.atb-bremen.de/smashHitCore#> .

Oprefix dcat: <http://www.w3.org/ns/dcat#> .
@prefix time: <http://www.w3.org/2006/time#> .
Q@prefix LC: <https://www.omg.org/spec/LCC/Countries/CountryRepresentation/> .






CHAPTER 4

An Integrated Approach to GDPR-compliant
Data Sharing Employing Consent, Contracts,
and Licenses

This chapter is based on:

Taugeer A., Chhetri T.R., Fensel A., David R., and Ahmeti A. An Integrated Ap-
proach to GDPR-compliant Data Sharing Employing Consent, Contracts, and
Licenses (Submitted to Data & Knowledge Engineering journal, under review.)



Abstract

The GDPR outlines six legal bases necessary to lawfully process personally identifiable
data. Presently, research predominantly focuses on consent and contracts, limiting op-
tions for data sharing, particularly when multiple legal bases are needed. For instance,
while one may consent to data sharing, one might wish to impose usage restrictions,
necessitating a license. Combining these bases is complex due to the need for a com-
prehensive understanding of each and the challenge of designing a compliant and
functional system. In response, our paper introduces a semantic-based approach and
tool enabling GDPR-compliant data sharing across multiple legal bases: consent, con-
tracts, and licenses. Expanding on our prior GDPR Contract Compliance Verification
(CCV) tool, which facilitated consent and contract-based sharing, we now incorporate
licenses. This extension involves utilizing SHACL validations for compliance checks,
securing contract signings with digital signatures, implementing SHACL repairs for
automatic data inconsistency fixes, and performance evaluations. The paper show-
cases the effectiveness of SHACL and how it enhances the tool for GDPR-compliant
data sharing across multiple legal bases, as demonstrated through performance test-

ing.
Keywords— Data sharing, Contracts, GDPR compliance, Ontology, Knowledge graphs,
SHACL, License, Digital signatures.
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4.1 Introduction

In today’s digitized world, data sharing has a significant impact on almost every type
of industry. In particular, data sharing has enabled numerous opportunities in indus-
tries such as healthcare, smart cities, insurance, and autonomous vehicles (Cai et al.,
2023; Cao et al., 2015). One of further examples where data sharing played a vital role
is the case of the COVID-19 contract tracing application, which helped in containing
the spread of the virus and thus saving lives (Ahmed et al., 2020). Another example is
in smart cities, where data sharing is necessary to enable smart city components such
as smart mobility and a smart environment (Savithramma et al., 2022). However, as
important as data sharing is in today’s digital world, there has been a major concern
about privacy and misuse of the data.

This increase in privacy concerns has led to the adoption of different privacy mea-
sures, particularly, in legislation. One of the notable examples of privacy legislation is
the European Union General Data Protection Regulation (GDPR) which was adopted
on May 25, 2018. GDPR defines the six legal bases under which processing of per-
sonally identifiable data can be done and applies to everyone processing the data of
an EU citizen. One needs to obtain “consent” or “the right to erasure” from the data
subject (DS) beforehand to be able to process any personally identifiable data. In fur-
ther cases, such as the selling of data between companies, a contract “a written or
spoken or online agreement between contractors such as DS, data controller (DC),
and data processor (DP)” is also required. Moreover, when one wants to legally se-
cure third-party digital assets such as datasets, software, or contents, a license “is an
official permission or permit to do, use, or own something (as well as the document
of that permission or permit)!” is required. Licenses are not part of GDPR but have
legal bases, included in the EU law?. Licenses are extremely important because they
enable businesses or individuals to retain control of their work or intellectual prop-
erty while still benefiting from it. For example, an individual or small business that
owns intellectual property can profit by licensing it to other individuals or businesses.
Therefore, to enable seamless data sharing and secure the digital, one needs to deal
with multiple (different) legal bases.

A number of studies have been conducted on contracts, consent, and licenses (Chhetri
et al., 2022b; Havur et al., 2018; Semantha et al., 2023; Tauqeer et al., 2022). How-
ever, challenges remain due to the siloed manner in which these works are conducted,
thereby limiting data sharing options and potential benefits. In particular, two major
challenges exist: (i) understanding the legal basis and implementing it systematically
in a manner that is legally compliant; (ii) combining the isolated works to build an
integrated system (or tool) that is practically applicable and performant. Moreover,
a similar challenge has also been highlighted by Zafar et al. (Zafar et al., 2018), ac-
cording to whom 50% of projects face data integration challenges. Additionally, an

1 https://en.wikipedia.org/wiki/License
2https://ec.europa.eu/isa2/solutions/european-union-public-licence-eupl_en/



94 INTRODUCTION

integrated system provides a comprehensive platform that can be utilized for multiple
data sharing options as needed, thereby eliminating the need to utilize multiple plat-
forms and thus offering users convenience, especially in terms of usability and time
savings. For example, consent is insufficient for online services and necessitates con-
tracts (Taugeer et al., 2022). If there is no integrated system (or tool) that offers options
for both consent and contract, then one needs to use different platforms separately.
As a result, users (e.g., industry) are burdened by the need to keep track of multiple
tools and integrate and coordinate them—overcoming this motivates our work.

Many use cases in the smart city and insurance domains face the same data sharing
difficulties and GDPR legal basis requirements as discussed above. Smart City Services
(UC13) and Insurance Services (UC2%) are two particular use cases in the smashHit®
project that support this study in building GDPR legal bases requirements for data
sharing in smart city and insurance domains. The smashHit project’s aim was to cre-
ate a scalable, trustworthy, and secure system for GDPR-compliant data sharing and
management of consent and contracts in the connected automobile and smart city do-
mains. We derive key requirements from both use cases for enabling GDPR-compliant
data sharing including consent and contracts in smart cities and insurance domains.
In particular, UC1 focuses on data sharing in the insurance domain where data shar-
ing is a key to informed decisions. However, informed consent is the primary legal basis
for data sharing between the DS and DP (e.g., insurance company), when data are sold
to third parties, additional terms and conditions must be presented and agreed upon.
These serve as the foundation for a contract, which serves as the primary legal basis.
In contrast, UC2 depicts a data sharing scenario in the smart city sector in which
an unprecedented amount of data (contractual information) is emitted, shared, and
analyzed by different agents (i.e., software, humans, and organizations). A contract
is also required in circumstances such as Business-to-Business (B2B) data sharing
in UC2 since it specifies each contract party’s obligations as well as the particular
terms and conditions that must be followed. Similarly, besides contracts and consent,
the creation of a license based contract “contains not only a standard license but also
provides freedom to contractors to attach additional data sharing requirements in the
form of contractual clauses to have (more) control over data” for data sharing in the
smashHit project can lead to another potential benefit in addition to GDPR-complaint
legal bases.

Another fascinating scenario is an application “City Feedback System” in the UC1 of
the smashHit project, where the objectives of the application are: (1) collecting traffic
and environmental feedback from end users in a city environment, (2) collecting us-
able data from other available sources (e.g., Volkswagen6 (VW) vehicle sensor data) to

Shttps://smashhit.eu/d6-5-demonstrator-of-services-using-integrated-cpp-and-
insurance-data/

4https://smashhit.eu/d7-5-demonstrator-of-services-using-integrated-traffic-smart-city-
and-cpp-data/

5https: //cordis.europa.eu/project/id /871477

Shttps:/ /www.vw.com/en.html
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be utilized in the services including Feedback application, (3) study and contribute to
an external platform to manage consents between Infotripla’ and data owners, (4) to
show the feedback and other collected data on a publicly available application, and
(5) forwarding applicable feedback to e.g., city maintenance department for corrective
actions. The collected vehicle sensor data then can be shared with other smashHit
parties/companies (e.g., Forum Virium Helsinki®) using the data traceability compo-
nent under a data processing/sharing contract (i.e., a GDPR-complaint legal basis
and a complex process) between smashHit and VW. One possible solution to avoid this
complex process is to associate standard licenses (e.g., through the DALICC (Pellegrini
et al., 2019) framework) with data sources under the GDPR-complaint data-sharing
contract. This reduces the complexity of the process, cost, and effort of not writing
contractual clauses with complete descriptions (as these are described in the DALLIC
framework already). Instead, one can use the license IDs (with integration of the DAL-
ICC REST APIs endpoints) directly from the DALICC framework using REST APIs-also
a motive for this research. The process of association of licenses with digital assets is
described in Section 4.5.2.

Another typical scenario is academic data sharing, where data sharing advantages for
researchers can be corpulent as they are associated with high risks while sharing per-
sonally identifiable data or sensitive data such as name, email, phone, address (Fecher
et al., 2015; Urovi et al., 2022). Due to the nature of data sharing and its challenges,
the landscape of rights and licensing resources has become complicated. Sam Grabus
and Jane Greenberg (Urovi et al., 2022) addressed the following questions in academic
data sharing: where is the best place for a researcher to learn about facilitating the
complex process of rights management? and which standardized licenses would be
most appropriate for sharing a particular type of data, and which metadata standards
and ontologies can help address these needs?

Last but not least another interesting scenario is UC2 in the smashHit project, where
a car’s GPS data (latitude, longitude, fuel, mileage, etc.) can be used with a stan-
dard license for data sharing before consenting or entering into a data sharing con-
tract. Without using licenses, car drivers have to give information with full descriptions
whenever they grant consent or create a data sharing contract. It is a time and effort-
consuming process. On the other hand, the use of standardized licenses (e.g., using
the DALICC framework) helps car drivers save time and effort by not putting informa-
tion with full descriptions when granting consent or creating data sharing contracts
while driving cars. Instead, they can use standard licenses with GDPR-complaint con-
tracts for data sharing.

Therefore, in an effort to address the aforementioned challenges and enhance our pre-
vious work, automated contract compliance verification (CCV) (Taugeer et al., 2022),
we present our integrated approach. In particular, we make the following improve-
ments to our previous work: (i) making the contract management and compliance

“https:/ /futuremobilityfinland.fi/member/infotripla/
Shttps://forumvirium.fi/en/
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verification tasks more semantically compliant using SHACL (SHACL Working Group,
2017) (Shapes Constraint Language), a W3C (World Wide Web Consortium) recommen-
dation for validating knowledge graphs (KGs) (Rabbani et al., 2022), as opposed to the
previous Pythonic® way of performing validation, (ii) in addition to GDPR legal bases
such as contracts, we integrate DALICC (Data Licenses Clearance Center) (Pellegrini
et al., 2019), a licensing framework, which enables additional options (or legal bases)
for data sharing, (iii) making improvements in the contract signing process through
the use of digital signatures and providing an option to verify the signed contract for
integrity, and (iv) introducing SHACL repairs for CCV data inconsistencies. In loosely-
coupled contracting applications, it can happen to have multiple messages or states
received, which leads to violations of the CCV consistency requirements. For such
cases, we provide a robust, fault-tolerant architecture, which employs repairs to self-
correct identified violations and enforce CCV consistency on the data level. The use of
SHACL provides the following benefits: (i) it helps to avail the benefits of semantic tech-
nology, such as KGs’ connectivity, (ii) it makes validation processes easily extendable,
and (iii) it supports integration (Corman et al., 2018).

Based on motivations and discussions, we form our main research question (R@)
as “How can multi-legal-base GDPR-compliant data sharing be enabled by employing
consent, contracts, and licenses with SHACL?”. It is comprised of the following sub-
questions: (S@1) how can data validation be performed with a W3C recommendation
constraint language SHACL to malce it more semantically compliant?, (8@2) how can li-
censes be used as a data sharing option (as a legal basis) in digital contracting services?,
and (S@3) how can we leverage SHACL repairs for constraint violations to automatically
(re-Jestablish consistency for CCV data. Further, other functional improvements in the
CCV tool, such as the implementation of the digital signatures, and the performance
evaluation of the tool and testing the correctness of SHACL validation results are also
major concerns for this study.

The rest of the paper is structured as follows. Related work is described in Section 4.2,
followed by preliminaries in Section 4.3. Prior discussing the approach, we first give
an overview of KG and legal background in Section 4.4. In Section 6.3, we discuss
the approach for enabling multiple data sharing (through consent, contract, and li-
cense), improving data validation through SHACL, enhancing digital contracting ser-
vice through digital signatures, and making digital assets (e.g., contract/consent com-
pliance tool) licensing using DALICC, introducing SHACL repairs to automatically fix
CCV data inconsistencies, while the implementation and evaluation results are elab-
orated in Section 4.6. Further, we conclude and discuss the future work directions in
Section 4.7.

9Pythonic refers to the use of Python code.
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4.2 Related Work

In this section, we review GDPR-compliant data sharing with multiple legal bases op-
tions such as consent, contracts, and licenses. We overview GDPR-complaint data
sharing solutions in terms of guidelines, compliance tools, compliance checkers, and
software.

Chhetri et al. (Chhetri et al., 2022b) developed data protection by design tool for auto-
mated GDPR compliance verification based on semantically modeled informed consent
that is modeled with KGs. They implemented and evaluated TOMs (technical and orga-
nizational measures), which are a key requirement according to GDPR (Art. 6). It sup-
ports only consent-based data sharing. However, in this work (Chhetri et al., 2022b),
data validation is not implemented with W3C recommendations such as SHACL and
does not support multiple data sharing options like license-based data sharing.

Taugeer et al. (Taugeer et al., 2022) developed the CCV tool to perform GDPR com-
pliance verification checks on digital contracts. It supports not only the management
of digital contracts such as B2B and Business-to-Consumer (B2C) but also scenarios
where consent is not required. They implemented and evaluated TOMs, which are a
key requirement according to GDPR (Art. 25 (1)). Also here (Taugeer et al., 2022),
data validation does not follow a W3C recommendation such as SHACL and does not
support multiple data sharing options like license-based data sharing.

Wang and Guan (Wang & Guan, 2023) proposed a blockchain-based traceable and
secure data sharing scheme. Two major objectives have been achieved by their study:
(1) to design an attribute encryption-based method to protect data and enable fine-
grained shared access, (2) to develop a secure data storage scheme that combines
on-chain and off-chain collaboration. They also designed a smart contract-based log-
tracking mechanism to store data sharing records on the blockchain and display them
graphically. The proposed scheme is evaluated for performance and security. However,
there is no information about contract types like B2C, and B2B and multiple data
sharing options like license-based data sharing.

Barati et al. (Barati et al., 2023) proposed a GDPR-supported model in a cloud com-
posite service for data access and transfer requests using timed transaction systems.
They presented a cloud pharmacy scenario to show the connectivity of the providers
in the composite service and the flow of their requests for the collection and trans-
fer of patient data. Further, they implemented a cloud container virtualization based
on the verified proposed model realizing GDPR requirements. The proposed solution
only supports consent-based data sharing and does not have multiple data sharing
options.

A prototype for a contract compliance checker that is only applicable to B2B interac-
tions is shown by Starno et al. (Strano et al., 2009) in their article. The design and
implementation of a Contract Compliance Checker (CCC) monitoring service, which
can observe and log B2B interaction events and ascertain whether a business part-
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ner is adhering to contracts while providing the current contract specification, are de-
scribed. For the CCC, they developed the contract specification language EROP, which
stands for Events, Rights, Obligations, and Prohibitions. This model only handles B2B
transactions, is not GDPR compliant, and does support multiple data sharing options
like license-based.

In light of GDPR compliance, Pantlin et al. (Pantlin et al., 2018) explain the focus on
rising market practices in supplier contracts. The authors talk about how firms’ supply
chains are becoming more complicated as a result of greater outsourcing to the cloud
or other external service providers. Additionally, difficulties with supplier contracts
are explored, including audits of rights, security precautions, and sub-processors.
The work does not provide any solutions or recommendations about how to comply
with GDPR on B2B contracts and multiple data sharing options in contracting.

A GDPR compliance solution presented by Barati and Rana (Barati & Rana, 2022)
helps cloud-based services delivery and supports cloud service providers. By gener-
ating legal questions that are stored on the blockchain for auditing purposes, they
introduce the encoding scheme for GDPR requirements. They implement GDPR com-
pliance checking using smart contracts in a blockchain test network to examine the
execution cost of the process. The proposed tool does not comply with B2B contracts
and does not have multiple data sharing options like license-based and consent-based
data sharing.

The effect of GDPR on third-party contracts is examined by Gangl (Matthias, 2019).
The author’s survey can be utilized to analyze contracting parties in the area of cloud
service providers in more detail. The survey’s findings assess the GDPR’s aim to see if
GDPR helps bilateral cooperation, such as facilitated by data processing agreements
among cloud service providers, in new and disruptive technologies. The author also
evaluated whether blockchain technology can be a viable substitute for GDPR compli-
ance verification. The author contends that blockchain technology might be a good
substitute but with some limitations. One, in particular, cannot place everything in
blockchain, not digital signatures, for example.

Guidelines for GDPR compliance verification are described by Doe (Doe, 2018) from the
viewpoint of the law firm sectors. The author gives a thorough overview of the rules and
requirements for law firms to comply with GDPR. The author lays out a set of criteria for
the contract documentation, security requirements, training requirements, and data
processing records. Regulations for confirming GDPR compliance are discussed, but
no details regarding the implementations, or data sharing options like license-based,
and data validations standards like SHACL are available.

Ferrari (Ferrari, 2018) discusses privacy concerns with blockchain technology. The au-
thor has looked at many features of blockchain technology that either complemented
or contradicted the GDPR. For example, GDPR is designed to fit the centralized data
storage paradigm. Data saved on blockchains, on the other hand, does not go out of its
application, i.e., a third-party can not have control over data stored on the blockchain
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ledger. The author underlines that GDPR requirements (such as the right to be forgot-
ten, data minimization, and conditions for data transit to third countries) impose ad-
ditional technical requirements on the structure of blockchain-based solutions.

4.3 Preliminaries

We introduce the Shapes Constraint Language SHACL, which is the standard for con-
straint validation of Semantic Web, and describe recent work for repairing SHACL
constraint violations on which this application is based.

4.3.1 SHACL - Shapes Constraint Language

The Shapes Constraint Language SHACL (SHACL Working Group, 2017) is the W3C’s
approach to bring constraint validation to the Semantic Web. Originally, the Seman-
tic Web was designed with the idea of an open world and reasoning approaches used
monotonic inference to add facts based on ontological descriptions. However, with
the adoption of KGs for data integration purposes, e.g. to enable data silo consoli-
dation in enterprises, there was a rising demand for checking data consistency and
quality by applying constraints to KG. SHACL, as a W3C Recommendation and the
closely related ShEx were introduced (Gayo et al., 2017) to provide constraint valida-
tion for RDF based on shapes. The main advantages of SHACL are the formalisation
of constraints, grouping them into shapes, and the standardised validation report,
represented in RDF form, which makes it easy to evaluate and automatically process
the violations. These advantages provide a significant improvement when integrating
SHACL validation into information architectures, like the CCV, in terms of stability
and maintainability of software applications. SHACL validation provides consistency
on the data level using a standardised approach, which provides a declarative way to
ensure consistency for all participants in the information architecture independent of
the implementation.

Target declarations

SHACL shapes use target declarations to apply shape constraints to nodes of a data
graph. There are several options for targeting, namely listing nodes explicitly, class-
based, property-based (subject or object of a property atom) or implicit targets if a
shape is also declared as a class (SHACL Working Group, 2017). For example, class-
based targets automatically target all nodes of a data graph that are in the extension
of that class.

SHACL Core and SHACL-SPARQL

The W3C Recommendation on SHACL groups the constraints into two parts. The first
part, SHACL Core, provides constraint components as a high-level vocabulary for com-
mon use cases to describe shapes (SHACL Working Group, 2017). These components
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represent often used constraints that can be used to define shapes using the SHACL
vocabulary. The second part, SHACL-SPARQL, provides a constraint component that
acts as an open interface to the SPARQL query language. Using SHACL-SPARQL, we
can define custom constraints based on a SPARQL SELECT or ASK query. The query
expresses restrictions on the graph data and thereby returns violations as a query
result. SHACL-SPARQL provides a powerful way to go beyond SHACL Core when the
Core constraint components are not sufficient to express the constraints. However,
there is a drawback to this approach which we discuss in the context of this publica-
tion. When SHACL Core is not sufficiently expressive to define target nodes for a shape,
we have to use SHACL-SPARQL and use the query for selecting the targets. However,
targeting nodes of the graph within a SHACL-SPARQL constraint also requires the
constraints to be done within the same SPARQL query, because SHACL-SPARQL con-
straints cannot be used to pre-filter before applying SHACL Core constraints within
the shape. This mix of target selection and constraint validation is hard to maintain
and error-prone, because it is not necessarily obvious which part of the query is done
for targeting and which part is representing the constraint.

4.3.2 SHACL Repairs

Our recent publications introduced a novel approach to repair SHACL constraint vi-
olations by modifying the data to conform to the defined constraints (Ahmetaj et al.,
2022). The SHACL repair approach is implemented as a repair program that can de-
duce repairs as minimal data modifications. It will generate consistent data regarding
the shape constraints when applied to a data graph. The repair program implemen-
tation is available at GitHub!®. The repairs come in minimal sets of additions and
deletions (Ahmetaj et al., 2021) of triples that are determined by the repair program
for an input data graph and a set of SHACL shapes to validate against. Adding the
additions to the data and removing the deletions from the data will result in a new
data graph that is consistent with the shape constraints and will be conformant when
validated by a SHACL processor. The implementation of the repair program is done by
generating a logic program that consists of rules and facts. This program represents
an answer set (see Answer Set Programming (Eiter et al., 2009)) that can be processed
by the Clingo (Gebser et al., 2019) solver. Answer set programming (ASP) provides
minimal models as solutions to a given program. By building on this minimality of
ASP models, the repair program provides minimal repairs as part of these minimal
models. However, it is possible that there are multiple minimal repairs returned by a
given program. For this case, the repair program uses optimization by prioritizing cer-
tain repairs over others. This is done by specifying weights for specific data elements
and then minimizing or maximizing the sum of these weights.

Consider the following example.

:ContractShape a sh:NodeShape;

Ohttps://github.com/robert-david/shacl-repairs
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sh:targetClass fibo-fnd-agr-ctr:Contract;
sh:property [

sh:path :hasContractStatus;

sh:maxCount 1; ]

The ContractShape defines a constraint for a maximum of one triple (atom) of the property hasContractStatus.
Consider the following data graph.

:contb2b_bfcff2dc a fibo-fnd-agr-ctr:Contract;
:hasContractStatus :statusPending, :statusFulfilled.

The SHACL repair program will propose two different minimal models to re-
pair the data graph to satisfy the shape constraint. These models contain the
deletion sets D; and D, respectively.

Dy = {hasContractStatus(contb2b-bfcf f2dc, statusPending)}

Dy = {hasContractStatus(contb2b-bfcf f2dc, statusFul filled)}

Picking one of these sets and applying it to the data graph for deletion will
result in a data graph which conforms to the maximum cardinality constraint
defined in the shape. However, the choice for one of these two repair models is
not made by the repair program and has to be done by the user. To summarise,
the SHACL repair program provides a way to fix a data graph with minimal changes
to conform to given SHACL constraints.

4.4 KG Overview and Legal Background

This section summarizes the KG overview and GDPR legal background for data shar-
ing. As mentioned earlier, besides the contract, we are extending our previous work
(Taugeer et al., 2022) by adding another GDPR legal basis in the form of a license,
which gives contractual parties more control over data. Consent legal basis was inte-
grated into our previous work (Taugeer et al., 2022) by the integration of “Data Protec-
tion by Design Tool for Automated GDPR Compliance Verification Based on Semanti-
cally Modeled Informed Consent” (Chhetri et al., 2022b). A major challenge faced by
organizations, when complying with GDPR, is the adoption of “principles of data pro-
tection by design” and “data protection by default” (Rec. 78). These principles require
the implementation of technical and organizational measures (TOMs) that ensure data
integrity and confidentiality (Art. 32 (1) and Rec. 46). Further, it ensures the preven-
tion of unauthorized disclosure or access to personal data (Art. 32 (2)). All these
things add another layer of complexity. Translating these legal requirements into code
is a challenging task. In both works (Chhetri et al., 2022b; Tauqeer et al., 2022), we
have achieved this by the Standard Data Protection Model (SDM)!!.

!ldataprotectionmodel
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4.4.1 GDPR and Relevant TOMs

Both GDPR-complaint tools (Chhetri et al., 2022b; Tauqeer et al., 2022) follow the
“data protection by design and by default” principle to ensure compliance verifications
based on consent and contracts. A major contribution was the implementation of
“appropriate technical and organizational measures which are designed to implement
data protection principles [. . . | in an effective manner and to integrate the necessary
safeguards into the processing in order to [. . . ] protect the rights of data subjects”
(Art. 25 (1)). The adoption of internal policies (Rec. 78) was also included in this
implementation. With this, DC or DP is responsible for the implementation of TOMs
in order to ensure and demonstrate that processing is carried out in accordance with
the GDPR (Art. 4 (7), Art. 24). Another benefit of the implementation of TOMs is to
mitigate the risk to natural persons’ rights and freedoms presented by the processing of
their personal data (Art. 32 (1)). The SDM offers adequate mechanisms for translating
GDPR legal bases into TOMs (Chhetri et al., 2022b). A summary of GDPR requirements
mapped with their data protection goals is described in (“SDM”, 2020) (Table in Section
C2, p. 28). The SDM is as follows:

1. Systematises data protection requirements in the form of protection goals;

2. Systematically derives generic measures from protection goals, supplemented by
a catalog of reference measures;

3. Systematises the identification of risks in order to determine protection require-
ments of the data subjects resulting from the processing; and

4. Offers a procedure model for modeling, implementation, and continuous control
and testing of processing activities.

Table 4.1 summarized GDPR principles and associated SDM protection goal, TOMs,
and TOMs implementation in the tools developed in (Chhetri et al., 2022b; Tauqgeer
et al., 2022).

4.4.2 Legal KG

A KG, which is based on the smashHitCore (Kurteva et al., 2023) ontology and is main-
tained in GraphDB, is the primary data source for managing digital assets licensing,
performing consent and contracts compliance verifications, and enabling license as
another GDPR legal basis for data sharing. The KG modeled informed consent in ac-
cordance with GDPR Art. 7 and Rec. 32, while the contract is modeled in accordance
with GDPR Art. 24, 28, and 32. The other concepts such as sensor data, data process-
ing, license, and the involved entities are represented as well. For informed consent
according to (Chhetri et al., 2022b), the KG represents its (1) state (e.g., granted/not
granted, revoked, withdrawn), (2) purpose, (3) duration, (4) the requested data and its
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Table 4.1: A summary of GDPR principles and associated SDM protection goals,
and relevant TOMs from the GDPR-compliant tools (Chhetri et al., 2022b; Tauqgeer

et al., 2022).
GDPR Principles SDM Protec- | TOM
tion Goal

Purpose limitation | Unlinkability Role concepts with graduated ac-

(Art. 5(1)(b)) cess rights on the basis of identity
management and secure authen-
tication process.

Storage limitation | Availability Documentation of data syntax.

(Art. 5(1)(e))

Lawfulness, fairness | Transparency Documentation of consents, their

and transparency revocations and objections.

(Art. 5(1)(a))

Accuracy (5(1)(d)), In- | Intervenability | Operational possibility of compil-

tegrity and confiden- ing, consistently rectifying, block-

tiality (Art. 5(1)(f)) ing and erasure of all stored per-
sonal data.

Integrity and confi- | Confidentiality | Encryption of data.

dentiality (Art. 5(1)(f))

Integrity and con- | Integrity Protection against external influ-

fidentiality (Art. ences.

5(1)(f)), Accountabil-

ity (Art.5(2))

Data minimization | Data minimiza- | Reduction of non-required at-

(Art. 5(1)(c)

tion

tributes of data subjects.
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type (e.g., sensor data), (5) types of data processing (e.g., analysis, retrieval, adapta-
tion, collection) associated with consent, (6) entities related to consent (e.g., DC (or
DP), data subject, etc.), and (7) the time and date of a consent state change. On the
other hand for a data sharing contract according to (Tauqgeer et al., 2022), the KG rep-
resented its status (e.g., created, updated, violated, pending), (2) purpose, (3) contract
category (e.g., business to business, business to consumer), (4) contract type (e.g.,
written, oral), (5) list of contractors, (6) list of contractual terms, (7), list of contractors’
signatures, (8) medium (e.g., online), (9) consent id (uses to store a consent reference),
(10), license id (uses to store a license reference), (11) effective date, (12) execution
date, (13) end date, (14) a data controller/data processor, and (15) data subject. In
addition, for digital assets licensing, the KG represents its (1) create date, (2) software
description, (3) license id (uses to hold the license id from the DALICC framework), (4)
asset name, and (5) version information.

Consent is obtained through consent forms that have been manually examined by
legal professionals collaborating in the smashHit project against GDPR’s standards
for informed consent (Art.7, 12, 13, and Rec. 32). While a contract is created between
DS and DC/DP through contract forms that also have been manually examined by
legal professionals against GDPR’s standards for a contract (Art. 24, 28, and Art.
32). Same procedure is followed for a license based contract. Data from consent or
contract forms is sent over APIs to specified Simple Protocol and Resource Description
Framework Query Language (SPARQL)!? queries, which annotate and produce unique
consent/contract instances in the KG. The KG can be accessed directly via the SPARQL
API'S offered by GraphDB.

4.5 Approach

This section details the conceptualization of the approach to including multiple legal
bases, particularly, introducing licensing as a data sharing option (legal basis comply
with GDPR), enhancing the data quality through SHACL validation, improving and
securing the contract lifecycle management with digital signatures, and introducing
repair strategies for SHACL repairs. First, we provide an overview of the approach
(see Figure 4.1). Second, in Section 4.5.1 we explain data validation through SHACL.
Thereafter, the automated clearance of rights in the form of software licenses on the
CCV tool is presented in Section 4.5.2. In Section 4.5.3, enhancement in the contract
signing process through digital signature is discussed. In the last, we present SHACL
repair strategies in Section 4.5.4.

Personally identifiable data with a variety of data sharing options, including consent,
contracts, and licenses, is the input to the CCV tool. Examples of personal information
include a person’s name, last name, home address, email address, driver’s license

2https:/ /www.w3.org/TR/rdf-sparql-query/
13http://smashhitactool-1.sti2.at/
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Figure 4.1: An overview of GDPR-compliant data sharing through consent, con-
tracts, and licenses.

number, and current location. The presented here CCV tool performs the following
three major functionalities: (1) implementing digital assets licensing via DALICC, (2)
data validation through SHACL, and (3) enhancement in the contract signing process
through digital signature. Moreover, the newly created contracts are stored in the
contract repository (implemented in GraphDB!4) which can be accessed via SPARQL
Protocol and RDF Query Language (SPARQL (Pérez et al., 2009)).

The contract lifecycle management consists of six stages: contract request, negotiation,
approval and signature, execution, auditing and controlling, and termination/renewal
(Taugeer et al., 2022). The most crucial ones are the auditing/controlling and termina-
tion/renewal stages, on which the CCV process is primarily focused. In our previous
work (Taugeer et al., 2022), we discussed both the contract’s lifecycle management
following its stages and the CCV process in detail. Further, we discuss each of the
functionalities mentioned above in detail.

4.5.1 CCV Tool Data Validation Process

In the CCV tool, data validation performs on the CRUD operations (i.e., Contract,
Terms, Obligations) and the CCV scenarios. Whenever a create/update request is made
to GraphDB, the validation is performed through SHACL. Validation in the CRUD op-
eration phase is simple where a data graph is generated based on provided data while
a SHACL shape file (contains all shapes) is used for validation. On the other hand,
validation is performed on compliance verification checks (i.e., CCV scenarios). Here,
our primary focus is to show the validation process for the CCV scenarios. The data
validation process on the CCV scenarios in the CCV tool, as depicted in Figure 4.2,
comprises three parts: querying (i.e., extraction of data from GraphDB), validating
retrieved information (validation), and generating validation results (i.e., validation re-
ports).

Pandit et al. (Pandit et al., 2019c) proposed a validation model for GDPR compliance

“https://www.ontotext.com/products/graphdb/



106 APPROACH

= Data graphs SHAGL shapes

=
P (4tl) (ttl)
database

SPARQL output input

Extracted data Data validation

i i i i Validation report
CCV scenario (via Contract via validation graph using using pySHACL P

compliance) il RDFLib processor

Figure 4.2: CCV data validation process.

over provenance graphs using SHACL. The model consists of three parts: querying,
validating retrieved information, and generating documentation. Since validation of
retrieved information is required in our work, we follow this part. The input for the
CCV module is the CCV scenarios (see details in Section 3.3 (Tauqgeer et al., 2022)).
After taking scenarios as the input, the CCV module extracts data from the contracts
repository via class ContractCompliance in the first step. It then passes the extracted
data to the CCVHelper class to generate data graphs in the second step of the validation
process. The CCVHelper class contains a function shacl validation used to generate a
corresponding data graph based on the provided data. The data used to be validated
is based on classes utilized by the CCV tool, including Contract, Contractor, Term, and
Obligation. In the third step of the validation process, the validation function creates
data graph files in turtle format, which are then passed to the pySHACL!® processor.
A file containing all the SHACL shapes, in our case, the CCV1stScenarioShape shape
(i.e., name of a shape) is used as an input to the processor parallel in the fourth step
of the data validation process. Based on the provided inputs, the pySHACL processor
produces a validation report (see Section 4.6.3.2). Furthermore, these validation re-
sults (i.e., pySHACL generated validation report containing violation messages) return
back to the CCV scenarios in the fifth step. In the case where the validation result
conforms to “true”, no action is required from the CCV tool. But if there is a case
where the validation result is “false”, it stores results locally and later shows them to
the user with all violation messages.

To illustrate the CCV validation process, we elaborate on it with an example. Let us
take CCV scenario B2B contracts without consent as an example, as discussed in
(Taugeer et al., 2022). In this scenario, a data controller (who wants to process data)
and a data subject (who wants to share data) were involved in the form of a B2B
contract. Both agreed on defined contractual terms and conditions. A data graph
generated by the validation function based on this scenario is shown in Listing 4.1,
while the SHACL shape used for this example is shown in Listing 4.2.

5https://github.com/RDFLib/pySHACL
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Listing 4.1: An example of the generated data graph.

@prefix base: <http://ontologies.atb-bremen.de/smashHitCore#> .

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .

@prefix fibo-fnd-agr-ctr: <https://spec.edmcouncil.org/fibo/ontology/
FND/Agreements/Contracts/> .

base:contb2b_bfcff2dc-2ed3-11ed-be7d-3£8589292a29 a base:CCVist;
base:contractType base:Written;

base:forPurpose "data sharing between Tim and Alice";
base:hasContractCategory base:categoryBusinessToBusiness;
base:hasContractStatus base:statusExpired;

base:hasEndDate "2023-09-07T17:14:32"""xsd:dateTime;
fibo-fnd-agr-ctr:hasEffectiveDate "2022-09-07T17:14:32"""xsd:dateTime;
fibo-fnd-agr-ctr:hasExecutionDate "2022-09-07T17:14:32"""xsd:dateTime ;
base:hasStates base:statelnvalid;

base:currentDateTime "2023-02-27T11:12:17"""xsd:dateTime;
base:hasConsentState "empty";

base:consentId "";

base:licenseld "The MIT License"

Listing 4.2: SHACL shape of the first CCV scenario.

@prefix base: <http://ontologies.atb-bremen.de/smashHitCore#> .
@prefix sh: <http://www.w3.org/ns/shacl#> .

@prefix schema: <http://schema.org/> .

Oprefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
schema:CCVistScenarioShape a sh:NodeShape ;

sh:targetClass base:CCVist;
sh:and (
[a sh:NodeShape;
sh:property [
sh:path base:hasContractCategory;
sh:in (base:categoryBusinessToBusiness)
]
]
[a sh:NodeShape;
sh:property [
sh:path base:hasConsentState;
sh:in ("empty")
]
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)3
sh:sparql [
a sh:SPARQLConstraint ;
sh:message "Violation occure the end date already passed." ;
sh:select ’7’
SELECT $this
WHERE {
$this base:hasStates 7state .
$this base:hasEndDate 7edate .
$this base:currentDateTime ?7cdate .
$this base:hasContractStatus 7cstatus .
$this base:licenseld 7license .
FILTER ((?state=base:statePending) && (?cdate > 7edate) && (7cstatus IN
(base:statusCreated, base:statusUpdated, base:statusPending)))
}J})

The data graph comprises namespaces and data in the form of semantic triples!S.
While the shape graph contains a SPARQL-based constraint!? (defining SPARQL-
based restrictions) and two property constraints!® (defining restrictions on the prop-
erty such as contract status). Contract category and consent state are property con-
straints that validate the provided data graph for violations. Further, the SPARQL
query filtered the records based on consent state, current date, contract status, obliga-
tion state, and license through the SPARQL constraint. The source code, data graphs,
and shapes graphs used for this research are available on GitHub !°.

4.5.2 CCV Tool License Management Process

The final task in this work is to make licenses as another GDPR-compliant legal basis
for data sharing and to associate automated clearance of rights on digital assets in
the form of licenses. To implement licenses in the CCV tool, we integrate the DALICC
framework, a software framework with semantic licenses that supports legal experts,
innovation managers, and application developers in the legally secure re-utilization of
third-party digital assets such as data sets, software or content (Pellegrini et al., 2019).
The license management process of the CCV tool is presented in Figure 4.3.

In the first step, licenses are extracted from DALICC via REST APIs endpoints. The ex-
tracted licenses then, in the second step of the process, are associated with resources,
such as datasets, software (e.g., consent and contract compliance tools), or a contract.

16https://en.wikipedia.org/wiki/Semantic_triple

I"https:/ /www.w3.org/TR/shacl/#core-components-shape
18https: / /www.w3.org/TR/shacl/#constraints
https://github.com/AmarTaugeer/Contract-license
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Figure 4.3: CCV license management process.

On one hand, a contract with a license becomes a license-based data sharing legal ba-
sis where contractors can define other contractual clauses not only for contracts but
also for licenses. While on the other hand, the purpose of the integration of licenses
is to associate rights on digital assets, such as software, source codes, and datasets.
A typical example of this is to associate the MIT license (from DALICC) with the ACT
tool (Chhetri et al., 2022b; Taugeer et al., 2022). More details about the implementa-
tion of licenses can be found in Section 4.6.2

4.5.3 Improvement in the Contract Signing Process

Another major improvement in contract lifecycle management is the improvement in
the approval or signing stage with security measures. The 3rd stage of the contract
lifecycle management is the approval or signing (Tauqeer et al., 2022), where the con-
tractors have to sign the contract to start its execution. Previously in (Taugeer et al.,
2022), there were only encrypted signatures in the signing process, and the tool did
not comply with digital signatures (Subramanya & Yi, 2006). Protecting the contract
signing process requires the contractor’s digital signature verification in the contract
creation stage. A contract cannot be generated without the digital signature verifica-
tions of the contractors. With digital signatures, the contract signing process of the
CCYV tool is secured and improved. Figure 4.4 shows the response to the creation of

[
L
"contractor
"createDate™: ©4-19 10:04:40.131000+00:00",

“digitalsignature
"663cOced847e638e8c081cfob23ec7d896e8b3d2d9db849dBac3ddb72d1684414b8 f6dfled7b6ad46110fb74d28ee022f8304831c1d431f461ff64f14aff96908c320c1fc1bb735822139ca713fa09abdedB8eacad2667f4
1f14d1f5af2354e5e8ce9d7bae315e4f02364dbab833979d1cabb30616791740c011d8148f492b5d8ca784ec2d24567e9ad173949e65b22e70239074bd10195daed33casa30bobsbe56f46b91a5b9e197100777aa873025
0456309blad3e6640ca8b679e973176c05a05d1f50aeea?7be215b6030a105e5735343be68a9d4ad7f5683531a84f31ace32dal fof15a3e83cede9c317dd818123a5b984bdd8aadc0163c02b71372¢361",
"signatureld": "sig_a3eb2e8a-de99-1led-84f8-0242ac150002",
“signatureText": “Amar Taugeer"

1

Figure 4.4: Digital signature associated with a contractor.

the digital signature of a contractor, which verifies in the contract creation process. It
contains the contractor’s signature information including a digital signature. Without
this digital signature, a contractor cannot be entered into a contract.
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4.5.4 SHACL Repair Strategies

In this section, we introduce repair strategies to automatically ensure data consistency
for the contract lifecycle. We first elaborate on formal consistency requirements (CR)
of CCV and define them using logical expressions. We focus on simple CRs for the
states of contract and obligation of the semantic model to explain our approach. We
see these CRs also as the most basic requirements regarding robustness from the dis-
tributed systems point of view. We then introduce SHACL shapes to represent these
requirements using SHACL constraints and thereby have a standardised semantic de-
scription for them. We use the SHACL repair program to determine repair models
to fix the constraint violations. However, we need to automatically determine exactly
one (optimal) repair for implementing a self-correcting component as part of the CCV
architecture. Therefore we finally introduce repair strategies, where we formalise the
necessary steps for the system to take an automatic decision.

4.5.5 CCV Consistency Requirements

The CCV consistency requirements mainly address functional requirements for the
lifecycle status, where we need an unambiguous semantic description. Also, the state
of obligations can affect the status of a related contract. The CCV consistency re-
quirements pose new challenges as they require to capture the expressivity of the logic
implication using SHACL shapes. In the following, each consistency requirement is
elaborated in textual form, supported by an example and then captured using formal
logic. We present two examples for CCV consistency requirements, which are selected
for scope and simplicity reasons. We note that further (and more complex) consistency
requirements exist as well for CCV.

CR-1. The first consistency requirement is about the functionality requirement, i.e.,

uniqueness, namely: Contracts should have exactly one contract status. We formalize
these rules using the logic as below.

Vz3y, z. Contract(z) A hasContractStatus(z,y)
A hasContractStatus(z,z) Ny # z = L

CR-2. The second consistency requirement is more specifically addressing the
values of the first consistency requirement: A Contract status has to be one of
pending, fulfilled or violated. We note that contracts, as defined by the Contract
Ontology (Taugeer et al., 2022), can also initially have a contract status of
created. However, when processed by CCV, this contract status is no longer
accepted and the contract has to be (at least, regarding the lifecycle) in status
pending. We formalize these rules using the logic as below.

Vz3y, z. Contract(z) A hasContractStatus(z,y)
A hasContractStatus(z, z) A (y # pending A y # fulfilled
A y # violated) =— L

CR-3. The third consistency requirement is: A Contract is violated if at least
one associated Obligation is violated. We formalize these rules using logic as
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below.

Va3y, z. Contract(z) A Obligation(y) A hasObligations(z,y)
A hasState(y, z) A z = violated

= hasContractStatus(z, violated)

4.5.6 SHACL Constraints

In the following, we will define SHACL shapes which use constraint components
to represent the consistency requirements CR1, CR-2 and CR-3. This transla-
tion of consistency requirements to SHACL is done using SHACL Core.

Functional Contract Status. The first shape implements the functionality
and value requirements of a Contract, as described in CR-1 and CR-2.

:FunctionalContractStatusShape a sh:NodeShape;
sh:targetClass fibo-fnd-agr-ctr:Contract;
sh:property [

sh:path :hasContractStatus;

sh:in ( :statusPending :statusFulfilled
:statusViolated );

sh:minCount 1;

sh:maxCount 1; ]

Contract Violation. The second shape implements the dependency require-
ment of a contract regarding any associated obligation, where one violated obli-
gation leads to a violated contract, as described in CR-3.

:ContractViolationShape a sh:NodeShape;
sh:targetClass fibo-fnd-agr-ctr:Contract;
sh:or (

[ sh:not [
sh:property [
sh:path ( :hasObligations :hasState );
sh:hasValue :ViolatedState ]; ] ]
[ sh:property [
sh:path :hasContractStatus;
sh:hasValue :statusViolated; 1 1 ).
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4.5.7 Repairing CCV Constraints

Having SHACL shapes in place to implement the consistency requirements, the
next step is to resolve inconsistencies when they occur. When using CCV as
part of an open environment, where different systems work together, we can
take advantage of our repair approach to ensure data consistency on the data
level. For that, we implement a self-correcting system that is robust against
programming errors of participating applications by repairing inconsistencies
automatically. It can act as a basic architecture for a loosely coupled system
in an open environment, where several participants can send updates on the
RDF data level, while still ensuring the consistency of CCV data. For this
implementation, we use the SHACL repair program as a basis to deduce repairs
for the CCV data.

Introducing Repair Strategies

There is one missing step from deducing repairs to automatic repairs. In the
case the SHACL repair program deduces multiple different options to repair the
data, it will return all these possible (minimal) repairs. However, this is not suf-
ficient for our CCV architecture, where we need an automatic approach to pick
a single optimal choice so that we can apply the data changes automatically
and without the need for manual intervention. Therefore, we discuss strategies
for repair selection of the previously defined SHACL shapes, which then enable
us to automatically choose one optimal repair in the case of multiple options
and to pick new values as required.We note that this practical work did not
cover defining a formal semantics for repair strategies. We focused on CR-1,
CR-2 and CR-3 only and provide an implementation for exactly these.

Defining Repair Strategies

To apply repair strategies to SHACL repairs, we developed a functional pro-
totype to expand the existing SHACL repair processor with additional rules to
resolve multiple repair options. To define the repair strategies, we introduce an
RDF-based vocabulary extending SHACL. This is a proposal for repair strate-
gies only in the context of this prototypical implementation. We also explain
the semantics informally:

* sh:RepairStrategy is a class used to state a repair strategy, which can
define a set of sh:repair elements as advises to the repair processor how
to resolve multiple repair options.

* shirepair is a predicate, where the object is a blank node, which defines
how to resolve a specific violating situation with multiple options.

¢ sh:path has the same semantics as defined in the W3C recommendation



Chapter 4 113

and represents a path predicate.

¢ sh:action defines the kind of repair action this repair strategy is applied to.
The object to this predicate can only have two options, which are sh:add
and sh:delete.

¢ sh:preserveOrder defines a list of values for the value nodes of the sh:path
predicate that represent a priority order to prioritise the different repair
options.

* sh:value is used to represent a specific value for a value node to be added
or deleted (depending on sh:action). This can also be negated using sh:not
to avoid a specific value to be added or to preserve a specific value from
deletion.

* sh:AnyValue is a placeholder for any value. Repairs are therefore applied
regardless of the concrete value in the data.

We implemented a repair strategy program on top of the SHACL repair program
to generate additional rules for the ASP repair program. In the following, we
provide repair strategies for the examples and we the provide logical rules that
extend the repair program with constraints and optimisation rules to imple-
ment these strategies.

Repairing CR-1 and CR-2.

CR-1 needs to be repaired by determining a single hasContractStatus property
atom to keep and removing the other hasContractStatus atoms. The number
of models equals the number of hasContractStatus atoms.

CR-2 states that a contract or obligation cannot be both pending, fulfilled and
violated at the same time, and it needs exactly one of these values to be in the
data graph. Because the states are mutually exclusive, we need to pick one
depending on which are explicitly stated in the data. If a contract or clause
is violated, we should keep this state and delete all other states. If a contract
or clause is fulfilled, but not violated, then we should keep fulfilled. In other
cases the state is pending. If there is no state, we choose to add the pending
state to indicate that the contract or obligation is still open to be processed.
We formalise this repair strategy, which consists of two repairs.

:FunctionalContractStatusStrategy
a sh:RepairStrategy;
sh:repair [
sh:path :hasContractStatus;
sh:action sh:delete;
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sh:preserveOrder (
:statusViolated :statusFulfilled
:statusPending ) ];
sh:repair [
sh:path :hasContractStatus;
sh:action sh:add;
sh:value :statusPending ]

The repair strategy contains two repairs. The first repair for deletions will de-
termine a single model based on weights from the 3 possible repair models
(one option for each of the 3 possible values). We define a preference order us-
ing sh:preserveOrder with decreasing weights to implement it. The option for
statusViolated gets the highest weight, followed by statusFulfilled and finally
statusPending. The weights enable to repair program to make a decision for
the optimal choice, which was not possible without this repair strategy. The
implementation of the repair strategy is done by adding the following ASP rules
to the repair program:

#minimizel@0, X : del(hasContractStatus(X, statusPending)).
#minimize2@0, X : del(hasContractStatus(X, statusFul filled)).
#minimize3@Q0, X : del(hasContractStatus(X, statusViolated)).

These optimisation rules implement the repair for deletions by prioritising the
values as a preference order. They apply the weights to the possible repair mod-
els, thereby picking them for deletion in increasing order of the weight (first 1,
then 2, then 3). statusPending receives the minimum weight, meaning it will
be picked as the preferred option for deletion. Second is the statusFulfilled,
which is picked when there is no statusPending. Last, there is the statusVi-
olated, which is only preferred to be deleted if there are no other options. In
our scenario, this means that statusViolated will always be kept, because of
the sh:minCount 1 requirement. Using this semantics, we can ensure that sta-
tusViolated is never removed, while statusFulfilled is only removed if there is a
statusViolated.

The second repair for additions will determine a preferred option to be added
when there is not yet a value from statusViolated, statusFulfilled or statusPend-
ing in the data graph. Similar to deletions, we define a preference order. In
this case we maximise picking the value statusPending, which is the preferred
value, by assigning a weight of 1, while other values do not get a weight as-
signed. We add the following optimization rule to the repair program:

#mazimizel@Q0, X : add(hasContractStatus(X, status Pending)).
This optimization rule will maximize picking the addition of the statusPending,

meaning it will add it as a preferred option over other values. We will illustrate
the repair strategy with an example.
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:contb2b_bfcff2dc a fibo-fnd-agr-ctr:Contract;
:hasContractStatus :statusViolated, :statusPending,
:statusFulfilled .

This data graph has 3 different values for hasContractStatus, which clearly
violates the FunctionalContractStatusShape and we get the 3 repair models with
deletion sets D, D, and Ds.

Dy = { : hasContractStatus(: contb2b-bfcf f2de, : statusViolated),

: hasContractStatus(: contb2bbfcf f2de, : statusPending)}
Dy = { : hasContractStatus(: contb2bbfcf f2de,: statusPending),

: hasContractStatus(: contb2bbfcf f2de, : statusFul filled)}
D3 = { : hasContractStatus(: contb2b-bfcf f2de,: statusViolated),

: hasContractStatus(: contb2bbfcf f2de, : statusFul filled)}

When we apply the repair strategy to it, the application will prioritise the mod-
els based on the weights for the different values, resulting in a single optimal
model to be picked:

Dy = { : hasContractStatus(: contb2bbfcf f2de,: statusPending),
: hasContractStatus(: contb2bbfcf f2de, : statusFul filled)}

D, will be picked as the model with the lowest weight. D; weights for 4(3 + 1),
D, weights for 3(1 + 2) and D; weights for 5(3 + 2). Clearly, D, has the lowest
weight of the 3 models and is therefore picked by the optimisation rules, which
minimise the weights, as the single optimal repair.

Repairing CR-3.

CR-3 states that a contract is violated if at least one obligation is violated. In
terms of repair strategy this means that there must not be any non-violated
contract if there is a violated obligation. In this case, the repair program either
removes the ViolatedState from the obligations or it adds the statusViolated to
the contract. The repair strategy we choose to implement the CCV semantics
is to only allow adding statusViolated for hasContractStatus. We do not want
the obligations to be fixed when they have ViolatedState for hasState as this
would not represent the actual real-world situation.

:ViolatedContractStrategy
a sh:RepairStrategy;
sh:repair [
sh:path :hasObligations;
sh:action sh:delete;
sh:not [ sh:value [ a sh:AnyValue; 1;1;1;
sh:repair [
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sh:path :hasState;
sh:action sh:delete;
sh:not [ sh:value :ViolatedState; 1;] .

The following constraints are added to the repair program:

: —del(hasObligations(X, .)).
: —del(hasState(X, ViolatedState)).

The repair strategy prevents picking the deletion of ViolatedState as a repair
choice. Furthermore, it prevents the deletion of any hasObligations properties
(represented by _ in the constraint), which means disconnecting the contract
from the obligation is no longer a valid repair choice. The alternative repair
choice will then be the addition of statusViolated as a value for hasContract-
Status. Again, we will illustrate the repair strategy with an example.

:contb2b_bfcff2dc a fibo-fnd-agr-ctr:Contract;
:hasContractStatus :statusFulfilled;
:hasObligations :ob_9e2bbilce .

:ob_9e2bblce a :0bligation;

:hasState :ViolatedState .

Without the repair strategy, the repair program would return the following sin-
gle minimal model with the deletion D;:

Dy = {hasState(ob9e2bblce, ViolatedState) }

This minimal repair would violate the CCV semantics. However, when we apply
the repair strategy, the repair program will prevent models to pick ViolatedState
to be deleted, thereby preventing the single minimal model to be picked. The
consequence is a new minimal model under the constraint added by the repair
strategy, which has additions A; and deletions D;:

Ay = {hasContractStatus(contb2b-bfcf f2dc, statusViolated)}
Dy = {hasContractStatus(contb2b_bfcf f2dc, statusFul filled)}

With repair strategies, the data can now only be repaired when assigning
the contract status statusViolated to the contract, thereby implementing the
expected semantics regarding data consistency.

4.6 Implementation and Evaluation

In this section, we describe the implementation details of the CCV tool based on
use cases (see details in Section 4.1) and industrial requirements. The informa-
tion regarding TOMs, SDM protection goals, and the GDPR articles used in this
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study are presented in Table 4.1. However, more detailed information about the
aforementioned resources can be found in our previous works (Chhetri et al.,
2022b; Taugeer et al., 2022). Here, we present the performance evaluation (in
terms of execution time) after implementing data validation through SHACL
and licenses on digital assets, implementing SHACL repairs, and the evalua-
tion of SHACL results. We give an overview of the system setup used for this
experiment in Section 4.6.1. The implementation details are described in Sec-
tion 4.6.2, while the evaluation findings are reported in Section 4.6.3.

4.6.1 System Setup for Evaluation

The libraries and software that were used in this implementation are shown
in Table 4.2. These libraries and software are selected due to our tool’s re-
quirements. As an example, due to having capabilities such as more intuitive
data visualization, storage, and management, GraphDB was selected. Further,
A Linux distribution with characteristics: (1) a system with 32 GB (gigabyte)
random access memory (RAM), (2) a 1.7 gigahertz (GHz) AMD Ryzen 7 PRO
4750U processor, and (3) 1 terabyte (TB) storage, is used for deploying the
service layer.

Table 4.2: List of software (or libraries) that were used in the implementation.

Software/Libraries Version
Python (“Python”, 2021) 3.9
Flask (“Flask”, 2021) 1.1.2
Flask-RESTful (“Flask-RESTful”, 2021) 0.3.8
Flask-SQLAlchemy 2° 2.5.1
Python Requests 2.25.1
Flask Apispec (“Flask-Apispec”, 2018) 0.11.0
Pycryptodome (“PyCryptodome”, 2014) 3.10.1
SPARQLWrapper (“SPARQLWrapper”, 1.8.5
2008)
Docker (Community 20.X
Edition) (“Docker”, 2013)
SQLite 2.6
GraphDB free edition (Sirma Group, 9.4.1
2019)
Protégé 5.5.0

Pyjwt (*PydWT”, 2015) 1.7.1
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4.6.2 Implementation

The CCV tool architectural design is extended and improved with data valida-
tion through SHACL (for improving data quality), by implementing licenses on
digital assets such as software, implementing SHACL repairs, and with the im-
plementation of digital signatures (for securing the contract signing process).
In (Taugeer et al., 2022), we have described each component of the CCV tool
and performed data validation using ad-hoc solutions. The extended version
of CCV tool is depicted in Figure 4.5. Three significant differences between
the previous CCV tool architectural design and this version are: (1) a data val-
idation module is implemented between the service layer and GraphDB. The
validation is performed on data whenever a SPARQL query executes, (2) sepa-
ration of the CCV module from other resources and extended its functionality
with classes CCVHelper and License, (3) implementing automated clearance of
rights on digital assets (such as data, software) re-using DALICC. In order to
make data in a semantic-compliant manner, we implemented data validation
through SHACL. To perform validation through SHACL, a data graph and a
shape graph are required (see Listing 4.2 and Listing 4.1). The validation data
(i.e., used to be validated) is utilized to generate a data graph through pySHACL
processor. A shacl validation function in the CCV module is implemented to
produce a data graph using RDFLib?!, as shown in Listing 4.1 (further infor-
mation is available in Section 4.5.1). Further, Listing 4.2 presents a SHACL
shapes graph. In order to make data in a semantic-compliant manner, we
implemented data validation through SHACL. To perform validation through
SHACL, a data graph and a shape graph are required (see Listing 4.2 and List-
ing 4.1). The validation data (i.e., used to be validated) is utilized to generate
a data graph through pySHACL processor. A shacl validation function in the
CCV module is implemented to produce a data graph using RDFLib?2, as shown
in Listing 4.1 (further information is available in Section 4.5.1). Further, List-
ing 4.2 presents a SHACL shapes graph.

Another significant feature is introducing a licensing module comprised of two
major classes License and SoftwareLicense. The former is used to make a con-
tract as a license-based GDPR-compliant data sharing legal basis. This can
be achieved by providing licenselD to a contract (a new field is added to the
contract schema) in the creation process. While the latter is used to associate
licensing with digital assets, e.g., datasets, consent and contract compliance
tools. License class has two sub-classes: DaliccLicense and DaliccLicenseByld.
The former is used to retrieve all the licenses from the DALICC library, while
the latter is used to extract a specific license based on the license id. Sim-

2lhttps:/ /rdflib.readthedocs.io/en/stable/
2?https:/ /rdflib.readthedocs.io/en/stable/
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Figure 4.5: An overview of the extended CCV architecture along with license, SHACL
validation, and digital signatures.

ilarly, the REST API endpoints are created for each to interact with the CCV
tool. In addition, a class called DigitalSignature is implemented in the security
module for protecting and verifying digital contracts. To achieve this purpose,
two functions: digital_signature and digital_signature_verify were implemented.
The former is used to create digital signatures, while the latter is used to ver-
ify digital signatures. We implemented a repair strategy program on top of
the SHACL repair program to generate additional rules for the ASP repair pro-
gram. The CCV repair strategy implementation is an extension to the SHACL
repair program which generates the described additional rules for the ASP re-
pair program. These rules modify the repair program to automatically pick a
single optimal choice. More information can be read on GitHub 22 and 2* about
data graphs, SHACL shapes, SHACL repair strategies, source code, digital sig-
natures, and material, which are used in this research.

23https:/ /github.com/AmarTaugeer/Contract-license
24 https://github.com/robert-david/shacl-repairs/tree/ccv-repair-strategies
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4.6.3 Evaluation

This section presents the evaluation of the CCV tool (in terms of execution
time), focusing on performing compliance functionalities such as contract
creation, contract audit, and CCV verification checks along with a GDPR-
compliant legal basis license. The CCV performance evaluation is described
in Section 4.6.3.1, while the SHACL validation results based on the CCV sce-
narios are presented in Section 4.6.3.2.

4.6.3.1 Performance Evaluation of the CCV Tool

This section details the performance evaluation (in terms of execution time) of
GDPR-compliant legal bases (i.e., license) and digital assets licensing. Specif-
ically, in our previous work (Taugeer et al., 2022), we had presented the per-
formance evaluation of a contract and consent based data sharing contract,
while here we only focus on the license based performance evaluation, which
is presented here. Since the legal bases: consent, and licenses are part of
a data sharing contract, their evaluations are the same as the evaluation of a
contract, the only difference is the consent id and license id in the experiments
while creating a contract.

The performance evaluation of the CCV tool is based on resources, such as
contract creation, contract audit, and digital assets licensing. We performed
10 different experiments on each. One experiment on a license based contract
creation/audit resource involves the completion of the following five parts: (1)
the contract’s basic info, (2) the contractor’s info, (3) the contract’s terms, (4)
the contract’s obligations, and (5) the contractor’s signatures. The total ex-
ecution time of the aforementioned five parts determines how long it takes to
create/audit a license-based data sharing contract. The information regarding
experiments on license based data sharing contracts (i.e., creation and audit)
and digital assets licensing is provided manually for this performance evalua-
tion and available on GitHub 25,

The results of the performance evaluation of the CCV tool are presented in Fig-
ure 4.6, 4.7, and Figure 4.8, while Table 4.3 shows a license based data sharing
contract performance evaluation (in terms of the creation process).

Figure 4.6 (a) shows the performance evaluation of a license based data sharing
contract (create and audit), while Figure 4.6 (b) represents a contractual term
(create and audit) performance evaluation. The green bars denote license based
data sharing contract creation, whereas the orange bars represent a contract
audit. All the experiments are shown on the x-axis while the time spent on each

25https:// github.com/AmarTaugeer/Contract-license/tree/master/backend/evaluation
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Figure 4.6: Performance evaluation of a contract and a contract term. (a) Time
spent on contract creation and audit. (b) Time spent on term creation and audit.

experiment is shown on the y-axis. The time spent is measured in milliseconds
on both graphs. Since this work is extended to our previous work, it used
the same system setup defined in (Taugeer et al., 2022) and in Section 4.2.
In Figure 4.6 (a), the maximum time spent on a license based data sharing
contract creation is 966 milliseconds (ms), and for audit is 970 ms, while the
minimum time spent on license based data sharing contract creation is 703
ms and for audit is 715 ms. The average time spent on a license based data
sharing contract creation is 831.4 ms whereas on a contract audit is 846 ms.
Similarly, the maximum time spent on a contractual term creation is 190 ms,
and for the audit is 200 ms, whereas the minimum time spent on contractual
term creation is 92 ms and for the audit is 90 ms in Figure 4.6 (b). The average
time spent on a contractual term creation is 128.6 ms whereas on a contractual
term audit is 136 ms.

Furthermore, Figure 4.7 (a) and Figure 4.7 (b) represent the performance eval-
uation on contractual clauses and software licenses (i.e., digital assets licens-
ing). The maximum and minimum times spent on both creation and audit can
be seen in both figures. The average time spent on a contractual obligation
creation is 182.6 ms whereas on an audit is 187.9 ms. Similarly, the average
time spent on a software license creation is 328.3 ms while on an audit is 337.3
ms.

Figure 4.8 shows the performance evaluation (in terms of execution time) of
the CCV module (i.e., based on a license). There were 5 different experiments
performed to measure the CCV module performance evaluation. The execution
time varies due to the number of license based data sharing contracts. For in-
stance, in experiment 1 there was only one license based data sharing contract
while in experiment 5, there were 3 license based data sharing contracts. This
shows the execution time increases with increasing the number of contracts.



122 IMPLEMENTATION AND EVALUATION

Software License Evaluation (create and audit)

g

License Based Contractual Obligation Evaluation

@
8

% 3
@
E-] 250 g
< g wo
S 200 2
g E 300
- 150 W Create
= ucreate|| — el
£ 100 " Audit i— 200 = Audit
<
S s £ 100
o F
£ o 0
(= ! z N N - . 4 o , - 1 2 3 4 5 6 7 8 B 10
Number of Experiments Number of Experiments
(a) (b)

Figure 4.7: Performance evaluation on contract obligation and software license. (a)
Time spent on obligation creation and audit. (b) Time spent on license creation and
audit.
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Figure 4.8: Time spent on CCV.

Table 4.3 shows a license based data sharing contract performance evaluation
(only with creation experiments) based on use cases (see Section 4.1). It shows
five types of time measurements, each comprised of 10 different experiments
with their execution times. The minimum and maximum times spent for each
type of measurement are highlighted in a bold font. Additionally, all experi-
ments are presented with their execution time (in milliseconds) and payloads

in bytes (b).
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In summary, we draw the following main conclusions from the CCV perfor-
mance evaluation: (1) the license based data sharing contract creation is a
complex process having five parts. In order to create a data sharing contract
these parts have to be completed. (2) It takes an average of 831 ms to complete
the whole process. (3) Increasing the number of contracts also increases the
execution time in CCV. and (4) The execution time depends on the payloads for
each contract part.

4.6.3.2 The Evaluation of the SHACL Validation Results

There were 12 test cases derived from the CCV scenarios discussed in (Taugeer
et al., 2022) to test the correctness of the SHACL validation results. As an
example, CCV’s 1st scenario has been taken having a B2B contract between
LexisNexis (as a data controller) and Forum Virium Helsinki (as a data pro-
cessor) (see Table 4.4). Since the end date has passed, the contract violates.
While performing validation through SHACL in the CCV tool, it shows the vi-
olation message “Violation: Contract end date has been passed” which proves
the result is correct, as it can be seen in Table 4.4. Similarly, the remaining 11
test cases were derived from other CCV scenarios and tested. Data for all test
cases were provided manually. In case of a violation, the violation messages
are shown to the contractors. The violation messages depend on the violation
type, such as for example, referring to the date (e.g., “Violation: Contract end
date has been passed.”), or the consent state (e.g., “Violation: Consent has
expired already.”). The information about provided data graphs, the CCV sce-
nario, SHACL shape, the violation message, and the results are available on
GitHub (Taugqgeer, 2022).

4.6.3.3 The Evaluation of the CCV Repair Strategies

To verify our approach, we implemented the repair strategies on top of the
SHACL repairs, defined test scenarios based on the CCV data from the previ-
ously developed architecture and performed evaluations regarding correctness
and performance. First, we extended the original implementation of SHACL
repairs to parse repair strategy definitions as described in this paper and pro-
duce the optimization rules and constraints to be added to the repair program.
Applying the repair strategies is done on the ASP program side only, which
makes it easy to integrate them with an existing repair program on the level
of ASP rules. We then defined several unit tests to cover the consistency re-
quirements defined in this paper using the provided SHACL shapes and repair
strategies. For tests regarding real-world data, we used existing data from the
previously developed CCV architecture (Taugeer et al., 2022).
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Simulation using synthetic Inconsistencies

The test scenario is intended to simulate inconsistencies that can arise in dis-
tributed systems which cannot guarantee a global unique status of contracts
regarding the lifecycle. It is then possible for different participants in the ar-
chitecture to have the same contract with different lifecycle status in the data
graph. Such a situation clearly violates the consistency requirements and can
be solved via the repair strategies. The approach we take to generate the data
is the following. The basis is a consistent snapshot of contract and obligation
data from the CCV architecture, which includes 19 contracts and 21 obliga-
tions. For these contracts and obligations, we randomly generate additional
status. The randomisation is done regarding how many to add (up to 3 in ad-
dition to the existing one status) and also which ones to add (statusPending,
statusFulfilled, statusViolated). We also randomly generate additional states
for the obligations, where at least one violated obligation (ViolatedState) must
lead to a violated contract (statusViolated) as well. In the following, we show
an example of additional status being generated for a contract and additional
states being generated for one obligation. Assume the consistent snapshot of
the data graph contains the following contract and obligation data, which rep-
resents a pending contract with one pending obligation:

:contb2b_bfcff2dc a fibo-fnd-agr-ctr:Contract;
:hasContractStatus :statusPending;
:hasObligations :ob_9e2bblce .

:ob_9e2bblce a :0bligation;

:hasState :PendingState .

To generate inconsistent data, we randomly pick a number of status between
0 and 4 to add to the contract, thereby adding up to 3 additional status to the
already existing one. We pick a number of one status for this example and ran-
domly pick the statusFulfilled to be added. We do the same for the obligation.
We also pick one state to be added to the obligation and and randomly pick the
ViolatedState. The resulting inconsistent data graph for this example is:

:contb2b_bfcff2dc a fibo-fnd-agr-ctr:Contract;
:hasContractStatus :statusPending;
:hasContractStatus :statusFulfilled;
:hasObligations :ob_9e2bblce .

:ob_9e2bblce a :0bligation;

:hasState :PendingState .
:hasState :ViolatedState .
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We can see that the contract in the example now violates CR-1, because it has
more than one status, and CR-3, because it has an associated obligation with
state ViolatedState, but it does not have a status statusViolated. Using this
approach, we perform the simulation to evaluate the CCV repairs. We define
the acceptance criteria for the simulated tests as the following

¢ All the constraints are repaired, resulting in a consistent data graph.
® There is only one (unique) repair model returned.
Test Cases

We performed a simulation with randomized data graphs where we generate
sets of status changes for the contracts and obligations in the data graph. We
generate these test sets for randomly adding up to 2, 3 and 4 picked changes
for each contract and for each obligation to the data graph of the consistent
snapshot. Using this strategy, we have synthetic data for a low number incon-
sistencies (2), a medium number of inconsistencies (3) and a high number of
inconsistencies (4). For each of these options, we generate test sets contain-
ing 10 randomly generated data graphs based on the consistent snapshot. We
repeat this generation 3 times for a total of 90 test cases. We then generate
and perform the repair strategy program using clingo and measure the time it
takes for each test case run.

Test Results

In the following, we discuss the outcomes of the CCV repair evaluation regard-
ing correctness and performance. Of the 90 performed tests, 5 tests did not
terminate regarding the clingo solving and were therefore canceled. All other 85
tests were completed with successfully with returning a single (unique) repair
model, thereby satisfying the defined acceptance criteria. For discussing the
performance of the CCV repairs, we generated a plot of the test performance
data in relation to the inconsistencies. The plot (below) shows the relation be-
tween the time it takes to run the repair strategy program and the number of
changes done to the data graph. For the non-terminating test cases, we set
a time of 3000 seconds to be able to represent them in the result data and
visualize them in the plot as well.

We can see that above about 30 changes to the data graph in total for con-
tracts and obligations, which result in inconsistencies, the performance gets
to a point where it was difficult to calculate a result in a realistic amount of
time. This sets a limitation on the practical applicability of the approach re-
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garding scalability and has to be considered regarding the scenarios where the
approach is applied.

We note that the performance limitations are heavily influenced by the imple-
mentation of the preference orders. Ordering takes place as a post-processing
step after the ASP program determined all models. This results in determin-
ing and ordering of a potentially large number of models, where the (unique)
optimal model is then finally returned. As a conclusion based on the test re-
sults, we propose to limit the CCV architecture’s processing for updates to the
current data graph to < 30 global changes to contract status data. Thereby a
stable performance can be achieved.

The implementation of the repair strategies, the unit tests and the two test
scenarios can be viewed at GitHub?S.

4.7 Conclusion and Future Work

This study extends our previous work (Taugeer et al., 2022) and makes the
following improvements: (1) integration of the DALICC framework to associate
licenses, one more legal basis fully comply with GDPR that was not present in
our previous work, (2) enabling data sharing using multiple legal bases, con-
sent, contracts, and licenses, (3) improvement of the GDPR compliance verifi-
cation tasks by performing GDPR compliance verification checks on contracts

26https://github.com/robert-david/shacl-repairs/tree/ccv-repair-strategies
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using the validation mechanism by SHACL, (4) improvement of the contracting
process through the use of digital signatures that allow protection and veri-
fication of the integrity of contractual information in digital contracting, and
(4) introduction of SHACL repair strategies. The proposed approach comprises
multiple legal bases, such as consent, contract, consent-based contract, and
license as an input, a CCV tool, and an output in the form of digital contracts,
which are stored in the contract repository (implemented in GraphDB). The
CCV tool consists of three components: contract management, license mod-
ule, and validation module. To answer SQ1, data validation of the CCV tool is
improved with SHACL (see details in Section 4.5.1) to make it semantic tech-
nology compliant. In turn, SQ2 has been answered by creating automated
clearance of rights on digital assets, such as software with the integration of
the DALICC framework in the CCV tool (see details in Section 4.5.2). Further-
more, we have implemented digital signatures to protect GDPR-complaint data
sharing (see details in Section 4.5.3). SQ3 was addressed by providing repair
strategies for an existing SHACL repair approach, which automatically fixes
CCS inconsistencies in our scenario, but still has to be analyzed regarding
generic applicability. We have evaluated the approach with performance tests
and presented their results in Section 4.6. To ensure legal compliance and in-
dustrial relevance, our work was conducted in collaboration with legal experts
and industrial partners. The outcomes are beneficial particularly to small and
medium enterprises, which often lack the legal expertise and resources to ac-
cess them.

The future work includes the following: (1) improving the data sharing nego-
tiation process where the data subject will have more options to collaborate
on making contract clauses, (2) automated extraction of contract clauses (e.g.,
from text) to make the contract creation process more efficient and fast, (3) full
integration of repair strategies for SHACL constraints violations (Ahmetaj et al.,
2022), and (4) automatic detection of conflicts between GDPR-complaint data
sharing contractual clauses and licenses used for data sharing-it can happen
when a data sharing contractual clause/obligation described same descrip-
tions for data sharing rights as defined in standard licenses from the DALICC
framework. Regarding the SHACL repair strategies approach, this work is the
first step in our path to deployment to provide consistency for distributed con-
tract sharing and consent on the data level, thereby making it less error-prone
and independent of participating parties’ implementations. Although the con-
straints presented here are rather a simple first step in this application, it is
easy to expand on these and cover more complex scenarios, because the im-
plementation is based on the standardized SHACL-Core language, which can
be automatically translated for repairs. We tested the viability of our approach



Chapter 4 129

with a simulation using synthetic inconsistencies regarding correctness and
performance. While the correctness could be verified, the performance showed
limitations for practical applicability. Therefore, we look into performance im-
provements for the current approach or consider alternative approaches and
implementations to better scale with the number of changes. A first step to-
wards improvements is to determine how we can automatically split up the data
graph into independent sets, repair each of them separately and then merge
the sets back into one consistent data graph. Such pre- and post-processing
steps do not require to modify the approach presented in this paper and are
promising for improving scalability for the presented use case. We also aim to
deploy this solution into a productive scenario with multiple distributed part-
ners to evaluate the practical feasibility of the approach in such a practical
real-world case. Furthermore, we will look into further use cases that can be
covered by SHACL and investigate if the repair strategy approach is generally
applicable to a wider range of repair scenarios. Finally, addressing the foun-
dation for this approach on the theoretical side, we aim to provide a formal
semantics for repair strategies.
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CHAPTER 5

Smell and Taste Disorders Knowledge Graph:
Answering Questions Using Health Data

This chapter is based on:

Taugeer A., Hammid I., Aghaei S., Parvin P., M. Postma A., and Fensel
A. Smell and taste disorders knowledge graph: Answering questions us-
ing health data. Expert Systems with Applications, page 121049, 2023.
https://doi.org/10.1016/j.eswa.2023.121049 (Taugeer et al., 2023)



Abstract

Smell and taste disorders have become a more prominent issue due to their
association with Covid-19, and their impact on quality of life and health out-
comes. However, pertinent information regarding these disorders is often inac-
cessible and poorly organized, with the majority of data stored solely in clinical
data repositories. To rectify this, a technological solution capable of digitizing,
semantically modeling, and integrating health data is necessary. The knowl-
edge graph, an emerging technology capable of organizing inconsistent and
heterogeneous health data and inferring implicit knowledge, presents a viable
solution to this problem. In pursuit of the aforementioned goal, an existing
ontology pertaining to smell and taste disorders was enriched by introduc-
ing additional relevant concepts and relationships. Subsequently, a knowl-
edge graph was constructed based on the defined ontology and patients’ data.
The resultant knowledge graph was subjected to a rigorous evaluation, en-
compassing dimensions such as completeness, coherency, coverage, and suc-
cinctness. The evaluation established the effectiveness and usability of the
knowledge graph, with only minor issues detected through the OOPS! pitfall
scanner. Furthermore, as a proof-of-concept for clinical application, a user in-
terface was created, enabling users to access pertinent information concerning
smell and taste disorders, including causative factors, medications, and etiol-
ogy, among others. The interface generates a graph-based structure based on
the selected question from a drop-down menu. The end-user can modify the
query by merely clicking on the generated graph to ask related questions. This
study showcases the potential of knowledge graphs centered on smell and taste
disorders to organize and provide accessible health data to end-users.

Keywords— chemosensory dysfunction, Semantic modeling, health, data sharing,
knowledge graph, ontology, question answering user interface.
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5.1 Introduction

The senses of smell and taste play an essential role in our daily life. Odors are key
players in food choice, social interactions, and the detection of environmental hazards
(Croy et al., 2014). Many people only realize how vital the sense of smell is when they
lose it. Since its appearance in 2019, the Covid-19 virus has a phenomenal impact
on the world. Smell and taste disorders are among the most common symptoms of a
Covid-19 infection. These changes may have a long-term impact on patients (Parma
et al., 2020). However, prior to the Covid-19 pandemic, already 3 to 20% of the general
population experienced smell and taste disorders (Boesveldt et al., 2017). The most
common causes of these disorders are (1) head trauma, (2) viral infections, (3) nasal
causes such as sinusitis or polyposis nasi, and (4) smell disorders associated with
aging or neurological illnesses such as Parkinson’s or Alzheimer’s disease (Hummel
et al.,, 2011). Smell and taste disorders can be associated with an increased risk of
dementia, frailty, and all-cause mortality (Laudisio et al., 2019). This association un-
derscores the increasingly recognized connection between smell and taste ability and
other health domains, such as physical and cognitive function (Oleszkiewicz et al.,
2020). Therefore, it is necessary to analyze data on changes in smell and taste ability
from a health perspective. However, much information about smell and taste disor-
ders, as well as their relationships to other health data, is neither well organized nor
available to the general public (Kim et al., 2019). Digitizing these data and semanti-
cally modeling them is needed to make them easily accessible to end-users, such as
healthcare providers and patients.

Healthcare digitization has resulted in the creation of numerous resources (e.g., soft-
ware that makes health information more accessible to patients) that improve health-
care services and their efficiency and cost-effectiveness (Kuo, 2011). However, de-
ploying various networks, such as the Internet of Things as well as publicly accessi-
ble databases and social networks, generates massive amounts of multidisciplinary
health data. These data appear as information silos, and this makes it challenging to
fully exploit the data. Addressing this challenge highlights the importance of apply-
ing new approaches such as ones employing ontologies and knowledge graphs (KGs).
These approaches transform information silos across the entire health system into
more (reJusable data that are useful for various health-oriented applications (Kalayci
et al., 2020).

An ontology is a formal description of knowledge as (1) a set of concepts (also known
as classes) within a domain (e.g., protein is a concept within the domain of molecu-
lar biology) and (2) the relationships among the concepts (e.g., an enzyme is a kind
of protein, which in turn is a kind of macromolecule) (Gruninger & Lee, 2002). RDF
(Resource Description Framework) schema (Pan, 2009) is a language for writing on-
tologies promoted by the semantic web. In RDF schema, statements and facts are
represented in a triple format, including three fields: subject, predicate, and object
(e.g., given the fact “drug has side effect”, “drug” and “side effect” are viewed as the
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subject and object, respectively, and “hasSideEffect” presents their relationship as the
predicate).

A diverse range of ontologies has been developed to semantically represent healthcare
concepts, e.g., BioPortal Biomedical Ontology (Salvadores et al., 2012), General Medi-
cal Science (Scheuermann et al., 2009), Human Disease Ontology (Genome Sciences,
Institute, 2022), Human Phenotype Ontology (Kohler et al., 2020), Gene ontology (Ash-
burner et al., 2000), and Upper-Level Ontology for the Biomedical Domain (McCray,
2003). Generally, ontology enhances data quality in two ways: on the one hand, by
improving metadata and provenance that allows users to make better sense of the
data, and on the other hand, by giving a common understanding of information and
making explicit domain assumptions. As a result, the interconnectedness and inter-
operability of the model make it invaluable for addressing the challenges of accessing
and querying data in large organizations like clinics and hospitals.

In addition, in a realistic world, new concepts are continuously developing with an
incredible speed that drive ontology engineers to constantly update and enrich the
generated ontologies with new concepts, terms, and lexicon, or renew a hierarchy of
ideas (Petasis et al., 2011). The ontology becomes more extensive and comprehen-
sive as a result of enrichment (Ramayanti et al., 2020). For example, the Neurological
Disease Ontology is being developed as an extension of the Ontology for General Med-
ical Science (Scheuermann et al., 2009). However, in this way, an ontology constantly
requires manual efforts and resources to be enriched and maintained. Several meth-
ods have been developed in recent years to solve the issues associated with manual
ontology building by automating or semi-automating the maintenance process.

The automatic ontology enrichment process uses advanced methods such as natu-
ral language processing techniques (Mellal et al., 2021) to extract knowledge from the
source related to a domain of discourse. In comparison, a semi-automatic transmis-
sion combines the basics of both manual and automatic transmission (Nefzi et al.,
2014). While ontology enrichment has been done in many other health subdomains,
it still needs to be done for smell and taste disorders.

The ontology data model can be applied to a set of individual facts to create a knowledge
graph: a collection of entities, where the types and the relationships between them
are expressed by nodes and edges between these nodes (Sharma, 2022). In the above-
mentioned example, “drug” and “side effect”, as entities, corresponding to the nodes,
and the predicate “hasSideEffect” is considered the edge. KGs are practically used to
capture and organize a large amount of inconsistent and heterogeneous data that can
later be explored using query mechanisms.

The KG construction approaches range from manual curation to automated tech-
niques, such as text mining (Liu & Yang, 2022; Nicholson & Greene, 2020). To this
end, data needs to be extracted and integrated from different resources ranging from
unstructured data, such as plain text, to structured data, like table formats. Several
studies have demonstrated the importance and application of KG in various aspects of
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the health domain (Aghaei et al., 2022b; Du et al., 2022; Sheng et al., 2020). However,
not every aspect of the health domain has been sufficiently explored and digitized.
Due to KG’s expressive nature, and the corresponding ability to store and retrieve
very nuanced information, Question-Answering over KG (QAKG) has received some
attention from the research community. A QAKG system can be used to respond to in-
quiries and assist users in accessing relevant and pertinent knowledge (Aghaei, 2021;
Chakraborty et al., 2019).

QAKG has received some attention in the health domain. Park et al. (Park et al.,
2021) hypothesized that the graph-based question answering for Electronic Health
Records (EHR) is more natural compared to tables. Zhou et al. (Zhou et al., 2021) de-
veloped a question-answering system for 14,366 different kinds of diseases. Sheng et
al. (Sheng et al., 2020) also proposed a Domain Specific QA System for Smart Health
Based on a Knowledge Graph (DSQA), to answer domain-specific medical questions.
More recently, Du et al. (Du et al., 2022) developed a QA system to make the data
related to COVID-19 available for users. Accessing the knowledge stored in KGs is
facilitated through the use of formal query languages with a well-defined syntax, such
as SPARQL (Swathi et al., 2016) and GraphQL (Taelman et al., 2018). However, us-
ing formal queries to access the knowledge in KGs poses difficulties for non-expert
users. The users need to understand the syntax of the formal query language and the
underlying structure of KG (Aghaei et al., 2022c). In contrast, a QAKG User Interface
(UI) supports end-users, like patients and medical doctors, in posing natural language
questions (i.e., questions asked in daily health care routines) using their terminology
and receiving a concise answer (Chakraborty et al., 2019).

Our work seeks to take advantage of semantic technologies to organize and model
information on smell and taste disorders, making the data more accessible to end
users. With this aim, we investigated the following research questions: (1) how can
available datasets and existing ontologies be used to create a KG on smell and taste
disorders? and (2) how can a query be formulated and visualized, without requiring
the end-user to have technical skills or knowledge of the SPARQL query language and
KG?

The main contribution of this paper is the creation of a KG representing data on smell
and taste disorders, as well as the development of a user-friendly query-answering
interface to assist end-users in accessing the data in KG.

5.2 Material and Methods

This section outlines the specific steps and procedures that were taken in order to
achieve the research objectives. The first step in the study is to identify appropriate
data sources for ontology modeling and enrichment. Once the data was identified, we
extracted relevant information and used this information to create a KG. The quality
of the KG was then validated (see Section 5.3.6) to ensure that it was accurate and
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reliable. To develop the QA user interface, a variety of programming languages and
software tools have been used. We designed and implemented an interface allowing
users to query the KG and obtain relevant information. Overall, this section provides
a comprehensive overview of the methodology used in this study.

5.2.1 Dataset

Data used in this research was collected in the Smell and Taste Center in Hospital
Gelderse Vallei, Ede, the Netherlands !. This center is a joint clinic of Hospital Gelderse
Vallei 2 and the Division of Human Nutrition and Health at Wageningen University, at
Wageningen 2. The dataset was created by manually retrieving data from the elec-
tronic files of patients who visited the center because of a smell and/or taste disorder.
Patients underwent an extensive testing protocol as part of clinical care assessment,
including a standardized smell test (Sniffin’ Sticks (Oleszkiewicz et al., 2019)) and
taste test (Taste Strips (Landis et al., 2009)). The use of clinically collected data for
research purposes was approved by the local ethical committee (Review committee for
scientific research of Hospital Gelderse Vallei, Ede, the Netherlands; BC/1703-143).
All patients signed an informed consent form, giving permission to use their data for
research.

The dataset collected in tabular format contained data from 379 patients (rows), in-
cluding 66 variables for all patients (columns). The variables were divided into 7 types
of information: socio-demographic factors, allergies, history of illness, assessment/di-
agnosis, social history, etiology, and therapy. The type of socio-demographic factors in-
cluded patient age, gender, weight, height, and body mass index (BMI). The diagnostic
tests used during the visit were placed under assessment. The diagnosis/assessment
information includes a diagnosis (i.e., smell and/or taste disorder) based on the results
of the diagnostic tests. Further, the dataset also contained information about etiology
(e.g., iatrogenic, secondary, and idiopathic), treatment (e.g., smell training), allergies,
and the history of illness. The history of illness included the medical conditions of the
patients, complaints, symptoms, comorbidities, prescribed medications, and physical
examination. The dataset employed in this study, while seemingly limited in size, was
found to contain a wealth of detailed information. Specifically, the dataset provided
extensive information on medication use and comorbidities, which were not previously
included in the selected ontology (Clinical Smell and Taste Disorders Ontology (CSTD)
4). As such, this dataset proved to be a valuable addition to the ontology, providing a
more comprehensive and nuanced understanding of the underlying concepts.

Additionally, CSTD contains 98 classes and only 2 properties regarding smell and taste
disorders. It does not have information about etiology, comorbidities, and endoscopy

Ihttps:/ /www.geldersevallei.nl/patient/afdelingen /reuk-en-smaakcentrum

2https: / /www.geldersevallei.nl/home

3https:/ /www.wur.nl/en/research-results/chair-groups/agrotechnology-and-food-
sciences/human-nutrition-and-health.htm

4https:/ /bioportal.bioontology.org/ontologies/CSTD
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and also misses much other information regarding disorders. (To add this missing
information, 21 new classes, 3 object properties, and 51 data properties based on the
dataset and expert’s input were constructed in this work, and these new concepts and
relationships proved to be valuable to the existing ontology.)

5.2.2 Ontology Modeling

The applied methodology for the ontology modeling in this work is comprised of the fol-
lowing four steps: (1) exploring and selecting an existing ontology, (2) determining new
concepts from the underlying dataset to extend the ontology, (3) refining the results
by consulting a sensory science expert, and (4) enriching the selected ontology. The
ontology was selected based on the quality characteristics metric in (Hooi et al., 2015).
This metric ensures that attention is paid to the quality description of the ontology in
terms of classes, relationships, properties, and individuals. Considering the criterion
metric, only one existing ontology was selected as the most suitable. This ontology
combined information on both smell and taste disorders into a single ontology. Al-
though some other ontologies, like Human Disease Ontology ® and Medical Dictionary
for Regulatory Activities Terminology (MedDRA) é, have also smell and taste disorders
as classes under their respective ontologies, robust information about the smell and
taste disorders are not present in those ontologies. In contrast, the CSTD provides de-
tailed information about the different types of smell and taste disorders, such as the
etiology of these disorders, physical examination, and history of illness. Therefore, the
CSTD was selected as the ontology to guide our understanding of relationships among
different concepts of these disorders. It was retrieved from the Bioportal Bioontology
website 7.

5.2.3 KG Construction

The ontology contains a formal representation of concepts, entities, and their rela-
tionships, but has limited reasoning capabilities to infer new knowledge without the
data about instances. Instead, a KG can support acquiring knowledge by integrating
information and providing flexibility to add newly derived knowledge on the go. KGs
can be auto-generated or implemented with human involvement using semi-automatic
or manual methods. They can be designed with an ontology or may be evolving with
time and may have different shapes and sizes. A company, group of companies, or
open-source community may be involved in the creation of KGs. Regardless of these
distinctions, they aid in the organization of unstructured data so that information
may be easily extracted, where the process is aided by explicit links between various
elements.

Shttps:/ /bioportal.bioontology.org/ontologies /DOID/
Shttps:/ /bioportal.bioontology.org/ontologies/MEDDRA
"https:/ /bioportal.bioontology.org/ontologies



140 MATERIAL AND METHODS

To construct the KG, data were acquired from real patient data and integrated into
the (revised by us) CSTD ontology. To bind a particular data source to a particular
domain ontology, a mapping was established that connected individual data columns
to entities from the ontology. For instance, a patient with number: 118190, gender:
male, height: 1.79 m, weight: 89 kg, complaint duration: 2-5 years, etiology type:
idiopathic, and BMI: 27.78 has taken the medicine Antiarhytmica. The same patient
also has a smell disorder. A part of constructed KG is shown in Figure 5.1. The
entities, such as patient number, height, weight, complaint duration, etiology type,
and BMI value, are represented with nodes, while relationships between entities (e.g.,
the relationship between a patient ID and gender) are presented through edges. Each
edge has a unique description of the relationships. For instance, the edge description
of medication refers to which medicine has been taken by the patient. More detailed
information about the construction of KG is described in Section 5.3.3.

Man
A
complaintDuration
hieight gender

hasWeight medicationType

i Patient No )
'”StanceOf 118190 hasDisorde

entTherapy
etiologyType

hasBMlvalue

Idiopathic

Figure 5.1: A sample of smell and taste disorders KG.
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5.2.4 Question-Answering User Interface

Writing a complex query is not advisable and practically manageable for users with-
out a technical background. To support end-users and reduce the burden of query
formulation, we developed an intuitive Ul that empowers users by allowing them to
access, discover, explore, and visualize the data and their relationships in a graph
structure. The developed interactive Ul targets bridging the gap between end-users
and the knowledge (in RDF structure) stored in the KG. The targeted UI consists of
two main components: (1) question selection and (2) KG visualization. In the question
selection component, end-users select a pre-defined question from a drop-down menu
and then change it based on their intentions.

The KG visualization component allows the user to see the structure of the schema
(based on the chosen question in the QA component), including all primitive relations
between entities. For example, a clinician wants to retrieve information about a spe-
cific patient’s medications. In the following sections, we describe the detail of each
component.

5.2.4.1 Question Selection

The idea behind the question selection component is to obtain a good compromise
between intuitiveness and expressivity (Unger et al., 2012). This component exploits
the expressiveness of the RDF KG and SPARQL while hiding their complexity.

To this end, we created a set of query templates that capture the semantic structure
of the user questions, including specific slots for entities and classes. Let's consider
“What [Place_Holder1] do patients with [Place_Holder2] have?” as a query template.
The query templates are instantiated with actual questions such as “What etiologies
do patients with a smell disorder have?” by replacing the slots “Place_Holder1” and
“Place_Holder2” with “etiology” and “smell disorder”, respectively. We predefined sev-
eral possible questions based on the query templates that are shown in a drop-down
menu to the users. Table 5.4 tabulates the list of predefined questions. Since there
is a query template behind each predefined question, there is a possibility to create
new questions by substituting the values of the slots. We took advantage of graphs
as an intermediate form between query templates and questions to ease the process
of substituting the values for the user. An intuitive graph is shown to users for each
question so that the users can replace the nodes of the graph with their needs (such as
the shown Question Graph in Figure 5.2). Moreover, the Ul offers a list of all possible
values for each node according to the stored facts in the KG. These values are basically
verbalized forms (explained in Section 5.2.4.2) of entities or classes. Next, the slots of
the template are filled with selected values, and finally, a SPARQL query is executed
to retrieve the answer. Figure 5.2 presents how the gap between users’ questions (i.e.,
unstructured) and SPARQL queries (i.e., structured) is narrowed down.
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Natural Language Question:

What etiologies do patients with a smell disorder have?

Question Graph: What Smell Disorder

‘ hasEtiologyType ‘

What [Place_Holder1] do patients with [Place_Holder2] have?

Query Template:

SPARQL Query:
select ?etiology (count(?etiology) as ?total)
where{ select ?smell ?etiology

where {

?patient a :Patient;
:hasSmellDisorder ?smell;
:hasEtiologyType ?etiology .

filter(?smell="{0}")

1}
group by ?etiology

order by desc(?total)

Figure 5.2: Bridging gap between questions and SPARQL queries.

5.2.4.2 Knowledge Graph Visualization

KG visualization provides a way to reflect the true nature of the domain and the se-
mantic relationships between concepts and entities. Moreover, it helps users to get
insight from different classes, properties, and individuals. Since the target Ul users
are not experts in the RDF data models, we applied some simple but effective tech-
niques to prune and simplify the underlying KG in the visualization process. The
applied techniques are summarized as follows:

¢ Filtering unnecessary properties out: Those predicates that are not decisive in
the context of QA over KGs (e.g., the properties applied to link the same entities
between the underlying KG and other KGs or the properties used to provide data
provenance) are refined (Aghaei et al., 2022a).

¢ Filtering entities out: Since a KG can include a number of triples showing a
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relation between various entities (e.g., a specific medication is taken by several
patients) and the purpose is to provide an understanding of the underlying KG
and the relations, we show only a limited number of facts with the same relations.

* Verbalizing entities and properties: To make RDF triples more readable for end-
users, the properties and entities with Uniform Resource Identifier (URI)s are ver-
balized. The process of verbalization includes using the name (or label) of entities
and proprieties to present the labels of the edges and nodes. In addition, in the
case there is no label or name for a given property or entity, we use the variable
part of its URI (e.g., the URI “http://example.com/base/hasEtiologyType” as the
predicate of a fact is verbalized to the human-readable term “ex:hasEtiologyType”)
(Aghaei et al., 2022c).

5.3 Experiments and Results

This section contains details about the experimental study and the results. In Section
5.3.1, the implementation setup is described. Section 5.3.2 and Section 5.3.3 explain
ontology modeling and KG construction, respectively. The development of the Ul is
discussed in Section 5.3.4 and the result of the Ul case study is presented in Section
5.3.5. Further, the evaluation of smell and taste disorder ontology is presented in
Section 5.3.6.

5.3.1 Experimental Setup

We summarized the libraries, software, and frameworks used in this implementa-
tion in Table 5.1. GraphDB was selected as a database management system (DBMS)
because of its capabilities, such as more intuitive data representation, storage, and
management. To deploy the service layer, a system with 32 GB (gigabyte) random-
access memory (RAM), a 1.7 gigahertz (GHz) AMD Ryzen 7 PRO 4750U processor, and
1 terabyte (TB) storage was used. Moreover, Linux with variant distributions, such as
Ubuntu and Debian, was used for all other deployment setups.
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Table 5.1: Libraries, frameworks, programming languages, and DBMS that were
used for this research.

Python l
Libraries Re- React Bootstrap | SQLite \?VI:_I:RQGI;
quests 18.2.0 5.2.0 2.6 1 51:5)
2.25.1 e
Flask- Flask- . .| Plotly
Framework ??S; RESTful | SQLAL- F;‘;t%ge dash
o 0.3.8 | chemy 2.5.1 o 2.6.1
GraphDB
Programming Language, Python ﬁ,‘e.e
3.8 edition
DBMS 9.4.1

5.3.2 Ontology Modeling

After selecting the CSTD ontology, the classes, individuals, and relationships were
thoroughly further examined using Protégé 8. Protégé is an open-source ontology ed-
itor and framework for building semantic data structures and it provides an effective
user interface for examining and editing ontologies with their respective annotations.
Moreover, OntoGraph (a Protégé plugin) was applied to visualize and examine the
class and relationship hierarchies. CSTD originally consisted of four classes including
chemosensory phenotyping, smell disorders, and taste disorders. The chemosensory
phenotyping class has sub-classes including allergy evaluation, demographic charac-
teristics, family history, chemosensory symptoms or signs, history of illness, physical
examination, review of symptoms, and social history. While examining CSTD, we dis-
covered it did not follow the best ontology engineering practices. For example, the
CSTD ontology naming conventions were inconsistent. Therefore, we opted to create a
new ontology. The new ontology is created taking the information presented in CSTD as
a base and improving it following the best practices of ontology engineering. A manual
investigation was done by comparing the concepts in the CSTD with the data available
at the Smell and Taste Centre database (see details in Section 5.2.1). The compar-
ison showed that the CSTD ontology had to be extended with new concepts. These
new concepts were divided into seven classes, namely, social demographics, medica-
tion, therapy, assessment, improvement, medical condition, and diagnosis. Each class
and its respective sub-classes are shown in Table 5.2. Finally, we validated the cat-
egorization of the added concepts by consulting with a sensory science expert before
embedding them into the new ontology model. In addition, an overview of the extended
ontology with respect to smell and taste disorders is shown in Figure 5.3. The added
classes including the code used in the development process are publicly available on
GitHub (Taugeer, 2022).

8https:/ /protege.stanford.edu/
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5.3.3 KG Construction

For the construction of KG, a GraphDB instance, and to map tabular data, the
GraphDB OntoRefine tool was used. The latter is an open-source data transformation
tool that allows a quick mapping of structured data to a locally stored RDF schema in
GraphDB. A manual approach was used for this mapping. In (Kalayc et al., 2020) a
mapping is defined as “a set of assertions specifying how the data from the sources
populate the classes and properties of the ontology”. The components of each mapping
assertion are an identifier (e.g., a patient number is an identifier and also an instance
of class ex: Patient - see Table 5.3) (Kalayc et al., 2020). A snapshot containing a part
of the ontology schema mapping through the OntoRefine tool is presented in Table
5.3.

Table 5.3: An example of ontology schema mapping using OntoRefine.

Subject Predicate Object
Patient_Nr <IRI> | A <> | Patient <IRI>
schema: gender <wi> | Gender “Literal”
hasSmellDisorder <> | Retronasal_ahn “Literal"
hasTasteDisorder <wi> | Tastedisorder “Literal”
hIgIsComplaintDuration Dluration_of_complaint “Lit-
< > eral”
hasEtiologyType <> | Etiology “Literal"
hasComorbidity <> | Comorbidities “Literal”
hasEntTherapy <> | ENT_therapy “Literal"
hasSmellTherapy <> | Smell_therapy “Literal®
hasAntiAllergic <> | Antiallergica “Literal"
hasAsthmaMedication <w> | Astmamedicatie “Literal”
hasSmellDisorder <o | a <> | rdfs: Property <IRI>
owl: DatatypeProperty <wi>
rdfs: domain <> | Patient <IRI>
rdfs: range <> | xsd:string “Datatype”
hasTasteDisorder <> | a <wi> | rdfs: Property <IRI>
owl: DatatypeProperty <>
rdfs: domain <> | Patient <IRI>
rdfs: range <wi> | xsd:string “Datatype”

IRI: Internationalized Resource Identifier
rdfs: Resource Description Framework Schema
owl: Web Ontology Language

To illustrate ontology schema mapping with tabular data, an example of a patient with
smell and taste disorders has been taken. A Patient.Nr is an individual of class ex:
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Patient while ex:patientNo is a data property. Two data properties ex:hasSmellDisorder
and ex:hasTasteDisorder of class ex:SmellDisorder, ex:TasteDisorder respectively were
defined. Pre-built properties such as rdfs:Property and owl:ObjectProperty were used
to associate properties with their respective classes. For each object property, there is
a need to define rdfs:domain and rdfs:range. The domain property refers to the sub-
ject’s value, while the range property, specifies a value regarding the object’s property.
For instance, the ex:hasSmellDisorder is a type of data property, which has domain
ex:Patient class, and range exd:string. Similarly, we applied the same procedure to
map other classes and properties. Once the ontology schema has been mapped, the
data has been extracted and imported to the Protégé to create KG with new concepts.
All new classes (see Table 5.2) are created in Protégé with descriptions, language tags,
domains, and ranges. Figure 5.4 displays the semantic representation of a selection
of concepts within the newly developed KG.

This representation provides a visual illustration of the interrelationships among the
concepts within the graph, thereby aiding in the understanding and interpretation
of the data contained therein. It should be noted that the semantic representation
presented in Figure 5.4 does not encompass all the concepts within the KG. Rather,
it offers a selection of the key concepts and their interrelationships for the purpose of
providing a clear and concise illustration of the underlying structure of the graph.

The classes that have an is-a relationship with owl:Thing are shown on gray back-
grounds while sub-classes are presented on sky-blue backgrounds. In Protege, 21
new classes such as ex:DurationOfComplaint, ex:Therapy, ex:Comorbidity, ex:Etiology,
ex:ClinicalDiagnosis, ex:DiagnosticTest, and ex:Patient were created. To use these
classes to get the answers over KG, 3 new object properties ( ex:typeDisorder,
ex:typeTherapy, and ex:chemosensoryPhenotyping) and 51 data properties (e.g.,
ex:hasEntTherapy, ex:hasLength, ex:hasWeight, ex:hasDurationOQfComplaint) were
constructed. Relationships between classes and properties were defined via the do-
main and range properties. The newly constructed KG with mapping information and
source code is available on GitHub (Tauqeer, 2022). The constructed KG consists of
11,093 statements (10,763 explicit and 330 inferred). The KG is stored in a GraphDB
instance and can be accessed via a SPARQL endpoint at (*SPARQL, Endpoint URL”,
2023). Furthermore, to access the tool the URL https://disorder-question-answer-i
nterface.sti2.at/ can be used, and it is also publicly available. All the source code and
material are also available at GitHub (Tauqeer, 2022)
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5.3.4 UI Development

A browser-based Ul is developed to ease end-users access to information and can be
accessible via https://disorder-question-answer-interface.sti2.at/. The libraries
and frameworks that were used to develop the UI are described in Table 5.1. The Ul
supports features like question graph creation, updating the previously created ques-
tion graph, the visualization of KG, and displaying answers to the selected questions.
Since a KG is stored on GraphDB (i.e., graph database) a connection is required to
access and store information from KG. A SPARQL endpoint is used for that purpose.
The main interface of question answering is presented in Figure 5.5.

What etiologies do patients with a smell disorder have? -

Knowledge graph

g iz Question graph
visualization

Figure 5.5: Question answering UL

The developed Ul consists of a dropdown menu and three buttons labeled “Knowledge
graph visualization”, “Question graph”, and “Help”. The dropdown menu contains
formulated questions (see Table 5.4) designed by domain experts. End-users can se-
lect the question from the dropdown menu whenever they visit the Ul. The buttons
labeled “Knowledge graph” and “Question graph” can not work unless a question is
selected from the dropdown menu. Each time an end-user clicks on the “Question
graph” button a new window will appear containing a question graph template (graph
representation of question), a question text, a button labeled with the answer, and a
dropdown menu as presented in Figure 5.6.

End-users can change disorder types (regarding smell and taste disorders) through the
dropdown menu. We have implemented a query template for each predefined question.
For instance, we took question 1 “What etiologies do patients with a smell disorder
have?” as an example. The query template for question 1 is shown in Listing 5.1.

Listing 5.1: A query template for question 1.
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Question Graph X
Smell Disorder -

What etiologies do patients with a smell disorder have?

What Smell Disorder
Results Total
Idiopathic 59
Chronic rhinosinusitis 49
Post viral rhinosinusitis 46
Trauma 40
Congenital 28

« < 1 .J 2 =

Figure 5.6: Overview of questions graph layout.

PREFIX : <http://example.com/base/>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
select 7hasEtiologyType (count(7hasEtiologyType) as 7total)

where{
select *
where {
?patient a :Patient;
:hasSmellDisorder 7smell;
:hasEtiologyType 7hasEtiologyType .
filter(?smell="{param}")
}
}

group by 7hasEtiologyType
order by desc(?total)
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The SPARQL select query extracts the patients with a smell disorder having etiology
types (e.g., “Trauma”). Additionally, data is filtered based on smell disorder “anosmia”
for instance. Finally, it returns etiology types with their total in ascending order.

The button labeled with the answer is used to display the results of the current selected
question as presented in Figure 5.6. More information about the question’s results can
be found in Section 5.3.5. End-users can select types of smell or taste disorders (e.g.,
anosmia or hyposmia) from the drop-down menu once they have selected the node to
change. We used this changed value as a parameter shown in Listing 5.1.

The end-users can get an insight into constructed KG by clicking on the button labeled
“Knowledge graph visualization”. A new window containing a subset of constructed KG
will appear as shown in Figure 5.7.

It shows different properties and individuals. Since end-users are not experts in the
RDF data models, the underlying KG in the visualization is kept simple by (1) filter-
ing out unnecessary properties, (2) filtering out entities, and (3) verbalizing entities
and properties. Additionally, various colors and shapes have been introduced to dis-
tinguish between nodes, edges, and relationships. For instance, nodes (i.e., subject)
are presented in circles in red color. Examples of these nodes are ex:patientNo 4550,
ex:patientNo 5820, and ex:patientNo 280. The attribute values (i.e., objects) are pre-
sented in green color. “Surgery”, “Man”, “anosmia”, “Idiopathic”, and “86” are typical
examples of objects. Lastly, the relationships (i.e., predicates) between subjects and
objects are shown with edges (in light green color), while the labels are presented in
blue color. Some examples of predicates are ex:hasBMI, ex:hasWeight, ex:hasLength,
ex:hasAntiBiotic, and ex:hasAsthmaMedication. A concrete example of the subset
of smell and disorder KG of three patients with patient numbers ex:patientNo 280,
ex:patientNo 4550, and ex:patientNo 5820 is presented in Figure 5.7. Edges be-
tween nodes represent the relationship between them. For instance, the patient num-
ber ex:patientNo 280 has a complaint duration of “10 years” while patient number
ex:patientNo 5820 has a complaint duration of “3-24 months”. Similarly, other rela-
tionships such as gender, medication type, length, and weight can be seen in Fig-
ure 5.7.

The button labeled “Help” is used to help the end-users with how they can interact
with UI to make questions over KG and what types of features it has. Once end-users
click on the “Help” button, they can see the help about the following UI features: (1)
selection of a fixed-sized set of questions (see Figure 5.5), (2) visualizing a subset of a
KG corresponding to the question (see Figure 5.7 ), (3) generating a question graph for
the question (see Figure 5.9), and (4) editing the generated question graph.
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5.3.5 UI Case Study Result

To demonstrate the functionality and usability of the tool, we conducted a case study
to make use of the smell and taste disorder KG. For this aim, we asked a sensory sci-
ence expert to formulate 8 questions related to smell and taste disorders. All questions
are based on etiology, comorbidity, complaint duration, and medication type for smell
and taste disorders. Later we asked the expert to find the related answers using our
tool and check the validity of the answers. These results/answers were then validated
manually against the original resource (i.e., dataset described in Section 5.2.1). Ta-
ble 5.4 shows the formulated questions while the manual validation of the first and
seventh questions results are presented in Figure 5.8.

There were 5 etiology types used in the dataset, and the result of question 1 also
shows the same etiology types. The most dominant etiology type is Idiopathic with a
total of 59 which can also be seen in the evaluation of our results (see Figure 5.8).
On the other hand, 6 complaint durations were defined in the original dataset and
our UI also showed the same complaint duration. The 7th question result shows
the complaint duration (i.e., “5-10 years”) with a total of 46 which can also be seen
in Figure 5.8. The same procedure is followed for other results verification from the
original resource.

We took questions 1 and 7 as examples to show their results from UI over KG (see
Figure 5.9). Both figures contain a question graph, a question text, and the result
of the question. For instance, in KG, the most dominant etiology for patients with
“anosmia” is “Idiopathic” (59 in total) while “Iatrogenic” is the least dominant. On the
other hand, for patients with a smell disorder, the least reported complaint duration
was “< 3 months”, while the most reported complaint duration was “2-5 years” as
shown in Figure 5.9. Similarly, the rest of the questions have been answered correctly
using the developed UI. The screenshots of each question with their result can be
found at GitHub (Taugeer, 2022).

Further, we asked the expert to try the KG visualization component and share the
explored knowledge that can not be easily explored by just looking at the raw database.
The expert was able to explore the following queries in this case study with the help
of the KG visualization component:

¢ Find relationships between different etiologies.
¢ Comprehend disorders hierarchy.

¢ Explore hidden relationships in the data.
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Table 5.4: Formulated experimental questions.

2
(<)

Questions

What etiologies do patients with a smell disorder have?

What is the most used medication for patients with a smell disorder?
What etiologies do patients with a taste disorder have?

What is the most used medication for patients with a taste disorder?
What are the most comumnon comorbidities for patients with a smell disorder?
What are the most common comorbidities for patients with a taste disorder?
What is the minimum complaint duration for a smell disorder?

What is the most common duration for a taste disorder?

N0 Ok W~

Figure 5.7 displays information about disorders and their etiology types regarding pa-
tients. In addition to the disorders, the graph also shows different types of medications
used by patients with smell and taste disorders. The tool is able to visualize each spe-
cific disorder in broader disorder categories which makes it easier for the end-user to
understand the smell and taste disorder hierarchy. Another hidden relationship that
can be seen here is the connection of the nodes to the patient via ex:patientNo 280. It
can be inferred that both patients number ex:patientNo 4550 and ex:patientNo 5820
had a smell disorder (or “anosmia”) as a common disorder.

It is fair to conclude that the tool effectively achieves all intended outcomes, as our
Ul was able to answer all the expert questions and the KG visualization was able to
find the hidden relationships between the data points, easily classify them based on
their relationship, and explore already existing relationships. However, the efficiency
of the tool should be further investigated when it comes to KGs with a larger number
of nodes.

5.3.6 KG and Ontology Evaluation

After smell and taste disorder KG creation and enrichment, a crucial step is to per-
form a quality assessment of KG for its evaluation. This evaluation is typically con-
ducted along four primary dimensions, namely “Accuracy”, “Coverage”, “Coherency”,
and “Succinctness” (Hogan et al., 2021). The degree to which entities and relations,
conveyed by nodes and edges in the graph, accurately replicate real-life phenomena
is referred to as “Accuracy”. Given that the smell and taste disorder KG is developed
collaboratively with domain and ontology experts, it has successfully passed the “Syn-
tactic Accuracy” check which verifies that the data adhere to the grammatical norms
established for the domain and/or data model. Moreover, it has also cleared “Seman-
tic Accuracy” check which measures the degree of semantic correctness by assessing
how precisely data values reflect actual phenomena. It can be impacted by erroneous
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extraction results, suspect sources, vandalism, and the like. The KG has been ade-
quately represented with real-life phenomena to pass this check. Further, the Pellet
and HermiT reasoners were employed to evaluate both the “Coherent” and “Consis-
tency” of the ontology (see Figure 5.10). “Completeness” and “Representativeness” are
two parts of “Coverage” quality assessment dimension. The former pertains to the
degree in which all required information is present in a particular dataset. While the
latter is focused on assessing high-level biases in what is included or excluded from
the KG as highlighted by Baeza-Yates (Baeza-Yates, 2018).

Drawing from the original dataset, the present study conducts an assessment of two
key dimensions of “Completeness” in the extended KG. The first dimension, schema
completeness, pertains to the extent to which the classes and properties of a given
schema are represented in the data graph. The second dimension, property com-
pleteness, concerns the degree to which a specific property is complete with respect
to the proportion of missing values. Another essential aspect of quality assessment
is “Coherency” which encompasses the degree of adherence of the KG to the formal
semantics and constraints defined at the schema level, as previously discussed by
Hogan et al. (Hogan et al., 2021). “Consistency” and “Validity” constitute the two
sub-dimensions of “Coherency”. The former sub-dimension verifies that the KG does
not contain any contradictions, while the latter sub-dimension ensures that the KG
is free of constraint violations. Since we employ a predefined query template for the
questions/answer interface, no constraints are applicable. Finally, the fourth and fi-
nal dimension of quality assessment, “Succinctness” ascertains that the KG contains
only relevant content, thereby preventing information overload.

The "Coverage” quality assessment dimension is further subdivided into three cate-
gories, namely “Conciseness”, “Representational Conciseness”, and “Understandabil-
ity”. Ensuring that the schema and data items are germane to the domain is con-
sidered to be concise. Redundancy cannot exist in the schema’s classes, properties,
among other elements. Similarly, redundant entities and relationships cannot be de-
scribed in the data. The degree to which the content is presented concisely in the
KG, either intentionally or extensionally, is referred to as representational concise-
ness (Zaveri et al., 2012). The third category, “Understandability”, pertains to the
understandability of the data by humans, which should include legible labels and de-
scriptions (preferably in multiple languages) that humans can comprehend without
difficulty, as indicated by Kaffee et al. (Kaffee et al., 2017). In the case of the smell
and taste disorder KG, the labels and descriptions employed are readily understand-
able. Furthermore, the ontology underwent evaluation with the OOPS! pitfall scanner
(Poveda-Villalon et al., 2014).
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Figure 5.10: Evaluation results of the ontology using Pellet and HermiT reasoners
in Protege.

The OOPS! pitfall scanner is a widely used tool for detecting and evaluating ontology
pitfalls (41 in total) classified in dimensions like structural, functional, and usability.
In this study, the ontology was evaluated using this tool to identify any potential issues
that could affect its quality. The results showed that there were no critical issues,
which indicates that the ontology is of high quality. Eventually, the ontology can be
used under license “Attribution 4.0 International (CC BY 4.0) 2”.

5.4 Discussion and Conclusion

In this study, we have successfully enriched an existing ontology on smell and taste
disorders and constructed a KG by integrating real anonymised patients’ data. To the
best of our knowledge, this is the first attempt to enrich an ontology and build a KG
for smell and taste disorders. The quality of the KG was evaluated and a question-
answering user interface (UI) was developed as a proof-of-concept to showcase a pos-
sible application of the KG. Through a case study, we have shown that our KG can
facilitate the accessibility and usability of healthcare data in daily practice. Our find-
ings show that visualizing data in the form of a graph makes it more tangible, intuitive,

9https: / /creativecommons.org/licenses/by/4.0/
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and valuable to end-users. It provides a general overview of the domain by showing
different concepts, classes, properties, and relationships between them. By using the
developed UlI, the end-user can find answers to their questions easily by selecting a
question from the menu and modifying it by clicking on the generated question graph
to change its components. The results of this study indicate that our techniques can
significantly improve the accessibility and usability of healthcare data, which is crucial
for patients with smell and taste disorders.

The semi-automatic enrichment of the openly available CSTD ontology provides a sig-
nificant advantage in our work. We added 21 new classes, 3 object properties, and
51 data properties to the ontology, making it more representative of smell and taste
disorders in general. Transforming data into a KG and making it accessible with a Ul
offers a better understanding of the association between patients’ characteristics (e.g.,
age, gender, and BMI) and smell and taste disorders.

However, there are limitations to this study, such as the absence of data related to
smell and taste disorders caused by Covid-19 as the data used for ontology enrich-
ment were collected before the Covid-19 pandemic. Therefore, the information related
to smell and taste disorders associated with Covid-19 as etiologies is missing from the
current ontology. Also, the current dataset was collected at the Dutch Smell and Taste
Center. However, there are also other patient groups that experience smell and taste
disorders but do not visit this center, like cancer patients undergoing chemotherapy
(Cohen et al., 2016). Therefore, the enriched ontology should be updated further with
the latest developments in regard to smell and taste disorders by using newly collected
data from different clinical centers. Moreover, the Ul was developed with the aim of
improving the accessibility and usability of the knowledge graph for healthcare pro-
fessionals. However, this was only a proof-of-concept to show a possible application of
the ontology and KG presented in this work. Before its use in daily practice, this Ul
should be evaluated on its effectiveness in achieving these goals among further health
care professionals. This will be done in future research. Future work will focus on
updating the CSTD ontology to include the latest developments related to smell and
taste disorders, including data from other sources. Furthermore, usability testing of
the UI will be conducted to evaluate its effectiveness and address any issues or con-
cerns raised. We plan to interlink the smell and taste ontology with other ontologies,
such as food ontologies, to enable a more comprehensive understanding of smell and
taste loss. Additionally, we will incorporate GDPR data sharing with consent or con-
tracts (Chhetri et al., 2022b; Taugeer et al., 2022) with compliance for collecting smell
and taste disorder data from patients. These developments will enhance the KG’s ap-
plicability and utility in daily practice, providing better insights into the diagnosis and
treatment of smell and taste disorders.
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Abstract

The performance of applications, such as personal assistants and search engines,
relies on high-quality knowledge bases, a.k.a. Knowledge Graphs (KGs). To ensure
their quality one important task is knowledge validation, which measures the degree
to which statements or triples of KGs are semantically correct. KGs inevitably contain
incorrect and incomplete statements, which may hinder their adoption in business
applications as they are not trustworthy. In this paper, we propose and implement
a Validator that computes a confidence score for every triple and instance in KGs.
The computed score is based on finding the same instances across different weighted
knowledge sources and comparing their features. We evaluate our approach by com-
paring its results against a baseline validation. Our results suggest that we can val-
idate KGs with an f-measure of at least 75%. Time-wise, the Validator, performed
a validation of 2530 instances in 15 minutes approximately. Furthermore, we give
insights and directions toward a better architecture to tackle KG validation.

Keywords— knowledge graph validation, knowledge graph curation, knowledge graph
assessment.



Chapter 6 165

6.1 Introduction

Over the last decade, creating and especially maintaining knowledge bases have gained
attention, and therefore large knowledge bases, also known as knowledge graphs
(KGs) (Hogan et al., 2021), have been created, either automatically (e.g. NELL (Carl-
son et al., 2010)), semi-automatically (e.g. DBpedia (Auer et al., 2007)), or through
crowdsourcing (e.g. Freebase (Bollacker et al., 2008)). Today, open (e.g. Wikidata) and
proprietary (e.g. Knowledge Vault) KGs provide information about entities like hotels,
places, restaurants, and statements about them, e.g. address, phone number, and
website. With the increasing use of KGs in personal assistant and search engine appli-
cations, the need to ensure that statements or triples in KGs are correct arises (Fensel
et al., 2020; Huaman et al., 2020; Paulheim, 2017). For example, Google shows the
fact (Gartenhotel Maria Theresia GmbH, phone, 05223 563130), which might be wrong
because the phone number of the Gartenhotel is 05223 56313, moreover, there will be
cases where the phone number is not up-to-date or is missing (Kérle et al., 2016).

To face this challenge, we developed an approach to validate a KG against differ-
ent knowledge sources. Our approach involves (1) mapping the different knowledge
sources to a common schema (e.g. Schema.orgl), (2) instance matching that ensures
that we are comparing the same entity across the different knowledge sources, (3) con-
fidence measurement, which computes a confidence score for each triple and instance
in the KG, and (4) visualization that offers an interface to interact with. Furthermore,
we describe use cases where our approach can be used.

There have been a few approaches proposed to validate KGs. In this paper, we review
methods, tools, and benchmarks for knowledge validation. We found out that most
of them focus on validating knowledge against the Web or Wikipedia. For example,
the approaches measure the degree to which a statement (e.g. Paris is the capital
of France) is true based on the number of occurrences of the statement in sources
such as Wikipedia, websites, and/or textual corpora. In addition, to the best of our
knowledge, no studies have investigated how to validate KGs by collecting matched
instances from other weighted structured knowledge sources.

In this paper, we propose a weighted approach that validates a KG against a set of
weighted knowledge sources, which have different weight (or degree of importance) for
different application scenarios. For example, users can define the degree of importance
of a knowledge source according to the task at hand. We validate a KG by finding the
same instances across different knowledge sources, comparing their features, and
scoring them. The score ranges from 0 to 1, which indicates the degree to which an
instance is semantically correct for the task at hand.

This paper is structured as follows. Section 6.2 presents related state-of-the-art meth-
ods, tools, and benchmarks. Section 6.3 describes our validation approach. We eval-
uate our approach and show its results in Section 6.4. Furthermore, in Section 6.5

'https://schema.org/
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we list use cases where our approach may be needed. Finally, we conclude with Sec-
tion 6.6, providing some remarks and future work plans.

6.2 Literature Review

Knowledge Validation (KV), a.k.a. fact checking, is the task of assessing how likely
a given fact or statement is true or semantically correct (Gad-Elrab et al., 2019;
Lehmann et al., 2012; Rula et al., 2019). There are currently several state-of-the-
art methods and tools available that are suitable for KV. One of the prior works on
automating this task focuses on analysing trustworthiness factors of web search re-
sults (e.g. the trustworthiness of web pages based on topic majority, which computes
the number of pages related to a query) (Nakamura et al., 2007). Another approach is
proposed by Yin et al. (Yin et al., 2008). Here, the authors define the trustworthiness
of a website based on the confidence of facts provided by the website, for instance,
they propose an algorithm called TruthFinder. Moreover, (Dong et al., 2014) present
Knowledge Vault, which is a probabilistic knowledge base that combines information
extraction and machine learning techniques to compute the probability that a state-
ment is correct. The computed score is based on knowledge extracted from the Web
and corroborative paths found on Freebase. However, the Web can yield noisy data
and prior knowledge bases may be incomplete. Therefore, we propose an approach that
not only takes into account the user’s preferences for weighting knowledge sources,
but also complements the existing probabilistic approaches.

We surveyed methods for validating statements in KGs and we distinguish them ac-
cording to the data used by them, as follows: a) internal approaches use the knowledge
graph itself as input and b) external approaches use external data sources (e.g. DB-
pedia) as input. In the context of this paper, we only consider the approaches that use
external knowledge sources for validating statements.

The external approaches use external sources like the DBpedia source to validate a
statement. For instance, there are approaches that use websites information (Dong
et al., 2014; Gerber et al., 2015; Speck & Ngomo, 2019), Wikipedia pages (Ercan et
al., 2019; Padia et al., 2018; Syed et al., 2018), DBpedia knowledge base (Liu et al.,
2015; Rula et al., 2019), and so on. In contrast to other approaches, (Liu et al., 2015)
present an early stage approach that uses DBpedia to find out sameAs links, which
are followed for retrieving evidence triples in other knowledge sources and (Rula et al.,
2019) uses DBpedia to retrieve temporal constraints for a fact. However, (Liu et al.,
2015) do not provide an evaluation of the approach to be compared with our approach
and (Rula et al., 2019) focus on validating dynamic data, which we do not tackle in the
scope of this paper. Furthermore, there are methods that use topic coherence (Aletras
& Stevenson, 2013) and information extraction (Speck & Ngomo, 2019) techniques
to validate knowledge. Obviously, there is not only one approach or ideal solution to
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validate KGs. The proposed tools — DeFacto?, Leopard®, FactCheck*, and FacTify°-
rely on the Web and/or external knowledge sources like Wikipedia.

The current Web-based approaches can effectively validate knowledge that is well dis-
seminated on the Web, e.g. Albert Einstein’s date of birth is March 14, 1879. Further-
more, the confidence score is based on the number of occurrences of a statement in
a corpus (e.g. Wikipedia). Unfortunately these approaches are also prone to spam-
ming (Tan et al., 2014). Therefore, a new approach is necessary to further improve
KG validation. In this paper, we propose a KG validation approach, which computes a
confidence score for each triple and instance of KGs.

Furthermore, an evaluation of validation approaches is really important, therefore, we
also surveyed knowledge validation benchmarks that have been proposed, however,
the number of them is currently rather limited. (Vlachos & Riedel, 2014) and (Ercan
et al., 2019) released a benchmark consisting of triples extracted from a KG (e.g. Yago)
and textual evidences retrieved from a corpus (e.g., Wikipedia). Furthermore. (Thorne
et al., 2018) released FEVER® that is a dataset containing 185K claims about entities
which were verified using Wikipedia articles. Moreover, FactBench” (Fact Validation
Benchmark) provides a multilingual (i.e. English, German and French) benchmark
that describes several relations (e.g. Award, Birth, Death, Foundation Place) of enti-
ties.

All benchmarks mentioned above have focused mostly on textual sources, i.e. unstruc-
tured information. Therefore, from the best of our knowledge, there is no available
benchmark that can be used for validating knowledge graphs via collecting matched
instances from other structured knowledge sources.

Last but not least, the reviewed approaches are mostly focused on validating well dis-
seminated knowledge than factual knowledge. Furthermore, benchmarks are built for
validating specific tools or to be used during contests like FEVER. Another interesting
observation is that Wikipedia is the most frequently used by external approaches (i.e.
Wikipedia as textual corpus for finding evidences). Finally, to make future works on
knowledge graph validation comparable, it would be useful to have a common selection
of benchmarks.

6.3 Approach

In this section, we present the conceptualization of our KG validation approach. First,
we give an overview of the knowledge validation process (see Fig. 6.1). Second, we state

2https: //github.com/DeFacto/DeFacto

Shttps:// github.com/dice-group/Leopard
4https://github.com/dice-group/FactCheck
Shttp://qweb.cs.aau.dk/factify/

Shttps:// github.com/sheffieldnlp/fever-naacl-2018
"https://github.com/DeFacto/FactBench
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Figure 6.1: Knowledge graph validation process overview.

the input needed for our approach in Section 6.3.1. In Section 6.3.2, we describe the
need for a common attribute space between knowledge sources. Then, in Section 6.3.3,
we explain the instance matching process. Afterwards, confidence measurement of
instances is detailed in Section 6.3.4. Finally, in Section 6.3.5, we describe the output
of our implemented approach.

The input to the Validator is a KG, which can be provided via a SPARQL endpoint or
an RDF dataset in Turtle® format. This input KG is first mapped based on a Domain
Specification® (DS), which basically defines the mapping of the KG to a common for-
mat, e.g., this process may be performed by a domain expert, who defines the types
and properties that are relevant to the task at hand or the user’s need (Simsek et al.,
2020). A DS defines the instance type and properties values to be validated. Inter-
nally, the Validator is configured to retrieve data from external sources, which are also
mapped to the common format. After the mapping process has been done, the in-
stance matching is used to find the same instances across the KG and the external
sources. Then, the confidence measurement process is triggered and the features of
same instances are compared with each other. For example, we compare the name
value of an instance of the KG against the name value of the same instance in an ex-
ternal source. We repeat this process for every triple of an instance and we compute
a triple confidence score, the triple confidence scores are later added to an aggregated
confidence score for the instance. The computed scores are normalized according to
the weights given to each knowledge source. We consider the quality of the external
sources subjective, therefore, we provide a graphical user interface that allows users
to weight each knowledge source.

Shttps://www.w3.org/TR/turtle/

9Domain Specification are design patterns for annotating data based on Schema.org. This
process implies to remove types and properties from Schema.org, or add types and properties
defined in an external extension of Schema.org.
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6.3.1 Input

At first step, a user is required to provide a KG to be validated. For this, the user has
two options, a) to provide a SPARQL endpoint where to fetch the data from or b) to
load a dataset in a Turtle format. Moreover, the user is required to select, from a list of
DSs, a DS that defines an instance type (e.g., Hotel, Person) and their corresponding
properties (e.g., name, address). Internally, the Validator has been set up to fetch data
from different external sources (e.g. Wikidata, DBpedia), which were selected based
on their domain coverage for the task at hand and their widely use (Farber et al.,
2018).

6.3.2 Mapping

Based on the DS defined in the input, the validator maps the input KG and the ex-
ternal sources to a common format, e.g., a telephone number of a hotel can be stored
with different property names across the knowledge sources: phone, telephone, or
phone_number. The validator provides a basic mapping feature to map the input KG
and external data sources to a common attribute space. This step is not trivial. There
is a huge number of knowledge sources and their schemas might be constantly chang-
ing (Dong & Srivastava, 2015). As a result, schema alignment!? is one of the major
bottlenecks in the mapping process. Therefore, new methods and frameworks to tackle
the schema heterogeneity are needed.

6.3.3 Instance Matching

So far, we mapped knowledge sources to a common attribute space. However, a major
challenge is to match instances across these knowledge sources. For that, the Valida-
tor requests to define at least two or more properties (e.g., name and geo coordinates)
that are to be used for the instance matching process, which is constrained to strict
matches on the defined property values. The resulting matched instance is returned
to the Validator and processed to measure its confidence.

6.3.4 Confidence Measurement

Computing a confidence value can get complicated as the number of instances and
their features can get out of hand quickly. Therefore, a means to automatically validate
KGs is desirable. To compute a confidence value for an instance, the confidence value
for each of its triples has to be evaluated first.

Triple validation

10Schema alignment is the task of determining the correspondences between various
schemas.



170 APPROACH

calculates a confidence score of whether a property value on various external sources
matches the property value in the user’s KG. For example, the user's KG contains
the Hotel Alpenhof instance and statements about it; Hotel Alpenhof’s phone is
+4352878550 and Hotel Alpenhof’s address is Hintertux 750. Furthermore, there are
other sources, like Google Places, that also contain the Hotel Alpenhof instance and
assertions about it.

The confidence score of (Hotel Alpenhof, phone, +4352878550) triple is computed by
comparing the phone property value +4352878550 against the same property value
of the same instance in Google Places. For that, syntactic similarity matching of the
attribute values is used. Then the phone property value is compared against a second
knowledge source, and so on. Every similarity comparison returns a confidence value
that later is added to an aggregated score for the triple.

We define a set of knowledge sources as S, S = {s1,...,8m}, s € Swith 1 < i < m.
The user’s KG g consists of a set of instances that are to be validated against the set
of knowledge sources S. A knowledge source s; consists of a set of instances £ =
{e1,...,en}, ¢ € Ewith 1 < j < n and an instance e; consists of a set of attribute
values P = {p1,...,ppu}. pr € Pfor 1 <k < M.

Furthermore, sim is a similarity function used to compare attribute pair & for two
instances. We compute the similarity of an attribute value of two instances a, b. Where
a represents an instance in the user’s KG g, denoted g(a), and b represents an instance
in the knowledge source s;, denoted s;(b).

m

triplecon fidence (Gpy, > S, STM) = Z sim(g(ap, ), si(bp,)) (6.1)
i=1

Next, users have to set an external weight for each knowledge source s;, W =
{wi1,...,wn} is a set of weights over the knowledge sources, such as w; defines a weight
of importance for s;, 0 < i < m, w; € W with w; € [0,1] where 0 is the minimum de-
gree of importance and a value of 1 is the maximum degree. For the sum of weights
Wsum = 2.4y w; = 1 has to hold. We compute the weighted triple confidence as fol-
lows:

1

Wsum

S sim(g(ap,),silby, ) 6.2

i=1

tripleconﬁdence(apky Sv sz’m7 W) =

The weighted approach!! aims to model the different degrees of importance of different
knowledge sources. None of the parameters can be taken out of their context, thus a

default weight has to be given whenever the user does not set weights for an external

source. The Validator assigns an equivalent weight for each source: w; = +

m*

Ty define weights, a proper quality analysis of the knowledge sources must be carried
out (Farber et al., 2018). It may assist users in defining degrees of importance for each knowl-
edge source.
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Instance validation

computes the aggregated score from the attribute space of an instance. Given an

instance a that consists of a set of attribute values P = {p1,...,pm}, pr € Pfor 1 <k <
M:
1M
instanceconfidence (Apy , S, stim, W) = i Z triplecon fidence (Apy» Sy sim, W) (6.3)
k=1

The instance confidence measures the degree to which an instance is correct based
on the triple confidence of each of its attributes. The instance confidence score is
compared against a threshold!? ¢ € [0, 1]. If instanceconfidence > t indicates its degree of
correctness.

Knowledge Graph Validator

(] Weights
Hotel Alpenhof Name » Hotel Alpenhof h‘ Q
@ Google

add more Tl search
Hotel Alpenhof Phone v +4352878550 b‘ —
Yandex

Hotel Alpenhof Address ¥ Hintertux 750 h‘
Property Name G Google Places Open Street Map Yandex Places
Name Hetel Alpenhof Hotel Alpenhof Hetel Alpenhof Alpenbad Hotel 0.7
Hohenhaus
Phone +4352878550 +4352878550 Record Not Found. +4352878550 0.7
Address Hintertux 750 Hintertux 750, 6294 Record Not Found. Austria, Tux, 0.4
Hintertux, Osterreich Hohenhausgasse 774

0.6

6.3.5 outpug‘igure 6.2: Screenshot of the Validator Web interface.

The computed scores for triples and instances are shown in a graphical user interface,
see Fig. 6.2. The interface provides many features: it allows users to select multiple
properties (e.g. address, name) to be validated, users can assign weights to external
sources, it shows instance information from user’s KG and external sources. For exam-
ple, the Validator shows information of the Hotel Alpenhof instance from all sources.
It also shows the triple confidence score for each triple, e.g. the triple confidence for
the address property is 0.4, because the address value is confirmed only by Google
Places.

Tools & Technologies We implemented our approach in the Validator tool'®, which
has been implemented in JavaScript!# for retrieving data remotely, and Bootstrap!®
for the user interface.

12The default threshold is defined to 0.5
3https://github.com/AmarTaugeer/graph-validation
14https://developer.mozilla. org/en-US/docs/Web/JavaScript
5https:/ /getbootstrap.com/
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6.4 Evaluation

This section describes the evaluation of our approach. The aim of the experiments is
to show a qualitative and quantitative analysis of our approach. The setup used for
the evaluation is described in Table 6.1.

Table 6.1: Evaluation setup

| CPU | RAM | 0S |
| AMD Ryzen 7 pro 4750u (16 Cores) | 32GB | Ubuntu 20.04.2 LTS 64-bit |

In Section 6.4.1, we compare the Validator’s validation result against a baseline. Next,
we look into the scalability of the Validator in Section 6.4.2.

6.4.1 Qualitative evaluation

The qualitative evaluation measures the effectiveness of the Validator based on a base-
line validation. To do so, first, we describe a dataset to be used on the quality evalua-
tion of our approach, later on we define a setup for the Validator and execute it. Then,
we stablish a baseline to compare the result of the Validator.

Hotel dataset.

It was fetched from the Tirol Knowledge Graph16 (TKG), which contains ~ 15 Billion
statements about hotels, places, and more, of the Tirol region. The data inside the
TKG are static (e.g name, phone number) and dynamic (e.g. availability of rooms,
prices) and are based on Schema.org annotations, which are collected from different
sources such as destination management organizations and geographical information
systems. We have created a benchmark dataset of 50 hotel instances!” fetched from the
TKG. We randomly selected 50 hotel instances in order to be able to perform a manual
validation of their correctness and establish a baseline. The process of creating the
Hotel dataset involved manual checking of the correctness of all instances and their
attribute values.

Setup and Execution.

First, we set up the Hotel dataset on the Validator. Second, we defined external
sources, namely: Google Places!'®, OpenStreetMap (OSM)'°, and Yandex Places?°.
Third, we defined the Hotel type and address, name, and phone properties that are
used for mapping place instances from external sources. Then, for the instance match-
ing process, we set up the name and geo-coordinates values to search for places within

8https://graphdb.sti2.at/sparql
17https://github.com/AmarTauqeer/graph-validation/tree /master/data
18https://developers.google.com/maps/documentation/places/
https://www.openstreetmap.org/

20https://yandex.com/dev/maps/
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Figure 6.3: Comparison of precision, recall, and f-measure scores over the manual
and semi-automatic validation.

a specified area. We use the built-in feature provided by the external sources (e.g.
Nearby Search for Google places) to search for an instance with the same name within
a specific area. Furthermore, weights for the external sources are equally distributed.
Finally, we run the validation task.

Baseline.

In order to evaluate the results of the Validator, a baseline must be established. Given
that no prior validation tool addresses exactly the task at hand, we made a manual
validation of the Hotel dataset. We computed the precision, recall, and f-measure that
a manual validation would achieve (See Fig. 6.3). During this evaluation, the 50 hotel
instances are manually searched and compared to the results coming from each of the
external knowledge sources: Google Places, OSM, and Yandex Places. The compared
attributes are the address, name, and phone.

Result.

We analyse the result of running the Validator on the Hotel dataset. These results are
shown in Fig. 6.3. On one hand, it shows that the Validator performs almost equally
similar as the manual evaluation when it comes to name and phone properties, on
the other hand, the Validator does not perform well on the validation of the address
property. Moreover, the results suggest that we can validate hotel instances with an
f-measure of at least 75% on address, name, and phone properties. To interpret the
results of our validation run, we choose precision, recall, and f-measure. Given the
results of the Validator run, every validated triple result was classified as True Positive,
False Positive, True Negative, or False Negative based on the baseline results.

6.4.2 Scalability evaluation

Another challenge of a validation framework is the scalability. In this section, we
describe our evaluation approach in terms of scalability of our approach.



174 EVALUATION

Pantheon dataset

It contains manually validated data with 11341 famous biographies (Yu et al., 2016).
Pantheon describes information like name, year of birth, place of birth, occupation,
and many more. We have selected politician domain and created a dataset of 2530
politician instances. We selected the politician domain because it has the highest
number of instances in the Pantheon dataset. Furthermore, we had to convert the
Pantheon dataset to Turtle format, for that we used Tarql?! tool. Last but not least,
we selected the politician domain in order to prove the general applicability of our
approach in different domains (e.g., Hotel, Person).

Setup and Execution

The setup for validating datasets from different domains changes slightly, for exam-
ple, defining the external sources where to fetch the data from. First, we set up the
Pantheon dataset on the Validator. Then, we defined Wikidata and DBpedia as ex-
ternal sources and we distributed equivalent weights for them. Moreover, we defined
the person type and name and year of birth properties for mapping politicians from
the external sources. Moreover, we set up the name and year of birth for the instance
matching process. Finally, we execute the validation task.

Name &BirthYear BirthYear

== Wikidata == DBpedia

Figure 6.4: The recall score results of the validation of politician instances.

Result.

We validated 2530 politician instances by using the Validator, which compares and
computes a confidence score for each triple and instance. To execute this task the
Validator required ~15 minutes approximately on a CPU described on Table 6.1. Re-
sults are presented in Fig. 6.4. On one hand, it shows that Wikidata outperforms
DBpedia on validated properties, on the other hand, it shows lower recall scores, by
the Validator, on both sources, e.g. the overall recall scores are 0.36% (DBpedia) and
0.49% (Wikidata).

2lhttps://tarql.github.io/
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Furthermore, the Validator gets lower recall on DBpedia and Wikidata sources due
to two reasons. First, DBpedia contains the validated politician instances, however
many of them are classified in DBpedia as agent type and not as politician (e.g., Juan
Carlos I1??). Second, the Wikidata query service raised timeout errors when querying
data, so we decided to fetch the maximum allowed number of politician instances from
Wikidata and stored them locally. We fetched 45000 out of 670810 politicians.

6.5 Use Cases

Our approach, as described in Section 6.3, aims to validate KGs by finding the same
instances across different knowledge sources and comparing their features. Later on,
based on the compared features our approach computes a confidence score for each
triple and instance, the confidence score ranges from 0 to 1 and indicates the degree
to which an instance is correct. Our approach may be used in a variety of use cases,
we list some of the cases where the approach can be used:

¢ To validate the semantic correctness of a triple, e.g., to validate if the phone
number of a hotel is the correct based on different sources.

¢ To link instances between knowledge sources, e.g. linking an instance of the
user’s KG with the matched instance in Wikidata.

¢ To find out incorrect data on different knowledge sources. For instance, suppose
that the owner of a hotel wants to validate whether the information of his or her
hotel provided by an external source are up-to-date.

¢ To validate static data, for example, to check whether the addresses of hotels are
still valid given a period of time.

There are more possible use cases where our validation approach is applicable. Here,
we presented some of them to give an idea about how useful and necessary is to have
a validated KG (i.e. a correct and reliable KG).

6.6 Conclusion and Future Work

In this paper, we presented the conceptualization of a new KG validation approach
and a first prototypical implementation thereof. Our approach measures the degree to
which every instance in a KG is semantically correct. It evaluates the correctness of
instances based on external sources. Experiments were conducted on two datasets.
The results confirm its effectiveness and are promising great potential. In future work,
we will improve our approach and overcome its limitations. Here, we give a short
overview of them:

22https://dbpedia.org/page/Juan_Carlos_I
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¢ Assessment of knowledge sources. Finding the most suitable knowledge source
for validating a KG is challenging (Farber et al., 2018). Therefore, it is desirable
to implement a quality assessment mechanism for assessing external sources. It
may assist users in defining degrees of importance for each knowledge source.

e Automation of the setting process. It is desirable to allow users to create a semi-
automatic mapping (or schema alignment (Dong & Srivastava, 2015)) between
their KG and the external sources, e.g. the heterogeneous scheme of OSM has
caused low performance of the Validator (see Section 6.4.1).

¢ Cost-sensitive methods. The current version of the Validator relies on propri-
etary services like Google, which can lead to high costs when validating large
KGs. Therefore, it is important to evaluate the cost-effectiveness of knowledge
sources.

¢ Dynamic data is fast-changing data that also needs to be validated, e.g. the
price of a hotel room. The scope of this paper only comprises the validation of
static data.

¢ Scalability is a critical point when we want to validate KGs. KGs are very large
semantic networks that can contain billions of statements.

Above, we pointed out some future research directions and improvements that one
can implement on the development of future validation tools.
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Summary and Future Work

The primary objective of this research is to improve data sharing infrastructures with
contracts, licenses and building on and of semantic technology in domains such as
smart cities, insurance, and healthcare. To achieve the objective of the research and
to overcome the issues and challenges discussed in Chapter 1, the research problem
has an RQ, which is further divided into five RS@s. The main RQ is answered by
the answers of five RSQs. The summary of answers regarding RSQs is described as
follows:

RS@1 How can semantic contracts be modeled and improved using an ontology as a
data model?

The RSQ1 is addressed by the development and enrichment of data sharing contracts
using semantic technologies, resulting in a smashHitCore ontology (Kurteva et al.,
2023). The smashHitCore ontology not only provides the semantic model of contracts
but also the semantic model of consent and sensor data. More specifically, FIBO and
MTCO are used for enriching and modeling contracts for data sharing. Further, the
ontology is based on two real-world UC1 (The smashHit project, 2020b) and UC2 (The
smashHit project, 2020c¢) in the smart cities and insurance domains. In addition,
the smashHitCore ontology is evaluated against the aforementioned use cases by val-
idating a set of competency questions regarding contracts and by standard ontology
evaluation tools (see more details in Chapter 2).

RSQ@2 How can the CCV comply with GDPR and the CLM be performed to improve digital
contracting services?

The RSQ2 is addressed by implementing a scaleable and interoperable software appli-
cation/tool for automated GDPR-compliant CCV (Taugeer et al., 2022) that addresses
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GDPR-specific challenges regarding data sharing and improves digital contracting
services through contracts. The tool provides an extended version of the semantic
model of contracts for data sharing based on UC1 (The smashHit project, 2020b) and
UC2 (The smashHit project, 2020c) and is used in compliance verification along with
GDPR. The legal requirements were derived from both use cases and translated into
code. In addition, while the tool follows the principles of data protection by default,
TOMs were implemented, which are a key requirement of GDPR. There were four CCV
scenarios (Taugeer et al., 2022) tested and evaluated against the use cases in the smart
cities and insurance domains. Further, the tool supports scalable and interoperable
processing and integration with other third-party software components and services.
Moreover, the evaluation of the tool in terms of execution time and the TOMs were also
performed.

RS@3 How can multi-legal-based GDPR-compliant data sharing be enabled by employ-
ing consent, contracts, and licenses with SHACL?

The RSQ3 is addressed by extending our previous work, the CCV (Taugeer et al., 2022),
which enables data sharing to comply with GDPR through consent and contracts only.
We added a new legal base “license-based contracts” that fully comply with GDPR. The
license-based contract uses the standard licenses from the DALLIC framework and
has its own additional contractual obligations. This combination gives more control
over the PID to the contractors. Another useful feature is the use of SHACL valida-
tion, which is more semantically compliant, easily extendable, and supports integra-
tion (Corman et al., 2018). In addition, other functional requirements of the CCV tool,
such as the implementation of digital signatures, and the performance evaluation of
the tool in terms of execution time and testing the correctness of SHACL validation
results are also major outcomes for this extended version of the CCV tool.

RS@4 How can the gap between users’ questions and SPARQL queries over QAKG be
narrowed by employing UI?

The RSQ4 is addressed by extending/enriching the existing ontology CSTD and the
creation of smell and taste disorder KGs to support and improve data sharing in the
domain of healthcare (Tauqeer et al., 2023). The CSTD is enriched with real patients’
data from the hospital “Smell and Taste Center, Hospital Gelderse Vallei, the Nether-
lands” and transformed into KG for smell and taste disorders. This KG is used for
questioning-answering in natural language and with SPARQL queries. In addition, a
UI helps the end users (who do not have experience in SPARQL queries) to make ques-
tions and get answers over the KG graphically and with ease. Information regarding
the extended version of the ontology and the newly created smell and taste disorder
KGs can be found in Chapter 5.

RS@5 How can the KV on personal assistant and knowledge bases be improved for
checking the correctness, improvement, and quality of knowledge?

Finally, the RSQ5 is addressed by implementing a graph validator application to per-
form KV on personal assistants and search engines (e.g., Google, Yandex) to ensure
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the quality of knowledge, which is measured by the degree to which statements are
semantically corrected (Huaman et al., 2021). A confidence score is computed for each
semantic triple and instance in KG. A weight is assigned to each weighted source (i.e.,
Google, Yandex). The determined score is based on discovering the same cases across
different weighted knowledge sources and comparing their attributes/features (e.g.,
name, phone).

The RSQ@Qs’ answers conclude that the proposed research and developed solution are
successfully validated and enable GDPR-complaint data sharing by employing con-
sent, contracts, and licenses through KGs. However, there are many limitations and
we put them on a list for future work, as follows.

* The solution is successfully validated against smart cities and insurance do-
mains, however, other domains like healthcare, sports, and education can also
be strong candidates for data sharing. As an example, our work (Taugeer et al.,
2023) can be extended with the proposed solution for data sharing to comply
with GDPR.

¢ This solution uses only a generic template for smart cities and insurance do-
mains, however, there is a need for other templates in domains like education,
healthcare, and sports.

¢ The developed solution improves the CLM stages, particularly, the auditing/con-
trolling stage and the signing stage. The improvement in the negotiation stage by
adding the integration of social communication channels such as Slack 24 and
collaboration tools like Google Docs 2% are included in future work.

¢ In addition, to improve the execution time of CLM, future work includes the en-
hancement and improvement in the creation stage of the CLM by providing the
mostly used contractual terms and clauses from the contract repository (i.e.,
KGs).

¢ Lastly, the implementation of a Ul, which is used to manage contracts, licenses,
and compliance verification checks is also included in future work.

24https://slack.com/
25https: / /www.google.com/docs/about/
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