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Abstract—Food intake monitoring plays an important role
in personal dietary systems. Numerous approaches have been
proposed to automatically detect eating gestures using various
sensors and machine learning. However, existing eating gesture
detection approaches mainly focus on meal sessions. Such a
task is still challenging in free-living environments due to longer
monitoring duration and more non-feeding activities. This paper
proposes a wearable Inertial Measurement Unit (IMU) based
method to detect eating and drinking gestures in free-living
environments. Two important factors that impede intake gesture
detection in free-living environments are addressed: 1) how to
handle IMU data from two hands, and 2) what is the impact
of downsampling sensor data on performance. To integrate two-
hand data, we propose a solution that combines hand mirroring
and temporal concatenation techniques. The multi-stage temporal
convolutional network (MS-TCN) is applied to effectively recog-
nise intake gestures. A dataset contains 12 subjects with 67.5 h
data is collected for validation. Moreover, IMU data with different
sampling frequencies are processed to test performance. Vali-
dated by Leave-One-Subject-Out (LOSO) method, our approach
(with 16 Hz sampling frequency) achieves a segmental F1-score
of 0.826 and 0.893 for recognizing eating and drinking gestures,
respectively. Results show that the proposed solution outperforms
existing two-hand data combination approaches. Moreover, in our
case, a higher sampling frequency does not always mean better
performance.

Index Terms—eating gesture detection, free-living environ-
ments, food intake monitoring, hand mirroring, down-sampling

I. INTRODUCTION

Automatic food intake monitoring systems have drawn
plenty of attention due to their potential applications in nu-
trition studies and precision healthcare. The current methods
used in clinical settings, such as 24-hour recall and self-
report questionnaires, are labor intensive, prone to error, and
not feasible for long-term monitoring [1]. The automatic
approach can detect eating/drinking gestures automatically
and objectively. Numerous approaches have been investigated

for this purpose [2]–[5]. One of the popular approach is
using wearable Inertial Measurement Unit (IMU) sensor for
eating gesture detection [6], [7]. While the feasibility of the
IMU-based approach has been demonstrated in meal sessions,
eating gesture detection in free-living environments remains
an open question. In free-living environments, eating/drinking
are sporadic and sparse activities in full-day data (the duration
ratio is less than 1/20) [8]. Furthermore, the eating gesture can
be more versatile as the participant can use different utensils
throughout the day (use hand to eat snack, use fork&knife to
eat meal), which adds complexity for eating gesture detection.

Existing research on full-day scenario focus more on eating
episodes detection [6], [9], rather than fine-grained gesture-
level detection. Few researchers explored intake gesture detec-
tion in free-living environments. One relevant study conducted
by Kyritsis et al. [6] attempted to use predicted eating event
sequence throughout the day to estimate meal session in FIC-
free dataset, however, the accuracy of eating gesture detection
in free-living environment was not discussed.

To leverage the full potential of intake gesture detection
in free-living environments, two important factors are inves-
tigated. Firstly, existing approaches in meal sessions focus
on intake gesture detection from dominant hand [6], [7],
whereas, in full-day scenarios, it becomes necessary to detect
intake gestures from both hands, rather than solely dominant
hand. Secondly, as the monitoring duration in a full day is
significantly longer than a typical meal session (300 min vs 20
min), an appropriate sampling frequency is essential to balance
factors such as power consumption, data storage, computation
cost, and data quality. For example, an IMU sensor with 128
Hz needs 700 MB space for 6 h monitoring.

In this research, we propose a method for detecting eating
/drinking gesture in free-living environments. An IMU-based
dataset consisting 12 full-day recordings collected from 12
subjects with a total duration of 67.5 h has been collected.
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(a) Feature concatenation (FC) (b) Hand mirror + Feature concatenation (HM+FC) (c) Hand mirror + Temporal concatenation (HM+TC)

Fig. 1: Three different solutions for two-hand IMU data combination. Method in (a) uses feature concatenation directly. Method
in (b) from [12] firstly hand mirrors left hand data, then applies feature concatenation. The proposed method (c) firstly uses
hand mirror, then applies temporal concatenation.

In addition, the two-hand intake and sampling frequency
selection problem are also addressed in the paper.

II. METHODS

A. Data Collection and Annotation

The Shimmer3 IMU wristbands were used to collect data,
with the sensors’ sampling frequency set at 64 Hz. 12 par-
ticipants were recruited in this study. The ethic committee of
KU Leuven has approved this experiment (G-2021-4025). The
signed inform consent is collected from all participants. Par-
ticipants were students from KU Leuven University who live
in Leuven City. On the experiment day, two IMU wristbands
were mounted on participant’s wrists. One research assistant
accompanied the participant and used a camera to record
eating and drinking activities. Participants were required to
consume 2 meals (lunch and dinner) and at least one snack
session. The meal venue can be participant’s home, restaurant,
learning center, or university cafeteria, based on their own
preference. They did their daily activities freely outside meal
sessions. In total, 67.5 h of data were collected.

The ELAN tool [10] is used to annotate data. The eat-
ing/drinking gesture is specifically defined as the action of
raising either the left or right hand to the mouth with the
fork/knife/spoon/chopsticks/water container until putting away
the hand from the mouth. Importantly, the annotation also
includes hand information (from left hand or right hand). The
detailed data statistics is shown in Table I.

B. Two-hand Combination

In free-living environments, it is common to use both hands
for eating and drinking activities. In our previous research [11],
we proposed hand mirroring (HM) and temporal concatenation
(TC) combined method (HM+TC) as a potential solution for
two-hand combination. However, it is important to further
evaluate its effectiveness and compare it with other commonly
used solutions to determine the optimal one. Apart from our
approach, another direct solution is feature concatenation (FC).
Besides, the hand mirroring and feature concatenation method
(HM+FC) is used in [12]. Different solutions are shown in Fig.

TABLE I: Intake data statistics

Parameter Values

# Participants 12
# Eating gesture 2434 (L: 814, R: 1620)
# Drinking gesture 443 (L: 206, R: 237)
Duration ratio of other : eating : drinking 88.54:3.14:1
Total duration 4050 min

1. The hand mirroring, temporal concatenation, and feature
concatenation techniques are explained below.

1) Hand Mirroring (HM): To achieve data uniformity, the
hand mirroring method [6] is employed to transform left
hand’s IMU data to right hand. This has been used in several
IMU-based eating gesture detection when the participant is
left hand dominant. The hand mirroring involves flipping the
direction of ax (in accelerometer), gy and gz (in gyroscope).

2) Temporal Concatenation (TC): Temporal concatenation
is to combine the data from two hands in the time dimension.
This method remains the same number of features, but the
data length is doubled.

3) Feature Concatenation (FC): Feature concatenation is
to merge the two hands’ data in the feature dimension. The
data length remains same, the number of features is doubled.

C. Down Sampling

One of the objectives of this research is to examine the effect
of different sampling frequencies on the performance of the
proposed eating gesture recognition approach. To achieve this,
the raw data are first filtered by an IIR lowpass filter and then
downsampled to 32 Hz, 16 Hz, 8 Hz, and 4 Hz.

D. Deep Learning Models

The Multi-Stage Temporal Convolutional Network (MS-
TCN) model used from [11] is adopted in this research
for eating and drinking gesture detection due to its superior
outcomes compared to CNN-LSTM and CNN-BiLSTM. The
MS-TCN model is obtained by stacking multiple single-stage
temporal convolutional network (TCN) [13]. Utilizing dilated
convolution enhances the ability of TCN to effectively capture

Authorized licensed use limited to: Wageningen UR. Downloaded on March 18,2024 at 11:55:33 UTC from IEEE Xplore.  Restrictions apply. 



𝑝଴
𝑝ଵ
𝑝ଶ

Prediction

2t

Eating
Drinking
Other

ModelData Collection

Two hands 
Processing

Frequency 
Selection:

(64, 32, 16, 8, 4 Hz)

Preprocessing

Hand Mirroring

Feature 
Concatenation

Temporal 
Concatenation

L

R
t

t

Post processing
Evaluation

OR Operation

Evaluation

t

t

L

R

t

R

L

Eating Drinking

L R

Fig. 2: The experiment pipeline from IMU sensing to prediction. In the preprocessing, the IMU data from two hands are
downsampled and combined using different solutions. For the model, dilated convolution layers are utilized to increase the
receptive field. A softmax activation is used after the last dilated layer to give predictions based on the feature extracted from
preceding layers. It should be noted that the output of MS-TCN is point-wise; we only explicitly indicate the 3 class prediction
(p0, p1, p2) for one point. The post-processing step is only applied when temporal concatenation is used.

FN FPTP TP FPTP FNFP FN

Ground truth eating/drinking Predicted eating/drinking

IoU threshold: k=0.50

(IoU=0.80) (IoU=0.35) (IoU=0.30)

Fig. 3: Segmental evaluation examples for TPs, FPs, and FNs

long-term temporal dependencies by extending the effective
receptive field. Fig. 2 illustrates the pipeline of the proposed
approach. We maintain the identical hyperparameters of the
architecture employed in [11], except the output dimension
(from binary classification to 3-class classification). The MS-
TCN contains 2 stages, and each stage comprises 11 layers,
where each layer is composed of of 64 Conv1D with a kernel
size of 3. The first stage is used to give initial prediction, while
the second stage is used to refine the initial prediction. The
network’s output entails point-wise 3-class predictions. During
the training phase, the input data’s temporal length is set to
60 s. We use an Adam optimizer with a learning rate of 5e-4
for training. The batch size is 64, and the epoch is set as 100.

All training tasks were finished on an Intel 9-core Xeon
Gold 6140 CPUs@2.3 GHz (Skylake) with 5 GB RAM per
core, and one piece of NVIDIA P100-SXM2-16GB GPU.
These computing resources were provided by the Vlaams
Supercomputer Centrum (VSC) 1.

1See https://www.vscentrum.be/

E. Post Processing

For experiment that applies temporal concatenation, post
processing is necessary before evaluation. The data length of
output is doubled compared to the original length in HM+TC
solution. Therefore the prediction needs to be divided into
two sequences (left and right). The OR operation is applied
between left and right prediction afterwards, as participants
can hold two hands to hold the cup to drink.

F. Evaluation Scheme

The output of deep learning model is point-wise prediction
since the model is seq2seq architecture. Considering our
objective is eating/drinking gesture detection, a direct point-
wise evaluation can not reflect to gesture-level performance.
In this research, we use the segment-wise evaluation method
from [11], as shown in Fig. 3. The evaluation process begins
by computing the intersection over union (IoU) between each
ground truth and predicted intake gesture. Based on a pre-
selected IoU threshold, denoted as k, the segmental True
Positives (TP), False Negatives (FN) and False Positives (FP)
are determined after the comparison between IoU score and k
(In our case, k=0.5). Afterwards, we calculated the segment-
wise F1-score to evaluate the performance using determined
TP, FN, and FP. In case of the 3-class evaluation, when the
target evaluation class is eating gesture, the drinking gesture
is included in the other class, and vice versa.

III. RESULTS AND DISCUSSION

The Leave-One-Subject-Out (LOSO) method was used for
validation. In addition, two common used model: CNN-LSTM
and CNN-BiLSTM models were used for comparison.
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TABLE II: F1-score for different sampling frequency (k=0.5)

Class Model Frequency
64Hz 32Hz 16Hz 8Hz 4Hz

Eating
MS-TCN 0.811 0.817 0.826 0.801 0.745
CNN-BiLSTM 0.769 0.776 0.784 0.783 0.743
CNN-LSTM 0.687 0.709 0.723 0.727 0.721

Drinking
MS-TCN 0.876 0.862 0.893 0.860 0.807
CNN-BiLSTM 0.833 0.868 0.866 0.854 0.792
CNN-LSTM 0.720 0.743 0.792 0.769 0.786

TABLE III: F1-score for various two hand solutions (k=0.5)

Class Model Two hands solution
FC HM+FC HM+TC

Eating
MS-TCN 0.776 0.762 0.826
CNN-BiLSTM 0.774 0.771 0.784
CNN-LSTM 0.689 0.696 0.723

Drinking
MS-TCN 0.801 0.818 0.893
CNN-BiLSTM 0.766 0.804 0.866
CNN-LSTM 0.687 0.695 0.792

1) Downsampling Experiments: Five sampling frequencies
(64,32,16,8,4 Hz) were selected for comparison. The HM+FC
solution was applied for combining the data from two hands.
The same temporal lengths of input data were maintained for
each model to make sure that input data contains same time-
series movement information. Table II shows the performance.
The data with 16 Hz obtains the highest performance in MS-
TCN and CNN-BiLSTM model in eating, and 8 Hz in CNN-
LSTM. Significantly reduced performance was observed when
the frequency dropped below 8 Hz.

2) Two-hand Combination Experiments: Three different
two-hand combination solutions (see Fig. 1) were compared.
The sample frequency was 16 Hz in this experiment. Table
III shows the results. The procedure that hand mirroring
left hand data and then temporal concatenation obtained the
highest performance. Feature Concatenation methods obtained
the lowest performance.

The results from Table III indicate that the proposed method
for two-hand IMU combination achieves the highest perfor-
mance. Meanwhile, compared to FC and HM+FC, the pro-
posed solution can also be used to predict data on single IMU
case, providing more flexibility. Wearing two IMU wristbands
in daily life can be a limiting factor, as people used to
wear smartwatch/fitness tracker on one hand only. However,
two-hand approach can be used in hospital or healthcare
center. Furthermore, the prerequisite of the hand mirroring
and temporal concatenation is that the used hand information
(left/right) should be clear before processing. Surprisingly,
data with the highest sampling frequency (64 Hz) did not result
in the best performance across all models. One potential reason
is that high-frequency data contains redundant information or
more noise. The choice of the sampling frequency is a trade-off
between the model’s performance and computation efficiency.

IV. CONCLUSION

In this paper, we investigated fine-grained eating/drinking
gesture detection in free-living environments using two IMU

wristbands. The two-hand combination and sampling fre-
quency factors were addressed. Various two-hand solutions
and sampling frequencies were tested on a dataset collected
from 12 subjects in free-living environments. The method
that combines hand mirroring and temporal concatenation was
validated as a feasible solution for the two-hand problem.
Sampling frequency with 16 Hz is considered as an optimal
trading-off between model performance and computation cost
in our case. For future work, larger data will be collected
to further validate the intake gesture detection in free-living
environments. The detected eating gesture in full-day period
will also be explored to localize meal sessions.
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