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n
a
s

D
a
in
iu
s
M

a
siliū
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n
a
s

D
a
in
iu
s
M

a
siliū

n
a
s

D
a
in
iu
s
M

a
siliū
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Propositions

1. Advancements in global land cover change monitoring come pri-
marily from improved regression- and postprocessing algorithms.
(this thesis)

2. The key constraint in global land cover analysis is the limited
availability of infrastructure for processing big data.
(this thesis)

3. Ease of use determines method popularity.

4. Effective deep learning requires feature engineering.

5. Formalising teaching duties can solve PhD salary inequality.

6. All public bodies should use, teach and produce only free and
open-source software.

7. Females are better programmers than males.

Propositions belonging to the thesis, entitled

Monitoring global land cover fractions and change from dense satel-
lite time series

Dainius Masiliūnas
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Summary

Land cover change is an essential process that results from a complex interaction of social,
economic, policy and environmental factors and that defines how our planet is changing.
Monitoring land cover change allows humans to know what happened in the past, how
policies affected land, what the trends are, and to act in order to prevent undesired change
from taking place. Due to its complexity, accurate monitoring of land cover change is
challenging, especially at the global scale. The differences between two land cover maps are
more often indicative of the differences between models and their input data, rather than
actual land cover change having taken place between the two dates. Another challenge in
land cover mapping is to provide a realistic and flexible representation of the variety of
land cover that appears across the globe. That includes not only challenges in defining
precise classes applicable across the world, but also allowing users to define classes fitting
their specific needs. This could be achieved by mapping land cover fractions, indicating
the proportion of area covered by each land cover class. Therefore, the goal of this thesis
is to improve the methods of predicting land cover fractions and monitoring their change
at a global scale, in order to aid the creation of frequently updated, comprehensive and
temporally consistent global land cover products.

Chapter 1 is an introduction to the thesis, introducing the concept of land cover fraction
mapping at a global scale and the challenges involved in making the maps accurate and
consistent in time. This chapter covers the objective and research questions of the thesis
and how they are connected to each other.

Chapter 2 focuses on machine learning methods to improve global land cover fraction
map accuracy. In this chapter, a number of machine learning algorithms are compared
to determine their suitability for performing land cover fraction mapping, and the map
errors are analysed. In addition, a multi-step framework is proposed to deal with the
zero inflation issue that is specific to the field of land cover fraction mapping, where most
land cover fractions are zero in any given location. The results showed that having a
separate model to determine whether a location is covered only by a single land cover class,
followed by a separate classification or a regression model, results in more realistic land
cover fraction maps representing the most likely land cover fractions, especially improving
pure classes. Random forest regression was found to perform the best out of the tested
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algorithms for land cover fraction mapping. This chapter provides a framework with which
land cover fractions can be mapped with higher accuracy at a global scale.

Chapter 3 focuses on improving the consistency of multi-temporal fraction maps using a
Markov chain model as a postprocessing method. This chapter compares the consistency
of land cover fractions between a base Random forest regressor with no postprocessing, a
recurrent Random forest implementation where the prediction of the previous year was
used as input to predict the next year, and a Markov chain that attempted to minimise
the differences between adjacent years and take the likely co-occurrences between classes
into account. The results showed that the Markov chain approach significantly improved
the accuracy and consistency of the yearly-updated land cover fraction maps compared to
the base Random forest predictions. It was also superior to the recurrent Random forest
approach, which tended to reduce in accuracy in later years. This chapter stresses the
importance of postprocessing land cover maps to improve their temporal consistency.

Chapter 4 introduces BFAST Lite, an unsupervised change detection algorithm that
builds upon the well-established BFAST family of change detection algorithms. Although
the BFAST model is well-known, its application and adoption especially for large-scale
and global applications has been low due to several inherent limitations. BFAST Lite was
introduced as an alternative that focuses on applicability for larger areas due to improved
speed and the ability to handle missing values, such as in cloudy areas. While BFAST
relies on a computationally expensive iterative seasonal decomposition of time series using
the LOESS technique, BFAST Lite performs change detection in a single iteration without
the need of decomposition. The results showed that BFAST Lite is significantly faster than
BFAST, without impacting the change detection accuracy. It also introduced additional
tunable parameters and output statistics, such as breakpoint magnitude and goodness of
fit. This chapter provides the land cover mapping community with a free software tool to
perform unsupervised change detection at a global scale.

Chapter 5 focuses on improving temporal consistency in dense time series of land cover
predictions using BFAST Lite as a postprocessing algorithm. BFAST Lite, introduced in
Chapter 4, was used to further study the challenge raised in Chapter 3, at a much finer
temporal scale where land cover maps are updated every one or two weeks. In this chapter,
a new framework is proposed where a change detection algorithm, in this case BFAST Lite,
can be used as a part of the land cover map production and updating pipeline directly.
Rather than using an external univariate vegetation index as an input, BFAST Lite was
shown to be capable of taking dense land cover predictions (fraction or probability) as
input to produce more consistent land cover as a postprocessing technique, significantly
improving the accuracy of land cover change. This chapter showcases the possibilities of
postprocessing land cover products that could even be produced externally, such as Google
Dynamic World, in order to create more temporally consistent land cover maps.



vii

Chapter 6 is a synthesis of the findings of the thesis, answering the research questions
posed in Chapter 1. In addition, the chapter proposes a future outlook and research
directions for the field of land cover fraction and change monitoring.

The PhD thesis contributes to the field of remote sensing by exploring the techniques to
improve mapping land cover fractions and monitoring their change to aid in producing
up-to-date and temporally consistent land cover fraction products. It paves the way for
a new generation of land cover products that can both better detect and express the
diversity of land cover and its change, and serve the diverse users of these products better
by providing means to customise them.
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Chapter 1

Introduction



1
2 Introduction

1.1 Global land cover and its characterisation

Land cover is the observed biophysical cover of the Earth’s surface. It includes natural land
cover classes such as forests (tree cover), grasslands (herbaceous cover), shrublands, bare
soil, water bodies, wetlands, as well as artificial classes such as built-up land. Agricultural
crops are usually included among land cover classes due to their great importance for
mankind, although it is technically a class of land use, rather than land cover.

Characterisation and mapping of land cover is essential for many stakeholders, from
international organisations to local landowners, in order to monitor and manage it in
desired ways. Land cover monitoring is key for many indicators of the United Nations
Sustainable Development Goals (SDGs), such as SDGs 2, 6, 9, 11, 14 and most importantly
15: Life on Land (Carter and Herold, 2019). It is an Essential Climate Variable, with great
importance for the climate modelling community (Zemp, 2022). A number of Essential
Biodiversity Variables (Pereira et al., 2013), that are important for monitoring changes
in flora and fauna, and Essential Geodiversity Variables (Schrodt et al., 2019), that are
important for monitoring the diversity of landscape forms and geology, are based on land
cover products.

Many uses of land cover data require a consistent way of characterising land cover across
the globe, both across space and across time. This includes defining a clear set of classes
that would be applicable across the globe and using uniform methods to produce global
land cover maps. Only then land cover can be comparable across countries, and be
monitored through time.

Given the vast extent of the globe, the primary means of producing global land cover map
products is by the use of remote sensing. Land cover is derived from imagery captured
by sensors on board satellites. The most important sources of satellite data in recent
years have been the European Space Agency (ESA) Copernicus programme, including
its Sentinel-2 satellites with optical sensors, and the Landsat programme of National
Aeronautics and Space Administration (NASA) and United States Geological Survey
(USGS). Both of these programmes provide open and free access to global remote sensing
data. Given the vast volumes of remote sensing data, machine learning algorithms are
required to extract land cover information from the remote sensing data and to produce
global land cover maps.

1.2 Land cover fractions

Most currently produced land cover maps are discrete: for each mapping unit, typically
a pixel of a remote sensing image, the land cover map provides information about the
dominant land cover class. This convention is simple but has drawbacks: information about
non-dominant land cover classes in each mapping unit is lost, leading to an underestimation



1
1.2 Land cover fractions 3

of rare land cover classes. For example, urban areas are typically mixed with green areas
(urban green), which often take a larger area than the built-up area. The dominant land
cover class by fraction of area in such case would be the urban green, and the built-up
area would be underestimated. Land cover maps often give priority to the built-up area
class, e.g. by labelling any area with 10% or more built-up area as built-up, therefore
underestimating urban green instead (Zhu et al., 2022). One way to tackle this problem,
used by global land cover products such as ESA Climate Change Initiative Land Cover
(CCI LC) (ESA, 2017), is to define a number of “mosaic” classes, which are a mix of other
land cover classes at a specific proportion. However, this approach leads to an increased
complexity of land cover map legends, limits the users to a set of predefined proportions
for these mixed classes, and still result in an imprecise estimation of land cover areas.

An alternative option to land cover maps with discrete classes is land cover fraction maps.
Instead of a label for the dominant land cover class (i.e. a thematic map), a land cover
fraction map provides the fraction of each land cover class in each mapping unit. Therefore,
land cover fraction maps are continuous maps, providing one layer per land cover class. In
addition to better area estimates (Sales et al., 2022), land cover fraction maps provide
a more realistic view of land cover distribution, including expressing gradients between
classes. Land cover fraction maps also enable the tracking of trends in land cover, such
as degradation or regrowth, and forms the basis for additional essential variables, such
as the Essential Biodiversity Variable “live cover fraction” and the SDG indicator 15.4.2
“Mountain Green Cover Index”. In addition, users of land cover fraction maps can create
their own discrete land cover maps by defining the classes that they are interested in and
at what mixture proportions.

Land cover fraction mapping is not a new concept. It dates back to the 1980s, when fuzzy
set theory and linear mixture modelling provided a basis for many of the early land cover
fraction mapping algorithms (Adams et al., 1995; Keller et al., 1985). Therefore, land cover
fraction maps are sometimes also referred to as fuzzy land cover maps. Land cover fraction
mapping started in the 1980s and gained prominence in the 1990s and early 2000s (Cannon
et al., 1986; Foody, 1997; Trivedi and Bezdek, 1986; Zhang and Foody, 2001), when remote
sensing imagery was at a relatively coarse spatial resolution and available computing power
did not allow producing global fine spatial resolution land cover maps. Land cover fraction
mapping would provide means to “unmix” coarse pixels, such as 500m imagery from the
Moderate Resolution Imaging Spectroradiometer (MODIS) sensor, into more meaningful
fractions. The MODIS Vegetation Continuous Fields product (Townshend, 1999) was a
result of such effort and a pioneering global land cover fraction product. It provided a
global 500m annually updated estimate of three land cover fractions, namely, herbaceous
vegetation, woody vegetation and non-vegetated.

With increasing computing power and spatial resolution of satellite sensors, focus has
shifted to mapping discrete land cover classes. However, land cover fractions are recently
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once again gaining prominence. A highly influential land cover fraction product has been
the Global Forest Change product by the University of Maryland (Hansen et al., 2013),
providing a tree cover percentage layer for the year 2000, as well as predictions of forest
gain and loss areas since 2000. A recent land cover fraction product with comprehensive
classes is the Copernicus Global Land Service Land Cover 100m (CGLS-LC100) product
(Buchhorn et al., 2020). It provides an annually updated map with ten land cover fraction
layers from 2015 until 2019 at 100m resolution. The follow-up project, Copernicus Global
Land Cover and Tropical Forest Mapping and Monitoring service (LCFM), aims to update
the maps, including the fraction layers, annually until 2026, and provide discrete maps at
10m spatial resolution (Joint Research Centre, 2023). The modern land cover products are
produced using machine learning algorithms, currently primarily using algorithms based
on decision trees and their ensembles.

1.3 Land cover change and change detection algo-
rithms

In order to monitor land cover, it is important to have land cover maps that are regularly
updated, or land cover change maps that directly indicate areas that have changed and
how. While creating a map of potential change areas via the differencing method between
two land cover maps from the same land cover product is a trivial computational task,
this method of obtaining land cover change is discouraged by most global land cover
map producers. The reason is that the change observed between two maps does not
necessarily indicate actual change happening on the ground. Often the change comes
from mapping errors caused by small variations in input data, seasonal and interannual
variability, difference in atmospheric aerosols and even noise from the base classifier
algorithm. Therefore, the differencing method produces a lot of spurious change that does
not represent an actual lasting change in land cover.

Multiple approaches have been developed in order to reduce spurious change and to
either produce more temporally consistent land cover maps or directly land cover change
products. One of the approaches is the use of change detection algorithms. A large number
of unsupervised change detection algorithms has been developed, including Continuous
Change Detection and Classification (CCDC) (Zhu and Woodcock, 2014), LandTrendr
(Kennedy et al., 2010) and the Breaks For Additive Season and Trend (BFAST) family of
change detection algorithms (Verbesselt et al., 2010a; Verbesselt et al., 2010b; Verbesselt
et al., 2012). These algorithms work by taking a time series of one or more spectral bands
of a satellite sensor or a vegetation index (VI) derived from a set of bands, and segmenting
it into time periods with similar properties, such as periods of no change, gradual change
or abrupt change. The segment boundaries define breaks in the time series and can then
be used as indicators of potential land cover change. However, these breaks are indicative
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of the change in the spectral signal of the sensor and not necessarily of land cover. For
example, a grassland that experiences a burn or a flooding event would exhibit a large
magnitude abrupt change in a VI time series, but the land cover class does not change
because of the event; it stays a grassland. Therefore, using change detection algorithms
to reduce spurious change in land cover time series is still challenging, as they tend to
overestimate change as well. An example of a product that makes use of a change detection
algorithm applied on a VI time series to reduce spurious change is CGLS-LC100 (Buchhorn
et al., 2021).

Another prominent approach to reducing spurious change in land cover time series is
the use of Markov models. Notably, the approach chosen by the team implementing
the MODIS Land Cover Collection 6 product is to make use of the Hidden Markov
Model (HMM) (Abercrombie and Friedl, 2016). Markov models are designed as (partially)
supervised postprocessing models that, when applied to a time series of land cover, alter
the values according to a set of rules and weights. Markov models can take into account
both expert knowledge (e.g. that trees cannot naturally regrow in a year from bare soil),
as well as training data from which generalised transition probabilities can be derived.
Abercrombie and Friedl (2016) used an HMM in an unsupervised way, by setting all
transition probabilities to an equal score, but using the class probabilities from a base
classifier as a means of reducing change that the base classifier is not confident in. Markov
models are also applied spatially, in the form of Markov Random Fields (MRFs), to include
spatial correlation and distance-based rules, resulting in spatiotemporal postprocessing
models (Cai et al., 2014; Li et al., 2014).

1.4 User needs and research gaps

While there has been considerable development in the field of global land cover mapping,
linked to the advancement of the remote sensing field in general, many challenges still
remain to be addressed. The climate community has created a list of user requirements for
land cover maps to be used as an Essential Climate Variable (Zemp, 2022). They identify
three key use cases for land cover maps: climate modelling, local land management and
policy-making, with each use case having related but slightly different requirements. The
requirements include spatial and temporal resolution, temporal extent, production lag,
accuracy and stability. 100m spatial resolution is considered sufficient for most use cases,
with only the local land management requiring 30 to 10m or finer spatial resolution. Recent
global land cover maps such as ESA WorldCover (Zanaga et al., 2021) are tackling this
challenge with the use of 10m Sentinel-2 satellite imagery. In terms of temporal resolution,
yearly updated global land cover maps are becoming the norm. There are first attempts
at creating products at a monthly or even finer temporal resolution, such as the Google
Dynamic World product (Brown et al., 2022). It also tackles the timeliness requirement
by automatically producing land cover maps for each observation of Sentinel-2.
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The largest gaps therefore remain in terms of temporal extent, accuracy and stability. The
CCI LC map covers nearly 30 years of global land cover, but multiple use cases in Zemp
(2022) call for 50 or even 100 years of land cover maps, to be produced using historical
sources. In terms of accuracy, the use cases call for 65% accuracy across all classes for
their maps to be useful. This is already a difficult goal to reach, as self-reported overall
accuracy of global land cover products has generally been around 75% (Herold et al.,
2016). Individual class accuracy varies and some classes, such as grassland, shrubland and
wetland, tend to be difficult to classify and usually score lower in either user’s or producer’s
accuracy (Brown et al., 2022; Tsendbazar et al., 2021b). Self-reported accuracy assessment
is often done using cross-validation, and independent validation would generally result in
even lower accuracy scores. The goal of 80% accuracy, defined as the breakthrough goal in
two use cases, is only reached as overall accuracy and only by a few global land cover maps,
such as CGLS-LC100 and ESA WorldCover. The goal of 95% accuracy across all classes
is currently entirely unattainable outside single-class maps. Therefore, it is important to
research methods to further improve the accuracy of global land cover maps.

Stability is the last user requirement, and it has even stricter requirements: only 25%

error is acceptable in terms of stability. However, stability does not have a definition that
is universally accepted, with multiple definitions offered by different authors (Padilla et al.,
2014; Tsendbazar et al., 2021a). The general concept, however, relates to the stability in the
time series of land cover maps, and therefore relates to the accuracy of land cover change.
Mapping land cover change is challenging due to the tendency of base classifiers and
change detection algorithms to overestimate detected change, resulting in high commission
error. As a result, it is uncommon for land cover products to provide indications of change
directly. The products that do provide change focus on particular land cover classes, such
as forests (Hansen et al., 2013) or water (Pekel et al., 2016). Therefore, it is important
to study methods to improve the stability and temporal consistency of multi-class global
land cover maps.

Another area in which more research is needed is the methods to perform land cover
fraction mapping. Even though the importance and benefits of land cover fraction maps
have been recognised several decades ago (Townshend, 1999), most research in the land
cover domain has so far focused on discrete classes. There are no universal guidelines
even on which statistics should be used to evaluate the accuracy of land cover fraction
products, with several having been proposed (Foody, 1996; Silván-Cárdenas and Wang,
2008). More research is needed to determine which satellite sensors and machine learning
or deep learning algorithms are most suited for the regression problem that land cover
fraction mapping presents. Land cover fraction change mapping is an even less explored
field, providing unique opportunities to track gradual processes such as forest degradation
and regrowth. Research into methods to ensure stability and (spatio-)temporal consistency
of land cover fraction maps is very important, especially for the user uptake of temporally
dense products such as Google Dynamic World.
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One way of improving the temporal consistency of land cover maps is to perform postpro-
cessing of the initial land cover maps. Postprocessing techniques have been studied for
discrete land cover classes (e.g. HMMs proposed by Abercrombie and Friedl (2016)), but
rarely for land cover fractions. Souverijns et al. (2020) applied an HMM as postprocess-
ing on the CGLS-LC100 fraction layers, but only to detect change at the discrete class
level. Adapting postprocessing methods designed for discrete classification to work on
continuous data is difficult and requires further research. Lastly, there is little research on
postprocessing dense, i.e. fine temporal resolution, time series of land cover, especially
land cover fractions.

1.5 Research Objectives

The goal of this thesis is to improve the methods of land cover fraction mapping to
contribute towards the improvement of accuracy and temporal consistency of land cover
fractions and their change monitoring. To address the overall objective, three research
questions are defined, one with two sub-questions:

RQ1. How well can global land cover fraction maps be produced given various regression
methods and their input data?

RQ2. How can the flexibility and scalability of change detection algorithms be improved
for land cover change monitoring at the global scale?

RQ3. What postprocessing methods can be used to improve the consistency between
frequently updated land cover fraction maps?

(a) To what extent can Markov chain and temporal variants of Random Forest
improve the temporal consistency of yearly land cover fraction maps?

(b) What is the effect of using change detection algorithms to postprocess temporally
dense time series of land cover predictions?

1.6 Thesis Overview

This thesis consists of six chapters, including this introduction chapter. The research
questions of this thesis are answered in the four main chapters (Chapter 2 to Chapter
5). The relations between the research questions and the main chapters of this thesis are
shown in Figure 1.1. Chapter 6 serves as a synthesis of the entire work.

Chapter 2 tackles the issue of mapping land cover fractions rather than discrete land cover
classes. The chapter evaluates a number of machine learning methods for performing global
land cover fraction mapping and compares their performance. This chapter also proposes a
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Figure 1.1: Conceptual framework of this thesis, linking the research questions with the
chapters in the thesis.

novel method to deal with the zero inflation issue inherent in land cover fraction mapping,
by combining regression with classification models in a multi-step approach.

Chapter 3 proposes the use of a Markov chain model to serve as a postprocessing
algorithm for improving the consistency of yearly global land cover fraction maps, and
compares it with two temporal variants of the Random Forest model.

Chapter 4 presents BFAST Lite, a variant of the BFAST change detection algorithm, opti-
mised for change detection at a global scale by offering improved processing speed, tolerance
for missing values in the input time series and more flexibility in its parameters.

Chapter 5 investigates the application of BFAST Lite as a postprocessing method for
improving the temporal consistency of high frequency time series of land cover maps. The
proposed method is tested on a time series of global land cover maps produced by both a
custom Random Forest model, and the Google Dynamic World product.

Chapter 6 summarises the findings in this thesis, discusses the answers to the research
questions, and provides a future outlook for the field of global land cover fraction map-
ping.



Chapter 2

Global land characterisation using land
cover fractions at 100 m resolution

This chapter is based on:

D. Masiliūnas, N.-E. Tsendbazar, M. Herold, M. Lesiv, M. Buchhorn, and J. Verbesselt
(2021a). “Global land characterisation using land cover fractions at 100 m resolution”.
Remote Sensing of Environment 259, 112409. doi: 10.1016/j.rse.2021.112409

Supplementary material to this chapter can be found online at https://doi.org/10.
1016/j.rse.2021.112409.
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Abstract

Currently most global land cover maps are produced with discrete classes, which express
the dominant land cover class in each pixel, or a combination of several classes at a
predetermined ratio. In contrast, land cover fraction mapping enables expressing the
proportion of each pure class in each pixel, which increases precision and reduces legend
complexity. To map land cover fractions, regression rather than classification algorithms
are needed, and multiple approaches are available for this task.

A major challenge for land cover fraction mapping models is data sparsity. Land cover
fraction data is by its nature zero-inflated due to how common the 0% fraction is. As
regression favours the mean, 0% and 100% fractions are difficult for regression models
to predict accurately. We proposed a new solution by combining three models: a binary
model determines whether a pixel is pure; if so, it is processed using a classification model;
otherwise with a regression model.

We compared multiple regression algorithms and implemented our proposed three-step
model on the algorithm with the lowest RMSE. We further evaluated the spatial and
per-class accuracy of the model and demonstrated a wall-to-wall prediction of seven land
cover fractions over the globe. The models were trained on over 138 000 points and
validated on a separate dataset of over 20 000 points, provided by the CGLS-LC100 project.
Both datasets are global and aligned with the PROBA-V 100 m UTM grid.

Results showed that the random forest regression model reached the lowest RMSE of
17.3%. Lowest MAE (7.9%) and highest overall accuracy (72%± 2%) was achieved using
random forest with our proposed three-model approach and median vote.

This research proves that machine learning algorithms can be applied globally to map a wide
variety of land cover fractions. Fraction mapping expresses land cover more precisely, and
empowers users to create their own discrete maps using user-defined thresholds and rules,
which enables customising the result for a diverse range of uses. The three-step approach
is useful for addressing the zero-inflation issue and mapping 0% and 100% fractions more
accurately, and thus has already been taken up in the operational production of global land
cover fraction layers within the CGLS-LC100 project. Furthermore, this study contributes
to the accuracy assessment of land cover fraction maps both thematically and spatially,
and these methods could be taken up by future land cover fraction mapping efforts.

Keywords. PROBA-V, global land cover mapping, land cover fraction mapping, time
series analysis, machine learning, random forest, Cubist, support vector regression, neural
network, spatial accuracy, zero inflation
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2.1 Introduction

Land cover, as one of the key variables for monitoring a number of SDGs, has lately received
more attention due to increased availability of higher spatial and temporal resolution
satellite data. In this context, the capacity for land monitoring has increased, and new
global land cover maps have emerged to better map the current land cover of the world,
as well as to track land cover change. Some of the recent achievements have been the
CCI LC product (ESA, 2017) that provides a long-term set of consistent global annual
medium-resolution land cover maps aimed at the climate community, Copernicus Global
Land Service Land Cover 100m (CGLS-LC100) product (Buchhorn et al., 2019a; Buchhorn
et al., 2020) that provides a finer spatial resolution and higher quality with yearly updates
since 2015, and the Finer Resolution Observation and Monitoring Global Land Cover
(FROM-GLC10) product (Gong et al., 2019) that showcases the potential of land cover
mapping at 10 m resolution.

Except for the cover fraction layers of the CGLS-LC100 product, all other global land
cover products that include major land cover classes, such as the ones described by Arino
et al. (2007), Bartholomé and Belward (2005), Chen et al. (2015), Friedl et al. (2010),
and See et al. (2015), are provided with discrete classes (also known as “hard” or “crisp”
classification), where each pixel of the map can only represent a single land cover class.
Such discrete classification oversimplifies reality, as mixed pixels that are covered by
multiple land cover classes are a common occurrence. This issue is exacerbated at coarse
resolutions and over heterogeneous landscapes. It may result in biases, for instance, a
sparse forest may be classified as grassland, ignoring the relatively few trees in the area,
and thus underestimate tree cover in the pixel. These systematic errors then add up when
scaling the result to the entire region.

A potential solution to this issue is to characterise land cover using cover fractions. In
this approach, instead of a single discrete class, the proportion of every class in the legend
is reported for every pixel of the map. That way, the land cover models work not on
pixel labels, such as “forest”, but on land cover characteristics, such as tree cover, defined
as the area of the pixel covered by tree canopies, or herbaceous cover, defined as the
area not covered by woody vegetation. This is also called “fuzzy” or “soft” classification,
and sometimes “subpixel” mapping or “linear mixture modelling” (Okeke and Karnieli,
2006).

Land cover fraction mapping has been attempted in the past. Most of the previous research
has focused on deriving land cover fractions of 3-6 classes at a local scale (Adams et al.,
1995; Dwivedi et al., 2012; Foody, 1996; Gessner et al., 2013; Hansen et al., 2011; Lizarazo,
2012; Okujeni et al., 2018; Sharma et al., 2011; Uma Shankar et al., 2011; Walton, 2008),
less often at a regional scale and with more detailed classes (Colditz et al., 2011). The
methods for assessing the accuracy of the results vary greatly between the different studies.
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In addition, global land cover fraction products have emerged, but focused on a particular
class, such as tree cover (Hansen et al., 2003; Hansen et al., 2013; Townshend, 2017), water
(Pekel et al., 2016; Schroeder et al., 2015) and urban area (Corbane et al., 2019; Gao and
O’Neill, 2020; Gong et al., 2020). To date, only CGLS-LC100 (Buchhorn et al., 2019b)
provides global maps with fractions of every major land cover class (Tsendbazar et al.,
2019).

Land cover fraction mapping can be performed using a variety of different approaches
and algorithms. In its core, it is a regression rather than a classification problem, as the
output is a fraction of a label rather than a label itself. Methods that have been tested
in previous studies include fuzzy nearest centroid regression (Zhang and Foody, 2001),
spectral mixture analysis (SMA) (e.g. Adams et al., 1995; Hobbs, 2003; Shimabukuro
and Smith, 1991; Yang et al., 2012), random forest (RF) regression (e.g. Walton, 2008),
support vector machine (SVM) regression (Walton, 2008), Cubist regression (Walton,
2008), multi-layer perceptron (MLP) neural networks (NNs) (Zhang and Foody, 2001),
genetic algorithms (Stavrakoudis et al., 2011) and wavelet transformation (Uma Shankar
et al., 2011). The previous studies have only used or compared a few of these methods
at once, and never with a thematically complete set of land cover classes nor at global
scale.

A common issue with the use of land cover fraction data as input into regression models
is data imbalance. The more classes are mapped, the more likely it is that one or more
classes are not present in a given pixel (have a 0% fraction), leading to zero inflation. This
is especially the case in homogeneous areas, where we can find not only an inflation of
0% fractions, but also an inflation in 100% fractions. This data imbalance leaves little
training data in the middle for the regression models to learn from. Conversely, regression
models tend to favour predictions closer to the mean and rarely predict extreme values.
In this study, we propose the use of a hierarchical multi-step modelling approach to better
predict these extreme values.

Model accuracy assessment by itself is often challenging, especially at a global scale. It
requires a comprehensive dataset across the globe that would be comparable with the
training data, and yet independent of it. Accuracy assessment of land cover fractions is
even more challenging, as it requires a dataset that either provides fraction information, or
fine spatial resolution data from which it can be calculated. Because of these challenges,
the information about the accuracy of the existing global land cover fraction products is
often limited, which makes it difficult for the users to decide whether a given product suits
their needs. Users would also benefit from knowing the spatial variation of accuracy, as
models may be more accurate at certain locations of the world and less so at others.

In this study, after investigating and comparing a variety of methods for global land cover
fraction mapping, we proposed an approach to enhance land cover fraction mapping by
dealing with the inherent data imbalance issue. We assessed the accuracy of the result
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both thematically and spatially, by calculating model accuracy spatially across the globe.
Lastly, we investigated the effect of input features on each mapped class fraction. Therefore
the primary objectives of our study were to:

1. Investigate approaches for reducing bias in the model predictions with regards to
zero inflation and predictions tending towards the mean.

2. Assess the accuracy of the models from a thematic and spatial point of view,
comparing it to existing global land cover products.

2.2 Data and Methods

2.2.1 Reference data

The reference data (for model training and validation) used in this study was collected as
part of the CGLS-LC100 project (Buchhorn et al., 2020; Tsendbazar et al., 2019). The
data includes over 150 000 training points and over 21 000 validation points across the
globe, describing the fractions of 12 classes in the year 2015. The classification scheme
follows the United Nations Land Cover Classification Scheme (LCCS) (Buchhorn et al.,
2020). However, due to the limited number of observations for some rare classes, we merged
them to get a total of seven: bare land (including snow and ice), cropland (including
shifting cultivation), herbaceous vegetation (including wetland, lichen and moss), shrubs,
trees, built-up and inland water. The “unknown” class was discarded: points with the
dominant land cover class marked as unknown were not used. For points with a minority
fraction of unknown, the remaining classes were linearly rescaled to add up to 100%. Thus
in the end the training dataset size became 138 164 and the validation dataset size became
20 705. See figure 2.1 for the spatial distribution of the points.

These global datasets were generated by performing high-resolution satellite imagery
interpretation by a team of experts, using the GeoWiki platform. Each sampled point
corresponded to a single 100 m by 100 m pixel of the PROBA-V 100 m UTM grid
(Buchhorn et al., 2020). The area of each of these sampled pixels was subdivided into 100
subpixels at 10 m by 10 m spatial resolution. The subpixels were labelled by the experts,
and then converted into land cover fraction estimates by calculating the proportion of
subpixels that each land cover class covers in the pixel. The satellite imagery that the
experts interpreted corresponded to the year 2015.

The training set was generated by a team at the International Institute for Applied Systems
Analysis (IIASA), whereas the validation dataset was generated by a team at Wageningen
University & Research (WUR). The validation dataset was first developed over Africa
(Tsendbazar et al., 2018), and was later expanded to cover the whole world (Buchhorn
et al., 2020). The class definitions and tools used to collect the data was equivalent for
both datasets, but performed independently by a separate group of regional experts to
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Figure 2.1: Sample points representing 100m× 100m areas at which land cover reference
data was used in the study. The colours represent the dominant land cover class at each point.
(a): training dataset, collected by IIASA, 138 164 points used in this study. (b): validation
dataset, collected by WUR, 20 705 points used in this study. Both datasets were collected as
part of the CGLS-LC100 project (Buchhorn et al., 2020).

ensure independence of the data, and using a different sampling method. The validation
dataset was generated separately using stratified random sampling and follows the CEOS
Land Product Validation guidelines, which focus on independent and statistically rigorous
accuracy assessment. In contrast, the training dataset uses a mix of systematic sampling
and additional random sampling in areas that exhibit higher heterogeneity, so as to provide
the algorithms with enough data to train in all areas of the world.

2.2.2 Model training features

See figure 2.2 for an overview of the whole processing chain used in this study. The
processing was carried out in R (R Core Team, 2021) and the resulting code has been
made openly available in Masiliūnas (2020).

To train the models and predict land cover fractions in unsampled locations, six groups
of features were used: vegetation indices, temporal metrics, terrain metrics, soil metrics,
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Figure 2.2: Processing workflow, from the raw input data to model accuracy assessment and
wall-to-wall map output.

climate metrics and location data (see Appendix 2.A, table 2.A.1). These features had to
be preprocessed before they could be input into the models.

We chose to use the entire archive (2014-03-11 to 2019-07-16) of the PROBA-V 100 m
Level 3 Top-of-Canopy 5-day composite product (Dierckx et al., 2014; Wolters et al.,
2016) for this study. The PROBA-V archive provides a relatively long history of frequent
(daily or 2-day) observations, which is beneficial for time series analysis, as there are more
observations of the land surface in cloudy areas, and a dense time series of observations can
be acquired to generate robust temporal metrics. While the reference data corresponded
to the land cover at the year 2015 specifically, we chose to use the whole time series of
PROBA-V data to obtain more robust statistics for the temporal metrics. The long time
series makes the temporal outlier filtering step more reliable, increases the robustness of the
fitted harmonic model, and removes the effects of interannual variability and seasonality
in the calculated descriptive statistics, as described in the following sections. Land cover
change is a relatively rare phenomenon, according to tests performed in the making of
CGLS-LC100 collection 3, and so we expected that the difference caused by land cover
change to the input data would be smaller than the margin of error of the model output.
Nevertheless, this may result in poorer model performance compared to if up-to-date
reference data for each year would be available.

We masked out the clouds from the time series of each of the four PROBA-V spectral
bands, first by applying the status mask provided with the product itself, and then by
running a temporal cloud filter to remove the remaining outliers that were further than
2 standard deviations away from the locally estimated scatterplot smoothing (LOESS)
curve fitted over the blue reflectance band. We then used the resulting cloud-free time
series to generate the following vegetation indices (VIs): Normalised Difference Vegetation
Index (NDVI), Normalised Difference Moisture Index (NDMI), Enhanced Vegetation Index
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(EVI), Optimised Soil-Adjusted Vegetation Index (OSAVI) and near infra-red of vegetation
(NIRv). These VIs are commonly used in land cover mapping to aid in discerning the
vegetation classes among each other. Next, we used the VI time series to calculate the
descriptive statistics (median and interquartile range) over the whole time series, as well
as for each phenological season separately. We included the resulting metrics as vegetation
index features. Next, we ran harmonic analysis (Jakubauskas et al., 2001) on NDVI in
order to decompose the time series into sine and cosine components for two frequency
orders (annual and semiannual), as well as the trend and intercept of the model. The
temporal metrics from the harmonic model quantify the seasonality of the area and allow
differentiating between vegetation with different seasonality, such as crops. From this
harmonic analysis we obtained the minimum and maximum values of the NDVI time series,
which we included as additional vegetation index features. We also obtained the the trend
and intercept components from the harmonic model. Lastly, we calculated the phase and
amplitude for the two harmonic orders from the respective sine and cosine components of
the model. We used these sine, cosine, trend and intercept components, as well as the
phase and amplitude of the two harmonic orders, as temporal features in our study. For
a list of features that were ultimately used as input to the models, see Appendix 2.A,
table 2.A.1.

To generate elevation features, we obtained the ASTER GDEM v003 (NASA et al., 2019)
product (30m) and resampled it to the PROBA-V 100m grid. We used the result directly
as the terrain elevation feature. In addition, we used the Geospatial Data Abstraction
Library (GDAL) (GDAL/OGR contributors, 2020) to calculate terrain parameters out of
elevation: slope, aspect and Terrain Position Index (TPI).

We chose the WorldClim 2.0 30 second product (Fick and Hijmans, 2017) as a source of
climate features. It includes monthly temperature, precipitation, solar radiation, wind
speed and water vapour pressure data. In addition to these features, we calculated 19
bioclimatic parameters from the data, using the dismo package (Hijmans et al., 2017). We
also calculated some additional biophysical parameters, namely all of the climate variables
during the coldest, warmest, driest and wettest months of the year at each location, as
well as the yearly averages of the climate variables.

We used SoilGrids (Hengl et al., 2017) to obtain features related to soils. SoilGrids
is based on a random forest model that predicts soil properties at various soil depths
globally at a 250m resolution. In the creation of SoilGrids, a land cover map (based
on MODIS) had been used, and so, in order to avoid circular inference, the features
that are significantly influenced by the land cover map as detailed in Hengl et al. (2017)
were excluded. The soil taxonomy features were also excluded, since they are categorical
derivatives from the numerical soil property data and thus do not contribute to land cover
fraction prediction.
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Lastly, we also included the latitude, longitude and absolute latitude of the reference
points as location features when training the models, so that the models could learn spatial
patterns.

2.2.3 Feature selection

In total, we generated 313 features in preprocessing. However, many of them were collinear
with one another. Multicollinearity prolongs training time for machine learning models
and leads to unreliable coefficient estimation and increased error variance for linear models.
Thus, we employed variable selection to remove collinear features before predicting the
land cover fractions. Features that had a Pearson’s correlation coefficient r (Pearson, 1895)
above 0.9 were excluded in an iterative process. After that, features with a Spearman’s
rank correlation ρ (Spearman, 1904) above 0.9 were likewise excluded.

We manually selected the features to exclude, to avoid interpretation difficulties that
arise from automatic selection procedures. The majority of the collinear features were
soil metrics predicted at different depths. Therefore, we left in the 10 cm depth features,
and excluded the other depths, as long as r was above 0.9. Similarly, climate data were
collinear between subsequent months. Thus January and July data were preferred, as
these months represent different extremes of the year and are less correlated with data of
the other months. Our initial correlation analysis also showed that the spectral bands of
PROBA-V were highly correlated with each other as well as to VIs, so we only used VIs
as features.

After the feature selection process, 67 features remained. These features include data from
each of the feature categories. See Appendix 2.A, table 2.A.1 for an overview of all of the
features that remained and thus used in model training and prediction.

2.2.4 Land cover fraction mapping methods

We compared a wide array of machine learning regression methods for deriving land
cover fractions. The tested methods can be broadly divided into three types: linear
models, machine learning models based on classification and regression trees (CARTs),
and machine learning models not based on CARTs. See table 2.1 for the full list of
methods that we compared in this study. In addition, as a baseline we also compared
the results with a trivial equal proportion model (all fractions always predicted to be
equal, namely 100%

7
≈ 14.29%). Any useful model has to perform better than the equal

proportion model, and by comparison to it, it is possible to tell how much better a model
performs in estimating the fraction of each class. We tuned each algorithm to select
optimal parameters, and postprocessed the output of each algorithm as necessary to
ensure that all land cover fractions in each pixel add up to 100%. Namely, if the model
output for any class was outside of the 0-100% range, the values were clamped to that
range, and if the values did not add up to 100%, they were linearly rescaled so that they
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Table 2.1: List of regression methods for land cover fraction estimation tested in this study.

Category Name Reference R package and authors

Linear models

Fuzzy nearest centroid (FNC)
General linear regression model (GLM)
Partial least squares (PLS) regression
Lasso regression
Multinomial logistic regression (MLR)

Keller et al. 1985
Neter et al. 1996
Wold et al. 2001
Tibshirani 1996
Theil 1969

GSIF (Hengl et al., 2004)
stats (R Core Team, 2021)
pls (Mevik et al., 2016)
glmnet (Friedman et al., 2010)
nnet (Venables and Ripley, 2002)

Machine learning mod-
els based on decision
trees

Random forest (RF) regression
Cubist regression

Breiman 2001
Quinlan 1992

ranger (Wright and Ziegler, 2017)
Cubist (Kuhn and Quinlan, 2020)

Other machine learn-
ing models

MLP neural networks (NNs)
Support vector machine (SVM) regression

Dreyfus 1990
Suykens and Vandewalle 1999

keras (Allaire and Chollet, 2018)
liquidSVM
(Steinwart and Thomann, 2017)

Ensemble learning Super Learner Van der Laan et al. 2007 sl3 (Coyle et al., 2020)

would. All of the model building and data analysis was performed using the free and
open-source statistical software R (R Core Team, 2021). The results showed that RF
regression performed the best, with the lowest root mean squared error (RMSE) value of
17.3%. For more technical details and in-depth results of the regression model accuracy
comparison, see Appendix 2.B.

2.2.5 Multi-step approach to account for zero inflation

As RF regression performed the best by RMSE in the regression model comparison, we
tested whether it could be improved further by attempting to solve the training dataset
balance issue, namely the high frequency of 0% and 100% fractions. As the dataset
describes fractions of each land cover class at each point, most of the locations consist
of a mix of only a few classes, and the fraction of the rest of the classes is zero at that
location. If the pixel is pure, then one land cover class will be 100% and the rest 0%,
which is also a common case. This leads to the dataset getting dominated by zeroes.
In that case, minimising the objective function of a machine learning model leads to
prioritising predicting 0% fractions well, and ignoring the prediction errors in the middle
of the 0-100% range. This is not desirable for users of land cover fraction data, as the
added value of fraction information is the information about the middle of the range;
otherwise, discrete classification would be just as good. Conversely, 0% by itself is rarely
predicted precisely, because when the value is uncertain, predictions tend towards the
mean. Therefore we tried several approaches to deal with data imbalance by employing a
hierarchical combination of machine learning models.

We compared three approaches using RF models: (a): a single regression model trained
on all data. (b): a two-model approach in two steps. Step 1: a binary classification
model for each class to predict zeroes, trained on a generated dataset that, based on the
land cover fraction values, had labels “zero” and “non-zero”. Step 2: a model to predict
non-zeroes, trained on all of the non-zero fraction values. For the combined prediction, all
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points that were predicted as “zero” in step 1 were set to 0%, otherwise the value from
the model in step 2 was used. (c): a three-model approach using three steps. Step 1: a
binary classification model to predict pixel purity (i.e. whether we face a classification or a
regression problem), trained on a generated dataset that had labels “pure” for points that
had a single land cover fraction above a purity threshold, e.g. 95%, and “non-pure” for
points that do not. Step 2: a model to perform regression on mixed pixels (as determined
in step 1). Step 3: a model to perform classification on pure pixels (as determined in
step 1), resulting in a prediction of 100% fraction of the predicted discrete class and 0%
fractions for all other classes. The combined prediction is the combination of the results of
steps 2 and 3, as determined by step 1.

For the three-step approach, we also tested the effect of the fraction threshold for when
we consider a pixel “pure”. The lower the threshold, the more pixels are considered pure
and the more often the classification model will be selected, as opposed to the regression
model. We also evaluated the accuracy metrics of the separate steps of the multi-step
models.

Lastly, we compared the results of our proposed multi-step approach with an approach
that uses the median for ensembling tree votes, instead of the mean. The median vote
leads to predicting the extreme fractions of 0% and 100% more often, since if the majority
of the decision trees vote for one of the two extremes, it gets selected as the output value.
Finally, we also investigated the combination of both approaches.

2.2.6 Accuracy assessment

To assess the performance of the models, we used a number of statistical measures. We
started with the statistics of assessing land cover fraction model accuracy that are the
most commonly used in this field: root mean squared error (RMSE), mean absolute error
(MAE) and mean error (ME). MAE represents the average difference between the predicted
and the reference land cover fractions. In our case, its unit is percentage points. RMSE
squares the errors, therefore giving a larger penalty for large errors, and thus is always
higher than MAE. These statistics are relatively straightforward to calculate and interpret.
In the case of land cover fraction mapping, RMSE is very sensitive to errors where a pixel
is entirely mapped as a different class (i.e. 100% instead of 0%). MAE is more lenient
and not as influenced by a small number of such large misclassifications. Thus it is more
indicative of the overall model accuracy, whereas RMSE is more indicative of the presence
of large errors.

We calculated RMSE, MAE and ME, both separately per class, and also pooled overall.
These overall measures were calculated by taking the mean of all class points pooled
together, rather than taking a mean of the per-class means. In addition, we calculated the
relative root mean squared error (RRMSE), relative mean absolute error (RMAE) and
relative mean error (RME) for each class by dividing the absolute measures by the mean
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fraction of each class. The relative statistics give an extra penalty for poor predictions of
rare land cover fractions (i.e. those that are absent from most pixels), to account for the
issue that a prediction of constant 0% would lead to low RMSE and MAE for rare class
fractions.

Next, we estimated the goodness of fit of the models by calculating the coefficient of
determination R2 of the models in two ways. The first way is the Nash–Sutcliffe model
efficiency coefficient (NSE) (Nash and Sutcliffe, 1970), which is equivalent to an R2 of a
linear regression model whose intercept and slope terms are predetermined and are equal
to 0 and 1, respectively. This metric shows how far away the predicted values are from the
1:1 line with the reference values. The value range of NSE is (−∞, 1], where a value of 0
means that the predicted values are no better than predicting the mean value. The second
way is to calculate the R2 of an ordinary least squares (OLS) regression that estimates
the intercept and slope, rather than presetting it. This method always gives higher R2

values than NSE, as it allows the regression line to have more flexibility. The two ways of
estimating the coefficient of determination are herewith represented as R2

NSE and R2
OLS,

respectively.

Furthermore, we calculated a subpixel confusion-uncertainty matrix (SCM) (Silván-
Cárdenas and Wang, 2008), and the metrics derived from it: overall accuracy (OA),
as well as producer accuracy (PA) and user accuracy (UA) per class. The SCM is an
adaptation of the confusion matrix concept to fractional data. We used the MIN-PROD
composite operator as recommended by Silván-Cárdenas and Wang (2008). When using
this operator, the diagonal of the matrix expresses the maximum overlap (agreement) of
the target and predicted class fractions, and the off-diagonal is an expression of which
classes the non-overlapping fractions should belong to by calculating the expected value
of overlap (product of reference and predicted class fraction). For instance, a pixel of
60% grass and 40% shrub, when predicted as 40% grass and 60% shrub, would have
min(60%, 40%) = 40% in the diagonals and 20%×20%

20%
= 20% in the off-diagonals. For

cases where the allocation of the overestimated and underestimated parts of the fraction
do not have a unique solution, the SCM indicates the expected value and an associated
uncertainty measure.

Moreover, to show the variation in predicted land cover fraction values depending on
the magnitude of the fractions, we produced boxplots showing the distribution of the
predictions. The boxplots are binned for each 10% of the predictions. The 1:1 line indicates
how well do the distributions of the predictions and the reference data match. We also
created additional plots showing how RMSE, MAE and ME change over these bins.

To show how the model accuracy varies in space, we produced spatial residuals, i.e. the
overestimation and underestimation of each class fraction for each validation point. We
rasterised the result into global maps for ease of view. If multiple points fell into the same
raster cell, we reported the mean value.
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To put our results in a wider context, we compared them with the currently available
global products for specific land cover classes. For this comparison, we used the same
validation dataset as for our models. Since the validation dataset reflects land cover of the
year 2015, we chose to compare our results with four products produced for or around
the year 2015. Therefore we chose the Global Forest Cover Change (GFCC) forest cover
product for 2015 (Townshend, 2017), the Global Surface Water (GSW) water occurrence
history product for 2015 (Pekel et al., 2016), and two products for the comparison with the
built-up class: Global Human Settlement Layer (GHSL) built-up for 2014 (Corbane et al.,
2019) and FROM-GLC10 impervious surface change layer for 2015 (Gong et al., 2020).
As the latter two products show the change in built-up cover over time, we reclassified
them to have a value of 100 if the area was built-up in 2014 or 2015, respectively. For
FROM-GLC10, we assumed that areas that had been covered by impervious surface at
any time prior to 2015 continued to be covered by impervious surface in 2015. GSW data
was also reclassified to 100 if the water was permanently present and 50 if it was seasonally
present. Next, for validation purposes we resampled each product to the PROBA-V 100m

grid using the bilinear resampling method, so that the cover fractions get aggregated over
the same areas as our own data. Then we compared the product values with our validation
data point values.

Lastly, we investigated how features affect model accuracy. See Appendix 2.C for more
information on feature importance.

2.3 Results

2.3.1 Zero inflation adjustment with multi-step models and median vot-
ing

Regression model comparison showed that RF regression achieved the highest accuracy:
by RMSE when using a single model and a mean vote (RMSE: 17.3%, MAE: 9.4%), and
by MAE when using a median vote (RMSE: 20.7%, MAE: 7.9%). Therefore we chose RF
regression to test our proposed multi-step approach. For more details about the results of
the accuracy comparison between the tested regression models, see Appendix 2.B.

The overall accuracy statistics of all of the RF regression models that we tested, including
two-step, three-step, as well as median voting approaches and their combinations, can be
seen in table 2.2. Per-class results can be seen in figure 2.3 and the relative statistics in
figure 2.4.

The median voting approach resulted in significantly more predictions of 0% and 100%
class fractions, therefore the output looked closer to a discrete classification map compared
to mean voting. Since these two most common values were predicted precisely much more
often, MAE reduced. However, in cases of high uncertainty, the median vote was also
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Table 2.2: Accuracy statistics of multi-step models. Best performing statistics are highlighted.
“slope” refers to the OLS-estimated slope, “int” refers to the OLS-estimated intercept.

Model RMSE (%) MAE (%) R2
NSE R2

OLS (slope/int) OA (%) Kappa

RF regression 17.3 9.4 0.66 0.67 (1.09/-1.22) 67± 4 0.57± 0.05
′′ two-step 19.9 8.2 0.56 0.60 (0.78/3.48) 71± 2 0.62± 0.02
′′ three-step 19.4 8.4 0.58 0.60 (0.84/2.34) 71± 3 0.62± 0.04
′′ median vote 20.7 7.9 0.52 0.60 (0.74/3.80) 71± 1 0.63± 0.02
′′ ′′ two-step 20.0 8.1 0.54 0.60 (0.77/3.67) 72 ± 1 0.63± 0.02
′′ ′′ three-step 20.2 7.9 0.54 0.60 (0.77/3.34) 72 ± 2 0.64 ± 0.02

much more likely to predict a 100% fraction compared to the mean vote, and thus was
also more likely to predict 100% of the wrong class. This resulted in increased RMSE.
Therefore the overall effect of using the median vote is a change in the balance of RMSE
and MAE.

We observed a similar effect when using the multi-step approach for an RF regression that
uses the mean statistic for ensembling the tree votes. Using a two-step approach decreased
the MAE of the model, while increasing RMSE. This is because the false positives in the
first step of the two-step model (the binary zero/non-zero classification) result in some
high fractions nevertheless being predicted as zero. The two-step approach combined
with binary relevance also had a drawback: in some cases all land cover class fractions
were predicted to be 0% in the first step, making it impossible to determine the land
cover fractions. Therefore, to make them sum up to 100%, we set these cases to equal
proportions (100%/7), which introduced further error.

The three-step approach solved this issue, since the first step predicts purity, rather than
zeroes. In this approach, pure pixels are passed to RF classification, which always predicts
the most likely pure class. When the three-step approach was applied to mean vote RF,
the result was a slight decrease in RMSE across most classes compared to the two-step
approach. However, there was also an increase in MAE of the predicted crop cover.
Therefore the three-step model offsets the increase in RMSE as seen in the two-step model
case, and does not cause a high increase in MAE, thus leading to a better balance between
the two measures.

The median vote had a stronger effect on decreasing MAE (and increasing RMSE) compared
to the multi-step approach with mean voting. When both approaches were combined, no
further decrease in MAE could be achieved, however, the combination of the three-step
model and median voting decreased RMSE compared to the single-step median model,
therefore reducing large errors.

We also investigated the separate steps of the multi-step model in more detail to better
understand the accuracy of each model. One parameter in the three-step model is the
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purity threshold: how high should the cover fraction be for a pixel to be considered “pure”
and be subject to classification rather than regression. Decreasing the purity threshold
led to a result closer to the one-step model, i.e. reduced RMSE and increased MAE, as
the classification model was used less often. The purity binary classifier, when only 100%
cover is considered “pure”, achieved 78% overall accuracy, and the accuracy decreased
when the purity threshold was decreased. The classification model achieved 87% overall
accuracy, but shrub and built-up classes had very low users’ accuracy. These classes are
highly heterogeneous, therefore there were too few observations to train the classifier to
identify these classes. Decreasing the purity threshold resulted in a lower overall accuracy,
but an increase in the users’ accuracy in the classifier model for these particular classes.
The regression step by itself had lower accuracy than the combined three-step model, with
21.38% RMSE and 10.49% MAE (using median voting), as the middle of the range is the
most difficult to predict correctly. Decreasing the purity threshold led to a lower RMSE,
as the value range of the regressor training data gets decreased, but a higher MAE, as
the amount of training data for the regressor decreased. Overall for the whole multi-step
model, lowering the purity threshold increased RMSE and slightly increased MAE as
well.

All in all, both median voting and the multi-step approach successfully result in more
correctly predicted 0% and 100% fractions, thus lowering MAE and increasing the SCM
OA. While it also increases RMSE, combining the two concepts together leads to a lower
increase in RMSE.

2.3.2 Spatial predictions and accuracy

We selected the three-step median vote RF model for further analysis, as it represents
a good balance between the RMSE and MAE statistics, and its analysis helps further
understand the three-step model. To visually demonstrate the model, we used it to predict
land cover fractions at a global scale (100 m resolution, but sampled every 0.2 degrees). See
figure 2.5 for a visualisation of all of the fraction layers separately, and the supplementary
material for the output GeoTIFF file itself. The wall-to-wall fraction maps reveal how
land cover fraction mapping is capable of expressing gradients and mixed land cover. In
addition, the spatial accuracy maps that we produced based on the model predictions
show the variation in the model accuracy globally, and are also presented in raster format
in figure 2.5.

Biotic gradients can be seen in the global patterns of the land cover fractions. For instance,
gradients are visible between communities dominated by shrubs and ones dominated by
herbaceous vegetation, such as in south and east Africa. Likewise, the gradient of tree
cover from 100% in the African tropics to 0% in the sub-Sahara region is evident. The
tropical forest edge appears with a hard edge when using median voting and the three-step
approach, as forest occurs in discrete patches due to human activity, rather than changing
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gradually over space. The tree cover in the transition zone towards savannah is much more
mixed and gradual. Herbaceous cover in sub-Sahara shows an asymmetric gradient: the
cover is highest at around 14-15° N and decreases quickly towards the north, becoming
zero around 18° N; but decreases slowly towards the south, reaching all the way to 5° N.
Inland water shows up as more discrete, as it naturally forms discrete patches. Mixed
pixels that include water are uncommon. Built-up area is also relatively rare worldwide.
It rarely forms a 100% fraction, as urban areas tend to include both built-up area and
greenery within the footprint of the 100 m pixel.

The spatial pattern of map accuracy shows that the land cover fractions in areas with
pure land cover, such as tropical forests (100% tree cover) and deserts (100% bare land),
were predicted with the highest accuracy. Conversely, fractions in areas with mixed
land cover were predicted less accurately, as isolating individual fractions from pixel-level
information is more challenging. In addition, land cover fractions in the extreme latitudes
were predicted less accurately as well. In these areas, less training data was available,
owing to the lack of high-resolution imagery there.

As we can see from the box widths of the boxplots in figure 2.5, the distribution of the
predictions was relatively even across the whole range for herbaceous vegetation and trees,
but uneven for bare land, inland water and built-up area. The number of predictions was
much more even across the entire range for herbaceous vegetation compared to shrubs. The
model overestimated the fractions of trees and herbaceous cover, as the medians of each box
are below the 1:1 line almost throughout the entire range, but it underestimated built-up
and crop fractions. The overall ME is below 0.001, which means that overall the model is
not biased. For an alternative visualisation showing the change of RMSE, MAE and ME
overall and per class over each prediction bin, see Appendix 2.D, figure 2.D.1.

Our analysis of the effect of training features on model prediction accuracy showed that
features obtained from remote sensing were the most important, but all of the feature
categories contributed to improving the model predictions. For more detailed information,
see Appendix 2.C.

Lastly, the results of the comparison of the RF three-step median model predictions with
existing global products that correspond to a particular land cover class in our classification
are given in table 2.3. The RF three-step median model performed worse than the GSW
water occurrence history product, but better than the GFCC tree cover and GHSL built-up
products. There was a tie when comparing the RF three-step median model with the
FROM-GLC10 impervious surface product when it comes to MAE, but FROM-GLC10
was slightly more accurate according to RMSE and less biased according to ME.
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Table 2.3: Accuracy comparison between our results and existing global land cover fraction
maps. Highest accuracy and lowest bias results are highlighted.

Fraction and source RMSE (%) MAE (%) ME (%) RRMSE RMAE RME R2
NSE R2

OLS

Inland water (RF 3-step median) 12.90 2.25 -1.17 2.29 0.40 -0.21 0.65 0.67
GSW, year 2015 (Pekel et al.,
2016)

10.22 1.94 -0.63 1.81 0.34 -0.11 0.78 0.78

Trees (RF 3-step median) 21.18 10.68 1.81 0.67 0.34 0.06 0.72 0.74
GFCC, epoch 2015 (Townshend,
2017)

28.80 18.33 -12.57 0.91 0.58 -0.40 0.48 0.61

Built-up (RF 3-step median) 11.28 2.57 -2.33 3.83 0.87 -0.79 0.19 0.22
GHSL built-up, 2014 (Corbane et
al., 2018)

18.67 5.43 4.80 6.34 1.84 1.63 -1.23 0.52

FROM-GLC10 impervious sur-
face, 2015 (Gong et al., 2020)

11.18 2.57 0.93 3.79 0.87 0.32 0.20 0.65

2.4 Discussion

2.4.1 Multi-step approach for dealing with data imbalance

One challenge in land cover fraction prediction is the tendency of the models to favour
the mean over the extremes, as that minimises RMSE that may arise from incorrect
predictions. However, that leads to increased fuzziness of the result, where pixels with
high uncertainty are marked as a mix of many classes, and fractions of 0% are rarely, if
ever, predicted. Our proposed multi-step approach adjusts the balance the other way. As
it is a combination of one or two classification models and one regression model, it predicts
significantly more pure pixels compared to a single regression model.

Therefore, the multi-step approach was successful in reducing MAE (and improving the
related SCM metrics), as the particularly common case of 0% fractions was captured
better. On the other hand, it comes at a cost of higher RMSE and lower R2. This is
because in highly uncertain, but pure cases, the model makes a best guess of a pure class,
and due to the high uncertainty, the prediction is often incorrect. This leads to 100% error
in those cases, which is highly penalised by RMSE. Due to this effect, the resulting map is
closer to a discrete classification map, with less expressive transition gradients between
land cover classes.

A similar effect was seen when using techniques such as median voting for RF regression.
Like the three-step model, median voting resulted in more correct 0% fraction predictions,
but likewise increased the chances of predicting 100% of the wrong class. Our results
showed that median voting has a stronger effect in reducing MAE than the multi-step
approach. Therefore it may be a suitable choice in cases where it is computationally
infeasible to train three models. However, this approach is only applicable to RF models,
whereas the three-step approach is generic and can be used with any combination of models.
In addition, when the median voting approach was combined with the three-step approach,
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the RMSE decreased without affecting MAE. Thus, three-step median RF achieved the
best combination that is optimised towards reducing MAE, doing so without increasing
RMSE as much as the single-step median vote model does.

These findings show that the use of a multi-step approach depends on what is more
important for the user. If an occasional prediction of 100% of the wrong class is acceptable,
then a multi-step model provides an overall more accurate result, especially for zero
fractions. On the other hand, a single-step approach emphasises the strength of land
cover fraction mapping by expressing gradual changes over space better, and avoids large
errors. The latter is more likely to be useful for the modelling community that deals
with uncertainty with probabilistic frameworks, and the former may be more useful for
policymakers and land owners who are more concerned with what land cover is most
likely to be present on the ground. In addition, we expect a multi-step approach to be
more suitable for fine resolution mapping, where more pure pixels can be expected, and a
single-step approach to be more useful for coarse resolution mapping, where mixed pixels
are the norm.

It is also worth noting that the multi-step approach is flexible and can be used with any
algorithm that provides both classification and regression modes, or with two separate un-
related classification and regression algorithms. Therefore there may be some combinations
of models that have not been tested yet, but could achieve even higher accuracy.

2.4.2 Comparison with global land cover products

To gain insight into how well our proposed multi-step median vote RF model performs,
we compared it to existing global land cover fraction products. These products, that
only focus on a single land cover class, had varying accuracy compared to our model (see
table 2.3). Some products, like GSW water occurrence (Pekel et al., 2016), had a higher
accuracy. Others, like GFCC forest cover (Townshend, 2017) and GHSL built-up (Corbane
et al., 2019), had a lower accuracy. The accuracy of the impervious surface class fraction
from FROM-GLC10 mostly matches that of the built-up cover fraction of our proposed
model. This shows that our proposed method, coupled with the large training dataset that
we used, achieves similar and sometimes even better performance compared to specialised
land cover fraction products, but brings the advantage of producing fractions for a variety
of land cover classes that sum up to 100%.

The accuracies of other global products reported in literature likewise varied compared
to our results. However, these comparisons are much more difficult to make, as the
validation methods and scope vary significantly between the studies. For example, our
RF three-step median model had a higher RMSE for the tree class (21.1%) than the one
reported by Sexton et al. (2013) for their vegetation continuous fields product (16.8%).
However, Sexton et al. (2013) validated their data using lidar datasets within several local
study areas, rather than using global image interpretation data as we did. The study by
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Montesano et al. (2009) that used a validation approach closer to ours to validate the
MODIS tree cover product, reported an R2 of 0.57, RMSE of 13.4%, root mean squared
deviation (RMSD) of 21.3%, slope from a linear regression of 0.5 and intercept of 18.4.
In comparison, our results for the three-step median RF model for the tree cover class
had an R2

OLS of 0.74, RMSE of 21.1%, slope of 0.87 and intercept of 5.82. Thus while our
model appears to perform better, Montesano et al. (2009) only evaluated boreal regions
rather than the entire globe, and used MODIS 500m data rather than PROBA-V 100m

data.

2.4.3 Challenges and future outlook

Machine learning algorithms pose several challenges that are inherent to how the models
are constructed. The trade-off between minimising RMSE and minimising MAE comes
from the chosen loss function. Typically, in cases of high uncertainty, the loss function is
minimised when the predictions tend towards the mean. In that case, the models predict
in areas with a high cover of a fraction, such as mixed shrublands, a lower fraction of the
class than expected, whereas in cases with a low cover, such as for fraction of built-up,
higher fractions are predicted than expected. This is due to a prediction of the mean being
less penalising than predicting the extremes incorrectly; e.g. for a case of 50% shrub cover,
predicting 100% shrubs would be a larger mistake (and thus lead to higher RMSE) than
predicting 15% shrubs. Likewise, predicting 0% built-up in areas covered by dark bare
soils risks a case where it truly would be 100% built-up, so on average predicting 15%
built-up in this case lowers the possible error. The three-step approach (or median vote)
tilts the balance in the other direction, as e.g. the first step determines that the pixel
is pure, and the classification step determines that it is more likely to be bare soil than
built-up area. But there may also be cases when the classifier predicts the wrong class. If
the pixel is not pure, the regression step still tends to predict towards the mean due to
the loss function, so the challenge of underestimating large fractions and overestimating
small ones remains. However, with the multi-step approach, it is now possible to influence
the decision process of the model to tweak it towards the desired outcome. In addition,
using a median vote in tree-based ensemble models makes the model tend towards the
median, which is often one of the extreme values. In that case, we see the inverse pattern
compared to mean vote: small fractions are underestimated (i.e. predicted as 0%), and
large fractions are overestimated (i.e. predicted as 100%). On average, the model is still
not biased, as the predicted values are more polarised but balance each other out. The
multi-step approach could be improved further by exploring the option of using different
machine learning models for each step, and by gathering more features that would increase
the accuracy of the models at each of the steps.

Another challenge inherent in land cover mapping is discerning classes that are related, e.g.
herbaceous vegetation and shrubs. These classes were particularly difficult to map, in part
due to their heterogeneity, and in part due to confusion between herbaceous vegetation,
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cropland and shrubs. As shown in Appendix 2.C, figure 2.C.1, specific types of features
can be used to discriminate between these classes better. Specifically, the identification of
herbaceous vegetation is primarily based on vegetation indices, identification of shrubs relies
mostly on climate data, whereas cropland identification is more data-intensive and makes
use of vegetation indices, temporal metrics, climate, soil and location information. These
three classes are challenging to discriminate between not just for regression algorithms,
but also for expert interpreters, which may lead to higher uncertainties also in the training
and validation data for these classes. It is even more challenging to discern between these
classes if they mix within the area of a single pixel, which is common in grasslands and
shrublands, as well as in smallholder agriculture. The difference between the definition
of trees, shrubs and herbaceous vegetation largely comes down to plant height, therefore
dynamic information about vegetation height would allow mapping these classes more
accurately. However, this would require either photogrammetry techniques (that typically
rely on much finer spatial resolution and more overlap between the scenes) to reconstruct
vegetation height, or the use of non-optical sensors such as synthetic aperture radar
(SAR) interferometry or lidar data. Another way to differentiate between the vegetation
classes could be to make use of hyperspectral data, which allows differentiation between
different kinds of vegetation based on e.g. their photosynthesis processes or water content,
which affect light absorption. Emerging new high level hyperspectral products, such as
sun-induced chlorophyll fluorescence (SIF) or gross primary productivity (GPP), such
as ones based on the upcoming FLEX satellite, could allow for a straightforward way to
incorporate this extra information into land cover models. Hyperspectral data could be
useful for better differentiation of non-vegetated classes as well, such as bare soil from
urban, e.g. by separating the spectral signature of sand from concrete or asphalt. In
addition, land cover time series information could help track land cover change over time,
as the land cover at one time step depends on the land cover at the previous step. This
information would allow the regressor to limit the predicted values to a smaller range, and
thus reduce the noise in the predictions.

Another challenge is class imbalance. For example, the built-up class rarely forms a 100%
fraction. That makes it simple to achieve a high prediction accuracy according to absolute
statistics, as a fraction of 0% is in most cases not far off from the true value. However, a
prediction of 0% in every pixel makes the fraction map not useful for user needs. This
challenge is further exacerbated by the training dataset containing relatively few points
in built-up areas to begin with. Therefore, having a more balanced training dataset may
further increase the accuracy of the models. However, the issue of value imbalance within
the class will always remain for land cover fraction mapping, therefore the multi-step
model approach will be relevant, especially if the legend involves even more classes, or if
the land cover is more homogeneous at the level of the mapping unit.

Several more challenges are yet to be tackled in this field, but doing so is becoming more
and more feasible over time. Finer spatial resolution mapping, such as 10m mapping using
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Sentinel-2 data, is a future research direction, where the pixel footprint will more likely
cover homogeneous land. Therefore, due to an increase in 0%/100% fractions, such future
developments would be more likely to benefit from a multi-step approach or optimisation
for MAE. The multi-step approach is fully portable to finer scales, but more research is
needed to determine the effect of the different scales on the purity of the pixels, and how
much benefit does a combination of classification and regression bring compared to doing
only classification or only regression. Finer spatial resolution sensors can also be used for
mapping fractions at coarser resolutions in a more precise way, by performing aggregation
of the finer resolution pixels to estimate the land cover fraction at a coarser resolution.
This is likely to become the norm if even finer resolution data (e.g. 1m) becomes available
globally.

Another benefit of using different optical sensors is higher spectral resolution. As PROBA-
V only measures four spectral bands, the amount of information that can be retrieved
from them is limited. Sensors such as Sentinel-2 MultiSpectral Instrument (MSI) have
a much wider range of spectral bands that could be used both directly as features, as
well as enable computing a more diverse range of VIs, such as ones based on the slope of
the red edge. This could potentially improve the distinction between different land cover
classes.

With more availability of such additional remote sensing data, it becomes increasingly
more feasible to perform land cover monitoring and change mapping. Mapping land cover
fractions is a great opportunity to track gradual changes, such as regrowth, better. The
challenge here is that the higher uncertainty about fraction estimates may cause the
time series of land cover fractions to fluctuate, making it difficult to determine robust
trends.

2.5 Conclusions

We investigated ways to tackle the issue of accurately predicting the extreme fraction values
of 0% and 100% by proposing a hierarchical multi-step approach combining classification
and regression models. This approach was applied to an RF regression model, which
our tests showed to have the highest accuracy (RMSE: 17.3%) for land cover fraction
mapping compared to other regression algorithms. We also combined this approach with
RF median voting. The combined RF median three-step approach obtained the best
results for MAE (7.9%) and SCM OA (72% ± 2%). The proposed approach results in
predictions of the most likely pure land cover class, when the class is uncertain. This is
in contrast to predicting a mix of classes when a standard one-step model is used, and
therefore is useful for users who are more interested in the most likely class, rather than
class probabilities. Based on this model, we created a demonstration map showing the
global distribution of land cover in separate land cover fraction layers. Remote sensing
features were the most important for model accuracy, although all other types of features
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(climate, soil, terrain) also contributed significantly for some classes and thus could not be
omitted without negatively affecting the overall model accuracy.

These findings directly contribute to the operationalisation of global land cover fraction
mapping by analysing and advancing currently available methods for thematically ex-
haustive global land cover fraction mapping. Information on land cover fractions offers
better precision than discrete land cover maps, and allows the users to manually define
thresholds to generate discrete classifications of their own choosing, based on their classes
on interest. Furthermore, given the recent advances in optical sensor spatial resolution and
the resulting increase in pixel purity, the multi-step model approach may become more
important in the future. Lastly, due to the advances in spatial and spectral resolution,
longer imagery time series of existing sensors, and the availability of non-optical sensor
data, this work paves the way towards operational land cover fraction change mapping,
which would allow monitoring gradual land cover change.
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Appendices

2.A List of features used in regression models

Table 2.A.1: List of features used as input for the models tested in this study, and their data
sources.

Category & data source Features

Location (3, intrinsic) longitude
latitude

absolute latitude

Vegetation indices (22, de-
rived from PROBA-V 100m
top-of-canopy reflectance
v1.02 (Dierckx et al., 2014))

minimum NDVI
maximum NDVI
median NDMI
NDMI yearly IQR
NDMI March-May IQR
NDMI June-August IQR
NDMI September-November IQR
NDMI December-February IQR
OSAVI March-May IQR
OSAVI June-August IQR
OSAVI September-November IQR

OSAVI December-February IQR
EVI March-May IQR
EVI June-August IQR
EVI September-November IQR
EVI December-February IQR
median NIRv
NIRv yearly IQR
NIRv March-May IQR
NIRv June-August IQR
NIRv September-November IQR
NIRv December-February IQR

Temporal metrics (9, de-
rived from a harmonic model
over time series of PROBA-
V 100m top-of-canopy re-
flectance v1.02 (Dierckx et
al., 2014))

NDVI order 1 cosine
NDVI order 1 sine
NDVI order 2 cosine
NDVI order 2 sine
NDVI trend coefficient

NDVI order 1 phase
NDVI order 1 amplitude
NDVI order 2 phase
NDVI order 2 amplitude

Terrain (4, ASTER GDEM
V003 (NASA et al., 2019))

elevation
slope (log-transformed)

aspect
terrain position index

Climate (21, WorldClim 2.0
(Fick and Hijmans, 2017))

January precipitation (log)
April precipitation (log)
July precipitation (log)
October precipitation (log)
January solar irradiance
July solar irradiance
mean temperature
temperature monthly range
isothermality
temperature annual range
annual precipitation (log)

temperature seasonality
minimum solar irradiance
maximum solar irradiance
mean solar irradiance
mean windspeed
mean water vapour pressure
coldest month precipitation (log)
warmest month precipitation (log)
wettest month solar irradiance
driest month solar irradiance

Soil (8, SoilGrids (Hengl et
al., 2017))

soil available water
soil bulk density
soil cation exchange capacity (log)
soil clay fraction

soil coarse fragments (log)
soil pH
soil sand fraction
soil water wilting point
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2.B Regression model comparison

2.B.1 Regression models tested in this study

Before applying the multi-step approach, we tested the performance of various regression
models for land cover fraction mapping. We tested four types of models: linear models,
models based on decision trees, machine learning models not based on decision trees, and
ensemble learning (for an overview, see table 2.1).

First, we chose to compare five types of linear models, to have a baseline for a comparison
with the nonlinear machine learning models. The most simple model we selected was the
general linear regression model (GLM), also known as multivariate linear regression. It is
an extension to the standard linear regression that allows for multiple outcomes. Next, we
tested two linear models that include input data regularisation in the model itself: lasso
regression and partial least squares (PLS) regression. We also tested multinomial logistic
regression (MLR), which is usually used for classification and is fit using land cover class
labels rather than fractions, but the output includes probabilities for each class that add
up to 100%. We fit MLR using the dominant land cover class as a label for the pixel and
used the class probabilities as a proxy for land cover fractions. Lastly, we tested fuzzy
nearest centroid (FNC) regression, also called fuzzy nearest prototype, fuzzy c-means or
fuzzy k-means. It is a simple regression method, where the land cover fractions in a pixel
are determined by the distance of the pixel from the centroids of each class in feature
space.

The second group tested in this study was machine learning methods not based on
decision trees. Neural networks (NNs) are a promising technique for land cover fraction
mapping, as they allow both multiple inputs and multiple outputs, and, using the softmax
activation function, also ensures that the result sums up to 100% with no need for
additional postprocessing. In this study, after performing tuning, we ended up using a
multi-layer perceptron (MLP) with three hidden layers with 128, 64 and 32 neurons per
layer respectively. We used the Nadam optimiser (Dozat, 2016) with MAE as the loss
function to optimise the NN, and softmax activation for the output. The models were
trained using the keras package, built upon TensorFlow that enables the use of a graphics
processing unit to accelerate the NN training process. The other method in this category
that we tested was Support vector machines (SVMs), which are machine learning models
that attempt to find the optimal boundary between the class clusters in feature space by
constructing a dividing hyperplane. For land cover fraction classification, we used SVM
regression based on Least Squares SVM. As SVM models are univariate, we used the
binary relevance method (Karalas et al., 2016): training separate models per class that
predict a single class, and then combining the results.

The third group we tested were tree-based machine learning models. Random forest (RF)
regression is a popular method for land cover classification that works by building a number
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of CART decision trees based on random subsets of the input training data, and taking the
mean or median of the “votes” of these individual decision trees. RF is univariate, therefore
we again used the binary relevance approach. Next, we tested Cubist regression. It is
based on RF regression, but instead of using a threshold of a feature to split the decision
tree, Cubist uses a linear regression based on a subset of the data relevant for the split in
question. In addition, it features committees, a boosting technique that iteratively trains
trees so as to learn from the previously generated ones. Model tuning led to us using 10
committees. Cubist predictions were also made using the binary relevance method.

Lastly, we made an ensemble from the two machine learning models that produced the
lowest RMSE and MAE respectively: RF and Cubist regressions. We used the super
learner algorithm (Van der Laan et al., 2007) to create a hierarchical ensemble, where the
two models were cross-validated using 10-fold cross-validation to obtain relative weights
of each model for each land cover class. The predictions of the two models, along with
the weights of the models, were then used as input features for another RF regression
metalearner. The output from this metalearner is the final prediction of the whole ensemble.
As the ensembled methods are univariate, we used the binary relevance method in this
case as well.

2.B.2 Comparison results and discussion

The overall accuracy statistics of the compared models are reported in table 2.B.1, and
per-class statistics in figure 2.B.1. The results show that the R2 statistics, especially
R2

NSE, are in agreement with the RMSE statistics, and the overall accuracy (OA) from
the subpixel confusion-uncertainty matrix (SCM) is in agreement with the MAE statistics.
R2 is a representation of how closely the predictions correlate with the validation data,
therefore big outliers have a large effect on the value. The SCM does not take this into
account, as it does a comparison on the overlap of fractions in each pixel, which doesn’t
apply an extra penalty for large errors.

The baseline models that performed the best were the two tree-based machine learning
models: RF regression and Cubist. Both of these models are univariate, therefore pre-
dictions per class had to be made using the binary relevance method (one model per
class). This shows that the disadvantages of the binary relevance method, namely that
each model is only trained on the fractions of its own class and has no knowledge of the
fractions of the other classes, and the need for a rescale step to make sure the fractions
sum up to 100%, are outweighed by the advantages of these machine learning models and
the flexibility of training separate models for each class.

The super learner method that combines both RF regression and Cubist regression resulted
in a model that is in between the two ensembled models in terms of accuracy. Its RMSE
was below that of Cubist regression, but above that of RF regression. Conversely, the MAE
was below that of RF regression, but above that of Cubist regression. This shows that
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Table 2.B.1: Accuracy statistics of the tested regression models. Best performing statistics
are highlighted. “slope” refers to the OLS-estimated slope, “int” refers to the OLS-estimated
intercept. “Only RS features” stands for a model trained only with VIs and temporal metrics.

Model RMSE (%) MAE (%) R2
NSE R2

OLS (slope/int) OA (%) Kappa

Equal proportions 29.9 21.4 0 — 26± 5 0.13± 0.07

FNC 24.4 13.5 0.33 0.35 (0.80/2.89) 53± 4 0.42± 0.06

GLM, PLS, Lasso 21.6 12.7 0.48 0.49 (1.10/-1.42) 56± 4 0.43± 0.05

MLR 21.6 12.1 0.48 0.48 (0.96/0.62) 58± 4 0.46± 0.06

MLP NNs 22.7 9.2 0.43 0.52 (0.70/4.25) 68± 1 0.57± 0.02

SVM regression 20.7 8.9 0.52 0.56 (0.79/3.02) 69± 2 0.58± 0.03

Cubist regression 18.1 8.1 0.63 0.65 (0.88/1.77) 72 ± 2 0.63 ± 0.03

RF regression 17.3 9.4 0.66 0.67 (1.09/-1.22) 67± 4 0.57± 0.05
′′ only RS features 18.4 10.3 0.62 0.64 (1.09/-1.25) 64± 4 0.54± 0.05

Cubist + RF ensemble 17.7 8.6 0.65 0.65 (0.95/0.73) 70± 3 0.61± 0.04

the metalearner (another RF model) could not differentiate between the two ensembled
models well enough to select the model that is the most accurate for a given class. Rather,
it weighted in both of the models’ predictions, losing the advantages of the models when
taken separately.

The linear statistical models (GLM, PLS, Lasso regression and MLR) performed the
worst, as they are limited to a linear approach. The results of all of the linear models
were very similar. There was no added value to PLS and Lasso regressions over the
basic GLM. This is likely due to the additional preprocessing step of feature selection, as
detailed in section 2.2.3. Lasso and PLS regressions are extensions to GLM that include a
regularisation step, which proved to be unnecessary if all of the highly correlated features
are already manually removed.

Fuzzy nearest centroid (FNC) was the model that performed the worst out of the non-
trivial models tested. This indicates that the shape of the feature data in feature space is
too complex to capture merely with a centroid approach. This is further evidenced by a
much better result obtained by the binary relevance SVM model, which works on a similar
principle but can capture more complex shapes.

MLP NNs, despite being a multivariate machine learning model, performed worse than all
of the tested binary relevance methods. Nevertheless, it performed better than all of the
multivariate linear models.

All tested models had lower accuracy when estimating the cover fractions of vegetation
classes (herbaceous, trees, crops, shrubs), compared to the non-vegetated land cover
(inland water, built-up, bare land), as shown in figure 2.B.1. This was exacerbated by
the imbalance in class distribution: the built-up class is rare and very rarely forms a
majority, therefore a prediction of 0% leads to a perfect prediction most of the times,
and even if it does not, the error is low. In contrast, tree cover had a lot more balanced
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Figure 2.B.1: Comparison of absolute RMSE (top) and absolute MAE (bottom) per class of
the best performing models in their category, and the equal proportions solution as a reference.

distribution of fractions, including a large number of pure pixels, which leaves no such
trivial solution. The RRMSE and RMAE statistics show this (see figure 2.B.2): the
tree cover prediction has low relative error given its high mean value (32%), whereas the
built-up class is the most challenging to predict according to RRMSE given its low mean
value (3%). The shrub cover fraction is also very challenging to predict, since it had the
highest RMAE and none of the models showed large improvements in RMSE compared to
the equal proportions model. There were only moderate improvements in the prediction
of the herbaceous vegetation fraction as well. In contrast, most models were a significant
improvement in predicting tree, built-up, water and bare cover fractions compared to
the equal proportion model, indicating that the features used to train the models were
useful to distinguish these classes from the others and to quantify their proportions in
each pixel.

To sum up, we tested a number of regression methods for characterising land cover by
means of predicting thematically comprehensive land cover fractions at the global scale, and
found that RF regression and Cubist regression produce output of the highest accuracy
by RMSE and MAE, respectively. Our findings agree with those of Li et al. (2018),
who compared Cubist and RF regression for water fraction classification and found that
Cubist performs slightly better than RF regression for this particular class. Their Cubist
regression result achieved 7.52% MAE and 10.39% RMSE. Our respective results using
Cubist regression were 2.57% MAE and 11.51% RMSE. While Cubist works best for
the inland water class, when considering all of the classes, RF regression nevertheless
results in higher accuracy (see table 2.B.1). The difference in the reported numbers may
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Figure 2.B.2: Comparison of relative RMSE (top) and relative MAE (bottom) per class of
the best performing models in their category, and the equal proportions solution as a reference.

be due to the differences in scale (regional vs global) and training data balance. As we
focused on predicting multiple classes, our training dataset intrinsically had higher zero
inflation.

Our results showed that the binary relevance method works well to facilitate the use of
univariate regression methods for the global land cover fraction mapping task, as the
highest accuracy was achieved by algorithms that used the binary relevance method.
This further expands the field of possible algorithms that could be used for the task. In
addition, both the binary relevance method and the multi-step method can accept different
algorithms for its submodels, i.e. for different classes in the case of binary relevance and
for different steps in the case of the multi-step approach. There may be a combination
of models that would work even better than the models we tested. We could not cover
the entire range of methods in the scope of this study, therefore there is still room for
improvement. For example, classical spectral unmixing methods, such as spectral mixture
analysis, has been often used in the past (e.g. in Adams et al. (1995)). However, due to
the limitations of the spectral mixture analysis methods (Somers et al., 2011), we could
not use it with the features we selected, as they do not form a linear mixture representing
the land cover fractions. Modern machine learning methods are advantageous for their
ability to model complex nonlinear relationships between variables and thus make use of
all of the features.
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2.C Feature importance

To gain insight on what features drive the RF three-step median model, we performed
permutation importance on it: we shuffled the values of each feature in turn, and the model
made predictions based on all of the features, including the shuffled one. This results in
a decrease in the accuracy of predictions, as the feature in question no longer contains
meaningful information. We then recorded the resulting increase in MAE compared to the
validation set as a measure of feature importance, both per class and overall for all classes
combined. The results are shown in figure 2.C.1.
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Figure 2.C.1: Random Forest three-step median approach variable importance, top 5 features
per category. Categories are ordered by cumulative importance. The values represent increase
in MAE for the given class when the given feature is permuted.

The overall most important variables were the maximum and minimum NDVI over the
whole time series of PROBA-V imagery. They were followed by the median NIRv and
NDMI over the whole time series. The importance of remote sensing information can
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also be seen from the accuracy statistics of a single-step RF regression model, when only
vegetation index and temporal features were input into the model (see table 2.B.1, “only
RS features”): RMSE and MAE increased only by around 1 percentage point.

The remote sensing data was of lower importance (and sometimes even confounding) only
for the shrub class. This class is complicated to distinguish from other natural vegetation,
and thus when trying to predict shrub cover fractions, the model benefited from a wide
variety of additional features, including location and climate information.

To distinguish crops in particular, soil information, such as pH, bulk density and sand
fraction, was useful for the model. Crops are usually grown in fertile soils that can sustain
them, and due to the fact that cropland is further managed, the soil is also altered to be
more fertile, which affects these soil properties. In addition, harmonic metrics derived from
time series benefited crop cover fraction estimation the most of all the classes. The second
order amplitude and sine of the harmonic model of the time series allows the model to
detect areas with a double harvest throughout the year, which is indicative of crops.

Climate data, especially the mean temperature and the closely (exponentially) related
mean of water vapour pressure, was also most useful for predicting crop cover fractions.
It was also beneficial for estimating built-up fractions. Location features were the most
important for predicting the cover fractions of these two classes as well. These classes tend
to be spatially clustered, when looking at a large scale. While the models for predicting
the cover fraction of these two classes made the best use of the location features, all of
the classes could benefit from them to some extent, thus it is beneficial to include these
intrinsic parameters in the model. Both absolute and regular latitude were used by the
model to improve prediction accuracy, and latitude was more beneficial than longitude for
increasing the prediction accuracy.

Terrain information was the least useful feature category. It was most useful for inland
water fraction prediction, since it typically has little to no slope, and rarely occurs at high
altitudes. The aspect was the one feature that does not appear to have contributed to
model accuracy.

Remote sensing features were the most important features for the multi-step median RF
model, especially the maximum and minimum NDVI over the entire time series. Note that
these values are taken from a time series that has undergone temporal outlier removal, as
detailed in section 2.2.2, and thus roughly correspond to the 5th and 95th percentiles of
the data without additional temporal filtering. Multiple vegetation indices were useful for
increasing the model accuracy: both NDMI and NIRv median over the time series were
much more important than any other feature from other groups. Nevertheless, even though
a lot of the other features were of much lower importance, they contributed to prediction
accuracy enough so that they could not be easily excluded from the models as redundant
(after the removal of collinear features as explained in section 2.2.3). Methods based on
decision trees help with effectively using features that may also have an overlap in the
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information that they provide, although linear models likewise tended to not exclude any
features as non-informative. This is also due to the large variety of land cover classes in the
study, since a feature is useful if it helps predict any of the land cover classes better.

The result that including more training features is beneficial, but remote sensing data is
the most important, is in line with the conclusions of e.g. Li et al. (2018) and Hengl et al.
(2017). Remote sensing data is also unique in that it forms a time series, which enables us
to both calculate additional temporal metrics and to monitor land cover change over time.
In addition to remote sensing data, Hengl et al. (2017) also noted high importance of
climate data, however, it is focused on soils, whereas climate has more effect on long-term
processes such as soil formation than on land cover. Climate data was the second most
important in our case, mostly for the crop fraction estimation, which is also closely linked
with soils.

The feature importance results showed that all of the feature groups used in the study were
useful, therefore leaving a feature out means sacrificing some predictive power. On the
other hand, leaving out some features would be beneficial in that less time would be needed
for processing, as that feature would no longer need to be downloaded, preprocessed and
processed. This is an important consideration, given that for global land cover mapping,
all features need to be available for the whole globe as well. In addition, model training
performance (time for training and memory usage) may be an important consideration
for global land cover mapping, as it may limit the scope of what models may be used
for this task. For example, ensemble learning techniques like the super learner are very
resource-intensive and may take weeks to train. Therefore for operational land cover
product creation purposes, it is important to take into account not just the model accuracy,
but also whether the improvement of the accuracy is worth the increase in processing time
or computing resource usage.
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2.D Model accuracy changes per predicted fraction
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Figure 2.D.1: Change in accuracy statistics of the RF three-step median model per predicted
land cover fraction, overlaid over the histogram of predictions. “RMSEAdj” stands for RMSE
when the bias in predictions is adjusted for (ME is subtracted from the residuals). Bins
containing less than 10 samples were omitted due to too low sample size leading to unreliable
error statistics.
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Abstract

Global land cover mapping has aided monitoring of the complex changes of the surface of
the Earth and provided vital information to understand the interactions between human
activities and the natural environment. Most global land cover products are produced
with discrete classes, indicating the dominant land cover class in each pixel. Fraction
mapping, which expresses the proportion of every land cover class in each pixel, is able
to characterise heterogeneous areas covered by multiple land cover types and enables the
monitoring of gradual changes. However, land cover fraction maps have shown unrealistic
inconsistent changes between subsequent yearly maps, making it difficult to monitor
true change on the ground. To improve the detection of land cover fraction change, we
proposed a Markov chain postprocessing model and compared it to four other models:
a basic RF regression model without postprocessing, a linear smoother, and recurrent
and temporal RF postprocessing models. Based on features derived from Landsat 8,
initial fractions were predicted on a global scale for the years 2015 to 2018. The RF
regression model was trained on over 150 000 reference points, provided by the Copernicus
Global Land Service Land Cover 100m project. The recurrent RF model incorporated
the predicted fractions of its previous year to account for temporal information. The
temporal RF and the Markov chain model, which incorporated temporal information
from its adjacent years and class co-occurrence dependency, were applied on the initial
basic RF fraction estimations as a postprocessing step. An accuracy assessment was
performed with a subpixel confusion-uncertainty matrix to compare the performance of
the models. All fraction estimations were validated on over 30 000 reference points that
contained multitemporal land cover fraction data, and were analysed on samples with
varying levels of change. The results indicate that the Markov chain model achieved better
overall and change accuracies compared to the other models. Compared to the basic RF
model, the Markov chain postprocessing approach consistently and significantly improved
the overall and per-class accuracies. The recurrent and temporal RF models obtained
considerably poorer and less consistent results, potentially due to the effects of domain
transfer. These results confirm that Markov postprocessing has the potential to reduce
spurious and inconsistent multitemporal land cover fraction change, which is in line with
other studies. The findings highlight the importance of the addition of Markov models for
future land cover mapping studies, so that multitemporal predictions provide realistic and
consistent land cover change, essential for global change estimations.

Keywords. Land cover, land cover fractions, Markov chain, time series analysis, Random
Forest
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3.1 Introduction

Global land cover mapping has aided monitoring changes on the surface of the Earth and
provided vital information to understand the interactions between human activities and
natural environment (Zhao et al., 2021). Changes in land cover, such as deforestation
and urban expansion, have a great influence on different Earth systems (Mahmood et al.,
2014; Seto et al., 2012), and can be closely monitored with land cover maps. Land cover
mapping therefore plays a critical role for applications such as climate change, biodiversity
and environmental modelling (Chen et al., 2021; Pielke et al., 2011; Sharma et al., 2018).
In the last decades, satellite remote sensing has enhanced the development of global land
cover maps. Increased availability of high spatial and temporal resolution has provided
more opportunities for enhanced global land cover products.

Most of the global land cover products are provided with discrete land cover classes.
However, recent products have focused on indicating continuous fractions of land cover
classes, e.g. the Copernicus Global Land Service Land Cover 100m (CGLS-LC100) product
(Buchhorn et al., 2020). With fraction mapping, instead of a single discrete class, the
proportion of every land cover class is reported for each pixel of the map. Land cover
fraction mapping provides more precise information about the land cover classes and,
given a moderate minimum mapping unit in the order of 100m, can depict heterogeneous
areas better than discrete land cover classification (Masiliūnas et al., 2021a). Moreover,
looking at land cover fraction time series allows for tracking gradual land cover fraction
change over time. The detection of gradual changes is facilitated by land cover fraction
maps, whereas they could potentially be missed by a discrete classification (Souverijns
et al., 2020). Subsequently, this provides great opportunities for applications such as forest
monitoring, land degradation, biodiversity conservation, etc.

Land cover fraction maps can be produced with various machine learning algorithms. Since
the output is continuous, regression algorithms, rather than classification algorithms, are
required. One of the most common regression techniques in remote sensing is random
forest (RF) regression (Breiman, 2001), which has proven to be a reliable method with
relatively high accuracy and fast computation time (Belgiu and Drăguţ, 2016). RF
regression has been applied in several land cover fraction studies, for instance looking at
fractions of specific classes (Liu et al., 2021b; Mutanga et al., 2012) and comparisons of
the performance of RF regression with other machine learning algorithms, such as Cubist
and SVM regression (Masiliūnas et al., 2021a; Walton, 2008).

Accurate and reliable estimations are essential for users of land cover maps. However,
inconsistencies and higher uncertainty about fraction estimates may cause the time series
of land cover fractions to fluctuate, making it difficult to detect actual change between
subsequent years (Masiliūnas et al., 2021a; Yang et al., 2016). Inconsistent time series
have been a common problem in the production of land cover maps, partly due to illogical
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transitions (Cai et al., 2014; Congalton et al., 2014; Gong et al., 2017). Illogical transitions
are characterised by a change in land cover (either discrete or continuous) that is unlikely
to be observed and violates ecological rules within a given period of time (Cai et al., 2014;
Yang et al., 2016). For instance, looking at one pixel, a transition within one year from
urban to shrubs is deemed illogical. The same holds for a transition from grassland to forest
within a year, especially if in previous years it was always classified as forest. Another issue
arises when changes in land cover are predicted, while in reality, no change is happening.
Inconsistent changes are ultimately due to classification errors of the algorithm or model
(Cai et al., 2014; Gong et al., 2017; van Oort, 2005). Classification is often confounded
by spectrally similar land cover classes and heterogeneous landscapes (Chen et al., 2021),
and the same holds for regression in land cover fraction estimation (Masiliūnas et al.,
2021a).

Several techniques have been examined in prior research to improve the accuracy and
consistency of land cover mapping efforts, primarily focusing on smoothing the land cover
maps spatially and/or temporally. Information in the spatiotemporal context has a lot of
potential for consistency improvement and noise removal (Wang et al., 2015). Temporal
context can be incorporated in a recurrent RF regression model, where a model producing
a fraction map can be dependent on the fraction map of the previous year. Another way
to include temporal context is by providing temporal features for training the regression
model. More elaborate models that consider temporal context are Markov models, often
used as a postprocessing step after initial classification in land cover mapping studies.
One example of a Markov model is the Markov chain, which considers temporal context
to improve the consistency of time series. A Markov chain is a probabilistic model in
which the system is assumed to be a Markov process, meaning that the only temporal
dependency of a cell considered is with respect to the previous state of the cell (Gagniuc,
2017). Transitions between states are usually governed by a transition probability matrix
for discrete mapping, while probability densities are used for continuous variables (Hill and
Spall, 2019). In its core, a Markov chain aims to model the trajectory of each pixel through
the time series. Markov chains are explainable AI models that have a relatively simple
and intuitive logic, making them attractive alternatives to more complex formulations of
stochastic land cover models (Iacono et al., 2015).

Some studies have focused on the implementation of a Hidden Markov Model (HMM),
which has proven to be a successful method to improve consistency (Abercrombie and
Friedl, 2016; Bogaert et al., 2022; Gong et al., 2017; Souverijns et al., 2020; Yang et al.,
2021). HMMs primarily focus on the temporal context, but can also be extended with
spatial context (Liu et al., 2021a). HMMs are closely related to Markov chains, but HMMs
are more complex as they attempt to model an unobserved hidden state, which has to
be learned from auxiliary information. They are typically applied on the probabilities
accompanying discrete classes (Abercrombie and Friedl, 2016), and more research is needed
to adapt these models to land cover fractions. Another Markov Model is the Markov
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Random Field (MRF) model, which considers multiple dimensions, typically both spatial
and temporal context (Cai et al., 2014; Jia et al., 2014; Kasetkasem et al., 2005; Magnússon
et al., 2021; Solberg et al., 1996; Wang et al., 2015). In MRF models, spatial context
is incorporated by accounting for spatial relations between the fractions of neighbouring
pixels. Although the spatial context is able to significantly improve the accuracy and
consistency of land cover maps, it also requires reference data that includes spatial relations
between neighbouring pixels, and it brings additional computation time. Besides that, one
weakness of MRF models is that they can just act on the maximum clique, instead of the
whole chain (Yang et al., 2021). Therefore, while more complex models such as HMM and
MRF are promising, more research is needed to adapt these algorithms to the case of land
cover fractions rather than discrete classes.

Markov models have not often been explored for continuous land cover fraction mapping,
even though accurate and reliable fraction estimations are of great importance for tracking
gradual changes and trend estimations. Souverijns et al. (2020) used an HMM for reducing
variability in a land cover fraction time series, but applied it on discrete classes and only
transferred information about change or no change to the land cover fractions, therefore
ignoring gradual changes.

RF regression models are commonly used for land cover classification tasks, including
predicting land cover fractions, but their ability to act as a postprocessing method in land
cover time series has rarely been explored either. Xu et al. (2022) has found that RF is
able to reduce the overprediction of change in time series analysis, but more research is
needed on which problems RF is capable of solving as a postprocessing algorithm. In this
study, we proposed and studied two RF models made to reduce the variability in the time
series of land cover fractions: a recurrent RF model that learns from its previous year
prediction of land cover fractions, and a temporal RF model that purely postprocesses a
time series of land cover fractions predicted by a base classifier.

The focus of this paper is on exploring ways to improve the accuracy and consistency of
yearly land cover fraction maps by using machine learning techniques combined with a
Markov chain, adapted for land cover fraction postprocessing. The objectives of this study
were to assess the accuracy of land cover fraction predictions and fraction change when
predicted using (1) a simple Random Forest regression model without postprocessing, (2)
postprocessing using a Markov chain model, (3) postprocessing using a temporal Random
Forest and (4) a recurrent Random Forest regression model.
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Figure 3.1: General workflow used in this paper. All of the output land cover fractions were
assessed using the validation dataset (2015-2018).

3.2 Methodology

3.2.1 Reference Data

The reference data used for this study was provided by the CGLS-LC100 project (Buchhorn
et al., 2020). There are three datasets, one dataset was used for training random forest
models (“2015 training data”), the second dataset was used for validating all of the tested
models (“validation data”), and the third dataset was used to train the Random Forest
postprocessing models and to compute the co-occurrence matrix for the Markov chain
(“multitemporal training data”).

The RF training data contains more than 150 000 sample points across the globe and was
generated by a team of experts at the the International Institute for Applied Systems
Analysis (IIASA). These sample points describe the fractions of land cover classes in each
sample site in the year 2015. This dataset was created using systematic sampling with
extra sample points for underrepresented classes (Buchhorn et al., 2020).

The validation data contains more than 30 000 sample points across the globe including
yearly multitemporal (2015-2018 inclusive) fraction data and was generated by a team of
experts coordinated by WUR. The validation dataset is independent from the training
dataset, as it was collected by a different team and used spatially representative stratified
random sampling (Tsendbazar et al., 2021b).

The multitemporal training dataset contains more than 33 000 sample points across
the globe, providing yearly multitemporal (2015-2018 inclusive) fraction data, and was
generated by IIASA (Buchhorn et al., 2021). This dataset had a clustered sampling design.
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Figure 3.2: Global distribution of the reference sample points. The validation dataset contains
30 489 multitemporal sample points, and the multitemporal training dataset contains 33 251
multitemporal sample points. Note that the validation sample points have been drawn on top
of the multitemporal training sample points.

The spatial distributions of these multitemporal datasets for training and validation are
shown in Figure 3.2.

All sample sites have an area of 100m×100m, aligned to the Sentinel-2 grid with Universal
Transverse Mercator (UTM) projection. Each site is divided into 10m× 10m subpixels,
which were labelled using discrete classes and then converted into land cover fraction
estimates by calculating the proportion of subpixels covering the sample site for each class
(Tsendbazar et al., 2021b). All reference data are provided with 12 land cover classes,
which follow the definitions as suggested by the United Nations LCCS (Buchhorn et al.,
2020). In this study, a few rare classes were discarded or merged, in line with the classes
used by Masiliūnas et al. (2021a), to get a total of seven classes: bare land, cropland,
grassland, shrubs, trees, built-up and inland water.

3.2.2 Landsat 8–based features

This study used Landsat 8 satellite imagery to derive relevant features for model training
and prediction. The benefit of using Landsat 8 imagery is that the satellite has been
operational since 2013, therefore its imagery covers the entire temporal range of the
reference data without gaps or needing to combine several sensors. This was an important
consideration for deriving features for training, as we used a 3-year sliding window to
obtain robust statistics and therefore needed data going back to 2014. With the launch of
Landsat 9, the time series could be extended further, if the reference datasets were to be
updated in the future.
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Table 3.1: List of used vegetation indices, their corresponding formula and spectral bands
from Landsat 8.

VIs Formula Bands used
NDVI (NIR – Red) / (NIR + Red) B4, B5
NDMI (NIR – SWIR1) / (NIR + SWIR1) B5, B6
NBR (NIR – SWIR2) / (NIR + SWIR2) B5, B7

The entire time series (March 18, 2013–July 14, 2021) of the USGS Landsat 8 Operational
Land Imager (OLI) Level 2, Collection 2, Tier 1 product was derived from Google Earth
Engine. To align Landsat imagery with the sample sites, values from each band (apart
from the thermal band) were extracted using the polygon footprints of each 100m× 100m

sample site, using a weighted mean reducer. The time series was filtered for clouds with
the CFMask algorithm provided by the Landsat product, keeping only pixels marked as
no fill, no cloud, no dilated cloud, and no cloud shadow.

The next step involved preprocessing the time series with a temporal filter to remove
outliers, i.e. noise that was undetected by the CFMask algorithm. A LOESS curve was
fitted on the time series of the blue reflectance band, and outliers over 2 standard deviations
from this fitted curve were removed. After preprocessing the time series, the following
VIs have been generated: Normalised Difference Vegetation Index (NDVI), Normalised
Difference Moisture Index (NDMI) and the Normalised Burn Ratio (NBR) (Table 3.1).
These VIs were chosen because they contain vital spectral information in the red, near
infra-red (NIR) and shortwave infra-red (SWIR) bands. Then from these VIs, temporal
statistical attributes were extracted. The temporal statistics were derived from the time
series of each year plus its adjacent years, i.e. using a 3-year window, over each reference
site. The statistics included the median and interquartile range of the VIs. In addition,
harmonic analysis was performed on the NDVI time series (Jakubauskas et al., 2001). Sine
and cosine components were derived for two frequency orders (annual and semiannual) in
order to account for seasonality. From these two harmonic orders, phase and amplitude
were calculated, next to the intercept, trend and minimum and maximum NDVI, over each
3-year period. Lastly, the longitude and latitude of the reference points were included, so
that the RF model could learn spatial patterns. All features that were used for model
training and prediction are listed in Table 3.2.

3.2.3 Random Forest models: basic, linear smoothing, recurrent, tempo-
ral

After obtaining the features listed above, a baseline RF regression model was created.
First, the training dataset with land cover fractions from 2015 was used for training the
RF model using the binary relevance method, i.e. building one model per class (Masiliūnas
et al., 2021a). This trained set of RF models then predicted land cover fractions for
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Table 3.2: List of features used as input for the basic RF model.

Category Feature

Location
longitude
latitude

NDVI

median
IQR
minimum
maximum
order 1 cosine
order 1 sine
order 2 cosine
order 2 sine
intercept
trend coefficient
order 1 phase
order 1 amplitude
order 2 phase
order 2 amplitude

NBR
median
IQR

NDMI
median
IQR

the points of the validation data for each year (2015-2018). Usually, RF models use the
mean to ensemble tree votes, but in this study median voting was chosen in order to
predict extreme fractions of 0% and 100% more often. For most classes, extreme fractions
of 0% and 100% are more probable, because most 100m × 100m areas often are only
dominated by a few land cover classes, while the remaining classes only have fractions of
0% (Masiliūnas et al., 2021a). The RF models were created with the “ranger” package
(Wright and Ziegler, 2017) in the software R (R Core Team, 2021).

The output of the time series of the basic RF model includes unrealistically high fluctua-
tions in its predicted land cover fractions over the years. Therefore, we investigated several
postprocessing techniques to reduce this spurious variation and compared the models
against each other. As a first postprocessing baseline, i.e. to test how well postprocessing
models perform when applied to the basic RF model output, we created a simple postpro-
cessing model using a linear regression. For each pixel and each class fraction, a linear
model was fit on the four points of the 2015–2018 time series of basic RF predictions, and
its fitted values were used as the postprocessed fraction values of the linear smoother. This
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simple method serves as an example of a postprocessing algorithm that does not require
any additional training data.

In addition to the basic RF model, two additional RF models were created, both of which
incorporate temporal information to be comparable with the Markov chain method: the
recurrent and temporal RF models.

The recurrent model incorporates information about the past state of the land cover
fractions. The 2015 predictions of the recurrent model were based on the basic RF
regression model. But for 2016 and later, in addition to the features from Table 3.2 for the
given year, the predicted fractions from the previous year were also included as features
for training the recurrent model. Since the basic RF regression model was trained only on
2015 data, we used the multitemporal training dataset (2015–2018) to provide labels for
training the model for 2016–2018. After training, predictions were made for 2016, 2017
and 2018 with this recurrent model by including the previous year’s predicted fractions
from the same model.

The temporal RF model was designed to work similarly to the Markov chain model (Section
3.2.4) by acting purely as a postprocessing model that includes temporal information.
Namely, the features for training the temporal RF model were all seven land cover class
fraction predictions from the basic RF model, including the given year, the previous year
and the next year, therefore totalling 7 × 3 = 21 training features. To obtain labels
for training this model, we used the multitemporal (2015–2018) training dataset. The
temporal RF model was also a binary relevance model, but all classes were included as
features so that the model could learn class co-occurrence information in addition to
temporal information. When using this model for prediction, it would take the predictions
of the basic RF model and produce a postprocessed set of land cover fraction predictions,
without using any additional features. In the case of edge years (2015 and 2018) where
only two adjacent year predictions were available, the centre year prediction was repeated
for the missing year.

All RF models used median voting and had the output land cover fraction predictions
linearly rescaled to add up to 100%.

3.2.4 Markov Chain

A Markov chain model was implemented as a postprocessing step to improve the temporal
consistency of the yearly land cover fraction predictions from the basic RF model. The
Markov chain functions as a model, which can be iteratively refined by updating the land
cover fractions of each class per pixel.

The trajectory of each pixel over time was modelled with a Markov chain (Markov, 1907).
An energy function was defined to encode known and desirable properties in the trajectory
of pixels. To design this energy function, we created the graph G = (V, U), where V is the
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Figure 3.3: Markov chain representation used in this study illustrating the nodes and defined
edges. Each node (V , indicated in yellow) is connected to its unary term (D, indicated in blue),
the pairwise edges (U , horizontal lines between years) and the within-year edges (U , dashed
lines) that connect to the nodes of all remaining classes ({2, . . . ,K}) of the given year.

set of nodes, each representing the land cover fraction of one class in a particular year, and
U the set of edges. To model the fractions of one particular class (k) from 2015 until 2018,
we define four nodes that represent the land cover fraction of each year (t). Figure 3.3
provides a schematic overview of the used Markov chain. Each node (V ) is connected
with its temporally adjacent node(s) and the original RF predicted fraction (D) of that
corresponding year (t). Each node is also connected to the other classes’ nodes to model
the likelihood of co-occurring land cover classes.

Based on the defined Markov chain, a global energy function was made (see Equation 3.1),
which is divided into unary, pairwise and within-year parts. The first part is defined by the
sum of all dissimilarities between the original RF predicted fractions (D) and the node’s
fractions (V ). The second part, looking at the pairwise edges between the nodes, aims to
penalise fractions that deviate too much from the fractions from its adjacent year(s). To
compute the energy of the entire chain from Figure 3.3, the first and second part were
calculated for all years (T = {2015, 2016, 2017, 2018}) and for all classes (K). The third
part, looking at the within-year edges between the nodes, aims to penalise classes that are
unlikely to co-occur with each other. A smoothness parameter (λ) was added to balance
the three constraints.
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Table 3.3: Co-occurrence probability matrix showing the likelihood that one class (k) co-occurs
with another class (j).

Bare Crop Grassland Shrub Tree Urban Water
Bare 1 0.021 0.063 0.044 0.019 0.031 0.019
Crop 0.021 1 0.030 0.054 0.038 0.047 0.003
Grassland 0.063 0.030 1 0.200 0.099 0.057 0.020
Shrub 0.044 0.054 0.200 1 0.125 0.050 0.009
Tree 0.019 0.038 0.099 0.125 1 0.080 0.013
Urban 0.031 0.047 0.057 0.050 0.080 1 0.006
Water 0.019 0.003 0.020 0.009 0.013 0.006 1

Eglobal = λunary

∑
k∈K

∑
t∈T

√
(Vt −Dt)

2
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∑
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∑
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(√
(Vt − Vt−1)

2 +

√
(Vt − Vt+1)

2

)
+ λwithinEwithin

(3.1)

To characterise the within-year edges (Ewithin), a co-occurrence matrix was developed
that aims to penalise classes that have a weak correlation, and apply a lower penalty to
strongly correlated classes. The class co-occurrence probability is associated with a K ×K

matrix, where K is the number of classes. The multitemporal training dataset (2015–2018)
was used to derive this co-occurrence matrix. Table 3.3 shows the co-occurrence matrix,
which is defined by two kinds of elements: the main diagonals and non-diagonals. The
diagonals indicate that each class always co-occurs with itself. The non-diagonals indicate
the correlation or probability (ck,j) that one class (k) co-occurs with another class (j),
derived from the multitemporal fraction training data. With a value of 0.2, the classes
grassland and shrubs have the highest co-occurrence probability in the matrix, meaning
that this class pair is the most likely to co-occur, and should therefore be penalised the least.
Looking at each class row or column, water has the lowest probabilities of co-occurrence
with other classes overall. As the optimisation process is done class by class, water should
thus be relatively penalised the most as long as it is not the majority class.

To quantify the penalisation of correlating classes, the third term Ewithin was included in
the global energy function, calculated using Equation 3.2. For each class pair, the negative
logarithm of the correlation (c) was calculated in order to apply a higher penalty to low
correlated class pairs, and a low penalty to high correlated class pairs. To compute the
energy of the entire chain from Figure 3.3, all possible class pairs were summed for each
year (t).
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Ewithin =
∑
t∈T

∑
k∈K

∑
j∈K,j ̸=k

(−log(ck,j)× Vt,k × Vt,j) (3.2)

With these energy functions, it was possible to iteratively minimise the energy, so that
the fractions become more similar over time. Well-known deterministic algorithms have
been used in prior research for energy optimisation, such as Iterated Conditional Modes
(ICM) (Besag, 1986) and the Gradient-Descent method (Cauchy, 1847). In this study,
we used the ICM method, adapted to continuous fractions. Since the fractions are a
regression problem, the nodes’ values had to be iteratively updated using a discrete step
size to find the optimum fraction that results in the lowest energy. The step size was
determined carefully, to balance computation time with output fraction precision, and set
to 1%. Similarly, the values of the smoothness parameters (weights) λ in Equation 3.1
were determined by testing and it was found that the addition of the co-occurrence
information was less effective than the addition of the temporal information. Therefore,
the smoothness parameters were set to λunary = 1, λpairwise = 1 and λwithin = 0.01. This
iterative optimisation technique was done node-by-node until convergence. After this, all
classes’ fractions were rescaled to add up to 100%.

Time series preprocessing, further processing and analysis was performed in the software
R (R Core Team, 2021), and Markov chain implementation was performed in Python
(Van Rossum and Drake, 2009). All of the code created for this paper can be found in
Burger and Masiliūnas (2024).

3.2.5 Accuracy Assessment

An accuracy assessment was done to test the performance of the models. In total, there
are five different models from which the outputs were all validated separately: 1) basic
RF, 2) recurrent RF, 3) temporal RF, 4) linear smoothing and 5) Markov chain.

3.2.5.1 Statistical metrics

To measure the accuracy of the land cover fraction models, statistics were chosen that are
frequently used in other land cover fraction mapping studies, e.g. Souverijns et al. (2020):
RMSE and MAE. These statistics measure the difference between the predicted and the
reference land cover fractions in percentage points.

Besides these statistical metrics, a subpixel confusion-uncertainty matrix (SCM) (Silván-
Cárdenas and Wang, 2008) was calculated, from which the following metrics can be derived:
overall accuracy (OA), producer accuracy (PA) and user accuracy (UA). The SCM is
related to the confusion matrix but adapted to account for fractional data. The SCM is
able to provide detailed information on the sub-pixel confusion and uncertainty. This is
done by exploring the diagonals and off-diagonals of the matrix. The diagonals indicate
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the maximum overlap of the predicted and reference class fraction. The off-diagonals
are indicated by confusion intervals, by calculating the minimum and maximum possible
overlap of classes. The accuracies can thus be described as a centre value plus-minus its
uncertainty (e.g. OA: 83.33%± 1.12%).

3.2.5.2 Assessment of results

In the first step of the assessment, all yearly land cover fractions of each model were
evaluated with the validation data (2015-2018) from its corresponding year. The accuracy
statistics were calculated for all predictions with all classes pooled together to get the
overall accuracy statistics, and for each class separately to get the per-class accuracy.
Furthermore, to assess the land cover fraction change over the years, the fraction difference
between each year pair (2015–2016, 2016–2017 and 2017–2018) was calculated for each
class. The accuracy of the fraction change predictions was assessed by calculating the
RMSE and MAE pooled overall and per-class.

Secondly, the model performance was analysed with regards to the intensity of change.
The multitemporal validation dataset was separated into four change bins according to
the magnitude of observed change (sum of fraction change over the time series): (1) no
change (0% change, 26876 sample sites), (2) gradual or partial change (1–199% change,
1682 sample sites), (3) an abrupt change from a single class to another (200% change, 944
sample sites) and (4) change in multiple classes or multiple changes (over 200% change,
986 sample sites). The accuracy of each model was assessed for each bin separately, also
for each year and for each yearly transition.

3.3 Results

3.3.1 Statistical comparison of the models

The overall accuracy statistics of the annual fraction predictions by the five models are
presented in Table 3.4. The per-class RMSE accuracies of the five models are presented
in Figure 3.4. From Table 3.4, it can be noted that the Markov chain model resulted
in higher overall accuracy, lower RMSE and lower MAE for all the years compared to

Table 3.4: Yearly accuracy statistics of the three models. a): RMSE (%). b): MAE (%). c):
SCM overall accuracy (%). Best performing model statistics are highlighted in bold.

a) RMSE b) MAE c) OA
Model 2015 2016 2017 2018
Basic RF 23.1 23.4 23.7 23.6
Recurrent RF 23.1 24.5 26.4 27.6
Temporal RF 24.9 25.1 25.2 25.3
Linear smoothing 22.6 21.9 22.0 23.0
Markov chain 22.2 22.2 22.4 22.6

2015 2016 2017 2018
9.1 9.3 9.4 9.4
9.1 10.0 11.0 11.7

10.1 10.3 10.3 10.4
9.1 9.1 9.2 9.3
9.0 9.1 9.2 9.2

2015 2016 2017 2018
67.7±1.1 67.1±1.1 66.6±1.1 66.8±1.2
67.7±1.1 64.8±1.1 61.1±1.0 58.7±1.0
64.6±0.9 63.8±0.9 63.7±0.9 63.5±0.9
67.9±1.2 68.1±1.3 67.8±1.3 67.1±1.2
68.4±1.2 68.0±1.3 67.7±1.3 67.6±1.2
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the other models, except for the linear smoothing, which performed slightly better in the
middle years 2016 and 2017. When all years were pooled together, Markov chain showed
to have performed the best, with MAE of 9.16, which was significantly better than 9.19
achieved by the linear smoother (paired t-test t = 16.54, p < 0.001).

The Markov chain greatly improved the output from the basic RF model in all statistics
and in all years. This improvement can also be noted in the per-class RMSE accuracies
in Figure 3.4, where all classes consistently decrease in RMSE. Classes such as grassland,
crops and trees that are relatively challenging to characterise, also benefit from the Markov
smoothing approach. Classes that already have a relatively low RMSE score (i.e. built-up
and shrubs) seem to benefit the least from the Markov chain.

Looking at the yearly accuracies, the models score best in 2015 and poorer in the following
years. The reason for this trend is that the basic RF model was trained on the 2015 training
dataset, therefore it is expected that later years are not classified as accurately. This trend
is even more pronounced for the recurrent RF model. The recurrent and basic RF models
are identical for the year 2015, but in later years, the previous year’s prediction is taken
as a feature. For all three statistics, the recurrent RF model yields poorer accuracies over
these years. The permutation feature importance showed that the fraction of the previous
year dominated all of the other features. Therefore, the recurrent RF model suffers from
error propagation over the years due to its recurrent nature. The temporal RF model did
not exhibit this issue, as it could take into account the full three-year window around
the target year for its predictions. However, the temporal RF model reduced the map
accuracy compared to the basic RF model for every year. The year 2017 was a crossing
point where the propagated errors in the recurrent RF model lowered its accuracy below
that of the temporal RF model.

Comparing the basic RF model with both the Markov chain and linear smoothing model
overall statistics, it seems that the postprocessing models decrease yearly RMSE more than
the yearly MAE. This suggests that these postprocessing models are better at reducing
large errors, resulting in a smoother time series. This result was expected, as the RF
models used median voting instead of mean voting. Median voting leads to predicting
more pure pixels (either 0% or 100%) (Masiliūnas et al., 2021a). This results, for example,
in more correct 0% predictions, but at the same time increases the chance of getting false
100% predictions. The Markov chain and linear smoothing models tend to smooth the
fractions and therefore reduces large errors.

Table 3.5 shows the RMSE and MAE of the models’ predictions of the year-to-year change.
The Markov chain model performed the best of all the tested models, as it successfully
reduced spurious year-to-year change. The year-to-year change results also show a pattern
that the transition between 2015 and 2016 had a considerably higher accuracy than
the later year pairs. This pattern seems to be a combination of the higher accuracy of
prediction for the year 2015, therefore also improving year-to-year change accuracy, as well
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Figure 3.4: Per-class RMSE (%) of the yearly predictions of the five models, separated per
year.

Table 3.5: Year-to-year fraction change accuracy statistics of the five models. a): RMSE (%).
b): MAE (%). Best results are highlighted in bold.

a) RMSE b) MAE
Model 2015-2016 2016-2017 2017-2018
Basic RF 15.0 16.1 16.6
Recurrent RF 17.0 14.2 13.5
Temporal RF 14.3 15.8 14.8
Linear smoothing 9.1 10.7 10.6
Markov chain 8.8 10.6 10.5

Model 2015-2016 2016-2017 2017-2018
Basic RF 4.1 4.5 4.6
Recurrent RF 5.5 3.9 3.5
Temporal RF 3.5 4.3 3.8
Linear smoothing 2.4 2.9 2.7
Markov chain 2.1 2.7 2.6
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Figure 3.5: Yearly accuracy statistics of the five tested models, separated per amount of
change observed in each validation site. The sum of change was calculated as absolute sum of
actual fraction change (all classes) throughout the four years (2015–2018) of each validation
site.

as the fact that fewer instances of change have been registered between 2015 and 2016
(2015–2016: 1652, 2016–2017: 2265, 2017–2018: 2331 sample sites with change). This
pattern, however, did not hold for the recurrent RF model. In fact, it had the opposite
effect, as the accuracy of later year-to-year transitions was higher than the earlier ones.
Here again the transition between 2016 and 2017 was a cross-over point, though now after
this point the recurrent RF model performed better than the temporal RF model. This
result shows that a very conservative model is more useful for reducing spurious change,
even if the yearly maps themselves reduce in accuracy. Nevertheless, even though in terms
of fraction change, the RF postprocessing models improved the basic RF predictions, they
did not achieve as good results as the linear and Markov chain models.

3.3.2 Model performance based on fraction change amount

The models have different performance in sample sites that exhibited no change and areas
that exhibited varying degrees of change, as seen in Figure 3.5. The overall pattern shows
that the models had less difficulty predicting land cover fractions in no change areas than
change areas. Within change areas, it was easier to predict land cover where only one pure
class transitioned into one other pure class (a change of 200%), rather than in areas with
partial and mixed transitions. Areas with higher amounts of change were more difficult
to predict correctly, which is reflected in the increasing RMSE as the amount of change
increases. Linear smoothing and Markov chain did better in areas with no change and
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Figure 3.6: Year to year error statistics of the five tested models, separated per amount of
change observed in each validation site. The sum of change was calculated as absolute sum of
actual fraction change (all classes) throughout the four years (2015–2018) of each validation site.
An SCM cannot be computed for change, as change events do not add up to 100%, therefore
no OA calculation is available.

mixed change compared to the other models, and they especially reduced large errors.
These smoothing methods did worse in areas of a single pure change, as they tended
to oversmooth this abrupt change. None of the RF models were consistently better at
predicting the fractions in areas with a single pure change, as their accuracy varied among
the years. The recurrent RF model was better at the start of the time series and worse at
the end.

The year-to-year change statistics per change amount (Figure 3.6) show that correctly
predicting change in areas with a large amount of change is challenging. Characterising
pure change correctly was not easier than smaller amounts of gradual or mixed change,
in contrast to the results of yearly accuracy statistics. The results also show that linear
smoothing and especially Markov chain performed well in all change areas compared to
the other models. Only the recurrent RF model managed to achieve lower MAE for the
abrupt single change case and the highly mixed change case in the later year pairs. But the
recurrent RF model was also the only model that did not always improve upon the basic
RF predictions: in the 2015–2016 transition, its no change and gradual change (1-199%)
predictions were worse than the basic model predictions.
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3.4 Discussion

3.4.1 Comparison of model performance

The results of this study (Tables 3.4 and 3.5) showed that postprocessing yearly land cover
fraction predictions can yield substantial improvements in their accuracy and fraction
change accuracy, especially when using the Markov chain approach. However, there were
large differences between the tested models. To better understand the behaviour of the
different approaches, Figure 3.7 gives several examples of land cover fraction time series,
the basic RF model predictions and its postprocessed time series.
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Figure 3.7: Example time series of the five tested models, no change (a-b) and change (c-d).
a) Shrub fraction in a shrubland in Eritrea (lat: 14.51299, lon: 36.95253). b) Tree fraction in
Anhui, China (lat: 30.2037, lon: 118.5329). It did not experience change in 2015–2018, though
it has since been deforested. c) Water fraction of a shallow part of Eagle Lake, California,
United States (lat: 40.71386, lon: -120.6944). d) Tree fraction in a tree plantation in Calvão,
Portugal (lat: 40.49238, lon: -8.707942).

The time series trajectory examples show that the basic RF model tends to overestimate
change, as it consistently predicts some change even when there is none, or more change
than actually occurred. In turn, the lack of consistency results in lower accuracy of
year-to-year change, as evident from Table 3.5. The recurrent RF model starts at the same
point as the basic RF model in 2015, but afterwards diverges. It tends to be conservative
with change and retain values close to the initial year, therefore smoothing large changes
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over (e.g. Figure 3.7 (a) and (c)), however, it also sometimes creates change where none
has occurred (e.g. Figure 3.7 (b) and (d)). This conservative behaviour leads to the
accumulation of errors and therefore a decrease in yearly map accuracy over time, as seen
in Table 3.4 and Figure 3.4. The temporal RF model behaves similarly to the recurrent
RF model, but it tends to produce even more change, especially since it is not bound
to basic RF predictions at the start of the time series. The behaviour of introducing
change explains the relatively poor performance of these models in terms of yearly map
accuracy seen in Table 3.4. Nevertheless, both models overall reduced the amount of
predicted change and obtained better change accuracy (Table 3.5). Both the recurrent and
temporal RF models generally exhibit similar trajectory patterns, which likely comes from
the training data used for both models, namely the multitemporal (2015–2018) training
dataset. It appears that the models are overfitted on this dataset, or that the dataset is
not representative enough of the validation dataset. While these models did not perform
well in our study, there may still be some merits in exploring the ideas further, e.g. by
training these techniques on more representative and larger datasets, or by having the
models predict change rather than the fraction directly, which could prevent the overfitting
issue due to a larger number of reference points.

The linear smoothing model and the Markov model performed better than the basic RF
model, and generally had similar patterns. These models reduce the amount of change
in the time series, by either reducing the whole time series to a line (linear smoothing)
or reducing the change extremes towards the mean (Markov chain). Figure 3.7 (c) is a
good example of Markov chain smoothing, where the temporal pattern from the basic RF
model is still visible, but the change is reduced. This allows the overall amount of change
to be reduced, but abrupt change in the time series to still be represented.

The linear smoother performed slightly better than Markov chain for the middle years
of the time series (Table 3.4). This result was surprising, also given that for these years
Markov chain generally performed better in areas that experienced one pure class change
to another pure class. The result seems to mostly come from areas with no change, as
well as the further reduction of large errors (stronger smoothing) in the middle years
(Figure 3.5). At the start and end of the time series, Markov chain performed better than
linear smoothing, as it is less bound to the values predicted by the basic RF model. Linear
regression is well known to be highly affected by outliers (Hampel et al., 2005), in this
case, the fraction values at the years 2015 and 2018 have a higher leverage on the linear
regression.

The optimal Markov model used λwithin = 0.01, which gives a low weight to the effects
of the co-occurrence matrix (Table 3.3). This result is likely linked to the issue that the
RF postprocessing models have experienced, namely, that the multitemporal training
dataset is not necessarily representative of the validation dataset, also in terms of class
co-occurrence. The multitemporal training dataset used a clustered sampling design at the
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global level, i.e. selectively targeting regions and with a higher emphasis on Africa to focus
collection efforts on areas that are known to have higher incidence of change (Figure 3.2),
however, that means that large areas of the world are entirely unrepresented. In contrast,
the validation data uses a stratified random sampling design across the globe and is more
representative of actual change on the ground.

Overall the Markov chain produced the best results of all the tested models. Even though
the performance of the Markov chain was similar to that of the linear smoother, nevertheless
it achieved significantly better results overall. This result shows that the Markov chain is
a promising postprocessing method for land cover fraction maps.

3.4.2 Comparison with other studies

This study builds upon the work of Masiliūnas et al. (2021a), who used RF regression and
other machine learning algorithms to produce a global land cover fraction map in 2015.
The same 2015 fraction training data was used in both studies, but this study used annual
validation data from 2015 until 2018, whereas Masiliūnas et al. (2021a) particularly used
validation data from 2015. They reached an overall accuracy of 72% using RF regression
with median voting and a three-step model. This study managed to get the highest overall
accuracy (68.4%) in 2015 using the Markov chain model. This difference in overall accuracy
can be explained by the fact that this study used the annual validation dataset from 2015
until 2018, as this dataset contains a larger proportion of land cover fraction samples
that experienced change, which are often difficult to capture well. In addition, this study
lacks climate, soil and terrain features, which were used by Masiliūnas et al. (2021a) and
could certainly improve the model performance. However, the focus of this study was
to compare land cover fraction postprocessing models to improve yearly predictions and
changes in fractions, rather than to achieve the highest absolute overall accuracy. The
remote sensing–derived features are the most important for an RF regressor and therefore
are sufficient for the model comparison. In production of a land cover product, additional
features would be used to improve the final result further.

There are few studies on using RF models as a postprocessing method, and our study
is the first one to compare RF models with a Markov chain postprocessing approach.
RF was used as a postprocessing model in Xu et al. (2022) to reduce falsely detected
changes from a change detection algorithm by ensembling the results of several change
detection models and runs. RF showed promise in their study, as it successfully reduced
the number of false changes and resulted in a better balance between user’s and producer’s
accuracy. Our results (Table 3.5) also showed that RF in most cases, and temporal RF
in all cases, improves the change accuracy. However, it was less effective than a linear
smoother. Temporal RF is more similar to the RF implementation in Xu et al. (2022)
than recurrent RF, but nevertheless there are considerable differences between the studies
due to different objectives and methods that makes the results difficult to generalise. In
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addition, RF postprocessing methods decreased the map accuracy in every year (Table 3.4).
Therefore, further research is needed if RF could be used as an effective postprocessing
model.

Several studies have focused on the implementation of Markov models for land cover maps,
and generally successfully increased the accuracy of land cover maps. However, different
Markov implementations have been used, for instance including both spatial and temporal
context (Cai et al., 2014; Wehmann and Liu, 2015; Yang et al., 2021), or just spatial
(Kasetkasem et al., 2005; Xie et al., 2022) or temporal context (Abercrombie and Friedl,
2016; Souverijns et al., 2020), and with or without co-occurrence dependencies (Wang et al.,
2017). Moreover, all of the above-mentioned studies focus on discrete land cover mapping,
while in this study the Markov chain was applied on land cover fractions. Therefore, in
terms of accuracy numbers, the results of this study cannot directly be compared to other
studies that used a Markov model. However, generally Markov model optimisation has a
great potential to reduce spurious and inconsistent multitemporal land cover change, and
this study confirms this principal idea. The findings highlight the importance of the use
of Markov models for land cover mapping studies. In addition, Markov models can be
constructed quite flexibly by including different terms, and the penalisation of edges can
be calculated in accordance with the user’s needs. Markov models can also be used for
a variety of multitemporal problems. While this study only focused on four single years,
Markov models can also be applied to time series with a longer time period or on time
series with a shorter interval. As satellite imagery products continue to grow and land
cover time series become more common, it is essential to ensure that the multitemporal
predictions provide realistic and consistent land cover change.

3.4.3 Recommendations

Although the Markov chain model obtained higher accuracy than the other tested models
after postprocessing, it is still essential to explore practices that further improve the
accuracy of the base model’s initial prediction. Additional features used by Masiliūnas
et al. (2021a), such as climate and soil metrics, could be included in further research in
order to improve the distinction between certain land cover classes. Features such as
precipitation, temperature and soil properties could considerably be associated with the
presence of certain land cover classes. However, spectral data most likely remains the most
important element for achieving accurate land cover maps.

Using the Landsat 8–derived features, it was possible to obtain initial land cover fraction
predictions. But, due to temporal filtering of outliers and cloud masking in combination
with a 16-day revisit interval, the harmonic features extracted from the 3-year temporal
window may not be robust enough, as the fit relies on the three years having sufficient
data to fit a harmonic seasonality model with three orders without overfitting. Therefore
it might be challenging for the RF models to produce consistent predictions. Additional
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spectral sources and longer time series could be considered in future studies to improve
prediction consistency. Landsat 9 imagery could help more recent land cover mapping
studies to obtain an 8-day revisit interval. A combination of Landsat and Sentinel-2
sensors, such as the NASA Harmonized Landsat and Sentinel-2 (HLS) product (Claverie
et al., 2018) or the ESA Sen2Like (level-2H products, Saunier et al. 2022) could be a
strategy to get even more robust data.

The Markov chain model worked well, showing that explainable AI models can lead to a
substantial improvement of land cover time series. The rules used to define the Markov
chain were relatively simplistic, and therefore it is easy to understand and track back the
reason for any change the Markov chain applies to the basic model predictions. Additional
rules could be added to the model while keeping it explainable. Firstly, the model could be
further expanded with a transition probability matrix. For each class, yearly transitions are
computed independently from other classes in this study. However, it could be beneficial
to examine the potential of penalising uncommon class-transitions in further research.
In addition, information from the spatial context could be useful to explore. No spatial
neighbouring pixels were used in this study, however, other studies that incorporated
spatial information in Markov models have been shown to improve the accuracy of land
cover maps (Cai et al., 2014; Kasetkasem et al., 2005; Wang et al., 2015; Xie et al., 2022).
Therefore, it is recommended for follow-up studies to examine the potential of spatial
information for land cover fraction and fraction change mapping. HMMs and MRFs would
be suited for this task, but they need to be adapted for handling fractions rather than
discrete classes. Another important consideration is that the expansion of Markov models
could also bring additional complexity. The different components and their smoothing
parameters need to be determined carefully. In addition, more complex models will usually
have a longer computation time and higher computer memory demands, especially with
the addition of spatial information, which would require at least a nine-fold increase in
input data size.

One limitation of the Markov chain model in this study is that even though it can follow
the change patterns of the basic RF model, it nevertheless smooths out abrupt change,
as we see from the poorer results for 200% change samples in Figure 3.5. To solve this
issue, a combination with a time series segmentation and change detection algorithm,
e.g. from the BFAST family of change detection algorithms (Verbesselt et al., 2010a),
could be beneficial. A simple approach would be to build separate Markov models for
areas with detected change and areas without detected change, which would have different
weights for the pairwise and unary terms, optimised for change and no change. A more
complicated approach would be to analyse stable and change segments within the time
series. In time series segments that have no detected change, a Markov model could
smooth out the time series to make it more consistent. On segment boundaries where
change is detected and segments with rapid change, a Markov chain with additional rules
on transition likelihood could be used to confirm whether the detected change is true or
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spurious, and therefore reduce the commission errors of the change detection algorithm.
If both models agree that the change is likely, the full change would get preserved, and
therefore an abrupt change would be visible between the pair of years. As Markov rules
are adaptable, such a framework could be made of two separate Markov models, optimised
for different outcomes (smoothing vs confirming change). Lastly, Markov models could be
adapted run on temporally dense time series, such as the original Landsat 8 time series
without yearly compositing. More research and more detailed reference data are needed
to determine if the added temporal information could prove beneficial in a dense Markov
model.

3.5 Conclusion

The main objective of this research was to improve the temporal consistency of land cover
fraction change by exploring several temporal postprocessing models. The results indicate
that the Markov chain model achieved better overall and change accuracies of land cover
fractions compared to the other models. The basic RF model produced initial fraction
predictions, but the Markov chain postprocessing approach consistently improved the
overall and per-class accuracies. The recurrent RF model obtained considerably poorer
results, especially in the later years. The temporal RF model also obtained higher errors
in yearly predictions compared to the basic RF model, but it did not lose accuracy over
time and it reduced errors in predicted land cover fraction change, although not as well as
Markov chain and linear smoothing. The linear smoothing technique performed well in
improving yearly land cover fraction predictions, but it was overall still significantly worse
than the Markov chain model, especially in terms of year-to-year land cover change. The
Markov chain model has the ability to smooth large interannual variability, which forms a
great combination with RF median voting that primarily predicts extreme fraction values
of 0% and 100%. These results confirm that Markov postprocessing has the potential
to reduce spurious and inconsistent multitemporal land cover change, which is in line
with other studies. The Markov chain model could be expanded in further research by
exploring the potential of penalising uncommon class-transitions and by accounting for the
relationships of spatial neighbouring pixels. Furthermore, the Markov chain model could
be explored in combination with a change detection algorithm in order to improve the
monitoring of land cover change. The findings highlight the importance of the addition of
Markov models for future land cover mapping studies, so that multitemporal predictions
provide realistic and consistent land cover fraction change, essential for consistent and
user-centric global land cover fraction mapping.
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Abstract

BFAST Lite is a newly proposed unsupervised time series change detection algorithm
that derives from the original Breaks For Additive Season and Trend (BFAST) algorithm,
focusing on improvements to speed and flexibility. The goal of the BFAST Lite algorithm
is to aid the upscaling of BFAST for global land cover change detection. In this paper, we
introduce and describe the algorithm, and then compare its accuracy, speed and features
with other algorithms in the BFAST family: BFAST and BFAST Monitor. We tested
the three algorithms on an eleven-year-long time series of MODIS imagery, using a global
reference dataset with over 30 000 point locations of land cover change to validate the
results. We set the parameters of all algorithms to comparable values, and analysed
the algorithm accuracy over a range of time series ordered by the certainty of the input
time series having at least one abrupt break. To compare the algorithm accuracy, we
analysed the time difference between the detected breaks and the reference data to obtain
a confusion matrix and derive statistics from it. Lastly, we compared the processing
speed of the algorithms, using both the original R code as well as an optimised C++
implementation for each algorithm. The results showed that BFAST Lite has similar
accuracy with BFAST, but is significantly faster, more flexible, and can handle missing
values. Its ability to use alternative information criteria to select the number of breaks
resulted in the best balance between user’s and producer’s accuracy of detected change of
all the tested algorithms. Therefore, BFAST Lite is a useful addition to the BFAST family
of unsupervised time series break detection algorithms, which can be used as an aid in
narrowing down areas with changes for updating land cover maps, detecting disturbances
or estimating magnitudes and rates of change over large areas.

Keywords. Time series, land cover, change detection, BFAST, MODIS
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4.1 Introduction

The lengthening of remote sensing satellite data archives is opening up new opportunities
for the field of Earth Observation. It is now possible to monitor changes of the Earth’s
surface better than ever before, as long time series facilitate data-driven analysis methods.
A long time series provides information about the usual variability over time within a
monitored area, providing an opportunity to detect deviations from the norm in near real
time. It also gives the opportunity for change detection algorithms to identify historical
changes with more confidence.

These developments have resulted in an increase in the number of algorithms for change
detection in satellite imagery time series. Algorithms such as LandTrendr (Kennedy et al.,
2010), Breaks For Additive Season and Trend (BFAST) (Verbesselt et al., 2010a) and
BFAST Monitor (Verbesselt et al., 2012), Continuous Change Detection and Classification
(CCDC) (Zhu and Woodcock, 2014), Exponentially Weighted Moving Average Change
Detection (EWMACD) (Brooks et al., 2014), Time-Series Classification approach based
on Change Detection (TSCCD) (Yan et al., 2019) as well as Jumps Upon Spectrum and
Trend (JUST) (Ghaderpour and Vujadinovic, 2020) have been introduced with the aim of
aiding the efforts of land cover change detection.

Some of these algorithms have been well established and widely used, e.g. the BFAST family,
LandTrendr and CCDC. Recent developments on these algorithms include improvements
to upscaling and ease of use, such as implementing them on big data platforms like Google
Earth Engine (Hamunyela et al., 2020; Kennedy et al., 2018). In contrast, many other
change detection algorithms are at the proof-of-concept stage. Such proof-of-concept
algorithms are not yet accessible as widely, as they either do not have a publicly available,
efficient and easy to use implementation, or have not yet been proven at a large scale
and using real remote sensing data. As a result, it is complicated for end-users to adopt
proof-of-concept algorithms, whereas optimising them and making them user-friendly
requires considerable software development effort. Thus, focusing development efforts on
improving algorithms that are well-established already is beneficial for rapid dissemination
of the improvements to a wide user audience.

The BFAST family of algorithms has proven to be a particularly popular choice for change
detection in satellite imagery time series. The BFAST family includes the namesake
BFAST (Verbesselt et al., 2010a), focused on detecting multiple breaks in a time series;
BFAST Monitor (Verbesselt et al., 2012), focused on detecting a single break at the end of
the time series for near-real time change monitoring; and BFAST01 (de Jong et al., 2013),
focused on characterising the trajectory of the time series around its largest break. These
algorithms have been successfully used in many studies, ranging from semi-arid regions
of Australia (Watts and Laffan, 2014) to various ecozones in Canada (Fang et al., 2018),
forest disturbance in the Colombian Andes (Murillo-Sandoval et al., 2018) and turning
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point characterisation in sub-Saharan drylands (Bernardino et al., 2020). The bfast
package has even become a basis for new change detection packages that implement change
detection frameworks, such as TSS.RESTREND (Burrell et al., 2017) and STEF (Hamunyela
et al., 2016).

However, there are several limitations of the original BFAST algorithm that affects its
uptake by the users. The original BFAST algorithm, as proposed by Verbesselt et al.
(2010a) and implemented in the bfast R package, consists of several stages, of which
one requires decomposition of the input time series into trend and season components.
This decomposition step in turn requires a complete regular time series with no missing
data, which is rare when using optical satellite imagery due to cloud cover. In addition,
BFAST uses an iterative approach for convergence of change, in both the seasonal and
trend components. This approach takes a significant amount of processing time.

To overcome these limitations of the original BFAST algorithm, in this paper we introduce
a new unsupervised change detection algorithm, called BFAST Lite. BFAST Lite aims
to improve upon the original BFAST in terms of speed and flexibility. This is achieved
by omitting the decomposition of the time series entirely, using a multivariate piecewise
linear regression to do model fitting in a single step. Therefore, BFAST Lite can handle
missing data in the time series without any interpolation. It is also much faster, as it
omits both the computationally demanding decomposition step, and the iterative model
refitting approach. Speed improvement is important for upscaling break detection to larger
areas, especially for global scale; whereas better handling of missing data is particularly
important at locations where cloud cover is common. In addition, BFAST Lite has more
tunable parameters, which enables calibration of the algorithm for particular locations,
or for use with machine learning algorithms to combine multiple BFAST Lite models for
automatically increasing change detection accuracy.

BFAST Lite is easily accessible for users as a function in the version 1.6 of the bfast R
package. BFAST Lite is particularly simple to use for current users of the bfast package,
who are already familiar with other BFAST algorithms provided by the package.

The objective of this paper is to detail the implementation of the BFAST Lite algorithm
and compare it with the existing algorithms in the BFAST family. In this paper, we
first described the implementation of the BFAST Lite algorithm, the differences from
the BFAST algorithm, and its tunable parameters. We then compared BFAST Lite to
two existing algorithms in the BFAST family, BFAST and BFAST Monitor, in terms of
break detection accuracy and processing time. For this purpose, we used a global land
cover change reference dataset created as part of the CGLS-LC100 project, which includes
information about all land cover transition types.
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4.2 Data and methods

4.2.1 The BFAST Lite algorithm

The BFAST Lite algorithm is an adaptation of the BFAST algorithm as described in
Verbesselt et al. (2010a). As a brief overview of the original algorithm, BFAST is an
unsupervised time series change detection algorithm, specialised in detecting multiple
breakpoints within a multi-year time series. It works by first decomposing an input
vegetation index time series Yt into trend (Tt), seasonal (St) and error (ϵt) components
using Seasonal decomposition of Time series by LOESS (STL) (Cleveland et al., 1990).
Next, the trend and season components are tested for at least one significant break in the
whole time series using an ordinary least squares residual moving sum (OLS-MOSUM)
statistical test. If there is significant evidence (p < 0.05) of a break in either the trend
or season component, then a process of fitting a univariate piecewise linear regression
to determine the locations of the breakpoints (as defined by Bai and Perron (2003)) is
carried out for each of the components. The decomposition and fitting process is repeated
iteratively until convergence is reached.

In contrast, BFAST Lite involves only two steps. The first is the generation of regressors
for the piecewise linear regression. This is done by curve fitting on the input time series:
the trend is modelled by a monotonous line, harmonics by a sine and a cosine component
for each harmonic order (Jakubauskas et al., 2001), and seasonality by seasonal dummies
(Makridakis et al., 1997). There is also an option to include autoregressive (lag) terms, as
well as to manually include external regressors, for example spatial neighbourhood features
as presented by Dutrieux et al. (2015). This step is highly user-configurable. The user
chooses which of these regressors to include in the model to be fit on the time series. In
addition, the harmonic component order and the number of seasonal dummies per year
are both user-configurable parameters.

The second step is breakpoint estimation following the approach of Bai and Perron (2003),
implemented by Zeileis et al. (2003), and equivalent to the last step within an iteration
in the original BFAST algorithm. To estimate breakpoint timing, this approach creates
a number of piecewise linear regressions, where each segment has its own estimates for
the regressor coefficients. The break timing is determined by minimising the residual sum
of squares (RSS) of the piecewise model, repeated for each possible number of breaks
in the time series. The optimal number of breaks is then selected using an information
criterion. Whereas BFAST prescribes the use of the Bayesian Information Criterion (BIC),
BFAST Lite defaults to a more conservative metric developed specifically for piecewise
linear regression by Liu et al. (1997) (LWZ). While the information criterion of Liu, Wu
and Zidek (LWZ) is the default, BFAST Lite allows the user to choose between LWZ, BIC,
Akaike’s Information Criterion (AIC), and minimum RSS. Support for custom user-defined
information criteria is planned for future releases.
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Figure 4.1: A schematic overview of the algorithms: (a) BFAST, (b) BFAST Lite. Dashed
line indicates an optional step that is disabled by default. The breakpoint detection step (Bai
and Perron, 2003) involves the following substeps: generation of components for model fitting,
fitting the model itself, determining all possible breakpoints and selecting an optimal number
of breakpoints.

The difference between the BFAST and BFAST Lite algorithms is depicted in a simplified
flowchart in Figure 4.1. The design of BFAST Lite leads to several differences from the
original BFAST algorithm. First, BFAST Lite implements the approach of Shao and
Campbell (2002), in which the time series season and trend components are modelled in a
multivariate piecewise linear regression, instead of using STL for decomposing the time
series like the original BFAST. This is advantageous for two reasons: 1) it alleviates the
need of an iterative decomposition step, making the algorithm faster; 2) it negates the
issue of handling missing data in the time series, because a (piecewise) linear regression
does not require regular interval time series. The drawback of BFAST Lite compared to
BFAST is that the detected breaks can no longer be separated into seasonal and trend
breaks.

Another difference is that, unlike BFAST, BFAST Lite does not prescribe the use of a
structural change test (e.g. OLS-MOSUM) for detecting whether at least one breakpoint
is present. It is left as an option to the user and not enabled by default. On one hand,
a preliminary structural change test can be beneficial to further reduce processing time
by skipping time series that do not have significant breaks. On the other hand, such a
test may also cause an increase in omission error, as it is very fast but not as accurate in
determining breaks as the much more sophisticated BFAST algorithms. If the structural
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change test produces a false negative, none of the real breaks in the time series will be
detected. Therefore, BFAST Lite gives users the freedom to not use a test, or to select
any test (not limited to OLS-MOSUM) from the strucchangeRcpp package.

Lastly, BFAST Lite output includes new, more robust statistics to indicate the magnitude
of each break. BFAST provides magnitude only based on the difference between the
modelled values at the time step immediately prior to a detected break and a time step
immediately following the detected break. This may lead to spurious magnitude values,
as the difference between the two time steps may be influenced by a different phase in
the modelled seasonality, causing either an exaggerated or a modulated magnitude value
depending on the alignment of the seasonality between the adjacent time series segments.
In contrast, BFAST Lite provides two more robust metrics of magnitude: the root mean
squared deviation and the mean absolute deviation between the model predictions of the
adjacent segments, over the time span of one year before and after the detected break.
The mean deviation is also provided, and gives an indication of the change direction, that
is, whether the index values increase or decrease after the break.

The BFAST Lite algorithm has been published as a function (bfast::bfastlite())
implemented in R in the free and open-source bfast package, starting from ver-
sion 1.6.0, available on CRAN. The source code can be found on GitHub, at https:
//github.com/bfast2/bfast (Masiliūnas et al., 2021c). The package is now maintained
by volunteers, with GitHub infrastructure facilitating more rapid update cycles, code
review and continuous integration. Users are encouraged to submit bug reports and ideas
for improvement via GitHub.

4.2.2 Testing the performance of BFAST Lite

4.2.2.1 Compared algorithms

We compared the performance of BFAST Lite, in both break detection accuracy as well as
run time, with two other well known BFAST algorithms: BFAST and BFAST Monitor.
For simplicity, all parameter values for the three algorithms were left at their default
values, where applicable. The BFAST Lite default values were set to correspond to the
default values of BFAST. BFAST has few customisable parameters, most parameters are
preset and not adjustable; thus, for comparability, we adjusted BFAST Lite parameters
to match those of BFAST. Whereas BFAST prescribes the use of BIC for selecting the
optimal number of breaks, in this study we tested BFAST Lite using both criteria: BIC
and the newly implemented LWZ. For both BFAST and BFAST Lite, the minimal segment
size h was set to the number of observations per year. The models were fitted using both
a trend component and a seasonal component. The seasonal component was represented
by three orders of harmonics, that is, sine and cosine waves at the frequency of one year,
half a year, and one third of a year. BFAST mandates the harmonic orders to be set to
these three orders, whereas BFAST Lite allows the user to choose any number of orders.



4444

74 BFAST Lite: a lightweight time series break detection method

We chose to use three orders with BFAST Lite as well for comparability with BFAST. See
Appendix 4.A for a detailed list of parameter differences between the two algorithms.

The BFAST algorithm cannot handle missing values by default; thus, we tested two
solutions. One is to impute the missing values by linear interpolation between the two
neighbouring values in time. This has been the most common approach to handling missing
values in research so far, owing to its simplicity (Awty-Carroll et al., 2019; Fang et al.,
2018). The second is to use a more advanced imputation method implemented by Hafen
(2016) in the package stlplus, which reconstructs the missing values by taking also the
values in the same season within neighbouring years into account. This option has also
been newly implemented in the bfast package for the original BFAST function, starting
from version 1.6.0. This imputation approach results in a smoother time series without
interruptions in seasonality, compared to the linear interpolation approach.

The BFAST Monitor algorithm (Verbesselt et al., 2012) uses a very different approach
to break detection compared to BFAST and BFAST Lite. It is designed for detecting
a single break at the end of a time series. BFAST Monitor works by splitting the time
series into a stable history period, that contains usual variability without breaks, and
a monitoring period, within which the algorithm attempts to detect a break. A linear
model is fit on the stable history period, extrapolated over the monitoring period, and
the predictions are compared with actual data in the monitoring period. While direct
comparison between BFAST (Lite) and BFAST Monitor is difficult due to these differences,
BFAST Monitor has been successfully used in the past to detect multiple breaks. This
was achieved by running BFAST Monitor iteratively with successive monitoring periods,
e.g. yearly (Dutrieux et al., 2016).

In this study, BFAST Monitor was run yearly, over the three years for which we had
reference data. The model values were left at their defaults when possible. The linear
regression components (regressors) and harmonic order were set to match the other models.
When testing the run time of the algorithms, we considered the sum of all three runs of
BFAST Monitor to represent the run time of the algorithm.

With the release of the bfast version 1.6.0, a new backend engine written in C++ was
introduced. It replaces the previous R engine by default, with the option to switch back
to the R engine if desired by the user. This change was done to substantially decrease the
time needed to run all of the BFAST family algorithms.

The run time of the algorithms was measured using the microbenchmark package (Mers-
mann, 2019). It runs all of the algorithms interleaved, to avoid any effect of random busy
periods of computer activity on the benchmark results. It also repeats the benchmark
multiple times to ensure robust results.

For time benchmarking purposes, we selected a smaller subset from the reference data (see
section 4.2.2.3) using principal component analysis, to retain a diverse dataset. We further
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filtered out points with too many missing values that prevented any of the algorithms
from running successfully, resulting in a set of 288 points. Each algorithm was run five
times on this dataset, and the time needed to run was compared between the algorithms.
We included both interpolation options for BFAST, and tested both the iterative approach
as originally proposed by Verbesselt et al. (2010a), and running the algorithm for a single
iteration only. The benchmark was run on a virtual machine on the Terrascope cluster,
running on an Intel Xeon (Skylake) processor with 4 cores and 8 gigabytes of memory.
The benchmark was run sequentially on a single thread.

4.2.2.2 Satellite data

BFAST algorithms are flexible with regards to the input time series that is required for
carrying out break detection within it. For best results, a vegetation index time series
derived from a long archive (more than five years) of satellite imagery should be used. The
input time series should have as dense observations as possible (at least monthly) to better
model the seasonality, although yearly observations can also be handled if no seasonality is
modelled. The observations should also be cloud-free, if necessary by performing temporal
outlier removal. This way, changes in vegetation can be detected with less uncertainty
thanks to the length of the time series, and with higher temporal accuracy thanks to dense
observations. The time series may be irregular, although specifically the original BFAST
algorithm requires a gap-filled time series with no missing values.

In this study, as input to the algorithms, a 16-day composite time series of MODIS surface
reflectance at 250m (MOD09Q1 v006) was used. The time series covered the period
from 2009 until 2020. The imagery was preprocessed to remove pixels marked as clouds,
cloud shadows, ocean, snow and invalid/missing using the included product state quality
assurance layer. Next, the NIRv vegetation index (Badgley et al., 2017) was calculated
from the surface reflectance, using the formula:

NIRv =
ρnir − ρred
ρnir + ρred

· ρnir (4.1)

In this formula, ρ is surface reflectance at certain wavelengths: ρnir at 860 nm and ρred at
645 nm. NIRv was chosen over other indices due to a lower saturation effect and closer link
to gross primary productivity (Badgley et al., 2017), and the fact that it does not require
any coarser resolution bands than those provided by the MOD09Q1 product. Lastly, the
data was resampled using bilinear interpolation to align exactly with the 300m× 300m

grid that the reference samples used. The time series of the pixels at reference data
locations were used for all subsequent analysis.
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Figure 4.2: Location of all land cover change reference sites. Each site covers a 300 by 300 m
area, aligned with the PROBA-V 300 m UTM grid, and indicates whether more than 50% of
this area underwent a land cover change between each pair of years between 2015 and 2018.
Sites with at least one year of land cover change are marked in red, others in green. Background:
World Bank Official Boundaries.

4.2.2.3 Reference data and validation

To measure the accuracy of break detection, we used the land cover change reference data
that was collected by the the International Institute for Applied Systems Analysis (IIASA)
as part of the CGLS-LC100 project (Buchhorn et al., 2021). The reference dataset is
visualised in Figure 4.2. It consists of 33881 300 by 300m sample sites worldwide, of
which there are 2594 sites with land cover change (7.7%). Experts at IIASA collected
the land cover change reference data by visual interpretation of very high resolution and
Sentinel-2 imagery of the years 2015-2018, assisted by time series of Sentinel-2, MODIS
and PROBA-V vegetation indices. The reference data covers a broad range of land cover
change, e.g. flooding, deforestation, agricultural expansion, land abandonment, etc.

An important point to consider is that while land cover change and breakpoints in time
series are correlated, they are distinct from one another. For instance, forest regrowth is a
gradual change process in terms of vegetation index time series and involves no breaks. In
contrast, in terms of land cover, forest regrowth involves three changes: bare soil to grass,
grass to shrubs, and shrubs to trees. Conversely, a break in time series may not result
in land cover change, e.g. a burnt grassland stays a grassland next year, even though its
vegetation index experiences an abrupt change between the years. Therefore, we used the
p-values of the OLS-MOSUM structural change test, the same test that BFAST employs
to filter out time series with no change prior to running, to assign probabilities of change
to every time series. We then analysed the accuracy of each algorithm, binning the results
based on the probability of there being at least one break in the time series as reported
by the OLS-MOSUM test. That way we can be more confident at the higher and lower
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ends of the probability gradient that breakpoints (or lack thereof) in these time series
correspond to land cover change (or lack thereof).

Calculating the accuracy of detected change is challenging, and defining methods and
statistics for this purpose is still an active field of research. This is due to the fact that
it is highly unlikely that an algorithm could predict the timing of a break in perfect
agreement with the assessment of an expert interpreter. The issue is worse in cloudy areas,
where fine spatial resolution observations available to the interpreter differ in frequency
from the coarse spatial but high temporal resolution observations input to the algorithm.
For instance, an interpreter may only have one image per season, which only allows
pinpointing the time of break at a half-year precision. Thus, even though our reference
data included an indication of the timing of the change within the year, it was not always
highly accurate due to the aforementioned reason, and if the time of change could not
be determined, it would default to January 1st. Another issue is data imbalance, as the
majority of the reference data indicates no change, since land cover change is a relatively
rare phenomenon.

For the purpose of assessing how well time series break predictions match the reference
data, we developed a distance-in-time approach similar to that proposed by Zhou and
del Valle (2020). We treated each reference and predicted break as an event, and then
determined whether it was a true positive, false positive, false negative or true negative. If
both the predicted and reference breaks overlap within a tolerance distance, it is considered
a true positive; if a predicted break does not overlap with a reference break, it is considered
a false positive; and if a reference break does not overlap a predicted break, it is considered
a false negative. We chose ± 1 year as a tolerance threshold, as per previous studies
(Cohen et al., 2017). True negatives are more difficult to determine. Even though Zhou
and del Valle (2020) recommend treating all the rest as true negatives, that approach
does not hold in our case, as there is no predetermined number of change events that can
happen during a given time series. The maximum number of events, given a one-year
spacing interval, for the three years of reference data, would be seven (four predicted
breaks and three reference points of change). However, the majority of the time series
do not exceed two, and the most common case is no change with zero events; thus, using
a maximum of seven would lead to an inflated true negative count. Therefore, we chose
three as the number of events to expect in a time series (i.e. the number to count down
from when calculating true negatives), since the reference data covered three years of
potential land cover change per reference site. This leads to a total count of positives
and negatives similar to the total number of sample sites multiplied by the three years of
reference data. If a time series had more than three events, the number of true negatives
was set to zero.

While this method leads to potentially unreliable counts of true negatives, it avoids the
more serious pitfalls of other approaches, such as event double counting. By themselves,
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true negatives are not very important in an imbalanced data setting, where the user
is interested primarily in correctly detected breaks. For this reason, the F1 score is
a useful statistic, as it ignores true negatives altogether, and so avoids any problems
that may arise from unreliable true negative counts. We also separately calculated the
overall accuracy, sensitivity (producer’s accuracy of change), precision (user’s accuracy of
change), specificity (producer’s accuracy of no change) and an absolute distance between
precision and sensitivity as an indicator of bias between the two statistics, which we called
“beta”.

4.3 Results

4.3.1 Accuracy comparison

We first compared the three algorithms using bins of 1000 points with lowest and highest
probability of change based on the p-value of the OLS-MOSUM test, selected from points
that were marked as having no land cover change and at least one land cover change event,
respectively. In these points we were relatively confident that land cover change and time
series breaks should match. The results are presented in Table 4.1.

The results show that the accuracy of all of the tested algorithms is comparable. BFAST
Lite was the most conservative algorithm, with the highest overall accuracy, precision and
specificity, and the lowest bias between sensitivity and precision. With LWZ breakpoint
number selection, BFAST Lite had a higher omission error, while with BIC it had a higher
commission error, reversing the balance between sensitivity and precision. In contrast, all
the other algorithms had a much higher commission error, as seen by lower precision and
specificity scores and a higher beta statistic.

Using stlplus interpolation in BFAST resulted in a lower sensitivity and a higher precision
compared to linear interpolation. This is because stlplus interpolation results in smoother
time series, so fewer breaks are found. It also improved the beta statistic.

Table 4.1: Accuracy statistics of the tested algorithms. “OA” stands for overall accuracy.

Algorithm Sensitivity Specificity Precision F1 score OA Beta

BFAST Lite (BIC) 0.737 0.881 0.607 0.666 0.852 0.130
BFAST Lite (LWZ) 0.569 0.943 0.715 0.633 0.868 0.146
BFAST (linear int.) 0.880 0.807 0.518 0.653 0.821 0.362
BFAST (stlplus) 0.811 0.832 0.540 0.648 0.827 0.271
BFAST Monitor 0.852 0.851 0.587 0.695 0.851 0.265



4444

4.3 Results 79

BFAST Lite (LWZ) BFAST Monitor

BFAST (stlplus) BFAST Lite (BIC)

0.001 0.010 0.050 0.250 1.000 0.001 0.010 0.050 0.250 1.000

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

Probability of no break

S
ta

tis
tic

Statistic

Beta

F1 score

Overall accuracy

Precision

Sensitivity

Specificity

Figure 4.3: Algorithm accuracy comparison across the range of confidence in the time series
having at least one break (i.e. ordinary least squares residual moving sum (OLS-MOSUM) test
p-value), among the entire reference data set. Towards the left on the x axis are time series
with high confidence of a break, towards the right with a high confidence of no break. The
data is binned to ∼1000 locations per bin.

BFAST Monitor achieved the highest F1 score and generally outperformed BFAST in each
category. Nevertheless, it still had relatively low precision, indicating an overestimation of
change.

When looking further into the accuracy statistics and their change across the whole
spectrum from high confidence of break in the time series to high confidence of no break
in the time series, the results are given in Figure 4.3 for all of the reference data and in
Figure 4.4 for reference points marked as land cover change.

The results show that the statistics of all of the algorithms are close to one another,
and change consistently across the break confidence range. BFAST Lite with breakpoint
number selection by LWZ is the only algorithm that stands out as different from the others.
This shows that there is little difference between the algorithm results when comparable
parameters (i.e. breakpoint selection by BIC) are used. However, the flexibility of BFAST
Lite allows significant customisation of the algorithm when desired. When LWZ was used
for selecting the number of breakpoints, it resulted in significantly better results: higher
overall accuracy, F1 score, precision and specificity, as well as lower beta, throughout most
of the range. However, it also had a lower sensitivity compared with other algorithms. This
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Figure 4.4: Algorithm accuracy comparison across the range of confidence in the time series
having at least one break (i.e. OLS-MOSUM test p-value), among time series that have at least
one land cover change event. Towards the left on the x axis are time series with high confidence
of a break, towards the right with a high confidence of no break. The data is binned to ∼300
locations per bin.

shows that break selection by LWZ makes the algorithm considerably more conservative,
which means it does not overestimate the number of changes as often, albeit at the cost of
some additional omission error.

If we only consider locations marked as having land cover change in any of the years in the
reference data, we see the same pattern: all of the algorithms perform similarly except for
BFAST Lite with LWZ. However, in this case BFAST Lite with break number selection
by LWZ performed worse than with BIC. Since this dataset has a lot higher incidence of
change, the conservative nature of the LWZ criterion results in a decrease in sensitivity
that is not adequately compensated by the increase in precision. Since sensitivity is the
limiting factor in this case, the use of LWZ also results in higher bias and lower F1 score.
In this case, all other algorithms had a higher F1 score and a lower beta statistic. BFAST
achieved the highest F1 score and lowest beta throughout the range, but BFAST Lite with
BIC had similar results as well.



4444

4.3 Results 81

4.3.2 Run time benchmark

A summary of the run time benchmark results is shown in Figure 4.5. The results show
that BFAST Lite run time when using the original R engine is comparable to BFAST when
using a single iteration, but up to 2.9 times faster than BFAST using the original iterative
approach. However, when using the optimised C++ engine, BFAST Lite is significantly
faster than BFAST, regardless of the number of iterations. It was 1.7–2.2 times faster
than BFAST using a single iteration and even 4.3–6.0 times faster than BFAST using the
original iterative approach.
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Figure 4.5: Run time benchmark between the tested algorithms. Each algorithm has been
run 5 times on a dataset of 288 time series. The time axis represents the total time needed to
process this dataset. “1 iter.” indicates that the algorithm was run for a single iteration rather
than iteratively, “linear int.” indicates filling in missing data using linear interpolation.

The C++ engine introduced in the new bfast release was faster than the R engine in
all cases, with the gains consistently ranging between 2.5 and 3 times the speed of the R
implementation.

Comparing across the algorithms, BFAST was the slowest and BFAST Monitor was the
fastest. BFAST Monitor was 14.5 times faster than BFAST Lite and even 86.8 times faster
than the original BFAST implementation when using the C++ engine. Comparing the
two interpolation methods for BFAST, processing time series with stlplus interpolation
was consistently faster than using linear interpolation, by 1.3–1.4 times. This is because
linear interpolation increases the number of observations that need to be processed by
STL. Using a single iteration rather than an iterative approach in BFAST was consistently
2.5–2.7 times faster.
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4.4 Discussion and outlook

Our newly proposed algorithm, BFAST Lite, proved to be a useful addition to the existing
family of BFAST algorithms. The results showed comparable accuracy with other BFAST
algorithms, and in some cases better than the original BFAST, when comparable parameter
settings were used. In addition, BFAST Lite was faster and more flexible than BFAST
in terms of parameters. The additional parameters introduced in BFAST Lite proved
to have a strong effect on the predicted time series breaks, which empowers users to
customise the algorithm to fit their study area and use case. To avoid overloading users
with too many adjustable parameters, all of the parameters default to reasonable starting
values for common tasks, such as forest disturbance detection. See Table 4.A.1 for a
list of parameters and their default values. As a future research direction, it is planned
to develop a supervised method for optimising parameters and the choice of the input
vegetation index based on machine learning. Such a method would build upon the added
parametrisation in BFAST Lite and could help users to automate its use for a wide variety
of applications and locations.

The newly introduced LWZ criterion of BFAST Lite helps to reduce commission error
when the number of samples with no change exceed the samples with land cover change,
which is usually the case due to the relative rarity of land cover change. The choice of
the information criterion can shift the balance between commission and omission error
drastically; therefore, selecting a criterion appropriate for a given task is important. We
introduced the LWZ criterion due to its theoretical properties as described in Liu et al.
(1997). However, it is not necessarily optimal; information criteria other than AIC, BIC
and LWZ may be better suited for specific tasks and result in a better balance between
commission and omission error. Therefore, it is planned in upcoming releases of the package
to allow users to pass a custom function to act as an information criterion, increasing the
flexibility of the BFAST Lite algorithm further.

In addition to the aforementioned benefits, BFAST Lite also brings several more advantages
over BFAST. First, it handles time series with missing values without the need for
interpolation, unlike BFAST. Second, it provides additional metrics that can be used to
further narrow down the detected changes: goodness-of-fit metrics such as R2, RSS, BIC
and LWZ, as well as several indicators for estimating breakpoint magnitude. All of these
features are practical benefits that ease the use of the algorithm and the interpretation of
its output.

The faster speed of BFAST Lite means that it is now feasible to detect all breaks in time
series over large areas, including running the algorithm globally. This was demonstrated
in the production of the CGLS-LC100 maps (Buchhorn et al., 2021), where BFAST Lite
was used for reducing the number of changes between the yearly maps. BFAST Lite
was run on the same set of MODIS imagery as presented in this study, but globally and
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Table 4.2: Feature comparison between the three BFAST family algorithms. See Table 4.A.1
for a detailed comparison of parameters between BFAST and BFAST Lite.

Algorithm Advantages Disadvantages

BFAST (Verbesselt et al., 2010a) Detects breaks in trends and sea-
sonality separately

Slow, limited number of parame-
ters, overestimates change

BFAST Monitor (Verbesselt et al.,
2012)

Designed to detect breaks at the
end of time series (near real-time),
fastest, many tunable parameters

By default not designed for mul-
tiple breakpoints, overestimates
change

BFAST Lite (this study) Faster than BFAST, designed for
multiple breakpoints, many tun-
able parameters, lowest bias be-
tween sensitivity and precision,
highest OA

Needs parameter tuning to opti-
mise performance, does not differ-
entiate between breaks in season-
ality and trend

wall-to-wall. It was feasible to process the global time series data and produce a map
of detected changes in approximately a week, running the algorithm on the Terrascope
cluster, which provides approximately 1000 processor cores and 1.5 terrabytes of memory.
To build upon these large-scale processing capabilities, BFAST Lite can further be ported
to Google Earth Engine, similar to BFAST Monitor (Hamunyela et al., 2020). This would
allow running the algorithm over higher spatial resolution time series, such as Landsat,
and would further ease the algorithm accessibility for a wider user audience.

Our study also showed good performance of BFAST Monitor compared to BFAST, even
though BFAST Monitor was not designed for detecting multiple breaks. It is faster than
BFAST Lite and the accuracy is also comparable with BFAST. However, the limitation of
BFAST Monitor is a high commission error. It is less suitable for dealing with data with
relatively little change, as is the case at the global scale. See Table 4.2 for a summary
comparison of the advantages and drawbacks of the three algorithms that we compared in
this study.

Despite the recent advances in time series break detection, there is still a research gap
remaining between the concepts of unsupervised break detection and land cover change
detection. Since these concepts are not interchangeable, break detection algorithms alone
are not enough to identify all types of land cover change. Therefore, more research is
needed for improving land cover change detection. One approach is to use supervised
algorithms. Such algorithms can make use of the output from unsupervised break detection
algorithms, such as the BFAST family, as one of the inputs to help determine whether
a land cover change has occurred. This approach was implemented by Xu et al. (2022),
who found that combining the output of two BFAST Lite and one BFAST model in a
Random Forest model increased the F1 score compared to BFAST Lite alone. This shows
that BFAST Lite, due to increased flexibility and additional statistics on model fit and
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breakpoint magnitude, can help to further narrow down the detected breaks to those that
actually correspond to land cover change.

4.5 Conclusion

We have introduced a new time series break detection algorithm, BFAST Lite, which is a
faster and more flexible variant of the BFAST algorithm. The algorithm implementation in
R is openly available in the bfast package version 1.6 on CRAN. BFAST Lite can handle
missing data (irregular time series) and has a variety of user-customisable parameters,
including the newly introduced LWZ information criterion for automatic determination of
the number and timing of breakpoints. Our results showed that BFAST Lite performs
similar to BFAST when using comparable parameters, with a higher user’s accuracy but a
lower producer’s accuracy of change, and with a better balance between the two statistics.
The choice of parameters has a big influence on the results, which allows tuning the model,
e.g. decreasing commission errors when there is a lower incidence of change. In addition,
BFAST Lite provides more statistics about the breakpoints and goodness-of-fit compared
to other BFAST methods, which allows postprocessing of the results.

These outcomes, including the increased processing speed, show that BFAST Lite is a
good candidate for upscaling break detection to larger areas. It has already been adopted
in the production of the CGLS-LC100 product for annual land cover map updating at a
global scale. BFAST Lite can help to detect disturbances on the ground and estimate
their magnitude, as well as to determine long-term change trends, over larger areas than
could previously be achieved with the original BFAST algorithm.
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4.A Appendix

Table 4.A.1: Comparison of parameters between BFAST and BFAST Lite.

Parameter BFAST BFAST Lite

Minimum segment size h 15% by default 15% by default
Trend component Always included Included by default, can be dis-

abled
Seasonality component Either harmonics or seasonal dum-

mies
Harmonics, seasonal dummies,
both, or external regressor

Maximum harmonic order Preset to 3 Customisable, defaults to 3
Number of seasonal dummies Preset to equal to observations per

year
Customisable, defaults to the
number of observations per year,
but can be fewer

Maximum number of iterations 10 by default 1
Structural change test type OLS-MOSUM by default None, from version 1.7: optional

with none by default
Structural change test significance
threshold

0.05 by default None, from version 1.7: optional
with 0.05 by default

Decomposition algorithm STL by default or stlplus None by default, STL or stlplus
on any of the components

Break number selection criterion Preset to BIC LWZ by default, BIC, RSS
Autoregressive components None (not supported) None by default, seasonal lag,

trend lag, or both
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Abstract

The field of land cover mapping has recently been shifting towards more rapidly updated
land cover maps, with the Dynamic World product from Google classifying every Sentinel-
2 scene as soon as it is published. There is also a move towards mapping land cover
probabilities and fractions, in addition to discrete classes. This new volume of data is
very valuable, but it is challenging for land cover products to accurately represent land
cover change, as the time series of land cover maps exhibits spurious change and seasonal
effects. In this study, we propose to use high frequency land cover maps as input into
change detection algorithms, such as BFAST Lite, in order to improve land cover change
estimation by reducing spurious variability in the time series, while retaining abrupt
change events. We applied the proposed method to both our own Random Forest regressor
predicting land cover fractions, and the per-class probabilities of the Google Dynamic
World product. We compared the results with simpler postprocessing algorithms, as well as
with a common approach of change detection based on a spectral index. The results show
that our method reduces the variability of dense land cover time series, but also provides
additional semantic information on land cover change facets that so far are rarely available,
such as land cover change metrics (trends, magnitudes) and which fraction of each land
cover class changes into which other for every time step. However, postprocessing only
adjusts the output of a base classifier, therefore to improve the map accuracy, further
improvements in base land cover classification algorithms are needed. We recommend
producers of high frequency land cover map products to include postprocessing in their
processing chain, making use of a processing level system similar to that of satellite imagery
processing chains.

Keywords. BFAST, postprocessing, land cover, time series, change detection
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5.1 Introduction

Land cover is being mapped at an increasingly high spatial and temporal detail, as evidenced
by recent developments such as the Dynamic World land cover product developed by
Google (Brown et al., 2022), which provides a discrete land cover map with nine classes
for every Sentinel-2 image globally. For the first time it is possible to track land cover
change in near-real-time for all of the land cover classes. Such high frequency maps are
also called dense time series of land cover, because of the high density of points when an
area of a map is plotted as a time series.

Land cover maps are improving not only in frequency, but also in their ability to incorporate
continuous information, rather than only presenting discrete classes (Masiliūnas et al.,
2021a). The Dynamic World product (Brown et al., 2022) includes probabilities of each
land cover class in every pixel, which can be visualised as continuous layers of each land
cover class. Typically, the model confidence decreases around the borders of a land cover
patch, where multiple classes are mixed in a single pixel of the satellite sensor. To visualise
this effect, Google used hill shading, where valleys indicate low probability of a class, and
peaks indicate areas of high model confidence in the mapped class. Other products, such as
CGLS-LC100 (Buchhorn et al., 2020), include explicitly mapped land cover fractions. Land
cover fraction models predict the fraction of each class in a pixel, therefore also resulting
in continuous layers of land cover classes. In border areas, fraction layers explicitly capture
land cover mixtures. Therefore, fractions and probabilities are highly related, as they both
provide continuous layers in percentage units that have high values in areas covered by a
single class and low values in mixed areas, and all classes sum up to 100%. In fact, class
proportions predicted from Random forest have been successfully used as an estimator of
the area covered by each class (Sales et al., 2022). However, fractions and probabilities are
distinct concepts and result from different processes. Namely, probabilities are an intrinsic
product of model confidence and do not involve any training data, whereas fractions are
obtained by explicitly training a model on labels containing land cover fraction percentages.
The advantage of maps that provide continuous land cover data, especially in a dense time
series, is the possibility of tracking not only abrupt change, but also gradual change, such
as forest regrowth (Asner et al., 2002; Broadbent et al., 2006) and degradation (Wang
et al., 2005).

The major remaining challenge in such temporally dense time series of land cover maps is
their consistency: between subsequent time steps, observed changes are often spurious,
especially as the interval between the time steps decreases (Abercrombie and Friedl, 2016).
This noise in the time series of land cover, primarily caused by small variations between
images and randomness in the classifiers, results in an overestimation of change, and
makes real change on the ground more difficult to identify. In turn, the lack of consistency
causes confusion for the users as to how to make use of the maps, especially for scientific
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modelling communities in which consistent land cover data is essential (Bontemps et al.,
2012).

The temporal consistency issue can be tackled in two ways. The first is to improve the
algorithm that makes initial land cover predictions, which is called the base classifier, or
base regressor when the output is continuous (Masiliūnas et al., 2021a). The second is to
postprocess the output of the base classifier using a second model that attempts to remove
the noise from the base classifier output. Postprocessing methods range from simple spatial
and temporal filters (Souza et al., 2020) and expert rules to smoothing and change detection
algorithms. Smoothing algorithms, or smoothers, result in a time series with reduced
variability based on neighbouring points in time. Examples of smoothers used in land cover
postprocessing include Savitzky-Golay filters (Seo et al., 2016), LOESS, Markov Chain,
Hidden Markov Model (Abercrombie and Friedl, 2016) and Markov Random Fields (Wang
et al., 2017; Xie et al., 2022). Some of the commonly used unsupervised change detection
methods used in land cover postprocessing are BFAST family algorithms (Verbesselt et al.,
2010a; Verbesselt et al., 2012), e.g. in Buchhorn et al. (2020), and LandTrendr (Kennedy
et al., 2010), e.g. in Shimizu and Saito (2021). Supervised change detection methods learn
from training data of labelled change events, and due to the training data requirement
are expensive to apply (Abercrombie and Friedl, 2016). Postprocessing methods can also
be combined. For example, Buchhorn et al. (2020) combined Hidden Markov Model and
BFAST Lite with a vegetation index input, whereas Xie et al. (2022) combined Markov
Random Fields and CCDC.

The change detection algorithm used in postprocessing typically takes a univariate time
series as an input, often of the NDVI. In a simple application of change detection, if the
algorithm does not detect change in the time series, the pixel is considered to be stable,
and the previous prediction of the base classifier is retained. If a change is detected, the
prediction after the end of the detected change is used as the new value in the updated
map. This approach reduces the amount of observed change between time steps, but
it relies on the accuracy of the change detection algorithm, which in turn relies on its
single-index input data. Even though NDVI is sensitive to changes in vegetation, no single
index is capable of capturing the complexity of the whole diversity of land cover change.
One option to overcome this challenge is to perform change detection on multiple indices
in parallel (e.g. Xu et al. (2022)) or to use a multivariate change detection algorithm (e.g.
Zhu and Woodcock (2014)), but in either case there is a domain adaptation issue of a
spectral index change not necessarily matching the change in land cover.

In this study, we propose the use of a time series change detection algorithm as a
postprocessing method, taking dense time series of land cover fractions or probabilities
as input. We explored the effects of directly using predicted land cover fractions or
probabilities, rather than spectral indices, as an input into the change detection algorithm
BFAST Lite. We then compared the results with that of a change detection approach
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using NDVI as input to BFAST Lite, as well as with a simple smoothing technique, namely
LOESS. We assessed the map, change, trend and variability errors of two base classifiers,
namely the Google Dynamic World product and our own Random Forest regressor, as well
as the aforementioned postprocessing techniques applied to the base land cover maps.

5.2 Data and methods

5.2.1 Reference data sets

In this study, we made use of the global CGLS-LC100 land cover fraction reference data,
collected by high resolution image interpretation by experts at sample sites of 100m×100m

(Buchhorn et al., 2020; Tsendbazar et al., 2021b). To train Random Forest regressors for
predicting land cover fractions, we used the 2015 data by IIASA, and for validating the
errors of all products and model outputs, we used the 2015-2019 yearly data collected by
WUR.

To harmonise the legends across the datasets and products, we followed the procedure
of Masiliūnas et al. (2021a), merging moss and lichen, flooded vegetation, herbaceous
grassland and burnt areas into the herbaceous class; shifting cultivation into the cropland
class; and snow and ice into the bare land class. The resulting legend consists of 7 classes:
herbaceous, cropland, trees, shrubs, bare land, built-up and water. Sample sites that were
dominated by the class "not sure" or whose fractions were all reported to be zero were
dropped.

After this filter, the 2015 training data consisted of 138 308 sample sites. The 2015-2019
validation data consisted of 30 712 sample sites; with five years’ land cover recorded per
site, it amounted to 153 560 data points. See Figure 5.1 for an overview of the sample
locations.

5.2.2 Landsat 8 imagery

For training the Random Forest model, we used the whole Landsat 8 OLI Collection 2
surface reflectance archive (Masek et al., 2006; U.S. Geological Survey, 2023) from 2013-
03-18 until 2021-07-29. The data was masked of clouds using the mask provided by the
CFMask algorithm, by keeping only pixels marked as no fill, no cloud, no dilated cloud, and
no cloud shadow. We extracted the 16-day time series of every band of OLI, aggregated
exactly to the 100m×100m footprints of the sampling sites using a weighted mean reducer.
The data extraction was done in Google Earth Engine (Gorelick et al., 2017).
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Figure 5.1: The global distribution of the reference data: the 2015 training data (a) and the
2015-2019 validation data (b). The colours indicate the dominant land cover fraction of the
given reference point, if the fractions were stable throughout the time series, otherwise the
point is marked as Change.

5.2.3 Base classifiers

5.2.3.1 Random Forest regression for dense land cover fraction mapping

As a base classifier predicting dense time series of land cover fractions, we implemented
a binary relevance Random Forest regression model following Masiliūnas et al. (2021a)
(ranger package in R, Wright and Ziegler (2017)). The regression model was trained
on the fraction labels provided by the IIASA training data of 2015 (see Figure 5.1 (a)),
assuming that the fractions represent the land cover at the peak of vegetation season,
i.e. middle of July in the northern hemisphere and middle of January in the southern
hemisphere. The features that were matched with the labels included Landsat 8 OLI
surface reflectance and vegetation indices closest to the peak of season. The trained model
was then used to predict the whole dense (16-day) time series of land cover fractions using
observed reflectance values and vegetation indices at each time step.
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We included multiple vegetation indices and a snow index to help the model discern
between land cover classes, and the harmonic and temporal features to take into account
the variability of the land cover over time. All these values were calculated by making use
of a moving window through each of the 16-day observations of Landsat 8 OLI. We chose
the ±1.5-year interval for temporal features as a recommended choice for robust estimation
of trends (Tyukavina et al., 2018) as a compromise between the robustness of the derived
statistics and the need to preserve short-term changes in the time series. The harmonic
statistics in particular needed longer time series to be robustly estimated, therefore we
included an extra feature with a longer temporal window for one of the vegetation indices,
namely Tasselled Cap (greenness) (TCg). For the list of all input features used, see Table
5.1.

Table 5.1: Input features for the Random Forest regression model. The first column indicates
the number of input features that come from each feature category.

# Name Formula Time span
1 Surface reflectance band 4 (red) ρ655 Instantaneous
1 Surface reflectance band 5 (near in-

frared)
ρ865 Instantaneous

1 Surface reflectance band 6 (short-
wave infrared 1)

ρ1610 Instantaneous

1 Normalised Difference Vegetation In-
dex (NDVI) (Kriegler et al., 1969)

ρ865−ρ655
ρ865+ρ655

Instantaneous

1 Enhanced Vegetation Index (EVI)
(Huete et al., 1999)

2.5 ρ865−ρ655
ρ865+6ρ655−7.5ρ480+1

Instantaneous

1 Normalised Burn Ratio (NBR) (Key
et al., 2002)

ρ865−ρ2200
ρ865+ρ2200

Instantaneous

1 Normalised Difference Snow Index
(NDSI) (Hall et al., 1995)

ρ560−ρ1610
ρ560+ρ1610

Instantaneous

1 Tasselled Cap (greenness) (TCg)
(Kauth and Thomas, 1976)

−0.2941ρ480 − 0.243ρ560 −
0.5424ρ655 + 0.7276ρ865 +

0.0713ρ1610 − 0.1608ρ2200

Instantaneous

4 NDVI, EVI, NBR and TCg medians Q2 ±1.5 years
4 NDVI, EVI, NBR and TCg in-

terquartile ranges
Q3 −Q1 ±1.5 years

4 NDVI, EVI, NBR and TCg 5th per-
centiles

P5 ±1.5 years

4 NDVI, EVI, NBR and TCg 95th per-
centiles

P95 ±1.5 years

5 NDVI, NBR, NDSI and TCg ampli-
tudes of order 1 (Jakubauskas et al.,
2001)

c1 =
√
a21 + b21 ±1.5 years and ±2.5

years for TCg

5 NDVI, NBR, NDSI and TCg phases
of order 1 (Jakubauskas et al., 2001)

ϕ1 = arctan b1
a1

±1.5 years and ±2.5

years for TCg
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The mean voting rule was used and the output fractions were normalised to add up to
100% at each time step. The predicted fractions were validated using the validation data
at the sampling locations, as in Figure 5.1 (b).

5.2.3.2 Google Dynamic World product

In addition to testing postprocessing on our own base classifier, we also tested how well
the postprocessing algorithms can generalise to different base classifiers, and especially
whether they are applicable to both land cover fractions as well as land cover probabilities.
Therefore, we made use of the Google Dynamic World V1 product (Brown et al., 2022),
which is based on Sentinel-2 imagery and provides probabilities of each land cover class.
Specifically, we extracted the probability of each land cover class over each reference site,
aggregating it to their 100 m footprints using a weighted mean reducer. The Dynamic
World product is based on Sentinel-2 MSI data with a joint revisit time of approximately
5 days, therefore we made use of the whole archive of Dynamic World from 2015-06-01 to
2023-01-01 at 5-day time steps.

Equivalent to the harmonisation as per section 5.2.1, we merged the probabilities of flooded
vegetation into grass and merged snow and ice into bare. Note that while we attempted
to harmonise the legends of Dynamic World and CGLS-LC100, there may still be small
differences in class definitions. In addition, Dynamic World provides probabilities, rather
than fractions, which are generally more fuzzy (rarely 0% or 100%) compared to land cover
fractions. Since the validation data followed the definitions of CGLS-LC100 fractions,
extra error is inevitably introduced merely due to these differences.

5.2.4 Postprocessing methods

A quick overview of the tested postprocessing models and their parameters can be found
in Table 5.2. A visual example of some of the time series and the result of postprocessing
using the tested models can be seen in Figure 5.3.

All of the processing in this study has been done using R and Google Earth Engine. The
code is freely available online (Masiliūnas, 2023).

5.2.4.1 Postprocessing using BFAST Lite

BFAST Lite is a univariate algorithm that detects breaks in the trend and seasonality of an
input variable (Masiliūnas et al., 2021b; Verbesselt et al., 2010a). It is based on a piecewise
linear regression, where the input time series is modelled using selected temporal features
such as trend, harmonics, or seasonal dummy variables. BFAST Lite performs break
detection by segmenting the input time series into stable segments in terms of regression
coefficients, i.e. each segment has its own set of coefficients. A break is then the boundary
between adjacent segments, and the method allows deriving metrics such as magnitude of



55555

5.2 Data and methods 95

Table 5.2: Tested models and their parameters. See Figure 5.3 for a visual example of time
series of these models.

Model name Model description Model parameters
Dynamic World Google Dynamic World V1 class

probabilities (base classifier).
None

Dynamic World + LOESS Dynamic World postprocessed
using LOESS

α = 0.75

Dynamic World + BFAST Lite Dynamic World postprocessed
using BFAST Lite by directly
using class probability time se-
ries.

h = 0.16, magnitude (RMSD)
> 30%, formula = trend

Random Forest regression Land cover fractions predicted
by Random Forest regression us-
ing binary relevance (base clas-
sifier).

Defaults of the ranger package

Random Forest + LOESS Random Forest fraction pre-
dictions postprocessed using
LOESS.

α = 0.75

Random Forest + BFAST Lite Random Forest regression post-
processed using BFAST Lite by
directly using fraction predic-
tions.

h = 0.16, magnitude (RMSD)
> 30%, formula = trend

RF + NDVI-only BFAST Lite Random Forest regression frac-
tions, only updated if BFAST
Lite detects a break in Landsat
NDVI.

order = 3, magnitude (RMSD)
> 20%, formula = trend + har-
mon

Random Forest + BEAST Random Forest regression post-
processed using BEAST, com-
bining the trend and seasonal
components.

Defaults of the Rbeast package

change and model fit over each segment, as well as overall. This way all breakpoints in
the time series are detected, with the optimal number of breaks determined by the chosen
information criterion, by default LWZ (Liu et al., 1997). BFAST Lite can handle missing
data, which is an important consideration in areas with frequent cloud coverage. It is also
significantly faster than its predecessor BFAST, which is an important consideration when
upscaling land cover change detection to the globe and using denser time series. However,
it cannot detect breaks at the start and end of the time series within the minimal segment
size h. In this work we used the R version of the BFAST Lite algorithm, freely available
in the bfast package in R (Masiliūnas et al., 2021c).

A vegetation index such as NDVI is commonly used as input into such change detection
algorithms, and the output breakpoints are then used as a proxy indication of potential
land cover change. The time series of predicted land cover (fractions) is then postprocessed,
so that if no change is detected, the previous class or fraction is retained. If a change
is detected, the class or fraction is updated (see Figure 5.2 (a)). The updated value
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Figure 5.2: A comparison of two processing chains for a time series of a pixel of a satellite
sensor: the traditional land cover map processing chain using breakpoints from a change
detection algorithm run on a vegetation index (a), and our proposed land cover map processing
chain using a change detection algorithm to directly postprocess land cover (b). The chain
is repeated for each pixel of the map. In this study, the surface reflectance was taken from
Landsat 8 OLI, base classifiers were Random Forest and Google Dynamic World, and the
change detection algorithm was BFAST Lite.

may or may not be different from the previous value, as some breaks in an NDVI time
series do not correspond to a land cover (fraction) change. We tested this approach using
NDVI as input, and refer to it as “NDVI-only BFAST Lite” in the results section and in
Table 5.2.

BFAST Lite can use any univariate time series as input, and the fitted piecewise linear
regression is an idealised model of the change in the time series. Therefore, we proposed
and tested the use of land cover fractions or probabilities directly as input into the change
detection algorithm, in this case BFAST Lite. This makes it possible to use BFAST Lite
as a postprocessing algorithm directly, as its fitted model retains trends, breakpoints, and
(optionally) seasonality of the input land cover class, but discards noise and outliers in the
time series, resulting in a smoothed output. The magnitude of detected breaks can be
further used to filter out breaks that are too small in terms of fraction change percentage
to be considered abrupt land cover change, therefore filtering out some of the remaining
spurious change.

We applied both the traditional NDVI-only approach and the proposed direct approach of
using BFAST Lite as a postprocessing algorithm of the random forest regression fraction
predictions, in order to compare the two approaches. We optimised the model parameters
(see Table 5.2), and the traditional NDVI-only BFAST Lite method performed best using
trend and harmonics of order 3 as components, and when filtering out breaks with a
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Figure 5.3: Example time series. a) the built-up class fraction in a suburban area of Kingswood,
Bristol, UK (longitude: -2.4911165, latitude: 51.464915). There was no change in built-up area
(74%, reference line), but there is considerable seasonality due to urban green space, resulting
in fluctuations predicted by both base classifiers. Postprocesing smooths them: BEAST retains
seasonality, LOESS predicts a smoothed curve, BFAST Lite predicts sloped lines and retains
breaks (such as in 2019-12 due to consecutive unfiltered clouds in Dynamic World), NDVI-
only BFAST Lite predicts straight lines with jumps when a break is detected. b & c) the
water fraction of the Ili river draining into the Kapchagay reservoir in Kazakhstan (longitude:
78.1237458, latitude: 43.8591412). Its water level fluctuates seasonally, but between 2015 and
2018 the water level has been relatively stable. Abrupt drought events happened in 2014-08,
2018-08 and 2019-08 (Baranowski et al., 2020). The reference data records a change from water
to seasonally flooded bare, which is recorded as bare. NDVI is not helpful to detect change
between water and bare soil. LOESS oversmooths changes, BEAST does not smooth changes
enough. BFAST Lite retains jumps and gradual changes when they are predicted by the base
classifier.
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magnitude (RMSD) lower than 0.2 NDVI. BFAST Lite directly applied on land cover
fractions/probabilities performed best using a trend-only model, filtering out breaks of
land cover less than 30% in magnitude (RMSD). Both models used 1 year as the shortest
segment size h.

5.2.4.2 Postprocessing using BEAST

To showcase how the approach of using land cover fractions as input directly could be
applied to change detection algorithms other than BFAST Lite, we also tested the Bayesian
estimator of abrupt change, seasonality & trend (BEAST) algorithm (Zhao et al., 2019).
The BEAST algorithm is an ensemble break detection model that combines several runs
of time series decomposition models and produces an averaged model fit. The model
automatically detects patterns in the time series and adapts the submodel parameters to
better model the time series. The input into BEAST was the same as for BFAST Lite,
i.e. the land cover fractions predicted by Random Forest. We used the default model
parameters (see Table 5.2). To obtain postprocessed land cover fractions, we summed the
estimated trend and seasonality components, or if seasonality was not detected, used the
estimated trend component by itself.

5.2.4.3 Postprocessing using LOESS

We compared the postprocessing results of the change detection methods to a relatively
simple locally estimated scatterplot smoothing (LOESS) technique. LOESS (Cleveland,
1979) is a variant of the Savitzky-Golay filter (Savitzky and Golay, 1964) that fits quadratic
polynomials in a local window using weighted least squares, where the weight decreases
further away from the centre of the window (tricubic weighting). Unlike change detection
methods, LOESS does not attempt to detect breaks, but simply smooths the input time
series, resulting in a more consistent output, therefore reducing the interannual variability
observed in the time series of land cover fractions or probabilities. Due to the simplicity
of the method, it is also faster to compute. We used the default parameters of LOESS in
R (Cleveland et al., 1992), namely, smoothing parameter α = 0.75 (see Table 5.2).

5.2.5 Model validation

We assessed the errors of the models by calculating map error, change error, trend error
and variability error (see Table 5.3 for the definitions; also see Appendix 5.A and Figure
5.A.1 for an example calculation of the statistics as well as a graphical representation).
These error statistics were calculated at the sampling locations of the 2015-2019 validation
data (Figure 5.1).
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Table 5.3: Error statistics derived from the time series of a single sample site.

Name Formulae Interpretation

Map error RMSEt =

√∑T
t=1(ypt−yrt)2

T

MAEt =
∑T

t=1 |ypt−yrt|
T

MEt =
∑T

t=1 ypt−yrt
T

Error of the individual map pro-
duced for time t.

Change error RMSEc =

√∑T
t=1(∆ypt−∆yrt)2

T

MAEc =
∑T

t=1 |∆ypt−∆yrt|
T

MEc =
∑T

t=1 ∆ypt−∆yrt
T

where ∆yt = yt+1 − yt

Error of change between time t

and t+ 1.

Trend error ea = ap − ar Error in the 5-year trend a, as
estimated by an OLS regression.

Variability error RMSD =

√∑T
t=1 r

2
t

T

ev = RMSDp − RMSDr

Error in the variability of the
time series, estimated by the
square root of the RSS.

To obtain statistics for the whole class and overall for all classes, the RMSE, MAE and ME
statistics were calculated by pooling each error statistic e from each time series. Examples
of RMSE:

RMSEclass =

√∑L
l=1 e

2
l

L
(5.1)

RMSEoverall =

√∑C
c=1

∑L
l=1 e

2
cl

C × L
(5.2)

where l is the location number, L is the total number of sample locations, c is the class
number and C is the total number of classes.

In addition, we calculated a relative version of the class error statistics by dividing them
by the average fraction size of each class. The relative statistics adjust for the fact that
estimating rare classes is inherently easier, as their fractions are dominated by zeroes for
most locations, thus a constant zero prediction leads to lower error. However, the absolute
values of relative error statistics are more difficult to interpret compared to absolute error
statistics. Therefore, the relative statistics are reported in Appendix 5.B.

To determine whether there was a significant difference between the tested models, we
performed a one-way repeated measures ANOVA on the absolute residuals of both sets
of models (Dynamic World and Random Forest). The analysis was implemented using a
mixed effects framework (Bates et al., 2015) where the model was the fixed effect and the
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sample site, class and year were nested random effects. The difference between individual
models was analysed using Tukey’s all-pairwise comparison (Hothorn et al., 2008). The
differences between class predictions were analysed in the same way, with the class as the
fixed effect and sample site and year as the random effects.

To analyse the effect of postprocessing on land cover transitions, we calculated transition
matrices, where rows correspond to classes in the starting year and the columns to
the ending year. The values represent the sum of all fractions that have experienced
the corresponding transition. Overestimation and underestimation can be assessed by
comparing the transitions of the reference dataset with those of the model predictions.

5.3 Results

5.3.1 Map error
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Figure 5.4: Validation statistics of base classifiers and postprocessing models, with locations
and time steps pooled together. For the relative statistics, see Figure 5.B.1.

Results show that when postprocessing is applied, map error overall slightly, though
significantly increases for both base classifiers (F = 4489.9, p < 0.001 for Dynamic
World models and F = 8582.2, p < 0.001 for Random Forest models, see Figure 5.4).
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Postprocessing mostly hindered the accuracy of the predicted bare land class. The effect
was similar on both the Random Forest regressor, and the Dynamic World product.

The difference between the base classifiers was significant (F = 44358, p < 0.001) and
larger than the differences between the postprocessing methods. Random Forest had a
significant advantage over Dynamic World in every class, even in cropland (z = −9.8,
p < 0.001), which was the most similar between the two base classifiers. Dynamic World
also showed a strong underestimation of the herbaceous class, and a weaker overestimation
effect of all the other classes, except for trees. These effects most likely come from the fact
that Dynamic World uses probabilities rather than fractions, which are generally more
fuzzy than actual fractions in the reference data, and the herbaceous class has particularly
low confidence due to low base classifier accuracy for this class (Brown et al., 2022).

5.3.2 Change error

Dynamic World Dynamic World + BFAST Lite

Random Forest regression Random Forest + BFAST Lite

Reference  

0

10000

20000

30000

40000

50000

Sum of change (%)

Figure 5.5: Comparison between select model predictions and the reference dataset on land
cover fraction change, aggregated to the sum per hexagon (diameter: 3.6 degrees). Both
base classifiers overestimate change. After postprocessing, change overestimation is reduced,
although the results are less selective and more diffuse than the reference data.



55555

102 Postprocessing high frequency global LC maps for change assessment

In terms of change error, there was a highly significant difference between the results with
and without postprocessing, as well as between the postprocessing algorithms (F = 41368

for Random Forest models and F = 52296 for Dynamic World, p < 0.001). Applying
postprocessing in some cases halved the change error. The BFAST Lite algorithms
performed the best of all tested postprocessing algorithms, both when applied on Dynamic
World probabilities and on Random Forest fractions. Even though LOESS performed
significantly worse than BFAST Lite (z = 99.1, p < 0.005 for BFAST Lite on Random Forest
fractions), it still reduced change error considerably, given the simplicity of the algorithm.
There was an almost insignificant difference in performance between BFAST Lite applied
on NDVI, and BFAST Lite applied on land cover fractions (z = 3.0, p = 0.022).

Similar to the map error, the results showed that Dynamic World had an overall significantly
higher error compared to the Random Forest regressor in terms of land cover change
(z = −210.6, p < 0.001), except for the herbaceous class, where the error was lower
in Dynamic World than in Random Forest. However, postprocessed Dynamic World
performed better than non-postprocessed Random Forest, which shows the strong impact
that postprocessing has on change error. Figure 5.5 shows the spatial distribution of land
cover change, both reference and modelled, showing the same pattern in space.

5.3.3 Trend errors

Postprocessing significantly decreased the trend errors as well (F = 4273.9 for Random
Forest and F = 4905 for Dynamic World groups, p < 0.001). In terms of algorithms,
the results show a diverging effect of different algorithms on the two base classifiers.
LOESS performed significantly better than BFAST Lite when applied on Dynamic World
(z = −15.7, p < 0.005), but worse when applied on the Random Forest regressor (z = 57.5,
p < 0.005).

In addition, BFAST Lite performed significantly better when applied on land cover fractions
than when applied on NDVI (z = −17.0, p < 0.001). The reason is that when BFAST
Lite is applied to NDVI, and no change is detected, the previous value is kept, resulting in
a time series with a “stairstep” effect. In contrast, when applied to fractions, the BFAST
Lite model produces smooth trends, which matches the trends in the reference data better
(see Figure 5.3 (c)).

The difference in trend error between the base classifiers was smaller compared to the
other errors. While the Random Forest regressor still overall had a significantly lower
trend error (z = −47.1, p < 0.001), but Dynamic World performed significantly better
at predicting trends for both cropland (z = 12.4, p < 0.001) and herbaceous (z = 20.8,
p < 0.001) classes.
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5.3.4 Variability error

Postprocessing had a very significant effect in reducing variability errors (F = 20106

for Random Forest and F = 29093 for Dynamic World models, p < 0.001). Without
postprocessing, both of the base classifiers show an overestimation of variability in the
predicted land cover time series. Postprocessing strongly reduced the variability, and
therefore the variability error. BFAST Lite on fractions and probabilities had a significantly
stronger effect of reducing variability compared to LOESS (z = 114.1 for Random Forest
and z = 55.6 for Dynamic World models, p < 0.001), as it used a trend-only model, which
discards seasonality, whereas LOESS minimised seasonality but did not entirely discard it,
therefore still somewhat overestimating the time series variability. BFAST Lite applied
on land cover fractions had an even stronger effect on reducing variability compared to
BFAST Lite applied on NDVI (z = −99.2, p < 0.001). The effect was so strong that
the variability of the predicted time series was underestimated compared to the reference
values, but overall the variability error was also reduced much more compared to all of the
other postprocessing techniques.

The differences between the base classifiers were similar as with the previous error types,
with Random Forest overall performing significantly better (z = −85.4, p < 0.001),
but Dynamic World performed significantly better at estimating the variability of the
herbaceous class (z = 18.0, p < 0.001).

5.3.5 Land cover transitions

The reference dataset shows clear differences between the land cover classes in how often
they transition to other land cover classes. Some classes are more dynamic than others.
In particular, herbaceous is a dynamic class, as a relatively large proportion of land cover
transitions (4.7% of the reference land surface) is between herbaceous and all of the other
land cover classes (see Figure 5.6). The transitions between water and herbaceous cover
are particularly common. Bare land is also a dynamic class, with particularly frequent
changes (0.9% of all change) between water and bare land. The transition from trees
to herbaceous cover is common, but the opposite is relatively rare, as it takes multiple
years for trees to regrow. The built-up class is particularly stable and rather rare, with
few transitions to it and even fewer transitions away from it. Nevertheless, even though
these transitions are rare, they still sometimes occur. The only transitions that were never
observed were from built-up to natural vegetation (trees and shrubs), and from water to
trees.

The transition matrices of model predictions (Figure 5.6) show a clear overestimation
of predicted change for base classifiers, with a lot more predicted transitions between
all classes than observed in the reference dataset. Postprocessing greatly reduces these
spurious transitions. However, the effect is general and not class-specific, therefore in
cases where change was underestimated, such as transitions from herbaceous to water,
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Figure 5.6: Change matrices from all land cover classes in 2016 to all land cover classes in
2019, in proportion of area covered by the reference data.

postprocessing causes further underestimation of change. And vice versa, postprocessing
greatly decreases the underestimation of no change (e.g. stable bare land), but also
increases the overestimation of no change (e.g. stable cropland).

5.4 Discussion

Mapping land cover fractions or probabilities for every satellite observation is a new
and evolving field in remote sensing. The results of our study show the importance of
using postprocessing to produce more consistent land cover maps throughout the time
series. Even a simple postprocessing algorithm like LOESS significantly decreased the
overestimation of change and resulted in more stable time series, when applied to either
land cover fractions or class probabilities. This consistency across time is an important
feature for many applications of land cover maps, including climate and biodiversity
modelling, forest monitoring and land management.

BFAST Lite, either with the common approach of using NDVI as an input, or the novel
approach of using dense land cover fractions or probabilities as an input, performed even
better than LOESS (see Figure 5.4). The BFAST family of algorithms, including BFAST
Lite, has a well-established ability to detect, and thus retain, large breaks in the input
time series (Masiliūnas et al., 2021b; Verbesselt et al., 2010a; Verbesselt et al., 2012).
In addition, it is able to remove noise from time series. The combination of these two
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features is an important advantage over simpler models, although at the cost of increased
computational complexity.

The novel approach of using dense land cover fractions or probabilities as input to BFAST
Lite led to improvement in the estimation of land cover trends and variability in the
predicted time series, compared to using NDVI as input. The main reason is that using
land cover fractions or probabilities to model change, rather than discrete breakpoints
in the time series, avoids the “stairstep” effect inherent in the NDVI-only approach (see
Figure 5.3).

But in addition to the quantitative improvements, using dense land cover fractions as
input to BFAST Lite also brings many qualitative improvements and possibilities. The
base classifier, using machine learning, handles the selection of spectral indices, temporal
and auxiliary features, and therefore can take a lot more information into account than
just a single spectral index. Compared to the common approach of using a vegetation
index time series for change detection, our method also removes the burden of selecting
a suitable spectral index from the user. Furthermore, the output of BFAST Lite, when
applied to dense land cover fractions, has richer semantic meaning than a spectral index.
First, a change of 1% fraction of a land cover class is the same no matter whether the
site contains a large fraction of the class or not. It avoids the common saturation effect
problem of spectral indices. Second, if we have predictions for all land cover class fractions,
then, together with an indication of a time series breakpoint, we also get an indication of
which class changed into which other class, and at what magnitude. The user can then
filter out locations where change of particular magnitude happened, e.g. filter out changes
smaller than 30% per change event or per year, and can focus on areas with a particular
land cover transition type, e.g. floods in natural areas. In contrast, a break in a spectral
index is only an indication of a potential change in the spectrum, which is not necessarily
nor directly linked to any particular land cover change and is not expressed in natural
units. Third, the modelled time series enables the monitoring of both gradual and abrupt
change in each of the land cover classes. BFAST Lite allows quantifying trends of each
stable segment, which gives an opportunity to track long-term trends that would otherwise
not be evident, in every land cover class, such as forest degradation or the increase in
urban density. Lastly, this approach allows estimating the stability of each land cover
class, by counting the number of breakpoints per class over a given period of time, and by
calculating the time since the last breakpoint. In between breakpoints, stability can be
estimated by analysing trends. Therefore, this approach allows quantifying land change
metrics, which is one of the land cover change facets that is least studied, yet has the
potential to revolutionise the land cover mapping field by providing new semantic classes,
such as “greening urban” (Zhu et al., 2022).

In this study we used two base classifiers and several postprocessing algorithms, but
there are many possible combinations. We performed a test with the BEAST change
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detection algorithm applied on the Random Forest predictions, but the resulting time
series was only slightly smoothed (see Figure 5.3), therefore still overestimating change and
producing higher errors, even more than using LOESS (see Figure 5.4). This test shows
that the effect of choosing an algorithm and its parameters on the output time series can
be considerable, but also that the framework itself is easily adaptable to multiple change
detection algorithms.

The choice of the algorithm depends not only on the accuracy of the resulting land cover
maps, but also on the intended use case. BFAST Lite worked well for producing consistent
time series, but it is not designed to detect changes close to the end of the time series.
Therefore, to make the use of high frequency land cover maps as means to detect changes
in near-real-time, different postprocessing algorithms would need to be used. For example,
in this case BFAST Monitor (Verbesselt et al., 2012) could be a suitable postprocessing
algorithm, applied in the same way that BFAST Lite was used in this study, i.e. using
land cover fractions or probabilities as input. The output would be a smoother time series
compared to the raw base classifier output, with land cover changes at the end of the time
series indicated each time BFAST Monitor detects a break. The additional benefits of this
combination would be largely similar to the ones outlined above about BFAST Lite. The
approach could also be adapted from a dense land cover time series to work with yearly
time series, by making use of a yearly change detection algorithm, such as LandTrendr
(Kennedy et al., 2010). Likewise, this approach can be used with any base classifier and
any land cover or land use classes, as long as they are expressed as continuous values, i.e.
fractions or probabilities.

In this study, we analysed unsupervised remote sensing time series postprocesing methods.
The advantage of unsupervised methods is the ease of application and automation, as they
do not require any additional training data and are usable without the need of defining
expert rules. In the field of land cover map postprocessing, most research has been done
on supervised methods instead, most often Hidden Markov Models (Abercrombie and
Friedl, 2016; Buchhorn et al., 2020; Liu et al., 2021a; Sulla-Menashe et al., 2019). These
models can take the transition likelihood into account and learn it from the input data,
and in most cases they successfully increase the map accuracy (Buchhorn et al., 2020;
Liu et al., 2021a). However, building Markov models requires expert knowledge on the
likelihood of land cover transitions, or extra training data for reliably estimating them.
This is particularly problematic for dense time series, as it is difficult to obtain dense
reference data due to the infrequent revisit time of fine spatial resolution sensor platforms.
Another common method of postprocessing land cover maps is to use simple spatial and
temporal filters based on predefined (expert) rules (Buchhorn et al., 2020; Malinowski
et al., 2020; Souza et al., 2020). However, this method has a similar issue due to the
difficulty of correctly defining the rules, as they may differ per region, time and land cover
class, making it difficult to generalise these rules to larger areas.
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5.5 Limitations and recommendations

The main limitation of postprocesing methods for land cover time series is the need to
rely on the base classifier. Postprocesing methods can only adjust the output of the base
classifier, but it will never be radically different (e.g. in Figure 5.3 (a) we can clearly
distinguish two clusters that correspond to the two base classifiers), therefore errors such as
misclassification cannot be easily corrected through postprocessing. Conversely, if the base
classifier had perfect accuracy, there would be no need for any postprocessing. Therefore,
while postprocessing helps to improve the consistency of the time series, the focus should
be on improving the base classifier accuracy. One of the ways to improve the base classifier
performance is to include auxiliary data as features (Masiliūnas et al., 2021a). Another
way would be to make use of and combine existing land cover maps. For example, Dynamic
World predictions could be used as features in the Random Forest regression model. A
third option would be to make use of a deep learning base classifier that can take both
space and time into account. A combination of these approaches is also possible.

One limitation of the reference data in this study is that it was collected yearly. Every
reference site was only assessed once per year, typically around the peak vegetation season.
Therefore, it was necessary to convert dense land cover time series into yearly time series
for the purposes of statistical validation. Having a reference dataset with dense labels
would allow a more in-depth analysis of the different postprocessing methods, such as how
well they can predict the seasonal variability of land cover, or to determine the time lag
between an abrupt event and its detection.

Our results showed that while postprocessing improves the consistency of the time series
and improves change accuracy, the map accuracy slightly decreases (see Figure 5.4).
Therefore, if map accuracy is the only important criterion, it is better to not perform any
postprocessing, or to choose a supervised postprocessing method.

When applying an unsupervised postprocessing model, the results benefit from tuning the
model parameters. It is recommended to tune the parameters for each dataset, as the
model parameters used in this study may be specific to the global scope of the input data
and may not be the best choice for local studies and when using different land cover class
legends.

Making use of land cover fraction data as input into a postprocessing model is a useful
way of assessing the land cover change target, namely, to automatically identify which
class shifted to which other class and when. However, it remains difficult to assess the
land cover change agent, that is, the underlying cause of the land cover change. For
example, using the methods in this study we can detect areas that have changed (by a
given fraction percentage) from trees to herbaceous cover, however, we cannot determine
whether the change happened due to illegal deforestation, a natural forest fire, or regular
forest management practices. To determine the change agent, additional information
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from the ground is required. A potential way of obtaining it at a large scale is by using
crowdsourced data, e.g. by automatic sourcing information from news reports and social
media posts that relate to a detected land cover change event at a given location and time,
or by using citizen science.

Our results showed that the postprocessing methods are able to reduce the amount of
spurious transitions (see Figure 5.6), however, they do so in a way that is not class-specific.
That means that if the base classifier was underestimating the change in a particular class,
the postprocessing will make the underestimation worse. It would be possible to combine
change detection postprocessing with a technique to adjust transitions based on their
likelihood, using a transition matrix. A potential topic to investigate in follow-up studies
is whether such a combination of postprocessing techniques, such as BFAST Lite and
Hidden Markov Model (HMM), could lead to further accuracy improvements compared to
the individual methods alone, and if so, in what order they should be applied.

In this study, we tested only temporal postprocessing methods. A method that combines
both temporal and spatial information, such as ones suggested by Boucher et al. (2006)
and Liu et al. (2021a), may result in higher accuracy, at the cost of greatly increased input
data volume.

Given the benefits of having consistent dense land cover (fraction) maps, we recommend
implementing postprocessing approaches in practise, as the tools and technology to do so
are already available. Google is producing the Dynamic World product automatically on
the Google Earth Engine platform, and the processing chain could be further extended
to include derived postprocessed products. One way of releasing such postprocessed
maps would be to apply a processing chain structure similar to ones used for processing
satellite imagery, with different processing levels. For instance, a base classifier output
without postprocessing would be level 0, output that is smoothed using BFAST Lite and
BFAST Monitor could be level 1 (for historical and near-real-time land cover, respectively).
Output derived from the postprocessing models, such as land cover transition targets and
metrics (e.g. a map showing areas of decreasing and increasing trends in each land cover
class), could be released as level 2 products. Products that are further derived from the
targets and metrics, such as land cover change agents, could be level 3. An update to the
level 0 maps, such as a newly classified image, could then trigger a rebuild of the other
levels as well. Given the recent progress of implementing change detection methods in
Google Earth Engine (e.g. Kennedy et al. (2018)), including BFAST family methods (e.g.
Hamunyela et al. (2020)), it is already possible to create a workflow to produce level 1
and even level 2 maps on the platform. Doing so would provide a boost to the usability
of the Dynamic World product. Even without official support from Google, it would be
possible to implement postprocessing as a set of third-party processing scripts, similar to
the approach in Reiche et al. (2021).
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5.6 Conclusion

The recent developments in the field of land cover classification have enabled the creation of
products providing dense time series of land cover. In turn, these dense time series provide
an opportunity of more detailed assessment of land cover change, and also necessitate new
methods for handling them.

In this study, we proposed a framework to use these time series of land cover as input into
a change detection algorithm, such as BFAST Lite. We confirmed that postprocessing
the time series obtained from a base classifier, even with simple methods, leads to an
improvement in consistency. Among the tested algorithms, BFAST Lite, applied on dense
land cover fractions, performed the best in terms of reducing the MAE of change, long-term
trends and time series variability. It proved adaptable to handling both land cover fractions
and probabilities, on both manually trained model output as well as existing operational
land cover products. Furthermore, the output of BFAST Lite enables richer semantic
information about land cover, such as tracking long-term land cover trends, filtering abrupt
change events by a change threshold, and defining new land cover change classes such
as “greening urban” or “degrading forest”. The framework is adaptable to other change
detection algorithms as well, such as ones specialised in near-real-time mapping of land
cover change. The limitation of our proposed approach is that the map accuracy depends
on the accuracy of the base classifier, and that postprocessing slightly decreases the static
map accuracy in favour of increasing the change accuracy.

Our proposed framework is a step towards a processing chain for dense time series of land
cover maps, that would provide users with more choice in land cover (change) products,
such as different levels of processing appropriate for the needs of the users. At higher
processing levels, the framework provides the opportunity to quantify and map the facets
of land cover change metrics and targets, for (and among) all of the land cover classes.
The technology already exists to implement such a processing chain in practice, which
would even result in an improvement of existing operational land cover maps. Building
upon this framework, in the future it will be possible to also identify land cover change
actors, which would make land cover maps even more actionable.
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Appendices

5.A Explanation of validation statistics with exam-
ples
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Figure 5.A.1: Example time series of a land cover fraction (grassland fraction in a Eucalyptus
plantation in Uruguay). a) Calculation of map error from the differences (et) between predicted
and reference land cover fractions, and change error from the differences between subsequent
years between the predicted (∆ypt) and reference (∆yrt) land cover fractions. b) Calculation of
trend errors from the reference (ar) and predicted (ap) trends, and variability errors from the
differences between the regression lines and the predicted (rpt) and reference (rrt) fractions.

In the time series example in Figure 5.A.1(a), the map error statistics were calculated as
RMSEt =

√
(−512 +−542 +−552 + 172 +−12)/5 ≈ 42.03, MAEt = (| − 51| + | − 54| +

|−55|+ |17|+ |−1|)/5 = 35.6, and MEt = (−51−54−55+17−1|)/5 = −28.8, indicating
that the prediction is on average 28.8% lower compared to the reference values.
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The RMSE of change for the example in Figure 5.A.1(a) would be calculated as RMSEc =√
((−2− 1)2 + (−2 + 1)2 + (−2 + 74)2 + (−17− 1)2)/4 ≈ 37.14.

The trend error in the example in Figure 5.A.1 (b) is simply the difference between the
trends: ea = −5 − (−22) = 17. When all the sample sites are pooled for estimating
the error at the class level, MAE of trend is an indication of average absolute trend
error and ME of trend is an indication of whether the predictions are overestimating or
underestimating trends of the class.

The variability of the example predicted time series in Figure 5.A.1 (b) can be calculated
as: RMSDp =

√
((−3)2 + 0 + 32 + 62 + (−6)2)/5 ≈ 4.24. The example predicted time

series is more stable (lower RMSD) than the reference suggests it should be: RMSDr =√
((−15)2 + 82 + 292 + (−22)2 + 0)/5 ≈ 17.97.

5.B Relative errors

MAE ME

M
ap error

C
hange error

Trend error
V

ariability error

 O
ve

ra
ll

Bar
e 

lan
d

Buil
t−

up

Cro
pla

nd

Her
ba

ce
ou

s

Shr
ub

s
Tr

ee
s

W
at

er

 O
ve

ra
ll

Bar
e 

lan
d

Buil
t−

up

Cro
pla

nd

Her
ba

ce
ou

s

Shr
ub

s
Tr

ee
s

W
at

er

0

1

2

0

5

10

0

2

4

6

0.0

2.5

5.0

7.5

Class

E
rr

or

model
Dynamic World

Dynamic World + LOESS

Dynamic World + BFAST Lite

Random Forest regression

Random Forest + LOESS

Random Forest + BFAST Lite

RF + NDVI−only BFAST Lite

Random Forest + BEAST

Figure 5.B.1: Relative validation statistics of the base classifiers and the postprocessing
models, adjusted for the land cover class sample sizes. For absolute statistics, see Figure 5.4.
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6.1 Main findings

The aim of this thesis was to advance the methods for global land cover fraction and
change mapping, by improving both the accuracy as well as the consistency of change
between global land cover maps. In this thesis, I investigated machine learning algorithms
and tackled the zero-inflation problem to improve global land cover fraction mapping
(Chapter 2), predicted yearly global land cover fractions and applied a Markov chain model
to postprocess them to improve their temporal consistency (Chapter 3), developed the
BFAST Lite algorithm to improve the speed and flexibility of the BFAST change detection
algorithm (Chapter 4) and used it as a postprocessing algorithm to improve temporal
consistency of temporally dense time series of global land cover predictions (Chapter 5).
In all of the chapters, I used four datasets, created as part of the Copernicus Global
Land Service Land Cover 100m (CGLS-LC100) project, to train machine learning and
postprocessing models and validate their output. Table 6.1 lists which of these datasets
were used in which study and for which purpose.

Table 6.1: Datasets used for model training and validation in each study (see the end of section
6.1.1 for an overview of Xu et al. 2022). The 2015 training dataset (IIASA, Buchhorn et al.,
2020) consists of over 150 000 sample sites; the 2015 validation dataset (WUR, Tsendbazar
et al., 2019) consists of over 21 000 sample sites; the multitemporal (2015-2018) dataset (IIASA,
Buchhorn et al., 2021) consists of over 30 000 sample sites, thus over 120 000 samples; and the
multitemporal (2015-2019) validation dataset (WUR, Tsendbazar et al., 2021a) consists of over
30 000 sample sites, thus over 150 000 samples. Data is available on request from IIASA and
WUR.

Study IIASA 2015 IIASA 2015-2018 WUR 2015 WUR 2015-2019
Chapter 2 Training - Validation -
Chapter 3 Training Training - Validation
Chapter 4 - Validation - -
Chapter 5 Training - - Validation
Xu et al. (2022) - Cross-validation - Cross-validation

In the following subsections, the key answers to each of the research questions raised in
Chapter 1 are given.

6.1.1 How well can global land cover fraction maps be produced given various
regression methods and their input data?

This research question was answered in Chapter 2 and supplemented by my co-authored
research done in Xu et al. (2022). Machine learning methods based on classification and
regression trees (CARTs), such as random forest (RF), are widely used in the field of
remote sensing for various tasks, including producing global land cover maps. I verified
that these methods have advantages over other models also for producing global land
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cover fraction maps, using their regression modes. The most important input into the
regression models is remote sensing data, especially time series or features derived from
satellite image time series. Adding a variety of data sources, such as auxiliary soil and
climate data improves the model output, but most important data sources are those that
are not redundant with others and when their observations correspond to the time of the
predicted land cover.

In Chapter 2, I conducted a comparison between linear regression models, an SVM
model, an MLP model and a number of CART models for global land cover fraction
mapping. Results showed that CART models performed the best, with RF regression
achieving the lowest root mean squared error (RMSE) and Cubist regression achieving
the lowest mean absolute error (MAE). I further investigated if special handling of the
data imbalance, namely the zero inflation issue inherent in land cover fraction data, would
help improve the output land cover fraction maps. I proposed two novel multi-step models
that combine classification and regression models to better handle the zero inflation
issue. I also compared this approach with using a median vote for the RF ensemble,
as well as a combination of both approaches. Results showed that both the multi-step
approach and median voting reduce MAE by up to 1.5 percentage points by producing
a more crisp output, i.e. with more pure 0% and 100% predictions, rather than tending
towards predicting a mean value and resulting in more mixed-class pixels. However, these
approaches also resulted in an increase in RMSE by up to 3.4 percentage points, due to a
higher chance of complete misclassification of pure classes. The best was a combination of
a three-step model and median voting, as median voting decreased MAE by 1.5 percentage
points and the three-step model resulted in more accurate pure class predictions, resulting
in a lower increase in RMSE (2.9 percentage points) compared to the other models and
model combinations.

In Chapter 2 I found that features derived from satellite image time series were by far the
most important for global land cover fraction mapping, as a model trained only on satellite
imagery achieved 3 percentage points lower overall accuracy (OA) compared to a model
that also included auxiliary terrain, climate and soil data (Figure 2.C.1). Nevertheless,
these three sources of auxiliary data were useful enough that none of the features, except
for the terrain aspect, could be removed from the model without the accuracy decreasing.
Out of the auxiliary data, climate data derived from interpolated aggregated historical
weather station data was particularly important, and it was the only source of data aside
from satellite imagery that included a temporal component.

I further explored the effect of optical satellite image time series on RF predictions. This
work has been published in Xu et al. (2022), which aimed to analyse the effects of optical
imagery on land cover change detection. In contrast with Chapter 2, results in this
study showed that including features from multiple satellite sensors in an RF model
simultaneously only improves the prediction of global land cover change in areas with
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frequent cloud coverage, and otherwise the added features may even hinder the model
performance. Furthermore, Landsat 8 OLI data alone often led to better results compared
to Sentinel-2, PROBA-V and their combination for the 100m sample sites. The results
confirm findings in other studies such as Ludwig et al. (2022) that it is important to
consider omitting correlated features from RF land cover models.

6.1.2 How can the flexibility and scalability of change detection algorithms
be improved for land cover change monitoring at the global scale?

This research question was addressed in Chapter 4 and supplemented by Chapter 5 and the
research done in Xu et al. (2022). I successfully explored three main directions of improving
the BFAST unsupervised change detection algorithm: optimising the speed, improving the
parametrisation and enriching output statistics, and implemented these improvements in
the R package bfast. I also explored combining the output of the unsupervised BFAST
family algorithms, including my newly developed algorithm, with supervised machine
learning techniques.

In Chapter 4, I introduced BFAST Lite, a variant of the original BFAST algorithm
(Verbesselt et al., 2010a) that is up to six times faster and can natively handle missing
data in the input time series. In addition, BFAST Lite has additional user-configurable
parameters that have a large effect on the output of the algorithm, allowing users to
decrease the commission error of the algorithm. Lastly, BFAST Lite includes new statistics
about its fitted model: a goodness-of-fit indication (RSS and R2) and several new more
robust statistics of breakpoint magnitude. This extra output information can be used
by the users to determine which breakpoints are of interest and which can be filtered
out.

The improvements I introduced in Chapter 4 were not limited to the newly proposed
change detection algorithm. The newly introduced C++ engine improved the speed of the
entirety of the BFAST family of change detection algorithms. The improvements in speed
are very important for applying all of these algorithms at scale, especially global scale. In
addition, the original BFAST algorithm was supplemented with an approach that allows
the algorithm to deal with a moderate amount of missing data in the time series without
users having to interpolate the input time series.

In Chapter 5, I explored whether changing the input of BFAST Lite would result in
improved output. The study showed that using a dense time series of land cover fractions
instead of a vegetation index allows BFAST Lite to output more meaningful statistics. The
breakpoint magnitudes of detected change are expressed in the units of change in fraction
cover (percentages), and the model output allows tracking both abrupt and gradual change,
as well as quantifying the trends of change for every individual land cover class. This added
semantic meaning opens new possibilities for the monitoring, analysis and interpretation
of global land cover change.
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I further explored improving land cover change detection by combining unsupervised
and supervised methods using a hybrid BFAST and RF approach in Xu et al. (2022).
This study combined the output (including the new magnitude statistics) of various
unsupervised BFAST algorithms and with varying parametrisation, using an RF model.
The results showed that RF can act as a “smart filter”, reducing the commission error from
each individual unsupervised model. Combined with a balanced sampling strategy, the
hybrid approach improved the F1 score from 38.1 (best individual unsupervised model
score; achieved using BFAST Lite) to 61.5 (best hybrid model score). Therefore, a hybrid
approach is useful to decrease the commission errors of unsupervised change detection
algorithms and leads to an improvement in the accuracy of global land cover change
detection.

6.1.3 What postprocessing methods can be used to improve the consistency
between frequently updated land cover fraction maps?

This research question was addressed in Chapters 3 and 5. I analysed two different methods
of postprocessing global land cover fraction maps: using a Markov chain model on yearly
land cover fraction predictions and using BFAST Lite on dense fraction predictions. Both
of these methods managed to successfully improve the consistency of the time series of
global land cover predictions and reduce the noise in the time series. A Markov chain
can be applied to either yearly or temporally dense time series of land cover fractions,
whereas BFAST Lite requires a dense time series. However, BFAST Lite not only smooths
the output of a base classifier, but also provides additional valuable information, such
as the timing of land cover change events, magnitude of change in fraction values, and
quantified long-term trends. On the other hand, Markov models are partially supervised
and extensible, therefore they can be customised for the problem at hand and can take
expert knowledge into account.

In Chapter 3, I analysed three methods of postprocessing yearly time series of land cover
fractions: a Markov chain, a recurrent RF and a temporal RF. Results showed that the
Markov chain resulted in improvements in both the accuracy of yearly predictions (reducing
RMSE from 23.7 to 22.4 in 2017, Table 3.4) and the accuracy of change between the years
(reducing RMSE from 15.0 to 8.8 in 2015-2016, Table 3.5). In contrast, the RF models
were in some cases behind even the base classifier model with no postprocessing: both
models reduced the yearly map accuracy (RMSE increased from 23.7 to 25.2 with temporal
RF and even 26.4 with recurrent RF in 2017) and recurrent RF reduced change accuracy
(from 15.0 to 17.0 in 2015-2016). These results show that Markov models even with a
relatively simple set of rules are able to reduce the variation in time series, whereas RF
models do not perform well when directly predicting land cover fractions, especially when
the training dataset has a different sampling scheme than the validation dataset.
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In Chapter 5, I proposed the use of BFAST Lite as a postprocessing algorithm to improve
the temporal consistency of dense land cover time series. Even though change detection
algorithms are not originally designed as postprocessing algorithms, the use of land cover
fractions as input time series instead of a VI has a number of advantages. BFAST Lite fits
a piecewise linear regression model on the univariate input time series, which represents its
idealised fit, without the noise caused by atmospheric or seasonal effects. This modelled
time series retains both the gradual change and the abrupt change from the input time
series, therefore not losing vital information, but improving temporal consistency. The
results showed that BFAST Lite was adaptable to time series of both land cover fractions
and land cover probabilities, and it reduced the change error from 4.0 to 1.9 MAE for my
own RF land cover fraction predictions and from 5.3 to 2.9 MAE for the probabilities of
the Google Dynamic World product. The BFAST Lite model also significantly reduced
errors in trend and variability in the time series, more than any other tested method.
However, unlike the Markov chain model, it did not improve the map accuracy. The results
of this chapter show that BFAST Lite can successfully be used to improve the temporal
consistency of global land cover fraction maps, while also adding additional semantic
information based on the time series and the detected change in land cover.

6.2 Reflection and outlook

6.2.1 Outcomes of the research

The outcomes of this thesis are focused on fundamental research into technical improve-
ments to global land cover mapping methods, which serve to increase the accuracy and
robustness of global land cover maps and their time series. While the proposed im-
provements are incremental steps for enhancing global land cover products, they are
already starting to have a measurable impact on the land cover community and the wider
society.

The three-step method for handling the zero inflation issue of land cover fraction mapping
(Chapter 2) has been implemented into the processing chain of CGLS-LC100 (Buchhorn
et al., 2021). The use of the method I developed in a major global land cover project
showcases the method’s applicability. In turn, the resulting global land cover maps have
been widely adopted by various user communities.

The BFAST Lite method introduced in Chapter 4 is free and open-source software, now
published in the primary software repository of the R programming language, CRAN.
Therefore, this method is easily accessible to all researchers in the world who are familiar
with the R programming language. Work is being done to further expand the audience
of this method. I am working together with the Department of Computer Science of the
University of Copenhagen to produce a highly-optimised Python version of BFAST Lite
(https://github.com/mortvest/bfast-py), which will further improve the speed of the
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algorithm by leveraging graphics processing units (GPUs). In addition, the core breakpoint
detection algorithm that BFAST Lite is based on is currently being implemented into
Google Earth Engine. These further developments will make it even easier for users to
make use of this new method at a global scale.

Users are also starting to adopt BFAST Lite. Notably, BFAST Lite was used by the
CGLS-LC100 project to reduce spurious variation between yearly maps and to reduce the
time needed for updating the yearly maps (Buchhorn et al., 2021). Ngadi Scarpetta et al.
(2023) used BFAST Lite as a baseline to compare with their own variant of BFAST Monitor.
Hong et al. (2022) used BFAST Lite in a novel application of detecting tipping points in
(semi-)arid ecosystems. I am further contributing to the outreach by organising conference
workshops, summer schools and educational activities demonstrating the application of
BFAST Lite in practice.

Time series of land cover maps in general have a very high potential for impact in
policymaking due to its power to uncover links between policy decisions and their impact
on the ground. My co-author work in Chu et al. (2021) has shown that by using a time
series of land cover maps, we can link particular events, such as the construction of a bridge,
to its effects on infrastructure development and financial impact on various economic
sectors. In addition, by having a long-term time series of land cover maps with all major
classes represented, we can track the impact of long-term decisions, such as the land cover
change happening over decades due to the implementation of a reforestation project (Chu
et al., 2021). We can also track shifts in land cover, such as urban expansion resulting
in loss of agricultural land, in turn getting compensated by the reclamation of land from
the sea. Having accurate global land cover time series, especially of land cover fractions
and/or at a fine spatial resolution, would allow for even higher-impact assessments of
policy decisions across different scales, in a comparable way across the world. Global
land cover time series are especially crucial for SDG monitoring and implementation, as
all countries need to be comparable using uniform methods. As an extension, if we can
model land cover change in future scenarios, such predictive maps can proactively influence
policymaking by suggesting new policy choices and anticipating consequences of proposed
legislation.

The land cover time series postprocessing methods proposed in Chapters 3 and 5 are
currently under review and therefore have not been taken up by others yet. Nevertheless,
in Chapter 5 I included an overview of why taking this method up in land cover map
production would be highly beneficial for the users. According to the results of Chapter
5, even simple postprocessing techniques can significantly improve the stability of the
land cover time series, which is an important step towards operational land cover change
mapping. A product based on the results of postprocessing using a change detection
algorithm, such as BFAST Lite, could include details about the time series of land cover,
such as trends, number of land cover change events and their frequency, time and magnitude
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of last change etc. Such a product would be highly valuable to the broad user community,
and could serve as both a tool for improved policymaking and as a basis to build upon
further.

6.2.2 Current advancements in global land cover fraction mapping and change
detection

6.2.2.1 Advances in unsupervised and supervised change detection algorithms

The field of change detection has seen a number of new developments. These developments
include improved versions of established unsupervised change detection algorithms, such
as Stochastic Continuous Change Detection (S-CCD, Ye et al. (2021)) improving upon
COntinuous monitoring of Land Disturbance (COLD, Zhu et al. (2020)), itself improving
upon CCDC (Zhu and Woodcock, 2014). BFAST Lite, proposed in Chapter 4, is another
example of an improved unsupervised change detection algorithm. New algorithms are
also being developed. The scientific community has introduced, among others, EWMACD
(Brooks et al., 2014), TSCCD (Yan et al., 2019), JUST (Ghaderpour and Vujadinovic,
2020) and BEAST (Zhao et al., 2019). Some change detection algorithms have been
introduced by the industry, such as Prophet, a Facebook (Meta Platforms, Inc.) initiative
(Taylor and Letham, 2018).

In addition to unsupervised methods, there is an increase in the availability of supervised
change detection algorithms, many coming from the field of temporal deep learning, such
as Gated Recurrent Units and 3D Convolutional Neural Networks. Deep learning has been
an exceptionally quickly developing field that is promising for the improvement of global
land cover mapping (Tuia et al., 2023). However, supervised change detection methods
are less commonly used due to the added reference data requirements, and the difficulty of
obtaining a robust set of land cover change reference data. In Chapter 3, I investigated
the use of RF models as a supervised change detection method, however, the results were
poor as the algorithms tended to overfit the training data. Therefore, supervised change
detection methods are promising, but currently the reference data requirements of these
methods prevent their wider use.

6.2.2.2 Advances in global land cover products and satellite imagery

The field of land cover mapping has been advancing rapidly in the previous years. It is
evident from a number of new and ground-breaking global land cover products that have
been produced. CCI LC (ESA, 2017) has introduced a yearly time series of moderate
spatial resolution (300m) global land cover spanning multiple decades. CGLS-LC100
(Buchhorn et al., 2020) introduced yearly-updated 100m spatial resolution global land cover
maps with land cover fraction layers, with an implementation of the methods introduced
in Chapter 2. FROM-GLC10 (Gong et al., 2020) introduced a global land cover map at
10m spatial resolution. WorldCover (Zanaga et al., 2021) showcased a yearly-updated
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global land cover map at 10m spatial resolution combining both optical (Sentinel-2) and
radar (Sentinel-1) satellite imagery. Google Dynamic World (Brown et al., 2022) is a
near-real-time system of land cover mapping of every incoming Sentinel-2 image, providing
a dense time series of global land cover maps. In addition to these general-purpose land
cover products, there have been a number of products produced that focus on a particular
land cover class and its change over time, such as Global Forest Change (Hansen et al.,
2013), Global Surface Water (Pekel et al., 2016), Global Human Settlement Layer (Corbane
et al., 2019) and WorldCereal (Van Tricht et al., 2023).

The increase in the number and variety of global land cover maps has been enabled by
the increase in publicly-available very fine spatial resolution imagery and the lengthening
of satellite image time series. New satellite missions, including the entire Copernicus
programme, has transformed the landscape of remote sensing by providing frequent, high
quality, global and free imagery from its fleet of satellites. Sentinel-2 MSI has become the
standard sensor providing data for land cover mapping projects, now with a long archive
allowing time series analysis. PlanetScope satellites provide 3m spatial resolution daily
image time series, which, although commercial, is useful for collecting land cover reference
data. Landsat 8 and Landsat 9 provide continuity with previous Landsat missions, which
greatly benefits fields like change detection, where long time series is key for accurately
detecting breaks in its time series. The combination of fine spatial resolution and long
time series of Landsat 8 OLI imagery enabled the research done in Chapters 3 and 5.

6.2.2.3 Advances in land cover fraction products

Land cover fraction mapping has been advancing at a relatively slower pace, despite the
continued relevance given the limitations of the discrete classification approach (Potapov
et al., 2022). The primary recent land cover product with a thematically exhaustive set of
land cover fractions has been CGLS-LC100. The other major development in land cover
fraction mapping has been the continuation of the Vegetation Continuous Fields product,
with fractions of only three classes: tree cover, short vegetation and bare ground, and
focusing on the change between these classes (Song et al., 2018). The same research group
later developed a hybrid discrete-fractional product with a few additional classes and tree
height estimates (Hansen et al., 2022). The land cover fraction mapping field has generally
tended to focus on mapping the fractions of a single land cover class, such as vegetation
(Verger et al., 2023), tree cover (Pengra et al., 2015; Townshend, 2017), urban impervious
surface (Kuang et al., 2021; Okujeni et al., 2018) or water (Li et al., 2019; Li et al., 2018;
Liu et al., 2022). In addition, there have been multiple studies focusing on sub-pixel or
super-resolution mapping, where spatial allocation of subpixels is attempted in addition
to quantifying the fractions (Xu et al., 2014; Xu and Huang, 2014; Zhang et al., 2014),
however, it continues to be a challenge and a product based on this line of research has
yet to be developed. Therefore, this thesis is one of the few studies that are focusing on
and continuing research into multi-class land cover fraction mapping.
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6.2.3 Is there a future for land cover fraction mapping?

The relatively slow pace of developments in research and products providing land cover
fractions is indicative of the improvements in spatial resolution of openly-available satellite
image time series. As spatial resolution becomes finer, the proportion of pure pixels
increases, bringing the problem closer to one solved by classification rather than regres-
sion.

Nevertheless, it is impossible to avoid mixed pixels altogether. No matter how fine the
resolution, there will always be border effects. With more pure pixels, my findings on
dealing with zero-inflated data in Chapter 2 will become even more relevant. The problem
of discrete land cover classification underrepresenting rare and overrepresenting dominant
land cover classes by area is inherent and cannot be adequately solved without using land
cover fractions. Chapter 5 has exemplified how important it is to have a dense time series
of continuous land cover for tracking gradual change, such as forest degradation. It would
not be possible to track without either land cover fractions or their proxy, such as class
probabilities.

In addition, at a different spatial resolution we can identify and map different features.
The same classes at coarse resolution may not be relevant at fine resolution, and there are
classes that can only be discerned at fine spatial resolution. For example, forest is a class
that is defined at a moderate to coarse spatial resolution. At 10m scale, the forest class
loses meaning, as individual trees, rather than a forest, become discernible and therefore
mappable. By extension, at 10 cm resolution we can tell apart, and therefore map, branches
and even clumps of leaves. At 10mm resolution we could map leaf types, branch orders
and individual fruits. Conversely, given a map of trees and a set of rules and definitions,
we can create a map of forests. By extension, given a map of branches and leaves, we can
create a map of trees. At each level there are some aspects that are discernible and some
that are not, and fraction mapping remains relevant for the aspects that are on the border
of being discernible, no matter which spatial resolution we have.

The relevance of fractions depends not only on the spatial resolution, but also on the
thematic resolution. If we define a unified “tree” class, then one may expect a forested
area to appear homogeneous, i.e. as 100% trees. However, in reality, forests are not
homogeneous; in between tree canopies there is shrub understorey and herbaceous glades.
If we define separate “deciduous” and “evergreen” tree classes, then forests would appear
even more heterogeneous, especially mixed forests. The more thematic detail we introduce,
even at the same spatial scale, the more heterogeneity will be seen. The same holds for
other classes as well: even a field of a monoculture crop is not homogeneous, with variations
in the field that results from different soil background due to the variation in soil properties,
treatments, and vegetation health. This variation is important to capture so that it can
be precisely linked with other measurements in the field, such as evapotranspiration and
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sun-induced fluorescence in fine-scale modelling studies (Vilà-Guerau de Arellano et al.,
2020).

Another way of deriving fraction information is by calculating fractions at a coarser spatial
resolution from a discrete classification at a finer spatial resolution. This method is useful
when conducting scalability studies, e.g. scaling from canopy to landscape level (Vilà-
Guerau de Arellano et al., 2020). In addition, several studies have been done on whether
the costs of mapping at a very fine spatial resolution do not outweigh the benefits (Eid and
Pebesma, 2023; Mîrt, et al., 2022), and land cover fractions provide one means of reducing
data without losing important information about the size of area occupied by each land
cover class. A land cover fraction map at moderate (e.g. 300m) spatial resolution, derived
from a much finer spatial resolution map (e.g. 10m), could be very useful for the climate
modelling community that deals with global models (Zemp, 2022). For example, the global
model for land-atmosphere interactions CLASS4GL (Wouters et al., 2019) makes use of
the Vegetation Continuous Fields product to represent the fraction of vegetation based
on MODIS data at 250m spatial resolution, as well as other ancillary satellite imagery
products at even coarser spatial resolution. When precise location is not important, a land
cover fraction map can save space in memory and disk and speed up computations, while
keeping the land cover class proportions highly accurate.

As Potapov et al. (2022) state, the limitations of thematic, discrete maps are known and
cannot be solved without a continuous approach. Therefore, research into land cover
fraction mapping will continue. The current land cover fraction products are planned to
be maintained in the future by extending the time series of land cover fractions, such as in
the successor project to CGLS-LC100, called LCFM (Joint Research Centre, 2023). But
to truly unlock the potential of land cover fractions, more research and development is
needed, in order to offer novel products that are easy for users to take up.

6.2.4 Remaining challenges

Even though my focus in this thesis has been on increasing the accuracy of global land
cover fraction and global land cover fraction change products, major challenges remain to
be overcome by the land cover mapping community in further improving global land cover
and land cover change monitoring. The following subsections discuss these challenges and
some of the potential future solutions.

6.2.4.1 Big data analysis computing infrastructures

A major limiting factor in the field of global mapping using satellite image time series
is the availability of computing resources for big data analysis. Given the petabyte-size
archives of modern satellite imagery, it is no longer feasible to perform computations,
or even download the data, on own hardware. To achieve the best results, as shown
in Chapter 2, we need to combine multiple sources of satellite image time series. The
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key obstacle is that these satellites are owned by different institutions and therefore
their imagery is physically stored in different locations across the world. Currently, only
proprietary hyperscalers, i.e. highly scalable computing infrastructure across multiple data
centres owned by companies, such as Google Cloud, Amazon Web Services and Microsoft
Azure are able to mirror these enormous archives of satellite data, and only for a select
number of most popular satellites. The platforms provided by these hyperscalers, such
as Google Earth Engine and Microsoft Planetary Computer, are popular ways to tap
into these archives among Earth observation scientists, including for land cover mapping
(Parente et al., 2019a). However, given that the hyperscalers are commercial enterprises,
researchers quickly run into limits to the amount of processing that can be done on these
platforms, without incurring prohibitive costs. In addition, these platforms provide their
own interfaces, making implementations incompatible between each other and all other
computing infrastructure, which hinders reproducibility of science. At the moment, a
suitable alternative to the proprietary hyperscalers is still lacking. The FAO SEPAL
platform is a useful initiative that attempts to tackle the issue by providing links between
Google Earth Engine and the Amazon Web Services hyperscaler infrastructure, but it is
by definition limited by the hyperscaler policies and prescribed limits.

A part of the solution that is currently being developed in Europe is the European Open
Science Cloud, a collaboration of European institutes and high performance computing
providers that lowers the barrier to entry for scientists to perform computation tasks
across existing European infrastructure (Directorate-General for Research and Innovation
(European Commission), 2016). In addition, the EuroHPC joint initiative is a long-term
investment into the creation and upgrade of a number of high performance computing
data centres across Europe, which will increase the available computing power (Berberich
et al., 2019). However, each service provider offers different interfaces and datasets to work
with (if any), which leads to fragmentation and difficulties with data access, especially
with regards to time series of satellite imagery. I have worked on the openEO project by
the European Commission, that resulted in an open application programming interface
that is a promising standard for eventually tackling the fragmentation issue. OpenEO
provides a vendor-neutral interface that can be implemented on top of existing computing
infrastructure, allowing users to develop scripts in their preferred programming language
and submit them to run processing on a computing backend that holds data of interest
(Pebesma et al., 2021; Schramm et al., 2021). The adoption of openEO in the Copernicus
Data Space Ecosystem project is an important step forward that can eventually lead to
better unification of computing infrastructures across Europe and eventually provide an
alternative to the proprietary hyperscalers. I am also contributing to the Green Deal Data
Space and its Community of Practice project of the European Commission, which aims to
build a blueprint for the Green Deal Data Space. One of my aims in the project is to ensure
that this new Europe-wide data sharing platform includes support for openEO, which
would give it a development boost and make it more well-known and competitive. In turn,
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openEO would be a very important boost for the production of global maps, especially
broad land cover maps that benefit from a synergy between several sensors.

6.2.4.2 Needs for land cover reference data and features

Another important limiting factor for both global land cover mapping and land cover
change detection is the availability of reference data. In this thesis I had access to the
CGLS-LC100 reference data, which is made of four very extensive global datasets, which
enabled me to carry out all of the research in this thesis (Table 6.1). However, despite its
high quality due to data curation efforts and the involvement of local experts (Tsendbazar
et al., 2021b), it nevertheless has several limitations. The major limitation was that the
datasets had yearly timestamps for the change events, with very limited indications of
when during the year the change took place. This limitation makes it difficult to use the
datasets for validating methods based on dense time series of land cover. Temporally dense
time series are important for tracking seasonal variability of land cover and for phenology
studies, as well as near-real-time applications. The validation of dense time series of
land cover is important for estimating its temporal accuracy. The only way to do the
validation of dense time series of land cover with yearly datasets (as done in Chapter 5) is
to composite the time series into yearly time steps, losing temporal precision and variability
information. Similarly, using this data for model training introduces uncertainty of which
day of the year (and therefore which season) a land cover observation represents.

To do more in-depth analysis with dense time series, a new reference dataset is needed.
Firstly, it would record the exact time for which land cover is determined. That moment
in time would generally be the timestamp of the high spatial resolution image that was
available for expert interpreters to make the land cover assessment. If multiple images
are available per year, then land cover should be annotated several times, with different
timestamps. In addition, a hierarchical system for land cover classes could be used, e.g. a
separate class for deciduous or evergreen trees could be very useful for added thematic
detail, even if it is not always possible to determine the exact tree type. The added
thematic detail could be useful in future works focused on harmonising reference datasets
to obtain a larger training sample database. My proposed data collection approach is
similar to the one used by Li et al. (2017), but the dataset would need to also have a focus
on land cover change, which brings extra challenges. The number of recorded land cover
change points in a given land cover dataset is typically very small, due to the relative rarity
of land cover change events. Even though the datasets used in this thesis are large, the
points that constituted land cover change amounted only to several percent of the whole
dataset. Using change detection algorithms to stratify sampling for land cover change
reference collection, as done in CGLS-LC100 (Buchhorn et al., 2021), results in a better
balance between change and no change samples, but at the cost of potential bias getting
introduced from the change detection algorithm. This bias leads to more samples collected
from areas with clear abrupt change, under-representing gradual change. Therefore, more
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research is needed into efficient sampling strategies for the collection of land cover change
data, with one promising option being active learning (Settles, 2009). Lastly, the work
in this thesis would not have been possible if the reference dataset did not include land
cover fractions, or more specifically, a clustered design of a hundred 10m subpixels per
100m × 100m sample site, from which fractions could be calculated. Therefore, future
reference datasets should also include such means to obtain fraction information, even
though the strategy could be different. For instance, in my work leading up to Chapter 2,
I collected reference data by drawing polygons on very fine spatial resolution imagery, and
calculated the area occupied by each polygon per sample site as a postprocessing step.
Such approach avoids the underestimation of small classes that do not form continuous
10m areas, such as in highly heterogeneous or sparse areas.

Another issue with data availability for global land cover mapping is the lack of certain
training features for discerning between land cover classes, and especially their time series.
One example is the lack of a time series of digital elevation models (DEMs). In Chapter 2
I found that terrain features from a DEM are important to distinguish several land cover
classes, even though I only used a one-time DEM. For land cover change mapping, having
a time series of DEMs, particularly canopy height derived from digital surface models
and digital terrain models, would be especially beneficial in discerning between land cover
classes that are defined by height, namely, shrubs from trees and shrubs from herbaceous
vegetation. Elevation data is obtained by lidar or radar interferometry sensors or by
stereophotogrammetry. The TerraSAR-X and TanDEM-X missions provide WorldDEM,
a DEM that is updated, but only every five years, and it is not openly available. Only
select regions are startinfig:static-errorg to be covered by annual elevation product updates,
for instance, Antarctica, by making use of the lidar sensor on IceSat-2 (Shen et al.,
2022). A number of countries are maintaining their own time series of DEMs, such as
the Netherlands’ Actueel Hoogtebestand Nederland (AHN), but the timing, sensors and
methods differ between countries, and the updates are usually offered less frequently than
once per year.

6.2.4.3 Performance of unsupervised change detection algorithms for land cover
change

In Chapters 4 and 5, as well as in Xu et al. (2022), I explored ways to improve the
accuracy of unsupervised change detection algorithms for use in land cover change analysis.
Even though my research yielded improvements, there is still a lot of space for further
improvement. Change detection algorithms tend to predict change too often, leading
to high sensitivity (producer’s accuracy of change) but low precision (user’s accuracy of
change), and therefore an F1 score around 0.25 for general land cover change is the norm
(Xu et al., 2022). New parametrisation in BFAST Lite detailed in Chapter 4 could tip the
balance to make the algorithm a lot more conservative, although also increasing omission
error, bringing the F1 score up to 0.38. Using the hybrid approach with an RF algorithm in
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Xu et al. (2022) tips the balance in favour of reducing commission errors as well, resulting
in a greatly increased F1 score of up to 0.62, but the sensitivity is nevertheless reduced
to 0.53. The result is a trade-off between commission and omission errors, and given the
diverse community of land cover users, both options have their own merits and uses in
different communities. Nevertheless, more research is needed to improve change detection
accuracy further, reducing both omission and commission errors.

Specifically, more research is needed to find ways to link breaks in time series with changes
in land cover, which is not straight-forward, as breaks in a vegetation index time series do
not necessarily correspond to land cover change and vice versa. In Chapter 5 I showcased
the use of land cover fractions or probabilities as input into a change detection algorithm as
a way to detect changes in land cover specifically, rather than merely vegetation dynamics.
Further research is needed with different algorithms to determine which combination would
work the best to overcome this domain shift problem. Alternatively, as I have also shown
in Chapter 5, further improving the base classifier accuracy may already give a good boost
also to the accuracy of change.

6.2.4.4 Accuracy of machine learning algorithms for land cover fraction prediction

Achieving a high base classifier accuracy of global land cover maps is also challenging.
In Chapter 2, the highest accuracy achieved by the global land cover fraction models,
including data from satellite image time series, climate modelling and terrain as well as soil
mapping, was 72% OA. Projects such as CGLS-LC100 and WorldCover achieve around
80% OA, by making extensive use of postprocessing, expert rules and feedback from
users. The most difficult classes to accurately estimate are shrubs and built-up, followed
by herbaceous cover. These are highly heterogeneous and at the same time fragmented
classes. Shrubs are particularly difficult to quantify due to their definition that relies
on vegetation height, which is currently difficult to determine using satellite image time
series. Herbaceous cover can be easily confused with crop cover, especially for cases such as
pasture, due to the land use rather than land cover nature of the cropland class. Built-up
is both a highly heterogeneous and rare class, therefore it requires more training data to
estimate well.

6.2.5 Revisiting land cover classes

The goal of land cover mapping is to characterise the biophysical cover at the surface of
the ground, and satellite image time series provides the best source of information for this
purpose. However, the fact that some classes can be estimated with high accuracy and
some with low accuracy shows that there are gaps in information that base classifiers are
trained on. For example, shrubs are defined mostly by the height of woody vegetation,
and it is no surprise that this class is difficult to tell apart from others if the model
does not have any access to a time series of elevation. Therefore, if we aim to improve



666666

128 Synthesis

particular land cover classes, we need to investigate their definitions and try to fill these
data gaps.

Alternatively, instead of attempting to produce maps according to predetermined classes,
it may be useful to explore which land cover classes are discernible from the rest and which
are not, given the currently available data. If the accuracy of a given class is low, it may
be better to merge the class with another class rather than provide a highly uncertain map,
as it may end up being used by users who assume that the class is mapped accurately. In
some cases the class accuracy may be low only in particular geographical area due to the
effects of training data availability, in which case the area should be masked out (Meyer and
Pebesma, 2021). Even if the class is highly demanded by the users, the resulting mapped
class needs to have high enough accuracy to actually be useful. Unsupervised classification
and principal component analysis could help determine which classes can currently be
separated and which cannot be. Even if there are classes that are well discernible from
the rest, but are not of broad interest to current land cover users, e.g. particular type of
urban infrastructure, it would be useful to separate it from more generic classes. The use
cases for land cover maps are broad and many are novel, not initially foreseen by the map
producers. The inclusion of extra classes would not be an issue for the users, especially if
the classification system used is hierarchical and fractions are mapped, because the users
can either choose a level of thematic detail to work with, or create their own combinations
of classes to suit their needs. Increased separability (i.e. thematic purity) of classes could
be helpful for base classifiers to perform better, as it could reduce the variability within
the class, and these new classes may result in novel applications of land cover maps in the
future.

The land cover mapping field has been moving towards the idea that the users, given
flexible information in a land cover product, such as land cover fractions, can then create
customised maps for their own use cases (Smets et al., 2020). Ultimately, the most flexible
solution for mapping land cover in terms of class legend would be to map biophysical
traits, rather than traditional classes. For instance, if we separately map fractions of
woody and herbaceous vegetation, deciduous and evergreen canopies, leaf type and canopy
height, we can reconstruct the class “open deciduous broadleaf forest” (UN LCCS class
A12A3A11B2D1E2 as per Tsendbazar et al. 2021b) as areas with 15 to 70% woody
vegetation fraction, which is more than 50% broadleaf and deciduous, and where the
canopy height is over 5m. The resulting class could also be offered as a fraction layer,
i.e. “deciduous broadleaf forest”, along with fractions of herbaceous and shrub cover that
would provide information about the type of the open forest. Mapping of biophysical
traits is an evolving field, with studies using both hyperspectral (Zhang et al., 2021) and
multispectral (Ma et al., 2019) satellite imagery for deriving plant leaf and canopy traits.
Another use of the approach of mapping biophysical traits would be to create downstream
products, e.g., a number of traits could be used to define the amount of fuel each area
contains, resulting in a potential fuel map; from this product, a fire risk map could be
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further derived. The process of linking traits to products could be aided by explainable AI
models, that could automatically select the relevant traits to use to derive the downstream
model. The challenge of this approach is to make sure that the traits that need to be
mapped have sufficient accuracy, because any errors in the base biophysical traits would
propagate into all downstream applications. Some of the necessary traits may not be
possible to discern with sufficient accuracy given the currently available data.

6.2.6 Next steps and new avenues in global land cover fraction mapping and
map updating

6.2.6.1 Use of deep learning

To meet the challenges and user requirements for global land cover mapping, several avenues
can already be explored. The first, highly promising avenue to explore is the application
of deep learning for supervised land cover fraction mapping and change detection. Neural
networks are natively capable of producing land cover fraction maps (Zhang and Foody,
2001), and the field of deep learning, based on neural networks, has experienced rapid
development over the recent years, with new algorithms continuing to be developed (Tuia
et al., 2023). Convolutional neural networks can take into account the spatial component,
whereas recurrent neural networks can take into account the temporal component, and
these models have been shown to perform well for land cover mapping (Parente et al.,
2019b). Attention models have also performed well in land use classification, as they can
combine both time and space dimensions (Masolele et al., 2021; Masolele et al., 2022). Deep
learning has already been used to produce the Google Dynamic World product (Brown
et al., 2022). Therefore, using deep learning for land cover fraction mapping is promising
for improving the accuracy of the base land cover fraction predictions. The key limiting
factors for the uptake of deep learning techniques are the increased demands for reference
data, which is difficult and costly to collect; increased demands for computing power;
difficulties in choosing the optimal model architecture and hyperparameters; limitations
in the handling of time series data, such as missing values; lack of model interpretability;
and a lack of user-friendly implementations. Nevertheless, researchers can evaluate deep
learning algorithm suitability for land cover fraction mapping at a global scale by applying
the algorithms on patches surrounding sample sites of available reference data.

6.2.6.2 Use of postprocessing algorithms

Another opportunity to improve global land cover fraction time series is to perform further
research on temporal dynamics of land cover change. One option is to continue the
research lines from Chapters 3 and 5 by combining Markov models with BFAST Lite
postprocessing. Markov models can take into account transition probabilities, and a
combination of training data and statistical data can be used to derive realistic transition
probabilities for each land cover class. BFAST Lite can be used as an initial noise removal
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step, before a Markov model. Or vice versa, it could be applied to time series postprocessed
using a Markov model. Using a spatiotemporal Markov model, such as MRF, could further
improve postprocessing results. In addition, exploring more complex Markov models is a
promising line of research as well. HMMs, adapted to land cover fractions, could perform
better than Markov chains explored in Chapter 3.

Temporal deep learning algorithms could also be promising for postprocessing purposes,
as their ability to take the time dimension into account could result in better land cover
change estimations. The limitation of these supervised algorithms is the need for a large
reference dataset to train on, which is especially difficult to obtain for land cover change.
As I found in Chapter 3, the reference data also needs to be unbiased and representative
for the whole world, otherwise overfitting can lead to poor results.

6.2.6.3 New satellite sensors

Upcoming satellite missions have a potential to fill large gaps in the data needs for
improving global land cover maps. Whereas Landsat 9 provides a useful reduction in the
revisit time of the OLI sensor it shares with Landsat 8, the next generation Landsat Next
mission is planned to be a big leap forward for land cover mapping. Landsat Next, to be
launched in 2030, is planned to include a sensor that will cover all of the bands of OLI
and Sentinel-2 MSI, plus ten new bands that could be helpful to discern between different
land cover classes, and at a finer spatial resolution of 10 to 20m. In addition, Landsat
Next will be a constellation of three satellites, reducing the revisit time to 6 days. This
new satellite mission promises to improve the timeliness of land cover change detection
and improve the accuracy of global land cover products.

The ESA FLEX mission, currently scheduled for launch in 2025, will for the first time
provide data on sun-induced chlorophyll fluorescence (SIF) at the global scale and with
a frequent revisit time, with observations that are aligned with Sentinel-3 imagery. My
work on SIF at the airborne scale (Wang et al., 2022b) and the unmanned aerial vehicle
scale (Wang et al., 2021) has shown that this parameter is useful for discerning between
vegetation types, including crop types, and therefore could help reduce the confusion
between vegetation classes and broaden the number of classes that can be accurately
mapped. SIF is also important for monitoring crop status, such as the effects of droughts
(Wang et al., 2022a). FLEX will enable upscaling the monitoring of SIF and its derivatives
to the globe, and therefore enable the tracking of global plant phenology and further
applications such as evapotranspiration modelling (Vilà-Guerau de Arellano et al., 2020).
SIF is a key parameter needed for mapping and monitoring of plant biophysical traits
(Zhang et al., 2021), and therefore also a potential enabler of the next generation of land
cover maps.

Time series of general-purpose hyperspectral data has a potential to give a boost to global
land cover efforts as well. The ESA CHIME mission, scheduled for launch in 2028, will
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provide open hyperspectral imagery at 30m spatial resolution, which is also planned to be
linked to the Sentinel-2 satellites. Data from both FLEX and CHIME will provide a new
opportunity to make use of the full reflectance spectrum of land cover, therefore enabling
machine learning and deep learning algorithms to discern land cover classes easier by
making use of class-specific features in the reflectance spectrum. On the other hand, the
amount of data that will be produced by these missions will prove an even larger big data
analysis challenge than the currently available satellite imagery, therefore more research in
reducing data amounts without reducing land cover map quality will be necessary in the
near future.

There are upcoming improvements in satellite active remote sensing that can benefit land
cover mapping as well. The Global Ecosystem Dynamics Investigation (GEDI) mission,
featuring a lidar sensor mounted on the International Space Station (ISS), has recently
been extended to continue in 2024. Originally planned for two years, it may now continue
potentially until the decommissioning of the space station itself. The return of GEDI will
provide an opportunity to track changes in tree height over a longer time series and with
higher accuracy and precision. However, due to the dependence on the ISS orbit, it will
not provide global coverage, limiting its use for global land cover mapping.

The upcoming ESA Biomass mission, planned to launch in 2024, includes a P-band SAR
instrument that is capable of radar interferometry, therefore it can both provide more
insight into the biomass of vegetation and potentially lead to a more frequently updated
global DEM. P-band SAR is also important for land cover mapping due to its ability
to penetrate clouds and leaves, therefore improving coverage over rainforests and other
cloudy areas. It is particularly suited for near-real-time change detection, as the wait for
a cloud-free optical observation is eliminated. Unfortunately, the ESA Biomass mission
will not have global coverage either, as P-band usage is restricted by the International
Telecommunication Union due to interference concerns (Carreiras et al., 2017).

The Sentinel-1 mission, featuring an L-band SAR instrument, has been important for
tracking change in land cover over clouded areas and for improving the timing in near-
real-time tracking applications. It has been one of the two key sources of data for the
WorldCover maps. Given the anomaly that inhibited the use of the Sentinel-1B satellite,
it will be very important for the replacement Sentinel-1C and Sentinel-1D satellites to
be deployed. Both replacement satellites are currently scheduled for launch later in 2024.
Their added coverage will reduce the revisit time and improve near-real-time change
detection timing of the Sentinel-1 mission.

6.2.7 A future for global land cover fraction mapping and monitoring

The field of land cover mapping is well on its way of meeting the user requirements of
its diverse communities. The requirements set by the climate community (Zemp, 2022)
have been largely met at the “breakthrough” level, i.e. having a yearly 300m land cover
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map time series covering a decade, and updated every year, at around 80% accuracy
at monotemporal level. Even the finer spatial resolution (30m or less) breakthrough
requirements are now being met. This thesis has contributed towards improving the
accuracy and stability of global land cover maps, for continuous variables in the form of
land cover fractions. As discussed in Chapter 2, the climate community is not only a
major user of land cover maps, but climate data itself is also an important auxiliary input
that helps improve land cover maps. The recent developments in the climate community,
especially the Destination Earth initiative (Nativi et al., 2021), are promising for a further
improvement of climate data, that could in turn be useful for other broad communities,
including land cover mapping. Destination Earth is also a showcase in a novel way of
carrying out big data analysis, and its results could further improve the landscape of big
data analysis needed for the production of global land cover maps.

To achieve the “goal” level of the user requirements, global land cover maps still need to be
improved. In particular, land cover change and its temporal stability remain challenges that
require further improvement to meet the user needs. With the recent increase in available
satellite data, planned future satellite missions, higher availability and improvements to
auxiliary data sources, accumulation and improvement of reference data for model training
and validation, improved algorithms, rise of deep learning methods and an increase in
big data platforms, the field of global land cover mapping is moving towards further
improvements on the way to meeting the users’ end goals.

Existing land cover and land cover change mapping algorithms will continue to be improved
and new algorithms will be developed. A user-oriented mindset is key to the success
of improved algorithms, however. Algorithms that are simple to apply by a broad user
community will also have a bigger impact. Making them free and open-source is an
important part of their future uptake: such algorithms can be inspected, verified and
improved by the user community. The same is true for entire processing chains, and global
land cover processing chains should also be openly available to the user community, both
to apply them and to inspect them. That is also a driving objective of the Open Earth
Monitor Cyberinfrastructure project that I am also contributing to: to provide tools for
producing global maps that would be open, transparent, and user-friendly. User-oriented
tools are key for the creation of user-oriented and flexible global land cover maps, and
further into the future, of flexible estimation of biophysical parameters, from which these
maps can be built in a transparent way, for the benefit of many communities across
different disciplines.

This thesis has contributed towards making global land cover and its change more multi-
faceted (Zhu et al., 2022) by incorporating not only location and time, but also target
land cover fractions and change metrics. Identifying land cover change drivers continues to
be elusive; however, it is a goal that future studies can build upon. A global product that
identifies change drivers will have a large impact on policymaking, as change drivers can
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be acted upon, and thus quantifying their impact will lead to better-informed decisions.
Monitoring land cover and its change, in detail and uniformly across the world, is key for
assessing the progress we make towards achieving the Sustainable Development Goals.
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Y. Zhou, Z. Ding, and K. Zhao (2024). “Detecting breakpoints in multispectral time
series – a multivariate algorithm”. In review.

Tsendbazar, N., M. Herold, L. Li, A. Tarko, S. de Bruin, D. Masiliunas, M. Lesiv, S.
Fritz, M. Buchhorn, B. Smets, R. Van De Kerchove, and M. Duerauer (2021). “Towards
operational validation of annual global land cover maps”. Remote Sensing of Environment
266, 112686. doi: 10.1016/j.rse.2021.112686.

Wang, N., J. Suomalainen, H. Bartholomeus, L. Kooistra, D. Masiliūnas, and J. G.
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n
a
s

D
a
in
iu
s
M

a
siliū
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n
a
s

D
a
in
iu
s
M

a
siliū
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