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ARTICLE INFO ABSTRACT

Handling Editor: Budiman Minasny Spatial soil information is essential for informed decision-making in a wide range of fields. Digital soil mapping

(DSM) using machine learning algorithms has become a popular approach for generating soil maps. DSM

capitalises on the relation between environmental variables (i.e., features) and a soil property of interest.

Extrapolation effects It typically needs a training dataset that covers the feature space well. Mapping in areas where there are

Prediction accuracy no training data is challenging, because extrapolation in geographic space often induces extrapolation in

Similarities feature space and can seriously deteriorate prediction accuracy. The objective of this study was to analyse
the extrapolation effects of random forest DSM models by predicting topsoil properties (OC, clay, and pH) in
four African countries using soil data from the ISRIC Africa Soil Profiles database. The study was conducted in
eight experiments whereby soil data from one or three countries were used to predict in the other countries. We
calculated similarities between donor and recipient areas using four measures, including soil type similarity,
homosoil, dissimilarity index by area of applicability (AOA), and quantile regression forest (QRF) prediction
interval width. The aim was to determine the level of agreement between these four measures and identify
the method that had the strongest agreement with common validation metrics. The results indicated a positive
correlation between soil type similarity, homosoil and dissimilarity index by AOA. Surprisingly, we observed
a negative correlation between dissimilarity index by AOA and QRF prediction interval width. Although the
cross-validation results for the trained models were acceptable, the extrapolation results were unsatisfactory,
highlighting the risk of extrapolation. Using soil data from three countries instead of one increased the
similarities for all measures, but it had a limited effect on improving extrapolation. Also, none of the measures
had a strong correlation with the validation metrics. This was particularly disappointing for AOA and QRF,
which we had expected to be strong indicators of extrapolation prediction performance. Results showed that
homosoil and soil type methods had the strongest correlation with validation metrics. The results for this
case study revealed limitations of using AOA and QRF as measures of extrapolation effects, highlighting the
importance of not relying on these methods blindly. Further research and more case studies are needed to
address the effects of extrapolation of DSM models.

Keywords:
Spatial soil information

1. Introduction successful application of a data-driven technique such as ML also re-
quires fairly large training datasets. Moreover, the training data should

Spatial soil information in the form of maps is essential in detailed cover the feature space well, meaning that ranges and combinations
soil quality assessments, sustainable land management, and precision of environmental variables present in the study area are adequately

agriculture studies (Lagacherie and McBratney, 2006). Nowadays soil represented in the training data set (Minasny and McBratney, 2010;
maps are most often made by digital soil mapping (DSM), where ma- Ng et al., 2018; Wadoux et al., 2019; Hateffard and Novék, 2021). The

chine learning (ML) is a frequently used mapping algorithm. Machine choice of ML algorithm also matters since the algorithm should be able
learning first captures the relation between environmental variables to learn the complex relationship between environmental covariates
and the soil property of interest using training data and next uses and soil properties from the data. Among different ML techniques,
this relation to spatially predict the soil property from maps of the random forest has proven its applicability in spatial prediction of soil
environmental variables (McBratney et al., 2003). Advances in remote properties in several studies (Lief et al., 2012; Vaysse and Lagacherie,
sensing provide ever increasing spatial and detailed information of 2015; Kinoshita et al., 2016; Hengl et al., 2018).

environmental variables (Yang et al., 2011; Asgari et al., 2020). The
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In practice, field surveys, soil sampling and laboratory analyses
are expensive; therefore often legacy soil data are used in DSM stud-
ies (Tan, 1995; Arrouays et al., 2020). The sampling density can vary
strongly between regions and large parts of the study area might not be
represented in the training data or have low sampling density (Minasny
et al., 2020). Mapping in such areas is challenging when there are no re-
sources to collect new soil samples. In such cases spatial extrapolation,
i.e. using soil data from one area to predict in another area, might be a
potential solution. But extrapolation can amplify prediction uncertainty
and should ideally be applied in areas with similar soil forming factors.
One might expect that, soils with similar soil-forming factors will likely
have the same soil conditions (Jenny, 1994).

Spatial extrapolation likely works well if a model is developed with
data from an area that has good coverage of the soil forming factors (Af-
shar et al., 2018; Neyestani et al., 2021), but in practice the training
data from one area might not cover the feature space of another area
well. In other words, extrapolation in geographical space might lead
to extrapolation in feature space. If a ML model is employed where
the feature space between the two areas differs considerably, it may
produce inaccurate and unreliable predictions (Meyer and Pebesma,
2021). This is particularly relevant in case of continental and global
mapping of soil properties (e.g. Arrouays et al. (2014), Batjes et al.
(2020) and Poggio et al. (2021)). These considerations have led to the
development of the concept of “Area of Applicability (AOA)” (Meyer
and Pebesma, 2021), which calculates a dissimilarity index between
covariates in the training data and covariates at prediction locations
and delineates the area where extrapolation in feature space occurs.
Based on AOA, we should only predict in regions that have similar
conditions as the area seen by the model.

Apart from AOA, there are also other metrics to investigate the
degree of extrapolation in DSM. For example, Mallavan et al. (2010)
introduced the homosoil method as a helpful way to decide which
areas have similar soils as a source area. As long as the source area
sufficiently captures the environmental heterogeneity and the soil-
forming factors are similar to those in the prediction area, a model
trained in the source area is judged useful for extrapolation (Bui and
Moran, 2003; Nenkam et al., 2022). Alternatively, taking into account
that the soil conditions are summarised by soil type, comparison of soil
type maps between the source and prediction area is also informative
about the extrapolation potential (Angelini et al., 2020). These meth-
ods, homosoil and soil types, are alternative tools to AOA to evaluate
whether extrapolation in geographic space is feasible.

If extrapolation in geographic space leads to extrapolation in feature
space then this will likely also show up in the prediction uncertainty
as quantified by some ML methods. Uncertainty estimation of soil maps
through quantile regression forests (QRF) (Meinshausen and Ridgeway,
2006) provides quantiles of the conditional distribution from which
prediction intervals can be derived. Thus a map of the prediction
interval width (PIW) can be produced as a by-product of QRF, by
subtracting the lower from the upper quantile for any point in the area
of interest (Zhang et al., 2019). Areas where the PIW is larger than a
threshold could be considered too uncertain to be mapped (Vaysse and
Lagacherie, 2017). It would be interesting to evaluate to what degree
these areas overlap with extrapolation areas identified by the AOA
method. If the two methods have strong agreement, then QRF might
be an easier way to evaluate which areas can and cannot be predicted
using a model that was trained in a specific area.

In previous studies, different researchers have applied different
extrapolation methods between two similar areas for mapping soil
classes and properties (Grinand et al., 2008; Malone et al., 2016; Zhang
et al.,, 2018; Du et al., 2021). Malone et al. (2016) evaluated the
similarity of the environment between the donor and recipient areas
utilising the homosoil approach by quantifying a taxonomic distance
measure and then extrapolated the model from one region to another.
Afshar et al. (2018) investigated the similarity index between two
areas by Gower’s similarity index and applied a multinomial logistic
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regression model to estimate soil great groups. They found that the
extrapolation was successful within the recipient area up to 60% pre-
diction accuracy. Angelini et al. (2020) applied Structural Equation
Modelling as a technique that includes expert knowledge to analyse
the capability to extrapolate a model from one area to another. They
concluded that quantifying all soil-environment interactions over time
is still challenging, and that we need a better understanding of these
aspects. Nenkam et al. (2022) challenged the possibility of extrapola-
tion in areas assumed to be similar based on the homosoil approach,
and compared the results with existing global maps. They found that
extrapolation in geographic space is feasible, however the accuracy can
be improved if local data are included in the training dataset.

The review above shows that there are many different ways to de-
termine the potential of extrapolating DSM models trained in one area
to other areas. These methods include homosoil, soil type similarity,
dissimilarity index by AOA, and QRF prediction interval width. The ob-
jective of this study was to investigate which method has the strongest
agreement with statistical validation metrics computed from data in
the prediction area. Based on such analysis we aimed to gain insight
into which similarity metrics are the best indicators of whether spatial
extrapolation occurs and leads to poorer prediction performance.

To achieve the objective, we: (1) estimated the similarity of soil
forming factors between donor and recipient areas by using the soil
types and homosoil approaches; (2) trained a RF model on data from a
donor area, extrapolated it to a recipient area, and computed dissimilar-
ity index by AOA and QRF prediction interval width; and (3) evaluated
the agreement between the four “measures of similarity” and common
statistical validation metrics, computed using independent data from
the recipient area.

We performed the tasks above by means of a case study. We selected
four African countries and used data from the ISRIC Africa Soil Profiles
(AfSP) database (Leenaars et al., 2013) to train DSM models and
evaluate their performance, using different combinations of countries
as donor and recipient areas. For reasons explained later, we consider
organic carbon (OC) content, clay content and pH as the soil properties
of interest.

2. Materials and methods
2.1. Study area

We selected four African countries as our study area: Ethiopia,
Kenya, Burkina Faso, and Nigeria (Fig. 1). The reasons for selecting
these countries were twofold: first, we wanted similar and dissimi-
lar countries to assess different degrees of extrapolation; second, we
required that there were sufficient soil samples in a public database
for each country and that the data had a fairly uniform spatial dis-
tribution across each country. Kenya and Ethiopia are located in the
same region in North-East Africa and share comparable climates with
hot arid lowlands and cool moist highlands. In Kenya, the climatic
conditions range from humid in the west to arid in the east and
north. In Ethiopia, the southeast and northeast regions have a warm
desert climate, primarily in the lowlands, while the central and western
highlands have a humid subtropical and tropical savanna climate.
Nigeria and Burkina Faso have similarities in terms of climate, with
hot and humid tropical conditions in the south of Nigeria, sub-humid
savanna conditions in the south of Burkina Faso and arid and semi-
arid conditions in the north. The far northern parts of both countries
are mainly desert areas with sparse vegetation. Humidity increases
southwards together with more abundant vegetation. Apart from these
similarities, each country also experiences its own specific climate since
Nigeria has also coastal conditions (tropical monsoon climate)(https:
//climateknowledgeportal.worldbank.org/).

In terms of topography, in Ethiopia most of the country is covered
by the Ethiopian Highlands which are characterised by undulating
plateaus dissected by steep slopes and deep valleys. The lowlands of
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Fig. 1. Location and digital elevation model of four African countries that together form the study area.

Ethiopia are located in the east and southeast and a narrow strip
through the centre. Elevation differences in Ethiopia are large, with
peaks up to 4411 m and a lowest point at 125 m below sea level. Kenya
has several mountains and large plateaus as well as large lowland
plains. The central parts of Nigeria are dominated by rolling hills and
high plains while the country’s northern regions are characterised by
relatively flat plains. Burkina Faso has a relatively flat, slightly un-
dulating, landscape where the maximum elevation difference is about
700 m (Jones et al., 2013).

Regarding soil types (Panagos et al., 2012), Kenya has the largest
soil diversity, with fertile volcanic soils in the western highlands, and
sandy and rocky soils dominating the eastern lowlands. In Ethiopia,
around one-third of the soils are shallow over hard bedrock, especially
in the mountainous parts in the north and most of the lowlands in
the east. Fertile to very fertile soils can be found in much of the
highlands, which are though exposed to erosion, including Luvisols
and Nitisols as well as Vertisols, which are less well drained and
less suitable for cultivation. In the north and centre of Nigeria, easily
erodible sandy and loamy soils of low fertility occur, like Arenosols
and Lixisols, while in the south there are deep red clayey soils with a
well-developed structure and high productivity (Nitisols). Burkina Faso
has less variety in soil types compared to the other three countries. In
general, the soils in Burkina Faso are loamy, gravelly and often shallow,
with low fertility (Lixisols and Plinthosols). In the northern parts of
the country, the soils are exposed to degradation and desertification.
Nevertheless, some parts of Burkina Faso have fertile clayey soils that
are suitable for agriculture (Luvisols), such as on the foot slopes of
metamorphic hills and the plains near the main rivers (see Table SM-
1 in the Supplementary Materials for an overview of soil types per
country).

Kenya and Ethiopia have a diverse land cover which includes crop-
land, shrubland, grassland, and forests on complex terrain. The high-
lands in Ethiopia are covered by forests and grasslands, while arid and
semi-arid areas in the lowlands are covered by scrub vegetation or are
bare. The land cover in Kenya is largely covered by savannas charac-
terised by grasslands mixed with scattered trees. The main land cover
types in Nigeria and Burkina Faso are shrubland and grassland, and
forests in the south of Nigeria, with croplands and grazing lands mainly
occurring on the relatively lower parts of the undulating landscapes.

2.2. Soil data and covariates

The ISRIC Africa Soil Profiles (AfSP) database (Leenaars et al.,
2014) includes a compilation of nearly 18,000 soil profiles from various
digital and analogue data sources covering most parts of Africa. We
chose pH-H20, Organic Carbon (OC) content, and Clay content as the
target soil properties for modelling and mapping. These are important
soil properties and had a sufficiently large sample size for all four
countries (Table 1). As we only focus on topsoil characteristics, the
selected depth interval was O to 20 cm. Since the AfSP observations

Table 1

Summary statistics of AfSP observations of three soil properties for the four countries.
SD is standard deviation and » is number of observations. The unit for Clay is g/100 g
and for OC g kg™'.

Country Variable Min Mean Max SD n
Clay 0.0 37.7 88.0 19.6 400
Kenya oC 0.3 14.4 360.0 19.2 848
pH 4.0 7.0 11.0 1.2 845
Clay 2.0 35.4 90.0 17.3 1082
Ethiopia oC 0.6 24.4 251.0 23.6 1661
pH 4.0 7.0 9.9 1.1 1710
Clay 0.0 20.2 84.0 18.9 1074
Nigeria oC 0.2 9.7 102.4 8.3 1667
pH 3.0 6.0 9.3 0.8 1753
Clay 1.0 21.5 64.0 14.8 616
Burkina Faso oC 0.9 9.4 43.1 6.4 613
pH 4.6 6.4 8.8 0.6 595

contain different depth intervals, the observations were harmonised by
taking a weighted average if there were multiple observed layers within
the 0-20 cm depth interval. If less than 15 cm of the selected depth
interval was covered by the observations on a location, that location
was ignored. Summary statistics of the three soil properties are given
in Table 1.

A set of 35 environmental covariates that represent soil forming
factors was used, including covariates representing climate conditions,
topography, and vegetation (Table SM-2 in Supplementary Materials).
Also, from the Digital Elevation Model, which is the primary represen-
tation of topography, 14 covariates were extracted using the RSAGA
package (Brenning et al., 2018) in R (R Core Team et al., 2021). All
covariates were resampled to a 1 km spatial resolution.

2.3. Experimental set-up

To investigate the effects of extrapolation, we used the following
set-up: (1) train the model on all data from each country individually,
and predict to that country and the other three countries; (2) train the
model on data from three countries, and predict to these three countries
and the fourth. Thus in total, we had eight models for each of the three
soil properties. A country, or a combination of countries, that is used
for calibration is indicated as the “donor” area; a country or countries
that is extrapolated into is indicated as a “recipient” area.

Predictions of target soil properties were based on the random forest
algorithm. This model was calibrated using the caret package. Random
forest (RF; Breiman, 1996) fits many decision trees (independent from
each other) with a random sample of covariates chosen at each splitting
node. In this study, we chose to stick with the default values of
hyperparameters for the RF model in our experiments. Cross-validation
was employed to evaluate and compare the performance of each RF
model for donor areas. Here, we applied 10-fold cross-validation. In
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this validation method, the dataset is randomly divided into ten folds
of similar size, and each time, one of the folds is kept aside and
used for validation of predictions made using calibration data from
the other nine folds. This procedure was repeated ten times so that
each fold was utilised exactly once for validation. Next, the mean error
(ME), root mean square error (RMSE) and model efficiency coefficient
(MEC) (Nash and Sutcliffe, 1970) accuracy metrics were computed:

n

1

ME = ;(P[ -0) @
iy p_or

RMSE = |~ ;(P, 0) 2
" (0, - P)?

MEC=1- E'='(—’_’) 3)
20, -0y

where n is the number of observations, O; is the observed value for
the ith location; P, is the predicted value for the ith location; and
O the mean of the observations. In recipient areas we used all data
from that area for validation, since none of them were used for model
calibration. For both the calibration and validation of each model, we
utilised all available data, without selectively choosing points that fall
within similar areas.

2.4. Measures of extrapolation

We used four methods to characterise the degree of extrapolation,
as described in the four subsections below.

2.4.1. Similarity in soil types

Based on the Soil Atlas of Africa (Panagos et al., 2012), which
contains the dominant WRB reference soil types represented as spatial
polygons, we first calculated the percentage of each soil type in each
country. Next we assessed the similarity between the soil types of two
countries using the Jaccard measure of similarity (Awad and Khanna,
2015, page 36) by accumulating the minimum percentages of each
combination of two countries sharing the same soil type:

Simy; =Y min(Ay, Ay Q)
keK

with Sim;; the Jaccard similarity measure between countries i and j;

K all soil types and A;, and A;, the proportion of area of soil type k

in countries i and j, respectively. The Jaccard similarity is a number

between 0 and 1, where a value of 0 means no similarity and a value

of 1 means perfect similarity.

Additionally, we calculated the Jaccard measure of similarity taking
also the taxonomic distance between soil types into account. The
taxonomic distance quantifies the degree of similarity between soil
types. We used the taxonomic distances specified in Minasny et al.
(2010), which first assigns 21 binary key features such as “calcare-
ous” or “accumulation of silica” to each soil type, and next computes
the Euclidean distance between all soil types in the resulting — 21-
dimensional — key feature space. Finally, these relative distances are
scaled to values between 0 and 1 to obtain the taxonomic distance.
For every soil type combination, except for any soil type with itself, we
calculated the smallest shared proportion between two countries as also
done for the Jaccard similarity, and next we multiplied this proportion
with 1— taxonomic distance (because we want to express the similarity,
not the dissimilarity). We added the results for all combinations and
divided the outcome by the the same sum in the theoretical situation
that all soil type combinations have zero taxonomic distance (i.e., when
there is maximal similarity between all soil types):

ZmEK ZneK, n#m min(Aim’ Ajn) ) (1 - TDmn)

0 = , ®)
o Zmek ZnEK, n#m mm(Aim’ Aj")

with g;; an addition factor for the similarity measure based on taxo-
nomic distance (a number between 0 and 1, representing minimal and
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maximal additional similarity respectively) and T D,,, the taxonomic
distance between soil types m and n.

Finally, the outcome of Eq. (5) was scaled between Sim; y and
1 before being added to Sim;;, in such a way that if all taxonomic
distances would be maximal, the scaled similarity with taxonomic
distance SimT Dsc;; would equal Sim,;, and if all taxonomic distances
would be minimal, SimT Dsc;; would equal one:

SimT Dsc;; = Sim;; + a;;(1 = Simy;). (6)

2.4.2. Homosoil fraction

An alternative approach to quantify similarity between areas is
the homosoil approach, developed by Mallavan et al. (2010). The
underlying theory of this method is based on the taxonomic distance
(Booth et al., 1987) of the environmental covariates between the donor
and recipient areas, where these covariates represent key soil-forming
factors. Mallavan et al. (2010) created a spatial database of environ-
mental variables at the global scale, including climate, topography, and
lithology/parent material. The method calculates Gower’s similarity in-
dex at three hierarchical levels, first by selecting the areas with similar
climate conditions (homoclime), then choosing the same lithological
classes within homoclime areas (homolith), and last by deriving the
similar topography (homotop) in previously selected homoclime and
homolith areas. We applied this method to identify similarity in terms
of soil forming factors between locations in the donor and recipient
countries. The assumption is that if the soil forming factors are similar,
the two locations are “homosoil” and have similar soils. In this study,
for each donor pixel, we calculated a map layer of the recipient country
indicating the homosoil pixels. Those map layers are combined into
one final map where each pixel indicates if it is homosoil in at least
one of the map layers. From this final map, the “homosoil similarity”
was calculated as the fraction of the surface in the recipient area
which is homosoil to at least one location (or grid cell) in the donor
area. Note that unlike the soil type similarities, the homosoil fraction
is asymmetric, as are the similarity measures discussed in the next
subsections.

2.4.3. Dissimilarity index by AOA

Area of Applicability (AOA) is a solution to prevent extrapolation
issues in machine learning models proposed by Meyer and Pebesma
(2021). It limits predictions to areas where the covariates are similar to
the covariates at training locations. It works by first computing a dis-
similarity index between donor and recipient locations using distances
in covariate space between the two locations, and weighting covariates
according to their importance in the machine learning model , trained
on all data from the donor area. Next a threshold is applied whereby
all prediction locations with a dissimilarity index below the threshold
are assigned to the AOA. The AOA function, which is implemented in
the CAST package in R (Meyer et al., 2023), has two output layers:
the dissimilarity index (DI) and the area of applicability (AOA). DI can
take any value between O and infinity, where larger values indicate a
larger dissimilarity. The AOA layer has only two values, 0 and 1, where
1 indicates that a location belongs to the AOA, and 0 that it does not.
In this study, we only used the DI layer. To speed up calculations, we
reduced the resolution of the covariate data before applying of the AOA
with a factor of 10.

2.4.4. QRF prediction interval width

Finally, we also used QRF to compute the width of 90% prediction
intervals (Meinshausen and Ridgeway, 2006) at all prediction locations
in a recipient area, when using a model trained on data from the
donor area. The 90% PIW is calculated by subtracting the 0.05 quantile
from the 0.95 quantile. In case of extrapolation it is expected that the
prediction intervals are wider. To speed up calculations we reduced the
resolution of the covariate data, as previously done in Section 2.4.3.
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Table 2
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Similarity between countries, considering soil types. The lower left triangle presents plain similarity;

the upper right triangle similarity while taking taxonomic distance into account. The values around
the diagonal show the soil type similarity for a recipient country when the three other countries are a

combined donor.

Kenya Ethiopia Nigeria Burkina Faso
T~ 86.6%
K — 58.9% 61.4% 48.2%
enya 50.3% i ’ ’
T 81.8%
i i 0, T 0, 0,
Ethiopia 38.0% 39.8% . 55.0% 60.1%
75.9%
Nigeri 1.3% .3% .0%
igeria 41.3% 35.3% 7:80%\ 65.0%
— .59
Burkina Faso 26.0% 43.4% 46.5% \80 5%
46.7%

Table 3

Homosoil scores. Columns are donor countries, rows recipient countries. The diagonal
values (shown in boxes) shows the homosoil score for a recipient country when all
three other countries are a donor.

Kenya Ethiopia Nigeria Burkina Faso
Kenya 56.3% 29.5% 33.2% 0.5%
Ethiopia 41.4% [485% | 14.2% 1.1%
Nigeria 36.5% 14.6% [45.5% | 14.0%
Burkina Faso 6.6% 20.9% 14.3% 30.8%
3. Results

3.1. Similarities in soil types

Before fitting and applying the random forest models and evaluating
the extrapolation potential using AOA and QRF prediction interval
widths, similarities between the four countries and their combinations
were first checked in terms of soil types and homosoil. Table 2 presents
the similarities regarding soil types in the four countries. Burkina Faso
and Nigeria had the highest soil type similarity, both for plain Jaccard
similarity and for similarity that accounts for taxonomic distance. The
lowest similarity was obtained between Burkina Faso and Kenya, with
a value of 26.0%. Countries tend to have more similar soil types if
they are from the same region (West or East Africa), although Kenya
and Nigeria also have fairly high similarities. Incorporating taxonomic
distance slightly increased the similarity between countries, which is
due to different soil class combinations having a taxonomic distance
smaller than the maximum.

Generally speaking, “similarity while taking taxonomic distance
into account” was 20% higher than “plain similarity”. The biggest
difference between plain similarity and similarity accounting for tax-
onomic distance was for Burkina Faso and Ethiopia, which indicates
that these countries benefit most from sharing common factors that
influence soil formation.

Combining soil type from three countries, the highest similarity in
soil types was observed when Kenya was the recipient country, for both
plain similarity and considering taxonomic distance. Remarkably, the
inclusion of soil type data from three countries and the incorporation
of taxonomic distance into the similarity calculation resulted in con-
siderably higher values of 75% to 86% compared to experiments that
relied on plain similarity or data from a single country.

3.2. Homosoil

The homosoil method assesses similarity between areas based on
their similarity of soil forming factors. Table 3 shows the homosoil
scores. Recall that we calculated the homosoil scores in two ways: (1)
one country is the donor and all other countries are recipients; (2)
three countries are the donor and the fourth country is a recipient.
When Kenya is the donor country, the homosoil scores for Ethiopia
(41%) and Nigeria (36%) are high, while the score for Burkina Faso is

low. According to the homosoil concept Burkina Faso is quite different
from the other three countries, because all have low homosoil scores if
Burkina Faso is the donor country. Table 3 also shows as expected that
having three countries as a donor increases the possibility of finding
more similar soil forming factors in the recipient country. This is shown
by the higher homosoil scores. Note, however, that combination of
three countries to find similar soils in Burkina Faso still has a low score,
lower than when Kenya is a single donor of Ethiopia and Nigeria and
when Nigeria is a donor of Kenya.

3.3. Machine learning model and dissimilarity index by AOA

To be able to compute the dissimilarity index and AOA, we first
needed to train a random forest model for each experiment and soil
property. The performance of the random forest model with default
hyperparameter values and using 10-fold cross-validation is presented
in Table 4. The MEC showed that the model explained between 30 to
59% of clay and OC variation, while the MEC for pH ranged from 50 to
70%, revealing a greater prediction accuracy. The MEC values for clay
and pH in the case of Burkina Faso indicated poor predictions (18% and
15%, respectively). When combining the dataset for three countries,
the model’s performance generally improved, with the highest accuracy
observed for the combination of Ethiopia, Nigeria, and Kenya for all
three properties. The ME values of all soil properties showed that these
were negligibly small compared to the RMSE, indicating that systematic
prediction errors were substantially smaller than random prediction
errors.

The trained models for each experiment and soil property were
used to obtain dissimilarity index maps by AOA. Here, we only present
results for OC for two cases: (1) Ethiopia as a donor country; (2) Kenya,
Burkina Faso, and Nigeria are the donor while Ethiopia is the recipient
country (Fig. 2). Results for other experiments and for clay and pH are
provided in the Supplementary Materials. Results indicate that the East-
African countries are more comparable to one another because they
have lower dissimilarity indices when another East-African country is a
donor; also, the West-African countries (Nigeria and Burkina Faso) are
in more general agreement based on the dissimilarity index. This be-
haviour was observed for all soil properties (Section 2 in Supplementary
Materials). This was confirmed by studying the spatial average of each
DI map (Table 5), which shows that if Kenya is the donor and Ethiopia
the recipient, or vice versa, the spatial average DI is relatively small.
The same applies to Nigeria and Burkina Faso. For instance, when
Ethiopia is the donor, the spatial average DI for OC is 0.38 in Ethiopia
and 0.57 in Kenya, while for Nigeria and Burkina Faso the DI averages
are 1.17 and 1.33, respectively. In addition, when Burkina Faso is the
donor and other countries are the recipients, the DI is large for all
properties, most prominently for pH (Figure SM-11 in Supplementary
Materials). When Burkina Faso is the donor, the spatial average DI for
pH in Burkina Faso is 0.24, whereas this value increases to 4.16 for
Nigeria, to 6.72 for Kenya and to 8.77 for Ethiopia (Table 5). This shows
that AOA dissimilarity in other countries is large when Burkina Faso is
the donor country.
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Cross-validation results of trained models for the three soil properties and eight experiments. The abbreviations for the mentioned countries
are as follows: KE = Kenya, NI = Nigeria, ET = Ethiopia, BF = Burkina Faso.

Experiments Clay oC pH

ME RMSE MEC ME RMSE MEC ME RMSE MEC
KE —-0.04 16.20 0.31 0.18 15.29 0.37 0.01 0.64 0.72
NI 0.26 12.22 0.57 0.06 6.00 0.43 —-0.00 0.55 0.53
ET 0.10 14.30 0.32 0.17 16.26 0.53 0.01 0.64 0.67
BF 0.40 13.44 0.18 0.16 4.80 0.44 0.00 0.58 0.15
KE + ET + BF 0.09 14.37 0.39 0.21 14.52 0.53 0.01 0.63 0.67
KE + ET + NI 0.20 13.70 0.53 0.18 13.11 0.53 0.01 0.60 0.71
KE + BF + NI 0.29 13.26 0.52 0.02 9.23 0.42 —0.00 0.57 0.66
BF + ET + NI 0.22 13.32 0.50 0.27 11.56 0.59 0.01 0.59 0.67

Ethiopia (Donor)
20
15
1.0
Burkina Faso (Recipient) Nigeria (Recipient) 0
[
* 05
400 km ' Kenya (Recipient)
0.0

Dissimilarity index [-]

Burkina Faso (Donor)

N

400 km

Nigeria (Donor)

thiopia (Recipient)

0.8

0.6

0.4

0.2

Kenya (Donor)

0.0
Dissimilarity index [-]

Fig. 2. Dissimilarity index maps of OC; (a) Ethiopia is the donor country and the other countries are recipients, (b) Kenya, Nigeria and Burkina Faso are the donor and Ethiopia

is the recipient.

According to the DI maps (Section 2 in Supplementary Materials)
and the DI spatial averages (Table 5), combining three countries as
donors results in a decline in the mean and range of the DI in all
experiments. Fig. 2.b shows a case where Burkina Faso, Nigeria, and
Kenya are the donor countries and Ethiopia is the recipient country. The
DI map of Ethiopia shows considerable spatial variation and, in general,
a high dissimilarity, especially in the northern part of the country.

Fig. 3 shows the density distributions of the DI of the donor coun-
try/ies versus the DI of the recipient countries. There is some coverage
between Ethiopia (donor) and Kenya (recipient), but not much with
Nigeria (recipient), and nearly no overlap with Burkina Faso (recipient)
(Fig. 3.a). The DI distribution in the case of Burkina Faso as a donor
country is narrower compared to others, whereas the DI distribution
of the recipient countries are quite flat (e.g. Figure SM-31, page 15 in
Supplementary Materials), meaning that the covariates in Burkina Faso
are different from the covariates in the other countries.

When the model is trained on data from three countries, the over-
lapping of DI plots between the donors and recipient country in all
experiments expanded and the dissimilarity decreased. This is visible in

Table 5 where the spatial average DI remarkably reduced by combining
the training datasets of three countries.

3.4. Uncertainty and comparison

Maps of uncertainty estimates were produced by deriving 90%
prediction intervals using the QRF approach. Here also, as mentioned
in Section 3.3, we only present figures for two experiments in the case
of OC (Fig. 4); other maps are provided in the Supplementary Mate-
rials. Although there were differences in the level of uncertainty, all
experiments generally showed a similar spatial pattern of uncertainty
between countries from the same region (Section 4 in Supplementary
Materials). Ethiopia’s PIW map for OC (Fig. 4.a) showed some small
pockets of high uncertainty in the eastern parts of the country, while
the whole country had narrow prediction intervals and performed well
in recipient countries, except for Burkina Faso. This is confirmed by
Table 5, where the mean PIW values for Ethiopia, Kenya, Nigeria, and
Burkina Faso are 44, 59, 57, and 84 g kg~! respectively.
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Fig. 3. Distribution of the DI for OC; (a) Ethiopia is the donor and other countries are recipients, (b) Kenya, Nigeria and Burkina Faso are the donor and Ethiopia is the recipient.

Table 5
Spatial average of dissimilarity index and 90% Prediction Interval width.
Donor Recipient DI PIW
Cl ocC pH Cl ocC pH

KE NI 2.28 2.57 0.94 57.63 36.57 3.55
ET NI 1.04 1.17 0.90 54.04 57.03 3.13
BF NI 3.92 1.90 4.16 49.62 22.19 2.23
NI NI 0.15 0.21 0.18 36.34 16.83 2.05
KEETBF NI 0.46 0.49 0.44 54.65 31.25 291
KE KE 0.28 0.30 0.27 50.81 21.80 2.8
ET KE 0.45 0.57 0.43 51.09 59.90 3.48
BF KE 4.47 3.12 6.72 51.84 25.21 2.71
NI KE 0.79 1.12 1.06 61.49 30.00 3.14
ETNIBF KE 0.34 0.36 0.34 53.36 51.76 3.46
KE ET 0.64 0.78 0.48 57.51 34.02 3.28
ET ET 0.29 0.38 0.24 49.57 44.90 2.74
BF ET 5.73 3.53 8.77 52.12 30.26 2.60
NI ET 0.88 1.18 1.10 57.76 31.69 3.08
KENIBF ET 0.46 0.53 0.45 57.78 33.38 3.18
KE BF 3.42 3.82 1.09 56.16 21.21 3.46
ET BF 1.12 1.33 0.81 50.74 84.95 3.02
BF BF 0.26 0.20 0.24 39.95 11.87 1.95
NI BF 0.47 0.52 0.47 58.97 17.35 2.63
KEETNI BF 0.30 0.38 0.29 55.21 25.76 3.08
KEETBF KEETBF 0.23 0.27 0.19 49.70 32.44 2.76
ETNIBF ETNIBF 0.17 0.17 0.13 44.71 29.09 2.42
KENIBF KENIBF 0.19 0.18 0.15 41.81 18.86 2.37
KEETNI KEETNI 0.18 0.24 0.16 46.90 29.47 2.61

In contrast, the PIW map of Nigeria for pH revealed a high predic-
tion performance in the country itself with the exception of some large
portions in the north (Figure SM-52 in Supplementary Materials), but
the pH model trained on Nigeria data performed extremely poorly in

the recipient countries, as shown in Table 5. The difference between
the 0.05- and 0.95-quantile Burkina Faso (donor) maps was large, es-
pecially for clay (Figure SM-53 in Supplementary Materials), indicating
that the prediction uncertainty was large for the country itself and for
other countries.

Using datasets of three countries to evaluate the prediction uncer-
tainty in a recipient country revealed that extrapolation was associated
with high uncertainty. In some cases, the uncertainty was high in some
parts of the donor countries as well. For instance, the PIW map of clay,
when Kenya is the recipient and other countries are donors, showed not
only wide PIW for Kenya but also high uncertainty for Ethiopia (Figure
SM-58).

3.5. Statistical validation of random forest models

Results of the statistical validation of the models that were trained
in donor areas and applied to recipient areas are presented in Table 6.
Overall, the statistics in this table — when compared to those presented
in Table 4 - confirm that extrapolation leads to larger prediction errors.
In fact, in most experiments, the MEC values were negative or close
to zero, meaning that the RF model performed worse than using the
average of all measurements in the recipient country as a prediction.
However, it is easier to predict for neighbouring countries, as for
example shown for Ethiopia and Kenya where the spatial prediction
of pH had a MEC of 23% (Ethiopia as the donor) and 22% (Kenya as
the donor). It is also interesting to note that ME values are sometimes
quite large compared to RMSE values. This shows that extrapolation
can lead to systematic prediction errors of similar magnitude as random
errors, which is rarely the case for interpolation (e.g. see Table 4).
For example, when Ethiopia serves as a donor and Nigeria is the
recipient, the ME and RMSE values for OC are 11.49 and 13.63 g kg™!,
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Fig. 4. Prediction interval width of OC; (a) Ethiopia is a donor country and other countries are recipients, (b) Kenya, Nigeria and Burkina Faso are donors, and Ethiopia is the

recipient. Note the different scales.

Table 6
Final validation metrics; comparison between all predictions.

Donor Recipient Clay oC pH

ME RMSE MEC ME RMSE MEC ME RMSE MEC
KE NI 8.08 18.51 0.02 1.63 6.96 0.24 0.71 1.01 —0.61
ET NI 17.87 27.52 —1.16 11.49 13.63 —-1.92 0.45 0.89 —-0.26
BF NI 3.00 18.08 0.07 1.61 7.60 0.09 0.42 0.89 —0.24
KEETBF NI 7.04 19.74 —0.10 2.15 8.16 0.03 0.19 0.70 0.22
ET KE -2.20 18.24 0.13 6.77 18.19 0.11 -0.36 1.06 0.23
BF KE —15.54 24.82 —0.61 -2.94 18.23 0.10 —-0.61 1.33 —0.22
NI KE —13.92 23.39 -0.43 —-3.66 18.66 0.06 -1.08 1.50 —0.54
ETNIBF KE -5.93 18.57 0.10 8.52 18.75 0.05 —-0.41 1.02 0.28
KE ET 2.09 16.66 0.07 -17.55 25.18 -0.14 -0.38 0.98 0.22
BF ET —12.37 21.43 —0.54 —11.33 26.31 —0.24 -0.71 1.31 —0.40
NI ET -9.17 19.56 —0.28 —14.01 27.44 -0.35 -1.11 1.51 —0.86
KENIBF ET 0.83 17.05 0.03 -7.51 25.08 —0.13 —0.58 1.08 0.05
KE BF 4.55 15.40 —-0.08 -1.52 6.07 0.11 1.01 1.23 -2.79
ET BF 12.34 19.50 —0.74 5.95 8.34 —0.69 0.95 1.16 -2.39
NI BF 1.34 14.25 0.07 -1.68 6.23 0.06 0.05 0.63 0.00
KEETNI BF 3.56 15.00 —0.03 -0.59 6.08 0.10 0.37 0.74 —-0.37

respectively, indicating that in this case systematic error is dominant
over random error. The results also showed that training the model for
three countries to predict in the fourth is not performing much better
than using data from only one country. The only clear exception is
predicting pH in Nigeria, which had a substantially larger MEC when
the RF model was trained on data from the three other countries.

The plots of Fig. 5 show the relationship between the different
measures of extrapolation and the results of the statistical validation
metrics for OC. Similar scatter plots for clay and pH are provided in
the Supplementary Materials, Figures SM-67 and SM-68. In these plots
we used the similarity values of the soil type and homosoil approaches
(Tables 2 and 3), while the DI and 90% PIW dissimilarities (Table 5)

were multiplied by —1 to achieve that bigger values mean higher
similarity in all four cases. Next all metrics were separately linearly
re-scaled between 0 and 100, so that the lowest and highest value for
each approach were 0 and 100, respectively. We expected a positive
correlation of these metrics with MEC and a negative correlation with
RMSE (Table 7) but the results did not confirm this. None of the
measures of extrapolation had a strong correlation with the validation
metrics. From the four measures of extrapolation, only soil type and
homosoil approaches exhibited some correlation with the validation
metrics, with a slightly stronger correlation observed for soil type. The
MEC — soil type correlations were consistently above 0.33 across all
three properties, while homosoil yielded the highest correlation with
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Pearson correlation coefficients for the four investigated methods to estimate the potential for extrapolation (columns) versus the validation
metrics (rows). PIW: mean prediction interval width; DI: mean dissimilarity index. Both PIW and DI are multiplied by —1 for consistent

correlation interpretations.

Validation metric variable -PIW -DI Homosoil Soil type similarity Soil type similarity with
taxonomic distance
MEC Cl —-0.19 0.25 0.49 0.50 0.25
MEC ocC 0.51 —-0.09 0.21 0.36 0.12
MEC pH 0.15 —0.02 0.43 0.33 0.07
RMSE Cl 0.18 -0.26 -0.27 -0.29 -0.31
RMSE ocC -0.03 0.05 0.08 -0.25 0.14
RMSE pH -0.14 -0.37 —0.31 -0.42 -0.18

100
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Fig. 5. Relationship between final validation metric and different measures of extrap-
olation for OC. PIW and DI were multiplied by —1 to ensure that a bigger number
means higher similarity. Values on y-axis were linearly re-scaled to a minimum of 0
and a maximum of 100 for all five cases.

MEC for clay and pH. Surprisingly, the measures of PIW, DI, and soil
type with accounting for taxonomic distances showed low correlations
with the validation metrics. In particular, PIW demonstrated a nega-
tive correlation (—0.19) with MEC for clay, whereas a relatively high
positive correlation (0.51) was observed for OC.

4. Discussion
4.1. Different measures of similarities

The soil characteristics of Kenya, Ethiopia, and those of Nigeria
to a lesser degree, were more heterogeneous than those of Burkina
Faso. This is due to several factors, such as variations in climate
(comprising of different climatic zones as mentioned in 2.1), topogra-
phy (differences in elevation, Fig. 1), composition and number of soil

types (reflecting differences in the number of soil types per countries,
SM-1). This finding may explain why these countries exhibit greater
similarities with other countries in terms of soil type and the homosoil
approach. A larger soil heterogeneity in a donor area can have a
significant impact on the prediction capability of a trained model. For
example, we found that the trained models for Kenya and Ethiopia
were more effective at transferring the model to other areas. This is
also supported by the dissimilarity maps and plots generated using
the AOA method, which showed smaller DI values when Kenya or
Ethiopia were used as a donor country (Section 2 in Supplementary
Materials). Furthermore, using three donor countries instead of one
improved model performance by increasing the heterogeneity of the
data.

We found that similarities in terms of all measures of extrapolation
are relatively higher between countries from the same region (e.g. East
Africa or West Africa), meaning that they also have more similar soils.
Our findings indicate that geographical proximity has a significant
impact on the ability of a model to be extrapolated to recipient areas,
as confirmed by Nenkam et al. (2022) and Angelini et al. (2020).

The correlations between four extrapolation measures discussed in
the study — homosoil, soil type similarity, dissimilarity index by AOA,
and QRF prediction interval width — is provided in the Supplementary
Materials (Figure SM-69). As expected, a positive correlation was found
between homosoil, soil type and DI. However, to our surprise, the
correlations between homosoil and DI with PIW were negative. To
further illustrate this point, consider the comparison between Figs. 2.a
and 4.a. In Fig. 2.a, where Ethiopia is the donor, Kenya exhibits
the lowest dissimilarity, while Burkina Faso and Nigeria have the
highest dissimilarity with Ethiopia. However, when we compare these
results with Fig. 4.a, it becomes apparent that, according to the PIW,
Nigeria has the smallest prediction interval width. This suggests that
extrapolation based on a model that was trained on Ethiopia might
not be so challenging for Nigeria. Kenya, which appeared to be the
easiest to extrapolate based on Fig. 2.a, demonstrates more difficulty in
extrapolation according to Fig. 4.a. In other words, Nigeria transitions
from being ranked third in terms of dissimilarity in Fig. 2.a to being
ranked first for easier extrapolation in Fig. 4.a in terms of PIW. These
results confirm a negative correlation between DI and PIW. This result
contradicts previous findings by Malone et al. (2016), who reported
that areas with high dissimilarity typically exhibit greater prediction
uncertainty compared to areas with low dissimilarity. It should be
noted that the negative correlation between DI and PIW is based on
comparing country averages, which is not the same as a comparison on
pixel level. According to Simpson’s paradox (Norton and Divine, 2015)
or the ecological fallacy principle (Freedman, 1999), different results
might be obtained depending on the aggregation level. Such analysis
was however beyond the scope of this research. The negative corre-
lation between DI and PIW can be further evaluated by considering
Table 6. When Ethiopia is a donor and Nigeria a recipient, the RMSE
for OC is 13.63 g kg~!, whereas the RMSE increases to 18.18 g kg™' when
Ethiopia is a donor and Kenya a recipient.
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4.2. Extrapolation results

The cross-validation results for the trained model were deemed
acceptable, as seen in Table 4. However, during extrapolation, as indi-
cated in Table 6, the models performed quite poorly. Overall, the RMSE
values were high and the MEC values mostly negative, highlighting the
potential danger of extrapolation. In Nigeria, the RMSE for training
the model for OC is 6 g kg™' (Table 4), but when extrapolating to
Burkina Faso, the RMSE increased to 6.23. Furthermore, using the
trained model from Nigeria in Kenya and Ethiopia results in a notable
decrease in accuracy, with RMSE values of 18.66 and 27.44 g kg™!,
respectively. Although the application of soil data using three donor
countries decreased dissimilarity and prediction interval width, the val-
idation results indicated that it had only a limited effect on improving
extrapolation.

The validation results showed that prediction in a recipient country
is more difficult than prediction in the donor country because extrapo-
lation in geographic space often goes together with extrapolation in
feature space, and clearly it is more difficult to predict outside the
feature space covered by the training data. We found a positive relation
between geographic distance and DI; however, there are some notable
exceptions. For instance, in Figures SM-6 to SM-8, Burkina Faso and the
eastern part of Kenya exhibit a lower DI than the western part of Kenya
if Nigeria is the donor country. A similar spatial pattern emerges when
Burkina Faso is the donor country (Figures SM-9 to SM-11), although
the DI values are scaled differently. In another example, we can see
noticeable differences in patterns between the southern and northern
parts of Nigeria as recipient in Figures SM-3 and SM-4, despite being
at an almost equal distance from Kenya, the donor country.

One possible cause of low performance in extrapolation might arise
from the choice of model. RF has been acknowledged as the most
proven model in several DSM studies due to its capability of dealing
with complex and non-linear relationships between predictors and
response variables (Hengl et al., 2015). Furthermore, RF has been
demonstrated to be effective in prediction of a soil property of interest
when a sufficient amount of training data are available. However, RF,
like many other statistical models, faces the challenge of extrapolating
in feature space, which limits its application when there are significant
areas without observations or when new covariates exhibit distinct
characteristics from those learned by the trained model (Meyer and
Pebesma, 2021). In other words, RF cannot make predictions beyond
the data range, meaning it cannot make predictions that are larger than
the maximum or smaller than the minimum observed in the training
dataset.

The models generated for soil pH exhibited higher accuracy com-
pared to clay and OC (Table 4) and performed slightly better in terms
of extrapolation (Table 6). The reason for the better performance of
soil pH may be attributed to its stronger relationship with covariates.
In fact, Dharumarajan et al. (2022) and Nenkam et al. (2022) also
demonstrated better performance of soil pH in DSM.

Comparing our results with others, Grinand et al. (2008) found
that the predictive accuracy was limited when the trained model was
extrapolated to another area. Nenkam et al. (2022) also noted that
transferring the model between areas which are considered ‘homosoil’
in relation to each other resulted in weak performance, despite ho-
mosoil being a potent tool for transferring soil properties between
areas. The study conducted by Malone et al. (2016) revealed that the
degree of similarity based on their homosoil approach (slightly different
from the approach used in our research) between the regions was
approximately 47%, revealing the limited capacity for extrapolation.

4.3. Correlation between extrapolation measures and validation metrics
In addressing the second objective, overall there was a positive

correlation between the extrapolation measures and MEC and a neg-
ative correlation with RMSE, which is as expected. But the correlations
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were quite small and not practically significant (as shown in Fig. 5
and Table 7). We were particularly surprised to find weak correlations
between validation metrics and both PIW and DI. We had expected
them to show stronger correlations than homosoil and soil types due
to their reliance on training data, covariates, and calibrated models.
Considering that homosoil and soil type similarity exhibit a stronger
correlation with validation metrics and are much simpler to compute,
one may question the justification for the additional effort to employ
PIW and DI in such analyses. Note that homosoil and soil type methods
do not require training data and covariates in both donor and recipient
areas, nor the fitting of a machine learning model. Our comparison
of PIW and DI results,regarding both objectives, revealed that neither
method provides a reliable assessment of the quality of maps in extrap-
olation and it raises questions about the added value of PIW and DI
for assessing extrapolation risks. This is a very surprising result that
calls for more studies to check if this is a structural phenomenon. If
our findings are confirmed by other studies, this is important for re-
searchers who use PIW and DI (as well as AOA) to assess the suitability
of models for extrapolation and to delineate areas where predictions
are valid and where not.

Our study suggests that blindly using the AOA is not recommended,
as we found almost no correlation between AOA (that is, DI) and RMSE
and MEC. This contradicts the findings of Meyer and Pebesma (2021),
who proposed that information about AOA can be a useful tool to
indicate the quality of predictions when applying a model to a new en-
vironment. Another study by Ludwig et al. (2023) suggests that creating
global maps that are useful for future applications requires restricting
predictions to the area of applicability of the model. Although their
findings highlight the need for caution when applying machine learning
to make predictions beyond the range of covariate values used during
model training, our experiments conducted in different countries with
diverse environmental conditions showed that the knowledge of DI
derived from AOA has little correlation with the final validation met-
rics. Despite these opposing perspectives, all of these studies contribute
to the ongoing development and refinement of spatial extrapolation
measures.

4.4. Weaknesses and limitations

This study has identified some limitations that should be considered
in future research. One limitation of our study is that it represents only
a small set of experiments. We recommend conducting more studies
to evaluate whether the poor relation between extrapolation measures
and validation metrics is persistent across a wide range of applications.

Another potential limitation is the utilisation of the Jaccard method
to compute taxonomic distance, as discussed in Section 2.4.1. It is
worth noting that the Jaccard method is just one of several approaches
that could have been employed. It should be noted that there is cur-
rently no widely accepted method for comparing soil type composition
between different countries, which led us to develop our own method.
While this approach allowed us to obtain valuable insights, it is im-
portant to acknowledge that it involved some subjective decisions.
Therefore, further research could aim to establish a more standard-
ised approach for comparing soil type composition between different
regions.

Also, another limitation relates to the quality of the training dataset,
which may be prone to errors, ranging from field sample collection to
laboratory measurements, as the soil surveys were done by different
researches in different periods and analysed in different laboratories,
often using different methods. This might have contributed to the
sometimes large Mean Error statistics that we observed, which are not
captured by any of the four extrapolation metrics that we computed.

Finally, the reliability of our validation metrics could be a limita-
tion. However, the experiments that we did had fairly large datasets
used for validation based on measurements at locations that were fairly
uniformly distributed across the recipient area. Therefore, while this
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limitation should be acknowledged, we are not overly concerned about
its impact on our conclusions.

5. Conclusion

This study aimed to investigate and compare different measures of
extrapolation - including soil type, the homosoil approach, dissimilar-
ity index by AOA and QRF prediction interval width — to determine the
potential of extrapolating a machine learning soil prediction models in
geographic space. We have reached the following conclusions based on
the results and discussion:

Between different measures of extrapolation, a positive correla-
tion was observed between homosoil, soil type and DI, as ex-
pected.

Contrary to our initial expectations, a negative correlation was
observed between homosoil and PIW, as well as between DI and
PIW.

Employing the trained model from a donor country to make
predictions in three recipient countries, the extrapolation results
demonstrated poor performance. Specifically, the predicted re-
sults exhibited an increase in RMSE and ME, while a decrease
was observed in MEC.

Using three donor countries instead of one led to improvements
in soil type similarity, homosoil score, accuracy of the trained
model, as well as a reduction in dissimilarity and PIW. However,
the results indicated that training the model with data from three
countries did not yield better predictions in the recipient country
compared to using data from only one country.

None of the four presented extrapolation measures showed a
strong correlation with the final validation metrics.

Soil type and homosoil methods demonstrated a stronger correla-
tion with validation metrics in comparison to DI and PIW, which
is quite surprising. In this study soil type and homosoil served as
better indicators of extrapolation capability. These methods can
be computed before collecting data and training a model. This
makes them attractive to explore the extrapolation risk.

DI and PIW were found to be inadequate measures for assessing
the quality of extrapolation in recipient areas in this study. Their
inability to provide a reliable indication of extrapolation feasi-
bility raises questions about their continued use for this purpose
in general. More research is needed to evaluate if this result is
confirmed in other studies.
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