
Ecological Modelling 487 (2024) 110562

A
0

Contents lists available at ScienceDirect

Ecological Modelling

journal homepage: www.elsevier.com/locate/ecolmodel

Linking error measures to model questions
Bas Jacobs ∗, Hilde Tobi, Geerten M. Hengeveld
Mathematical and statistical methods (Biometris), Wageningen University & Research, Wageningen, 6708 PB, The Netherlands

A R T I C L E I N F O

Keywords:
Error measures
Model evaluation
Model fit
Goodness of fit
Validation
Research methodology
Cyanobacterial blooms

A B S T R A C T

Models for forecasting various ecosystem properties have great potential that comes with a need for model
validation. Before we can perform such validation, we need to define what it means for the model to perform
well, which depends on the question being asked. Often, it seems easy to ignore the model question and take
a standard well-known error measure for comparing the model to the available data. The question is whether
this practice is adequate. Here, we defined different types of model-data mismatches that may be more or less
relevant to different types of questions. We show that error measures differ in their sensitivity to the type of
mismatch and robustness to sparse and noisy data. The results imply that a careful selection of error measures,
using a clearly defined ecological question as a starting point, is vital to proper model evaluation. While we
present our results as generally applicable to the validation of any type of forecasting model, we also illustrate
them using cyanobacterial bloom modelling as a detailed example of a case where different questions could

be asked of the same model.
1. Introduction

Models that predict the future state of ecosystem properties have
great potential, both for answering a wide variety of fundamental
questions, and for practical applications in managing ecosystems (Lewis
et al., 2023; Dietze et al., 2018; Payne et al., 2017; Petrovskii and Petro-
vskaya, 2012). Many of these models attempt to predict how certain
continuous variables (e.g., nutrient concentrations and species densi-
ties) change over time, depending on parameter values, initial condi-
tions, and sometimes input variables (e.g., weather conditions) (Dietze,
2017). A wide variety of such models exist, ranging from process-based
(white box) models, for example using differential equations, to data-
driven (black box) models, e.g., machine learning (Rousso et al., 2020;
Dietze, 2017). The output of such models may range from simple time-
series for each variable to entire probability distributions taking into
account uncertainty through, e.g., ensemble modelling and may or may
not be updated through data assimilation, e.g., Kalman filtering (Luo
et al., 2011; Carey et al., 2022; Woelmer et al., 2022). Even within a
given modelling approach, many model variants are possible, and often
available, for any given ecological system (Rousso et al., 2020; Janssen
et al., 2019a; Lewis et al., 2022). Such ecosystem models are often
constructed with multiple purposes in mind and re-used to answer a
variety of questions. When we want to use a model to answer a specific
ecological question, we are, therefore, faced with the question: Which
of these models are ‘‘better’’ and which are ‘‘worse’’?

To answer this question, we need a way to compare our model
output to measured ecological data. Such data is usually sparse (avail-
able only at intermittent time points) and noisy, and may be gathered
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Box 1. Terminology
Model: Set of equations that generates a prediction (cal-

culated state) of certain output variables, given certain
parameters and input variables.
Data: Experimentally or routinely (e.g., through monitoring)

measured values of variables of interest.
Time-series: A set of measured or modelled values for a

variable of interest at different time points.
Mismatch: Local difference between a modelled and mea-

sured time-series.
Error measure: Method of quantifying the severity of a

mismatch as a single value.

as part of ongoing monitoring or an active experiment. Inevitably,
the modelled and measured time-series will not match perfectly. The
severity of this mismatch can be quantified with an error measure.
Many different error measures (or, inversely, measures for goodness of
fit) exist (Koutsandreas et al., 2022; Mehdiyev et al., 2016). However,
before we blindly pick one of these, we should first define precisely
what we mean by ‘‘better’’ and ‘‘worse’’. This definition will not be
universal, as it depends on the model application, i.e., the question
that we want to answer with the model. It is generally considered
good modelling practice to both design and evaluate a model with
respect to a specific well-defined goal or question (Jakeman et al.,
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304-3800/© 2023 The Author(s). Published by Elsevier B.V. This is an open access a

https://doi.org/10.1016/j.ecolmodel.2023.110562
Received 21 July 2023; Received in revised form 30 October 2023; Accepted 30 O
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

ctober 2023

https://www.elsevier.com/locate/ecolmodel
http://www.elsevier.com/locate/ecolmodel
mailto:bas.jacobs@wur.nl
https://doi.org/10.1016/j.ecolmodel.2023.110562
https://doi.org/10.1016/j.ecolmodel.2023.110562
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ecolmodel.2023.110562&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Ecological Modelling 487 (2024) 110562B. Jacobs et al.

T
a
s
t
c

p
f
a
e
b
e
e
e
t
t
T
t
e
q

I
o
r
v
f
2
a

t
p
m
p
a
u
w
o
t
e
o
a
s
e
v
a
P
(
(

2006; Parker, 2020; Hamilton et al., 2022). Although model questions
and evaluation are often mentioned explicitly in discussions of good
modelling practice (e.g., Jakeman et al. (2006), steps 1, 2 and 6), most
focus has been on model design and the algorithm for estimation. This
focus, while important, leaves open the question how to link the choice
for a relevant error measure to the ecological question at hand.

Potential questions that we may want an ecological model to answer
include:

1. What is the value of an ecological property (e.g., biomass (g/m2),
concentration (g/l), number of individuals (#∕ha)) at any given
time?

2. What is the qualitative state of an ecosystem attribute (e.g., en-
dangered, dangerous, healthy) at any given time?

3. At what time can we expect a change in a qualitative ecosystem
attribute?

hese are distinct types of questions and models may be better or worse
t answering them, especially when considering ecosystems where
udden changes in properties of interest may occur. Ideally, therefore,
he chosen error measure would reflect the specific question under
onsideration.

However, rather than tailoring the error measure to the model
urpose, the vast majority of forecasting models are evaluated using
amiliar measures such as the root mean squared error (RMSE), mean
bsolute error (MAE), coefficient of determination (R2), Nash–Sutcliffe
fficiency (NSE), Kling-Gupta efficiency, or continuous ranked proba-
ility score (CRPS), whether in ecology (Lewis et al., 2022), or other
nvironmental sciences, such as hydrology (Clark et al., 2021; Jackson
t al., 2019), geosciences (Hodson, 2022), or climate sciences (Gleckler
t al., 2008). These measures are ultimately all based on a composite of
he differences between model output values (�̂�) and measurements of
hose values (𝑦) at every time point where measurements are available.
herefore, these measures seem specifically suitable when the aim of
he model is to estimate values (question 1). In many cases where
cological models are being used, however, this may not be the relevant
uestion.

However, the appropriateness of a measure is not the only concern.
n ecology and other biological and environmental sciences, data are
ften sparse and noisy, making robustness of the error measure a
elevant concern (Clark et al., 2021). When the goal is to estimate
alues, well-established answers may exist (for instance, RMSE is better
or normally distributed noise, and MAE for Laplacian noise Hodson,
022). When it is not, there may be a trade-off between robustness and
ppropriateness that should at least be considered.

Here, we explore ways in which we may better link error measures
o our model questions, taking the three questions listed above as exam-
les. First, we will define a range of characteristic mismatches between
odelled and observed time-series, focusing on sudden changes in the
roperty of interest. Then, we will select several representatives from
wide range of error measures, both commonly and less commonly

sed, and compare their outcomes for the different mismatches. We
ill also examine the robustness of these error measures in the face
f sparse and noisy data points. We will use the outcomes to discuss
he suitability of the different types of error measures when asking
ach of the three questions of interest. To facilitate the interpretation
f this process with the rather abstractly phrased questions, we provide
detailed example of cyanobacterial bloom modelling in a set of boxes

eparate from the main text (box 2–4) (see Burford et al. (2020), He
t al. (2016), Huisman et al. (2018), Ibelings et al. (2003), Janse and
an Liere (1995), Janssen et al. (2019b), Korppoo et al. (2017), Lürling
nd Mucci (2020), Paerl and Huisman (2008), Paerl and Otten (2013),
age et al. (2018), Recknagel et al. (2008), Saloranta and Andersen
2007), Trolle et al. (2014), van Basshuysen (2023) and Schets et al.
2020)).
2

Box 2. An example: Models for cyanobacterial bloom
prediction

A good example of a case where error measures like RMSE
may be less appropriate can be found in the short-term pre-
diction of cyanobacterial blooms in lakes. Cyanobacteria are a
group of photosynthetic bacteria that can become a plague by
sudden intense blooms (periods of high cyanobacterial densi-
ties) that block light from submerged macrophytes (Huisman
et al., 2018; Burford et al., 2020). In addition, many species
can produce toxic compounds that are harmful to humans and
other animals, so that blooms may require more expensive
water treatment and the closing of recreational sites (He et al.,
2016; Paerl and Otten, 2013). Blooms are particularly frequent
under eutrophic and warm conditions, and are therefore ex-
pected to become an increasing problem with the changing
climate (Paerl and Huisman, 2008). In the ideal world, blooms
would be prevented by limiting the nutrient loading of water
bodies, but it may take a long time to achieve this and for
this change to show an effect, making mitigation measures
unavoidable (Lürling and Mucci, 2020).

Models of aquatic ecosystems may help assist in making
decisions on how to control or manage blooms. These models
may be used to answer a variety of questions, often relat-
ing to the occurrence of blooms, with bloom presence and
timing of appearance and disappearance events being more
relevant than the cyanobacterial densities at any given time
point. Since these questions do not relate directly to the value
of the output variables at any given time point, RMSE-like
error measures are less appropriate here. However, they are
still widely used to evaluate model success (e.g., Trolle et al.
(2014) and Page et al. (2018)). Depending on the exact goal
of the study, alternatives to RMSE-like error measures may
therefore be desirable. Many modelling studies focus on long-
term scenarios, e.g., to study the impact of climate change, or
various management scenarios, making the precise quantita-
tive errors less interesting than the overall trends (Janse and
van Liere, 1995; Janssen et al., 2019b; Korppoo et al., 2017;
Recknagel et al., 2008; Saloranta and Andersen, 2007). Short-
term quantitative, even adaptive, forecasts have also been
attempted (Ibelings et al., 2003; Trolle et al., 2014; Page et al.,
2018) Short-term forecasts might, for instance, be interesting
for the goal of adaptive control, initiating mitigation measures
based on model predictions. Choosing a proper error measure
for such a case may get convoluted, as the model itself will
end up changing the behaviour of the system (van Basshuysen,
2023). This means that the model should be evaluated with
respect to the desired system state, i.e., ‘‘no blooms’’, but if
there are no blooms, it becomes hard to determine if the model
contributed to this absence or if blooms would have been
absent either way. A simpler use-case would be to employ
the model as an early warning system for posting warning
signs on time, as this would not affect the ecosystem dynamics.
Alternatively, we may consider the goal of making an app that
will inform people whether a bloom is currently present or
absent at a recreational location.

For the specific example of cyanobacterial bloom modelling,
the three types of questions that we considered for general
ecological models would translate to: (1) ‘‘What will the water
quality be at any given time?’’, (2) ‘‘Is it safe to go swimming
in this lake tomorrow?’’, and (3) ‘‘When should we place and
remove warning signs for blooms?’’ The first question relates
directly to the cyanobacterial density, the second question
relates whether or not a bloom is present (whether the density
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exceeds a certain value), and the third relates to the start and
end times of a bloom.

2. Methods

2.1. Characteristic mismatches

When deciding on an appropriate error measure for a given ques-
tion, it can be useful to first examine the behaviour of different types of
error measures when confronted with the different types of mismatches
between model and data that one might expect. Therefore, we con-
structed several characteristic mismatches related to sudden changes
over time 𝑡 in a measured ecological variable of interest 𝑦 and its
modelled counterpart �̂�. The mismatches were chosen to have different
relevance when asking each of our three different questions. To make
mismatches that capture aspects of quantity, quality, and timing, we
considered peaks in 𝑦 and �̂� that differ in timing (‘small’ and ‘large’
delays), magnitude, duration, shape, and presence (‘missed’ prediction),
along with a threshold 𝑌 that denotes a critical value of 𝑦 at which
we consider some qualitative ecosystem attribute to be either ‘present’
or ‘absent’ (Fig. 1). For the precise equations used to construct these
mismatches see Appendix A.

Box 3. Characteristic mismatches in the cyanobacterial
bloom example

Cyanobacterial blooms are characterised by sudden surges
in cyanobacterial density. The characteristic mismatches we
consider here could, therefore, be interpreted as differences in
timing, magnitude, and duration of blooms (Fig. 1). The ‘small
delay’ then implies that the surge in cyanobacterial density is
predicted to start and end later than the actual surge, while a
‘large’ delay can be considered a ‘missed’ prediction of such a
surge alongside a spurious one. A magnitude mismatch occurs
when there is a difference in the cyanobacterial densities
reached during a predicted and actual surge, when both surges
reach sufficient densities to be considered ‘blooms’.

The question if the water is safe for swimming is commonly
addressed in protocols for lake management with a fixed
threshold value for the cyanobacterial density (or chlorophyll
concentration as a proxy) above which swimming should be
banned (e.g., Schets et al. (2020)). This threshold could be
taken as one example of the threshold that we use in our
characteristic mismatches, with exceedance of this threshold
representing the presence of a bloom. Error measures can
then be defined with respect to the severity of the bloom, the
presence of the bloom, or the timing of events where blooms
appear or disappear.

2.2. Candidate error measures for comparison

We selected several different types of error measures as examples,
aiming for a wide diversity in the types of errors that these might em-
phasise. We selected these to have representatives of different groups of
error measures that each seemed a priori more appropriate to one of our
three different questions. For clarity, we will focus on error measures
for models that produce a single time-continuous output of �̂� (i.e., deter-
ministic models rather than probabilistic models). Many of these error
measures can be extended to probabilistic models that generate entire
probability density functions (e.g., ensemble models) (Simonis et al.,
2021), for which we will provide a few examples. Other adjustments
may be required for, e.g., spatial models or Kalman filtering. Note that
the different error measures cannot be normalised such that the values
3

Fig. 1. Overview of the characteristic mismatches between data and modelled values
of ecological quantity 𝑦. Blue lines indicate (perfect, time-continuous) measured data,
and orange lines indicate modelled values. A threshold 𝑌 (dashed line) indicates the
point where an ecosystem attribute changes from ‘absent’ to ‘present’. Numbers indicate
base levels, peak magnitudes and duration. Units are arbitrary.

of different measures can be compared directly. As such, the error
measure values in the results can only be compared directly between
mismatch types and not between error measures.

2.2.1. Root mean squared error and related measures
The root mean squared error (RMSE) is one of the most widely used

model error measures (Lewis et al., 2022; Rousso et al., 2020). It is an
easy to compute and interpret error measures that imposes for each
time point 𝑖 a cost of (𝑦𝑖 − �̂�𝑖)2, where 𝑦𝑖 and �̂�𝑖 are, respectively, the
measured and modelled output value at time point 𝑖. These costs are
then averaged over all 𝑁 time points:

RMSE =

√

∑𝑁
𝑖=1

(

𝑦𝑖 − �̂�𝑖
)2

𝑁
. (1)

Many variants of measures in this category exist (e.g., mean absolute
error, root mean squared percentage error, mean absolute percentage
error, mean absolute scaled error, etc.), which have been elaborately
evaluated elsewhere (Jackson et al., 2019; Bennett et al., 2013; Kout-
sandreas et al., 2022; Mehdiyev et al., 2016; Chen et al., 2017; Hynd-
man and Koehler, 2006; Morley et al., 2018). We will use the RMSE as
an archetype of this category of measures that evaluate how well the
model output values match the data at every given time point, and as
such seem most appropriate when the goal is to predict these values
(question 1).

2.2.2. Critical threshold exceedance measures
If we consider a single threshold value 𝑌 for the value of 𝑦 above

which we consider an ecological attribute to be ‘present’, we can turn
both the measured and modelled output values (𝑦 and �̂�) into binary
values (𝑥 and �̂�):

𝑥 = 0 𝑦 < 𝑌 �̂� = 0 �̂� < 𝑌

𝑥 = 1 𝑦 ≥ 𝑌 �̂� = 1 �̂� ≥ 𝑌
(2)

We can then evaluate our models on how well they predict if the
attribute is present at any given time point, rather than on the precise
value of �̂�, which may be more appropriate when the aim of the model
is to estimate the presence of this attribute (question 2). One way to
do this would be to turn the cost of each error into (𝑥𝑖 − �̂�𝑖)2 and thus
calculate an RMSE on the binarised variables instead of the original
ones:

RMSE =

√

∑𝑁
𝑖=1

(

𝑥𝑖 − �̂�𝑖
)2

. (3)
bin 𝑁
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Without the square root, this is identical to the Brier score, which
can also be used in probabilistic forecasts by replacing �̂�𝑖 with the
probability �̂�𝑖 of exceeding 𝑌 (Brier, 1950; Wilks, 2011; Taylor and Yu,
016).

Alternatively, with the binarised values, the model could be eval-
ated as a classification problem, allowing for the construction of
confusion or error matrix based on the agreement at each mea-

ured time point, as is sometimes done in environmental modelling
pplications with important events that trigger above a certain thresh-
ld (Bennett et al., 2013). To capture the essence of a confusion
atrix in a single number, many different performance measures for

lassification problems exist, each with their own advantages and
isadvantages (Bennett et al., 2013; Stehman, 1997; Sokolova and
apalme, 2009; Mehdiyev et al., 2016). Here, we will include two of
hese in our comparisons: the overall accuracy, and the F1-score. The
verall accuracy is given by the percentage of time points at which the
lassification is correct, i.e.:

ccuracy =
tp + tn

tp + fn + fp + tn , (4)

here tp is the number of true positives (𝑥𝑖 = �̂�𝑖 = 1), tn is the number
f true negatives (𝑥𝑖 = �̂�𝑖 = 0), fn is the number of false negatives
𝑥𝑖 = 1, �̂�𝑖 = 0), and fp is the number of false positives (𝑥𝑖 = 0, �̂�𝑖 = 1).

The F1-score is given by:

𝐹1 =
2tp

2tp + fn + fp , (5)

which is the harmonic mean of the precision (tp∕(tp + fp)) and recall
(tp∕(tp + fn)).

To keep all our measures yielding higher values for worse errors,
we subtracted the accuracy and 𝐹1-score from 1 when displaying our
results.

2.2.3. Event time errors
If we consider events as changes in an ecosystem attribute for which

we desire a timely warning (question 3), then there are four types of
errors in event times that could each have their own associated cost: (1)
issuing a warning at a wrong time, (2) withdrawing a warning at the
wrong time, (3) failing to warn at the right time, (4) failing to withdraw
a warning at the right time. In the case where each measured event
has a corresponding modelled event, the last two types completely
overlap with the first two, making them redundant. However, if there
are spurious or missed predictions, all four types need to be taken into
account. For each type we might choose a different cost function if
desired, but here we will consider the simple case where all types have
the same symmetric, saturating cost function, resulting in an overall
event time error of:

Event time error =
4
∑

𝑖=1

𝑁𝑖
∑

𝑗=1

|𝑡𝑖𝑗 − 𝑡𝑖𝑗 |
𝑛

|𝑡𝑖𝑗 − 𝑡𝑖𝑗 |
𝑛 + 𝑡𝑛1

2

∕
4
∑

𝑖=1
𝑁𝑖, (6)

here 𝑡𝑖𝑗 and 𝑡𝑖𝑗 are, respectively, the measured and modelled time
orresponding to the 𝑗th error of the 𝑖th type, 𝑁𝑖 is the number of
iming errors of the 𝑖th type, 𝑡 1

2
is the time difference at which the cost

of an individual timing error is half its maximum value, and 𝑛 is the
hill function coefficient determining the steepness of the cost function.
For an elaboration on the underlying cost functions, see Appendix B.

2.2.4. Moving average errors
A pragmatic option to at least tolerate some small temporal mis-

matches when interested in the timing of events (question 3), may be
to compare moving averages of the measured and modelled values of
𝑦. The moving average 𝑚 of output 𝑦 at time point 𝑡 is given by:

𝑚(𝑡) =
∑

𝑗∈𝑘 𝑦(𝑡𝑗 ) 𝑘 = {𝑖|𝑡 ∈ [𝑡 − 𝛥𝑡, 𝑡 + 𝛥𝑡]}, (7)
4

#𝑘 𝑖
here 𝑘 is the set of indices for which the associated time points fall
ithin the moving average window and 𝛥𝑡 is a tolerance parameter

specifying the size of the window. An RMSE can than be calculated for
these moving averages rather than for the exact values at each specific
time point. This procedure can be applied either directly to the variable
𝑦 or to the binarised variable 𝑥. The 𝛥𝑡 should be chosen to represent
the window for which temporal mismatches in the prediction of events
where an ecosystem attribute changes are considered acceptable.

2.3. Noise and robustness

When choosing an error measure for model evaluation, there may
be more considerations than solely its appropriateness to the question
of interest. For example, we suspect that, when the available data are
sparse and noisy, some error measures may be more robust than others,
i.e., they are better at providing the same value on average regardless of
the amount of noise (‘unbiased’) and doing so with minimal deviations
from that average (‘consistent’). Sometimes a more robust measure may
be preferable, even though in the ideal world it would be less appro-
priate. To study the effect of sparse and noisy data, we recomputed
the error measures for the characteristic mismatches from Fig. 1 for
various measurement frequencies in the presence of noise. The noise
was drawn from a normal distribution with a standard deviation equal
to 10% of the ‘‘real’’ value. In the unlikely event that this produced
negative numbers, these were set to zero.

For each measurement frequency, this was repeated 1000 times,
with uniform spacing between the data points, but a random offset
of the first data point. To examine the robustness, we computed for
each measure the difference between the average error resulting from
these runs and the error computed with perfect data (‘‘bias’’), as well
as the standard deviation of the errors calculated from the noisy data
(‘‘inconsistency’’).

2.4. Probabilistic models

In many cases, a similar approach can be applied to probabilis-
tic models. We selected several of these and applied them to our
mismatches. For details, see Supplementary methods.

3. Results

3.1. Different error measures reflect different types of mismatches

When we compared different types of mismatches using each of
the error types mentioned above, we found that different mismatches
were reflected differently by the different error measures (Fig. 2). For
obvious reasons, large differences between 𝑦 and �̂�, with both exceeding
threshold 𝑌 (magnitude mismatch), yielded far larger error values for
RMSE-like methods than for measures that respond to the presence
or timing of a qualitative attribute. Also, a ‘missed’ prediction was
considered particularly bad by measures based on event times (all
events are incorrect) and the 𝐹1 score, which punishes the lack of true
ositives, even when the majority of time points have (correct) true
egatives.

Furthermore, both the measures based on event times and moving
verages were less strict on ‘small’ delays (Fig. 3), though for long
urations of threshold exceedance where the same fraction of the dura-
ion is missed, the event time error was actually stricter (Supplemental
igs. S.1 and S.2). ‘Large’ delays, which were essentially a missed event
nd a spurious event prediction combined, were considered universally
ad. Most measures considered this to be worse than only missing
n event, except the event time and 𝐹1 measures, which gave their
aximum error to both.
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Fig. 2. Values of error measures for various types of characteristic mismatches between data and modelled output values. Blue lines indicate perfect, time-continuous measured
data, and orange lines indicate modelled values. A threshold (dashed line) indicates the point where an ecosystem attribute changes from ‘absent’ to ‘present’. The colour scale
was applied per error measure, with the mismatch that was considered ‘worst’ in white and the mismatch considered ‘least bad’ in dark green. Note that the values can only be
compared within rows and not between rows. Different colours for the same values in the same row are due to rounding. RMSE = Root Mean Squared Error, avg = calculated on
moving average of data and model values, bin = calculated on binarised data and model values (bloom or no bloom).

Fig. 3. Values of error measures for a range of delays between peaks in data and modelled output values. Blue lines indicate perfect, time-continuous measured data, and orange
lines indicate modelled values. A threshold (dashed line) indicates the point where an ecosystem attribute changes from ‘absent’ to ‘present’. The colour scale was applied per
error measure, with the mismatch that was considered ‘worst’ in white and the mismatch considered ‘least bad’ in dark green. Note that the values can only be compared within
rows and not between rows. Different colours for the same values in the same row are due to rounding. RMSE = Root Mean Squared Error, avg = calculated on moving average
of data and model values, bin = calculated on binarised data and model values (presence or absence).
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Fig. 4. Bias and consistency of error measures under sparse and noisy data for a small delay in the event prediction. Left table shows values of the error measures for perfect
data as a reference. Middle table shows bias of the error measure for different data frequencies, defined as the difference between the error for perfect data and the average error
measure over 1000 samples with a given data frequency. Right table shows the standard deviation (std) of the error measure calculated over 1000 samples for different data
frequencies, as a measure of the consistency at that data frequency. Note that the values can only be compared within rows and not between rows. Data frequencies used are
(from left to right): 1000, 100, 20, 10, and 5 data points. The colour scale was applied per error measure, with biases coloured by their absolute values. Different colours for the
same values in the same row are due to rounding. Stars indicate that samples were left out because no error measure could be calculated (i.e., only true negatives for 𝐹1 score).
3.2. Robustness to noise and data frequency varies between error measures

Not all error measures under consideration were equally robust
to sparse and noisy data. In particular the event time error measure
was highly sensitive to noise, especially with high frequency data,
since any random deviation crossing the threshold value would create
spurious events (Fig. 4 and Supplemental Figs. S.3–S.8). This sensitivity
may be reduced by noise filtering prior to calling events. For sparse
data, however, events can easily be missed, resulting in inflated errors.
Similarly, 𝐹1-scores cannot be determined when there are only true
negatives (Eq. (5)), making them less reliable when events were missed
entirely. While other measures are not as sensitive to missing events,
evaluating a model’s ability to predict events may be better done with
high-frequent data that is likely to capture all events anyway.

Of all the measures tested, the RMSE and overall accuracy appeared
to be the most robust against noise and sparse data (Fig. 4 and Supple-
mental Figs. S.3–S.8), as these measures treat all points similarly, even
when the available points are not very informative.

3.3. Probabilistic models

The measures that can be extended to the probabilistic case be-
have highly similarly to their deterministic counterparts (Supplemental
Fig. S.9). The continuous ranked probability score (CRPS) matches
closely to the mean absolute error (MAE), which behaves like the
RMSE, but is relatively less sensitive to large absolute differences.
Likewise, measures based on threshold exceedance behave similarly,
whether they are based on binary values or probabilities. The log score,
on the other hand, behaves very differently, as it creates extremely
large error scores at time points where the observations are far outside
the predicted range. In our examples with sudden peaks that can be
6

missed, this effect is particularly large. For binarised data, logarithms
of numerical zero probabilities even created numerical infinities.

Box 4. Relating error measures to questions on cyanobac-
terial blooms

When asking the question what the water quality will be at
any given time (question 1), RMSE-like methods are clearly
preferable, as these respond to bloom magnitude. However,
when asking if it is safe to go swimming tomorrow (question
2), the safety threshold from the relevant swim water protocol
becomes important, making methods based on a binary ‘safe’
or ‘unsafe’ more appropriate. Finally, when the goal of the
model is to aid a lake manager asking when to place and
remove warning signs (question 3), event-time based methods
are preferable, though care should be taken that the data is
of sufficient quality to avoid the bias that noisy data can
introduce. This may prove unfeasible, because accurate high-
frequency data on cyanobacterial densities can be difficult to
obtain. Therefore, a moving window average of a (binarised)
RMSE, which also allows some control over the acceptable
timing error, could be considered as an alternative.

The strong differences between these types of error mea-
sures emphasise the importance of carefully considering which
question a model for bloom prediction is supposed to answer
before attempting to evaluate the model’s quality.

4. Discussion

Our results show that the choice of error measure can make a strong
difference in how a model is appraised. When evaluating a model,
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we should therefore take care to select the most appropriate one for
the question that we are asking. Ideally, a rigorous definition of the
question that the model aims to answer would translate directly to
a definition of an error measure, guaranteeing its appropriateness. In
practice, however, goals are often hard to define with this degree of
mathematical rigour. Goals may be subject to new insights, e.g., one
may initially think that they are after an absolute concentration at
every time point, only to realise later that their actual interest is subtly
different. Studying the response of various error measures to the kind of
characteristic mismatches we show here could help in choosing a rea-
sonably appropriate measure beforehand, thereby avoiding the pitfall
of cherry-picking an error measure after one has already calculated it
for their actual model and data. The three types of questions considered
here, with associated mismatch types, can serve as an example.

The first question related entirely to the value of an ecological
quantity at any given time point. The threshold value 𝑌 can be ignored
for this case, as it is irrelevant. The RMSE and related measures were
designed for evaluating models with respect to this type of question. For
choosing one of the many specific RMSE-related measures, we refer to
the extensive comparisons of these measures made by others (Jackson
et al., 2019; Bennett et al., 2013; Koutsandreas et al., 2022; Mehdiyev
et al., 2016; Chen et al., 2017; Hyndman and Koehler, 2006; Morley
et al., 2018). If the goal is to predict the precise quantity, whereas
the timing does not need to be precise, some leniency in timing error
is provided by using time-averaging. This is conceptually similar to
looking at an RMSE-like metric for different time-lags in one of the
time series as proposed for certain hydrological models (Jackson et al.,
2019), but with the advantage that it provides a single number to
compare.

When the question relates to an ecological attribute that is present
when an ecologically relevant threshold value is exceeded (question
2), it becomes important to take this threshold into account. For
answering this type of question, classification metrics and an RMSE
on the binarised values perform similarly. The 𝐹1-score does tend to
max out earlier when there are no true positives, though arguably the
distinction between a ‘very bad’ model and a ‘terrible’ one is usually not
the most relevant anyway. As before, time-averaging can be employed
to increase the tolerance for small delays.

When the question of interest is the timing of events where a
qualitative ecological attribute changes (question 3), the event time
cost becomes the natural choice. This measure is most sensitive to
completely incorrectly estimated start and end times. It can also be
tuned to be more or less forgiving of small delays. However, it responds
rather poorly to the presence of noise. This lack of robustness is the
result of ‘fake’ events appearing due to noise when the data is around
the threshold level. This problem may be addressed by first smoothing
the data if sufficient data is available. When data is sparse enough
that events may be missed completely, this method loses its useful-
ness, though arguably such sparse data are themselves not appropriate
when evaluating a model’s ability to predict sudden events. Applying
the RMSE to time-averaged binarised data may be considered as an
imperfect alternative when data of sufficiently high frequency cannot
be obtained.

The high robustness of the RMSE may in part result from the use
of normally distributed noise, which makes the RMSE a good choice
compared to other point-by-point value comparing metrics, such as
the MAE (Hodson, 2022). However, the overall accuracy showed a
similar robustness, so it need not be avoided in cases where it is more
appropriate. Still, the relative robustness of the RMSE may in part,
explain the popularity of applying the RMSE in cases where it is less
appropriate for the question being asked.

Many error measures can be extended for the evaluation of prob-
abilistic models (Simonis et al., 2021). In our examples, these error
7

measures behaved similarly to their deterministic counterparts when
compared across different types of mismatches. Some probabilistic
measures, have no deterministic counterpart and behave differently.
The log score, for example, inherently shows an extreme response to
observations that fall far outside the predicted probability distribution.
Such behaviour is probably unpractical for evaluating models of sys-
tems with sudden peaks that could be missed, like the ones in our
examples. For other measures, like the event time error, there may
not be obvious extensions to probabilistic models. When the goal is to
estimate the timing of events to, for example, place warning signs on
time, a probabilistic output must at some point be converted to a ‘‘yes
or no’’ decision, as it makes little sense to place half a sign. This decision
could be based on the average, but also, for example, on the ninetieth
percentile, to be on the safe side. The error measure, then, should also
be set less sensitive to placing signs too early than to placing them too
late.

Of course, many other formulations of error measures are possi-
ble beyond the few that we considered. Even among the established
RMSE-related measures (Jackson et al., 2019; Bennett et al., 2013;
Koutsandreas et al., 2022; Mehdiyev et al., 2016; Chen et al., 2017;
Hyndman and Koehler, 2006; Morley et al., 2018) and classification
measures (Bennett et al., 2013; Sokolova and Lapalme, 2009; Mehdiyev
et al., 2016), there are a great many options to choose from. When it
remains unclear exactly which measure is most appropriate, it may be
useful to select several reasonable ones, to test if there is a model that
performs best on all of them.

In practice, existing models are often re-used to answer new ques-
tions. Indeed, availability, usability, and existing expertise can be im-
portant factors in the decision to use a specific model (Melsen, 2022;
Hamilton et al., 2022). Larger models generally are developed over
longer periods of time, with the explicit purpose of answering a variety
of questions (for an example on cyanobacterial blooms see those listed
in Janssen et al. (2019a)). Just like the performance of such a model
should be re-evaluated when applied at a different location (with the
same error measure), it should also be re-evaluated when answering a
different type of question, using a different error measure (i.e., one that
is appropriate for the new question).

The example of cyanobacterial bloom modelling presented in boxes
2–4 can be seen as exemplary for (management) questions about events
in (socio-)ecological or (bio-)physical systems for which general de-
scriptive models are developed. Other examples could include the fore-
cast of epidemiological outbreaks, wildfires or river discharge (e.g., Di-
etze et al. (2018) and van Kempen et al. (2021)). Specific questions in
these cases could focus on the total discharge during an extreme rainfall
event (in line with question 1), the classification of the risk posed by
an infection (in line with questions 2), or the expected moment of the
outbreak of wildfires (in line with questions 3). As illustrated here, in
each of these cases different mismatches have a different effect on the
evaluation of the model prediction. The choice of error measure should
reflect this. These choices are to be made in each specific situation by
people knowledgeable of the modelled systems and the implication of
specific research or management questions.

As a final note, error measures are used not only for model vali-
dation, but also for model calibration, e.g., parameter estimation for
process-based models, or training machine learning models and AIs. As
with model validation, these error measures should reflect the question
we want to ask these models, or we may inadvertently fit the models
to answer questions we did not mean to ask.
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Box 5. Key points

• When evaluating a model, the chosen error measure(s)
should be appropriate for the kind of question being
asked.

• For questions about the value of an ecological quantity,
measures that compare modelled and measured values at
each time point (such as the RMSE) are suitable.

• For questions about the qualitative state of an ecosys-
tem attribute, classification metrics may be more
appropriate.

• For questions about the timing of changes in the state
of an ecosystem attribute, event-time related error mea-
sures are more appropriate, though a moving average
of metrics that consider each time-point could be a
reasonable compromise.

• Given the reality of sparse and noisy data, there can
sometimes be trade-offs between the appropriateness and
the robustness of an error measure.

5. Conclusion

When selecting an error measure to evaluate a model, it is important
to consider the question being asked. Different error measures may be
more or less appropriate for different questions and they may yield
vastly different appraisals for how well a model describes the data.
What constitutes a good description of the data can only be meaning-
fully defined in relation to a specific question. Therefore, a well-defined
(ecological) question is always required to be able to determine if a
model is a good description of the observations and should be reported
as part of model validation.
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Appendix A. Construction of characteristic mismatches

The peaks in the characteristic mismatch examples (Fig. 1) were
constructed from mirrored hill functions of the type:

𝑦 = 𝑦base + 𝐴
(𝑡 − 𝑡start)𝑛

(𝑡 − 𝑡start)𝑛 +𝐾𝑛 , (A.1)

here 𝑦 is the ecological output variable, 𝑦base is a background value
f 𝑦, 𝐴 is the maximum size of the peak above background level, 𝑡start

is the time point at which the hill function begins, and 𝐾 and 𝑛 are
parameters that determine the shape of the hill function. Outside the
peaks, the 𝑦 is kept at 𝑦base and where the peaks form plateaus 𝑦 is kept
constant. The default values are 𝑦base = 0.1, 𝐴 = 1, and 10 for the total
ime duration (all in arbitrary units). The critical threshold value 𝑌 is
et at 0.8.

ppendix B. Derivation of event time cost functions

If we want to issue a warning for events where an ecological
ttribute becomes ‘present’ (start events) and remove it for events
here it becomes ‘absent’ (end events), then there are four types of
rror that could in principle each carry its own cost 𝐶𝑖𝑗 as a function of

the relevant timing difference. For 𝑖 = 1 (issuing a warning at a wrong
ime), this difference is between the time of the warning (𝑡1𝑗) and the
losest time point where a start event was measured (𝑡1𝑗). For 𝑖 = 2
removing a warning at a wrong time), this difference is between the
ime of removing the warning (𝑡2𝑗) and the closest time point where an
nd event was measured (𝑡2𝑗). For 𝑖 = 3 (failing to issue a warning at
he right time), this difference is between the time where a start event
s measured (𝑡3𝑗) and the closest time point where a warning would be
ssued (𝑡3𝑗). For 𝑖 = 4 (failing to remove a warning at the right time),
his difference is between the time where an end event is measured (𝑡4𝑗)
nd the closest time point where a warning would be removed (𝑡4𝑗).

If the error in timing becomes large enough, the cost should become
imilar to that of a missed event since at some point, someone is likely
o notice the missed event and a warning will be issued or removed
nyway. Therefore, the cost function should saturate to a maximum
ost 𝐶𝑚,𝑖, which may depend on the type of error 𝑖. For this reason, we
hose a generic hill function to describe the relation between the cost
nd the time difference. Assuming a symmetric cost function, i.e., equal
osts for being too early and too late, this means:

𝑖𝑗 = 𝐶𝑚,𝑖
|𝑡𝑖𝑗 − 𝑡𝑖𝑗 |

𝑛

|𝑡𝑖𝑗 − 𝑡𝑖𝑗 |
𝑛 + 𝑡𝑛1

2 ,𝑖

, (B.1)

where 𝑡 1
2 ,𝑖

is the time error at which the cost of type 𝑖 is half its
maximum and 𝑛 is the hill coefficient that determines the shape of the
lope. The value of 𝑡 1

2 ,𝑖
should be chosen such that it represents a time

error that is starting to become costly. If small timing errors are to be
tolerated, it makes sense to choose a value of 𝑛 > 1, which gives the
hill function more of a step.

We can then add up all of the costs into a single error measure:

Total cost =
4
∑

𝑖=1

𝑁𝑖
∑

𝑗=1
𝐶𝑖𝑗 (B.2)

If we take the simplest case where 𝐶𝑚,𝑖 = 𝐶𝑚 and 𝑡 1
2 ,𝑖

= 𝑡 1
2

for all 𝑖, and
normalise by the maximum cost per error 𝐶𝑚 and the total number of
rror cases, we obtain Eq. (6).

ppendix C. Supplementary data

Supplementary material related to this article can be found online

t https://doi.org/10.1016/j.ecolmodel.2023.110562.
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