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Abstract
Aneuploidy is the loss or gain of one or more chromosomes. Although it is a 
rare phenomenon in liveborn individuals, it is observed in livestock breeding 
populations. These breeding populations are often routinely genotyped and the 
genotype intensity data from single nucleotide polymorphism (SNP) arrays can 
be exploited to identify aneuploidy cases. This identification is a time-consuming 
and costly task, because it is often performed by visual inspection of the data per 
chromosome, usually done in plots of the intensity data by an expert. Therefore, 
we wanted to explore the feasibility of automated image classification to replace 
(part of) the visual detection procedure for any diploid species. The aim of this 
study was to develop a deep learning Convolutional Neural Network (CNN) clas-
sification model based on chromosome level plots of SNP array intensity data 
that can classify the images into disomic, monosomic and trisomic cases. A mul-
tispecies dataset enriched for aneuploidy cases was collected containing genotype 
intensity data of 3321 disomic, 1759 monosomic and 164 trisomic chromosomes. 
The final CNN model had an accuracy of 99.9%, overall precision was 1, recall 
was 0.98 and the F1 score was 0.99 for classifying images from intensity data. The 
high precision assures that cases detected are most likely true cases, however, 
some trisomy cases may be missed (the recall of the class trisomic was 0.94). This 
supervised CNN model performed much better than an unsupervised k-means 
clustering, which reached an accuracy of 0.73 and had especially difficult to clas-
sify trisomic cases correctly. The developed CNN classification model provides 
high accuracy to classify aneuploidy cases based on images of plotted X and Y 
genotype intensity values. The classification model can be used as a tool for rou-
tine screening in large diploid populations that are genotyped to get a better un-
derstanding of the incidence and inheritance, and in addition, avoid anomalies in 
breeding candidates.
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1   |   INTRODUCTION

Aneuploidy is the loss or gain of one or more chromo-
somes (e.g. monosomy or trisomy), or when all chromo-
somes are affected there is a change in ploidy level (e.g. 
haploid, triploid). These numerical chromosomal aber-
rations are usually lethal when occurring in autosomes, 
hence aneuploidy is rarely seen in living individuals, with 
the exception of aneuploidy in sex chromosomes and 
down syndrome in humans (Hassold & Hunt,  2001). In 
stillborn or malformed piglets (Grahofer et al., 2019), or 
unhatched eggs (De Boer et al., 1984; Thorne et al., 1991) 
aneuploidy is more prevalent. This is also the case for in 
vitro-produced embryos in humans and bovine (Fragouli 
et al.,  2008; Silvestri et al.,  2021; Tšuiko et al.,  2017). In 
livestock, triploidy has been observed in adult chicken (De 
Boer et al., 1984; Felipe et al., 2018), as well as loss of sex 
chromosomes in adult sheep and cattle (Berry et al., 2017, 
2018). Although a rare phenomenon in living individuals, 
these individuals should be identified to exclude them as 
breeding candidate, and to explore potential causes and 
heritable factors of these anomalies to reduce occurrence 
further. In addition, pre-screening of cattle embryos for 
aneuploidy plays an important role in improving preg-
nancy success rates of in vitro fertilization programs 
(Silvestri et al., 2021).

Traditionally, aneuploidy is detected by cytogenetic 
methods like chromosome staining, fluorescence in situ 
hybridization (FISH) and comparative genomic hybrid-
ization (CGH) (Martin & Warburton,  2015). Such labo-
rious methods are in general not applied routinely on a 
large scale, unless individuals show fertility problems. 
However, routine screening is implemented for AI boars 
in pig breeding programs in several countries (Ducos 
et al., 2007, 2008). Most livestock breeding programs rou-
tinely genotype their breeding populations with SNP ar-
rays. Therefore, SNP array data are preferred for routine 
aneuploidy screening of large populations. Genotype in-
tensity data have been used to detect aneuploidy in other 
studies (Berry et al., 2017, 2018; Silvestri et al., 2021) and 
are also exploited by copy number variant calling pro-
grams like PennCNV (Wang et al., 2007).

Methods exploiting genotype intensity data are based 
on bioinformatics, using educated thresholds and devia-
tions from normal samples. Those methods require visual 
inspection of the data from detected cases for confirma-
tion, as false positives are common.

Since visual inspection of plots from genotype inten-
sity data by experts is, thus, the most commonly applied 
method to verify aneuploidy based on SNP array data, we 
were interested in whether image classification models 
could automate the visual inspection of images. Moreover, 
image classification is also interesting because the visual 

inspection is based on images that are created and assessed 
on chromosome level. This makes image classification 
generic across diploid species and SNP arrays, because it 
does not matter how many chromosomes a species has or 
how many SNPs on a chromosome.

Deep learning algorithms like Convolutional Neural 
Networks (CNNs) are very powerful in image recognition 
(Krizhevsky et al., 2012). CNNs are especially equipped for 
recognizing patterns. This makes CNNs an interesting tool 
to recognize the clustering patterns of genotype intensity 
data into three clusters for disomic chromosomes (AA, AB 
and BB), two clusters for monosomic chromosomes (A, B) 
and four clusters for trisomic chromosomes (AAA, AAB, 
ABB and BBB). CNN can exploit the spatial relationship 
between all datapoints in the image. A requirement to 
build an accurate CNN Classification model, however, is 
sufficient training data. This requirement may be prob-
lematic due to the low incidence of aneuploidy and data 
availability in a single species. Hence, genotype intensity 
data cases collected across species, especially in datasets 
expected to be enriched for aneuploidy cases (e.g. un-
hatched eggs, in vitro produced embryos, fish), seems an 
attractive approach to generate a dataset of sufficient size 
to develop a model that is generic across diploid species.

Therefore, the aim of this study was to develop a deep 
learning CNN classification model based on chromosome 
level plots of SNP array intensity data that can be used as 
a tool for routine screening for aneuploidy in large diploid 
populations genotyped with SNP arrays.

2   |   MATERIALS AND METHODS

2.1  |  Datasets

Genotype intensity data were retrieved from three dif-
ferent datasets. (a) A chicken dataset (Cobb Vantress) 
enriched for chromosomal anomalies, containing 2647 
chickens genotyped with a 60 K custom Infinium SNP 
array (Illumina, Inc.). (b) A cattle embryo dataset (CRV 
B.V.) of 120 genotyped embryos enriched for chromo-
somal anomalies. The embryos were genotyped with 
either the 10 K Eurogenomics SNP array or the 50 K 
Eurogenomics SNP array (Illumina Inc.). (c) A fish dataset 
(Hendrix Genetics) with 472 salmons that were genotyped 
on a 25 K custom multispecies SNP array (Illumina Inc.). 
Salmon is a species that can occur as triploid, in this data-
set two triploids were detected. Furthermore, the multi-
species chip contained a set of salmon-specific SNP and a 
set of trout-specific SNP. The salmons appeared as if they 
were haploid for the trout SNP set. This created artificially 
a large pool of monosomy cases to ensure sufficient anno-
tated data for the purpose of this study.
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In addition, SNP marker map files were available for 
each SNP array, indicating the position of the SNP on the 
genome, including chromosome and location on chromo-
some in base pairs.

2.2  |  Genotype intensity data annotation

In all three datasets, the genotype intensity data contained 
at least normalized X and Y intensity levels. Normalized X 
and Y intensity values represent the colour intensity of the 
fluorescent green and red dye representing the two alleles 
(A and B) of the SNP. Aneuploidy can be detected by plot-
ting these normalized X and Y intensity values in a scatter 
plot, hereafter referred to as XY intensity plot. For segre-
gating SNPs in diploid individuals there are usually three 
clusters in XY intensity plots, in which the X intensity 
values were plotted along the X axis and the Y intensity 
values were plotted along the Y axis (Figure 1A). These 
three clusters represent three genotypes: one cluster along 
the X axis with Y intensity around zero, representing AA 
genotypes. A second cluster along the Y axis with X inten-
sity around zero, representing BB genotypes. And a third 
cluster along the diagonal representing the heterozygous 
AB genotypes. In case of monosomy, the heterozygous 
genotypes (AB) are absent, showing only two clusters, one 
along the X axis for genotype A and the other along the Y 
axis for genotype B (Figure 1B). In case of trisomy, the XY 
intensity plots have four clusters, one for each genotype: 
two homozygous clusters along the two axis for AAA (X 
axis) and BBB (Y axis) genotypes; and two heterozygous 
clusters, AAB below the diagonal and ABB above the di-
agonal (Figure 1C).

Each individual was screened for aneuploidy by visual 
inspection of the XY intensity plots and additional gen-
otype intensity information when available (e.g. B-allele 
frequency (BAF) and LogR Ratio (LRR)) by one of two 
experts. LogR Ratio, is the log2 of the normalized R value 

(R = X + Y) over the expected R value. The R expected is 
based on a set of diploid genotyped individuals representa-
tive for the respective specie and breed. Each chromosome 
was evaluated separately. The sex chromosomes were ex-
cluded. Working on chromosome level meant that hap-
loid or triploid cases counted as monosomic or trisomic, 
respectively, for all their autosomes. This led to a focus on 
three classes (Figure 1): (a) disomic; (b) monosomic and 
(c) trisomic.

2.3  |  Model development data

After annotation, images of XY intensity plots were cre-
ated for each chromosome of each annotated individual 
as input data for CNN model development. The initial 
annotated dataset was highly unbalanced, with mainly 
disomic examples, and limited trisomic examples. 
Hence, a subset of the disomic examples was randomly 
selected, while all monosomic and trisomic examples 
were kept. The dataset was still unbalanced, with al-
most twice the number of disomic cases compared to 
monosomic cases, but disomic cases will also be the 
most abundant and variable group in real data. The re-
maining images were once again visually inspected to 
remove spurious cases.

This cleaned annotated dataset was randomly split 
into a training set containing 60% of the data per class, a 
validation set containing 20% of the data per class and a 
test set containing 20% of the data per class (Table 1). The 
split was based on chromosomal plots, not on individu-
als, hence different chromosome plots of the same indi-
vidual can be split into different sets. Images for training 
and validation were used for model development and 
internal fine-tuning of model parameters. Images in the 
test set were, thus, independent (on chromosome level) 
from the training model and used for model evaluation 
on unseen data.

F I G U R E  1   Example images of chromosomal XY intensity plot of class disomic (a), monosomic (b) and trisomic (c). The normalized 
intensity levels of the B-allele are on the X-axis and the normalized intensity levels of the A-allele on the Y-axis, each dot represents a SNP 
mapped to the chromosome.
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2.4  |  Baseline model with unsupervised 
k-means clustering

Classification can be done both supervised and unsuper-
vised. An unsupervised classification does not require 
annotation of data, which saves a lot of time. However, 
unsupervised model may be less accurate if the task is too 
complex. An unsupervised k-means clustering algorithm 
was applied to the data as a baseline, to check its perfor-
mance, and be able to assess the improvement when using 
supervised learning. A k-means clustering algorithm was 
trained in python using the training dataset, and tested on 
the test dataset described in Table  1. For training, 3145 
chromosomal XY intensity plots were read with a size 
of 224 pixels × 224 pixels × 3 (RGB colour code) and flat-
tened from a 3D array to a 1D array of 150,528 columns. 
Dimension reduction was needed, hence a PCA was per-
formed on the 3145 images used for training. The first 
three components explained 27.96%, 7.21% and 3.85% of 
the variation, with the first and second component differ-
entiating the monosomic cases from the rest (Figure S1). 
K-means clustering was performed on all 3145 PC's. We 
varied the number of clusters (k) from 1 to 10, where 
each k-means algorithm was run 10 times with differ-
ent centroid seeds, and a maximum of 300 iterations for 
a single run. The Within-Cluster Sum of Square (WCSS) 
is the sum of squared distance between each point and 
the centroid in a cluster. The WCSS was plotted for each 
number of clusters in an elbow plot. The changing point 
creating the elbow shape in the plot is called the elbow 
(or knee) point and indicates the most optimal number of 

clusters for the training dataset, this was estimated using 
the KneeLocator function in python. The most optimal k-
means algorithm was tested on the 1050 chromosomal XY 
intensity plots from the test dataset.

2.5  |  Supervised Convolutional Neural 
Network classification model

For the classification task, a Convolutional Neural 
Network (CNN) was developed. For the CNN, we used 
a VGG-like architecture (Simonyan & Zisserman, 2015), 
consisting of two major layers: a feature extraction layer 
and a classification layer (Figure  2). The feature extrac-
tion layer was composed of four convolution layers where 
each layer is followed by a pooling layer. Once the features 
were extracted, they were mapped by a subset of fully con-
nected layers to the final output of the network, being the 
probabilities for each class in the classification task. The 
final fully connected layer has the same number of out-
put nodes as the number of classes (disomic, monosomic, 
trisomic).

The model was built using Keras (version 2.3.1) 
(Chollet, 2018) with a TensorFlow backend (version 2.0.0; 
Martin  Abadi  et  al.,  2016) in Python (version 3.6). The 
CNN was trained for 25 epochs.

2.6  |  Model performance assessment

The performance of both the unsupervised baseline k-
means clustering model and the supervised CNN clus-
tering model was assessed using a confusing matrix and 
model performance parameters. The confusion matrix of 
the test set shows the combination of the actual and pre-
dicted classes. It provided insight in which classes were 
easily confused by the classification model. For the CNN 
model, wrongly classified examples in the test set were in-
spected visually to judge if these were complex examples. 
Also, the probabilities of the prediction for each class of 
the wrongly classified examples were investigated.

The model assessment parameters precision (true posi-
tives/[true positives + false positives]), recall (true positives/

T A B L E  1   Amount of annotated chromosomes per class 
available for model development.

Number of chromosomes

Class Totala Training Validation Test

Disomic 3,321 1,992 664 665

Monosomic 1,759 1,055 352 352

Trisomic 164 98 33 33

Total 5,244 3,145 1,049 1,050
aTotal number of each class after cleaning step.

F I G U R E  2   The schematic of the 
architecture of VGG-like CNN. [Colour 
figure can be viewed at wileyonlinelibrary.
com]
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[true positives + false negatives]) and F1 score (2*((preci-
sion × recall)/(precision + recall))) were assessed on a per 
class basis, and at macro and micro-average level for evalu-
ating performance average across classes. A macro-average 
computes the performance metric independently for each 
class and then takes the global mean, hence treating all 
classes equally. Whereas, a micro-average aggregates the 
contributions of all classes to compute the average met-
ric, hence the metric is weighted by the number of sam-
ples from each class. In a multi-class classification setup, 
micro-average is preferable if the classes are unbalanced. 
(Yang, 1999).

3   |   RESULTS

The clustering models were developed using a multi-
species dataset consisting of images from 3321 disomic 
chromosomes, 1759 monosomic chromosomes and 164 
trisomic chromosomes annotated by experienced re-
searchers (Table 1). Figure 1 shows an example image for 
each class.

3.1  |  Plot settings

Plots can be created in many different ways and we tested 
a number of plot settings to assess if the CNN model 
would perform differently. The plot settings tested were as 
follows: (a) size of points; (b) open or filled points; (c) axis 
scale fixed or flexible, or a combination thereof (Figure 3). 
The results showed limited differences (Table  2), but 
small filled dots with fixed axis (Figure  3B) performed 
best in terms of accuracy for the test set. Making the shape 
smaller (Figure  3B,D) or open (Figure  3C,D) increased 
performance slightly compared to the original plots 
(Figure 3A), while flexible axis scale (Figure 3E) reduced 
performance (Table 2).

3.2  |  Baseline model with unsupervised 
k-means clustering

An unsupervised k-means clustering algorithm was used 
as a baseline model. We varied the number of clusters (K) 
from 1 to 10 and plotted the Within-Cluster Sum of Square 
(WCSS; Figure S2), the elbow point indicated that three 
clusters are most optimal for the training dataset. Testing 
the k-means clustering algorithm with three clusters on 
an unseen test dataset (unseen chromosomes, not inde-
pendent in terms of individuals) resulted in an accuracy 
of 0.73. The confusion matrix in Table 3 and model per-
formance in Table 4 show that monosomic examples can 

be classified rather well with an error rate of 0.003, and re-
call of 1, although the precision is 0.80. Disomic examples 
have an error rate of 0.376, and reasonably high precision 
(0.97), but low recall (0.62). While trisomic examples are 
very problematic with an error rate of 0.879, low precision 
(0.02), recall (0.12) and hence a low F1 score of 0.04. These 
results suggest a model is needed that is better at classify-
ing trisomic and disomic cases.

3.3  |  Supervised Convolutional Neural 
Network classification model

The final CNN classification model was based on XY in-
tensity plots with small closed points and fixed axis like 
Figure 2B. Tables 5 and 6 show the results of the model 
performance on an unseen test dataset (unseen chromo-
somes, not independent in terms of individuals). The con-
fusion matrix in Table 5 indicates that the class trisomic 
was most difficult to classify correctly with two false nega-
tives out of 33 examples. This is, however, much better 
than the unsupervised k-means clustering performance 
on the trisomic class. For the classes disomic and mono-
somic the precision, recall and F1 score were all 1, for tri-
somic the precision was 1, whereas recall was 0.94 and, 
therefore, the F1 score was 0.97 (Table 6). The high mi-
cro- and macro-averages of the performance parameters 
(Table 6) indicated that the data unbalance did not affect 
the model performance parameters.

The training accuracy of the CNN remained consis-
tent after eight epochs at 99.9% and the CNN showed a 
consistent validation accuracy after 12 epochs at 99.4% 
(Figure 4A). The training loss remained rather consistent 
after eight epochs around 0.004, while the validation loss 
varied slightly around 0.025 after four epochs (Figure 4B). 
Hence, we were able to develop a model with high accu-
racy levels within a small number of training epochs that 
did not show signs of overfitting.

3.4  |  Misclassified examples

Two trisomic examples were not correctly classified by 
the CNN model, and were visually inspected (Figure 5). 
The trisomic case in Figure 5A was predicted as disomic 
with a probability of nearly 1 (probability trisomic: 3.50 E-
13; probability monosomic: 1.97 E-15). The two heterozy-
gous clusters expected for a trisomic case were not clearly 
differentiated, rather one big cluster in the middle as is 
expected for disomic class, which could explain the con-
fidence of the model. The visual evidence from XY inten-
sity plot, the BAF plotted against genome position and 
from the LRR plotted against genome position for this 
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F I G U R E  3   Different plot settings 
tested compared to the original plots 
(a). Smaller points (b), open points (c), a 
combination of smaller and open points 
(d), and open points with flexible axis (e) 
were tested.

T A B L E  2   Results CNN classification models using different plot features.

Training Validation Test

Plot setting Accuracy Loss Accuracy Loss Accuracy Loss

Original 0.9984 0.0073 0.9946 0.0195 0.9923 0.0646

Small 0.9969 0.0172 0.9848 0.0665 0.9952 0.0479

Open 0.9987 0.0054 0.9948 0.0238 0.9942 0.0524

Open + small 0.9973 0.0112 0.9928 0.0295 0.9942 0.0484

Open + flexa 0.9957 0.0145 0.9896 0.0342 0.9845 0.0748
aflex: flexible axis range depending on X and Y values, rather than fixing y-axis at 5 and x-axis at 7.

Predicted

Disomic Monosomic Trisomic Error

Annotated Disomic 415 73 177 250/665 = 0.376

Monosomic 0 351 1 1/352 = 0.003

Trisomic 12 17 4 29/33 = 0.879

T A B L E  3   Confusion matrix 
unsupervised k-means clustering 
algorithm.
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chromosome being trisomic is also low. However, the 
individual was classified as triploid, as a clearer trisomic 
pattern was observed on the other chromosomes of this 
individual.

The trisomic case in Figure 5B was predicted as mono-
somic with a probability of 0.99 (probability trisomic 0.005; 
probability disomic 0.0007). The heterozygous clusters 
were close to their nearest homozygous counterpart (i.e. 
AAB to AAA), in addition, the number of heterozygous 
SNPs was limited. The BAF and LRR plotted against the 
genome position showed long stretches of homozygosity 
across the chromosome due to inbreeding (LRR consistent 
across the chromosome), with a small region of trisomy, 
hence the small amount of heterozygous SNP (Figure S3). 
In these kinds of examples, human scorers have the ad-
vantage to be able to compare to the other chromosomes 
of the individual before classification, as this was clearly 
a triploid case from a highly inbred line (Figure S3). This 
does indicate that high inbreeding may cause false (mono-
somy) classifications, that BAF and LRR plotted against 
the genome position can provide more information, and 
that all chromosomes should be evaluated to give final 
conclusion on underlying ploidy issue.

Both misclassified trisomic cases were hard to classify 
based on X and Y intensity information from one chromo-
some only. The trisomic class is also for trained experts the 
most complicated class of these three classes to classify.

3.5  |  Aneuploidy screening tool

The CNN classification model for aneuploidy is incorpo-
rated in a software tool to screen batches of genotype in-
tensity data for aneuploidy on a routine basis as soon as 

new batches of animals are genotyped. The tool can take 
input files from both Illumina and Affymetrix genotype 
arrays. It outputs a text file listing the predicted class for 
each analysed chromosome of each individual, and pro-
vides the images of the ones classified as monosomic and 
trisomic for further investigation. Filtering on sample call 
rates and excluding specific chromosomes (e.g. exclude Y 
and MT) can be done. The SNP density per chromosome 
can vary, but a minimum number of SNP per chromo-
some is required. The generic workflow of this aneuploidy 
screening tool is given in Figure 6.

3.6  |  Computation time

Computation time of different aspects of the aneuploidy 
screening tool was assessed on a Linux High Performance 
Cluster (x86_64 GNU/Linux), with an Intel(R) Xeon(R) 
Gold 6130 CPU @ 2.10GHz processor. The results are pre-
sented in Table 7. The aspects of the aneuploidy screening 
tool that are independent of the sample size are “importa-
tion of libraries,” “reading of instruction file,” and “crea-
tion of directories.” It only took 5 s all together for these 
three aspects to run. The aspects “read final report, map 
file, call rates” and “generate and store plots” are depend-
ent of the number of individuals, number of markers on 
the SNP array, and the latter also on the number of chro-
mosomes of the species. The aspects “predict class” and 
“remove temporary directory” are dependent of the num-
ber of individuals and number of chromosomes of the spe-
cies. The number of chromosomes varies across species, 
and SNP array have varying densities in terms of number 
of SNPs. For this computational test, we used a dataset 
of 48 individuals with 20,502 SNP, and used 29 chromo-
somes, leading to 1392 plots to be generated and classified. 
The total computation time was 4 m 46 s. The plots were 
temporarily stored and hence this process had the longest 
duration.

4   |   DISCUSSION

The aim of this study was to develop a deep learning CNN 
classification model based on chromosome level plots of 
SNP array intensity data and incorporate it in a tool for 

T A B L E  4   Model performance unsupervised k-means clustering 
algorithm.

Precision Recall
F1 
score Support

Disomic 0.97 0.62 0.76 665

Monosomic 0.80 1.00 0.89 352

Trisomic 0.02 0.12 0.04 33

Macro Average 0.60 0.58 0.56 1,050

Micro Average 0.88 0.73 0.78 1,050

Predicted

Disomic Monosomic Trisomic Error

Annotated Disomic 665 0 0 0/665 = 0.00

Monosomic 0 352 0 0/352 = 0.00

Trisomic 1 1 31 2/33 = 0.06

T A B L E  5   Confusion matrix.
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routine screening for aneuploidy in large genotyped pop-
ulations that is general across diploid species. The chro-
mosome level approach had the advantage that we could 
combine multiple diploid species into one annotated data-
set. This resulted in a unique annotated dataset with suf-
ficient cases for model development, even though cases 
tend to be rare. Working on chromosome level also means 
that the resulting model can predict aneuploidy for any 
diploid species, regardless of the number of chromosomes 
or density of SNP array.

High precision of the CNN model is important for 
routine screening of large genotyped populations where 
selection decisions need to be taken early in life. With 
the achieved high precision levels, monosomic and tri-
somic cases automatically identified by the aneuploidy 

screening tool can be excluded from the genotyped pop-
ulation without any human validation or inspection. 
However, a small proportion of true cases may pass as 
disomic and go unnoticed, especially trisomic cases 
classified as disomic, which was shown by this study 
(Figure  5A). Trisomy is the most difficult class to dis-
criminate based on XY intensity plots. Moreover, this 
class had the least number of examples in the dataset, 
resulting in an unbalanced dataset for model develop-
ment. These two factors may lead to relatively more false 
classifications of actual trisomic cases, than for disomic 
and monosomic cases.

Since aneuploidy is a rare event (Hassold & Hunt, 2001), 
it is a challenge to obtain sufficient samples of cases. Data 
from unhatched eggs and cattle embryos contributed to 
the amount of cases, but also data from liveborn triploid 
chicken and salmon. Even though we combined data 
from different species to obtain sufficient data of cases, 
the number of trisomy cases in our dataset was limited, 
but still sufficient to obtain a good model performance. A 
balanced model with equal number of disomic and mono-
somic cases as we had trisomic cases available (e.g. 98 
for training, 33 for validation and 33 for testing) showed 
an accuracy of 0.98 (results not shown), only misclassi-
fying trisomic cases. Given that the unsupervised model 

T A B L E  6   Model performance.

Precision Recall
F1 
score Support

Disomic 1.00 1.00 1.00 665

Monosomic 1.00 1.00 1.00 352

Trisomic 1.00 0.94 0.97 33

Macro average 1.00 0.98 0.99 1,050

Micro average 1.00 1.00 1.00 1,050

F I G U R E  4   Accuracy (a) and loss (b) precision curves for the CNN classification model. The blue line denotes the training data and the 
orange line the validation data. The number of epochs is on the x-axis. [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E  5   XY intensity plots for 
misclassified trisomic examples, (a) 
was classified as disomic, and (b) as 
monosomic.
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performed well on monosomic cases, their training data 
need not be extremely high. However, more trisomic ex-
amples could be beneficial for model performance, as 
this is the most difficult class to classify, also by human 
experts. The monosomic class was enlarged by exploiting 

the multi-species SNP array in the fish data in the current 
study. They are not true monosomic cases, but they ap-
pear monosomic for the chromosomes of the other fish 
species. Augmentation of trisomy cases could potentially 
be done in the future by incorporating genotype intensity 

F I G U R E  6   Aneuploidy screen tool 
workflow. [Colour figure can be viewed at 
wileyonlinelibrary.com]
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data from triploid species (e.g. in plants). The annotated 
dataset can be further expanded over time by adding novel 
annotated cases to the training data. Alternatively, cases 
could be simulated to augment training data or by ma-
nipulating the data from existing cases, for example, by 
applying label-preserving transformations to the images 
or underlying data. This is called artificial data augmenta-
tion and is accepted in neural network training to increase 
the training dataset to improve model performance, espe-
cially when overfitting occurs due to insufficient training 
data (Shorten & Khoshgoftaar, 2019). However, there were 
no signs of overfitting based on the classification accuracy 
plotted over epochs, suggesting that our developed CNN 
model generalizes well to unseen data.

The genotype intensity data of our study were used 
to create images for the CNN classification model, but 
the data can also be used directly in bioinformatic ap-
proaches, like Berry et al. (2017, 2018). Berry et al. (2017, 
2018) exploited genotype intensity data, to screen large 
genotyped livestock populations, by identifying extreme 
deviations from mean intensity values across the popu-
lation and LRR within individuals. They detected cases 
of monosomy of the X chromosome in female cattle and 
sheep. Setting thresholds on deviation from a population 
mean can be a challenge (Berry et al., 2017). Whether this 
method is also capable of detection trisomy, haploidy and 
triploidy remains unknown as it was (most likely) not 
present in the healthy population screened.

Most bioinformatic methods usually require visual in-
spection of the data from detected cases for confirmation, 
as false positives are commonly expected. The current study 
was inspired by this visual inspection. Hence, the desire to 
use plots of genotype intensity data directly, rather than the 
underlying raw data. The novelty here is to use CNN to clas-
sify XY intensity plots. CNN are known for their power to 
classify images using purely supervised learning and more 
and more used in the field of genetics. Kern and Schrider 
(Kern & Schrider, 2018) used images from summary statistics 

of population genetic features to classify neutral regions, 
soft sweeps and hard sweeps. Also, CNN-based variant call-
ing methods using images of sequence reads rather than 
bioinformatics perform well (Poplin et al., 2018). All these 
CNN models were trained without specialized knowledge 
about genomics or the underlying data, and yet learned to 
classify the required classes accurately.

Differentiation between technical genotyping issues 
and true abnormalities remains difficult. Technical geno-
typing issues are expected to be random or affect the full 
genome, but certainly not a single chromosome, as SNPs 
are placed on arrays at random. Parental genotypes could 
be used to identify parent of origin for the missing or 
extra chromosome, as a confirmation of true aneuploidy 
(Johnson et al., 2010; Sills et al., 2014; Silvestri et al., 2021).

For liveborn individuals, sex-chromosome aneuploidy 
might be very relevant, as this may be one of the few tolerated 
aneuploidies (Berry et al., 2017, 2018; Bugno-Poniewierska 
& Raudsepp, 2021). Sex-chromosome aneuploidy may lead 
to fertility issues (Berry et al., 2017; Bugno-Poniewierska 
& Raudsepp, 2021) which will become apparent at repro-
ductive age, so early detection will avoid economic losses 
to breeders. The aneuploidy screening tool currently does 
not take into account the (presumed) sex of the individual. 
Hence, it is an important aspect to properly include into 
the aneuploidy screening tool in the future.

In addition, the CNN model cannot discriminate be-
tween monosomy and a run of homozygosity (ROH) 
spanning a full chromosome. Only LRR information can 
be useful to discriminate monosomy from ROH. It was, 
however, decided not to include LRR information because 
LRR appears normal for triploids and haploids, which we 
also wanted to detect. Cases of (nearly) full chromosomal 
ROH are hence classified as monosomy and need to be 
further checked using LRR levels or parental genotypes. 
They may be considered as false positives, but it is also 
worthwhile to monitor such cases in breeding programs 
or at least be aware of it as it may indicate high inbreeding 
levels. This does mean the tool is not well suited for highly 
inbred populations.

5   |   CONCLUSIONS

The developed CNN classification model provides high 
accuracy to classify aneuploidy cases based on images of 
plotted X and Y intensity values. The classification model 
is incorporated into an automated aneuploidy screening 
tool useful for routine screening in large diploid popula-
tions to avoid anomalies in breeding candidates. Routine 
screening for aneuploidy can henceforth be added to the 
utilization of genotypes from SNP arrays without addi-
tional costs other than computational costs.

T A B L E  7   Computation time of different parts of aneuploidy 
screening tool in seconds (s).

Total (s)

Average 
per ID-
chr (s)

1. Import libraries 4.59

2. Read instruction file 0

3. Read final report, map file, call 
rates

6.80 0.005

4. Create directories 0.01

5. Generate and store plots 251.94 0.181

6. Predict class 20.70 0.015

7. Remove temporary directory 1.09
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