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A B S T R A C T   

Meteorology and weather forecasting are crucial for water-limited agriculture. We evaluate the added value of 
downscaling seven-months global deterministic seasonal forecasts from the Climate Forecast System version 2 
(CFSv2) using the Weather, Research and Forecasting (WRF) model over Zimbabwe for ten growing seasons 
(2011–2021). Downscaling reduces the area of significant differences between forecasted and observed total 
seasonal rainfall. Downscaling also improves the score for droughts as measured through the standardized 
precipitation index and 3-class method. Yield forecasts by the WOrld FOod STudies (WOFOST) model reveal that 
downscaling improves the estimated growing season evolution and maize yield in all studied regions across the 
country. For the main maize production region Karoi, the bias, root mean square error, mean absolute error and 
mean absolute percentage error reduce by 33% (0.2 ton/ha), 27% (0.4 ton/ha), 31% (0.4 ton/ha) and 27% (8.3 
%) respectively by downscaling. Hence we illustrate that downscaling the deterministic seasonal forecasts may 
assist in food security in a crucial area in southern Africa.    

Practical Implications 

Climate, meteorology and weather forecasting are crucial for agriculture. Zimbabwe’s climate has a high year-to-year variability of rainfall onset 
and amounts, leading to relatively large uncertainties for crop management, yield and farmer’s income. In times of low domestic crop yield, the 
government will use crop yield forecasts to timely import food from the global market, which is thus crucial for decision making. 

Our study illustrates how downscaling CFSv2 global seasonal forecasts (7 months ahead) over Zimbabwe using the WRF mesoscale meteoro-
logical model coupled to a crop yield forecast model can substantially reduce the error in estimated crop yield for the upcoming season. 
Downscaling enhances the spatial area of insignificant rainfall differences between model and observations in all OND, JFM and ONDJFM 
seasons, and thus substantially improves from coarse CFSv2 seasonal forecasts. Additionally, the success rate for the forecast standardised 
precipitation index improved from 60% to 73% in ONDJFM. Moreover, averaged over four test sites the root mean square error of the predicted 
maize yield reduces by 2.3 ton/ha (32%) due to the downscaling. 

The results of our study implies that downscaled seasonal climate forecasts and crop forecast will be beneficial for decision making by local 
governments to secure food security. In particular the Southern African Regional Climate Outlook Forum (SARCOF, coordinated by the Southern 
African Development Community Drought Monitoring Centre) may benefit from this additional downscaled weather information in their 
seasonal forecasts (dry or wet season) three months prior to the rainfall season that they issue for farmers in the region. In addition, we 
recommend to make the developed procedure operational at national meteorological services.   
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1. Introduction 

Agriculture heavily relies on weather and seasonal climate forecasts 
for water-limited food production (Ebhuoma, 2022). The Zimbabwean 
climate is characterised by a rainy season from mid-November until 
March, with a high spatiotemporal variability (Bhatasara, 2017; 
Mamombe et al., 2017), while the remaining months are dry (Bhatasara, 
2017). Over the recent years, the increased frequency of dry spells lead 
to enlarged crop failure, particularly in January and February 
(Mamombe et al., 2017). The high crop failure is one of the factors 
reinforcing the high-level poverty in Zimbabwe, i.e. 63% of the popu-
lation lives below poverty line. Also, agriculture is a relatively large 
economic sector that contributes for 15.5% to the Gross Domestic 
Product (period 1965–2018, Worldbank, 2021). The World Food Pro-
gramme reported that almost 5.3 million Zimbabwean people are facing 
high risk of food insecurity (WFP, 2019). Climate variability and erratic 
rainfall are important drivers for this food insecurity in Zimbabwe 
(Bhatasara, 2017; WFP, 2019), and crop management relies on high 
quality seasonal weather forecasts (Phillips et al., 1998; Guido et al., 
2020). Additionally, a recent study by (Chemura et al., 2022) projected a 
decline in maize production due climate change in Southern Africa 
including Zimbabwe. Seasonal rainfall forecasts are key for Zimbabwean 
agriculture, since 90% of smallholder farmers rely on rainfed agriculture 
(Bhatasara, 2017; Mushore, 2013; Unganai et al., 2013). Information 
about rainfall variability has been identified as one of the most useful 
pieces of information that subsistence farmers require in their prepara-
tions for planting. Therefore a research focus to better understand the 
physical controls of the rainfall variability was recommended (Tadross 
et al., 2005). However (Ebhuoma, 2022) highlighted that many stake-
holders within Southern Africa fail to interpret and understand the 
seasonal climate forecasts in the form they are currently presented. This 
failure has reduced the uptake of seasonal climate forecasts leading to 
high maize crop failure hence the need to develop a complementary 
system. An increased demand for high-resolution seasonal climate 
forecasts at sufficient lead time emerged to allow response planning 
from users in agriculture, hydrology, disaster management, and health, 
among others (Kipkogei et al., 2017). 

The movement and orientation of the intertropical convergence zone 
(ITCZ) largely influences the summer rainfall in Zimbabwe (Reason 
et al., 2006; Beilfuss et al., 2012), next to other mechanisms as the 
Tropical Temperate Troughs (Washington and Todd, 1999), cut-off lows 
originating from mid-latitude southern hemisphere weather systems 
(Favre et al., 2013), the Botswana upper air high (Unganai and Mason, 
2002), and subtropical high-pressure systems. Moreover, El Nino (La 
Nina) is associated with dry (wet) summers in Zimbabwe (Mamombe 
et al., 2017). Also, Manjowe et al. (2018) found a considerable corre-
lation between the Eastern Atlantic and the Western Indian Ocean sea 
surface temperatures (SSTs). The large-scale climate teleconnections 
patterns such as El Nino-Southern Oscillation (ENSO), Quasi-Biennial 
Oscillations and Indian Ocean Dipole and the slowly evolving south-
ern hemisphere winter SST anomalies form the basis of statistical long- 
range rainfall forecasting methods (Mamombe et al., 2017; Unganai and 
Mason, 2002; Ismail, 1987; Makarau and Jury, 1997; Shukla, 1998; 
Koster et al., 2010). 

Yearly, the Southern African Regional Climate Outlook Forum 
(SARCOF coordinated by the Southern African Development Commu-
nity Drought Monitoring Centre) issues a binary (“dry” or “wet”) sea-
sonal rainfall forecast for mid-November to March based on these 
statistical forecasts (Mamombe et al., 2017; Unganai et al., 2013). 
However, (Kerandi et al., 2017) and (Nikulin et al., 2018) found that the 
dynamical downscaling of global seasonal forecasts improves the sea-
sonal forecast reliability for East Africa, despite the performance differs 
regionally. Yuan et al. (2012) reported that downscaling CFSv1 using 
the Weather, Research and Forecasting model reduced the wet bias of 
seasonal mean rainfall by 25–71%. Furthermore, seasonal rainfall 
forecasts showed to have the potential to substantially improve crop 

yield forecasts at site and regional level in Burkina Faso (Mishra et al., 
2008). 

Seasonal rainfall forecasts are only useful for farming systems if their 
accuracy is sufficient and spatially fine enough (Ziervogel et al., 2005). 
The current rainfall forecast accuracy within the SADC region (Fig. 1) is 
limited, especially for January-March (JFM) (Manatsa et al., 2011). 
Especially their spatiotemporal variability has a large room for 
improvement. More importantly, most African National Hydrological 
and Meteorological Services, including the Meteorological Services 
Department of Zimbabwe (MSDZ), do not produce seasonal weather 
forecasts operationally (Nikulin et al., 2018). 

This study evaluates the downscaling of the global Climate Forecast 
System version 2 seasonal climate forecasts with the WRF mesoscale 
model, and quantifies the consequences of the downscaling for maize 
yield predictions in three regions in Zimbabwe using the WOFOST crop 
yield model (van Diepen et al., 1989; de Wit et al., 2019). New aspects in 
this study are the use of the CFSv2 model, which was not evaluated 
before for his region, and the use of the in situ and CHIRPS satellite 
precipitation observations, which is new with respect to earlier studies 
for this region. Finally, we assess the whole model chain containing 
CFSv2, WRF and WOFOST, and thus assess the complete time series of 
the modelled yield throughout the growing season, rather than the final 
yield only. 

This paper has been organized as follows: Section 2 describes the 
materials and methods, Section 3 the results related to the meteoro-
logical modelling, Section 4 the results of the crop yield modelling, 
Section 5 the discussion and finally conclusions are drawn in Section 6. 

2. Methods and Data 

This section describes the models and meteorological observations 
used in this study. 

2.1. Observations 

This study uses two rainfall datasets. First, daily rain gauge obser-
vations from 35 MSDZ stations (see Appendix for locations) for 
2011–2021 are used for model evaluation, i.e. whether the models 

Fig. 1. Map of southern Africa, showing the position of Zimbabwe (Z), and its 
neighboring countries Botswana (B), Zambia (Za), and Mozambique (M). The 
borders of the map indicate the outer model domain used in WRF, while d02 
indicates the nested domain. 
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predict a normal or a relatively dry or wet crop seasons with respect to 
these observations. Also, we use the Climate Hazards Infrared Precipi-
tation with Stations version 2 (CHIRPS, 4 km grid, daily frequency, Funk 
et al. (2015)) to overcome the limited surface data availability. CHIRPS 
data have two roles. First, they were used to calculate climatological 
rainfall means for 1981–2019, which act as reference to indicate 
whether the studied crop seasons were normal, or relatively dry or wet 
(see Section 2.5 below). Second, since annual rainfall differs strongly 
between the north and south of Zimbabwe, we stratify our model eval-
uation for three approximately homogeneous rainfall zones. CHIRPS 
data were used to determine these homogeneous rainfall zones (Section 
3.1). Finally, we use soil water holding capacity information from World 
Soil Information for four crop sites (Beitbridge, Gweru, Masvingo, Karoi, 
Fig. 2). 

2.2. ERA5 

Since only rainfall observations were available to force the WOFOST 
crop model, daily ERA5 data on single levels (Hersbach et al., 2020) 
supplies solar radiation, 2-m air temperature and vapour pressure, and 
10-m wind speed. Because local and regional records of actual yields are 
unavailable for 2011–2021, crop yields simulated using daily ERA5 data 
throughout the growing season are considered a proxy for the observed 
yields, and act as reference for evaluating the WRF- and CFSv2-based 
crop yields. 

2.3. CFSv2 

CFSv2 is a coupled atmosphere–ocean-land model for seasonal 
forecasts. It consists of four components, i.e. the Global Ocean Data 
Assimilation System (GODAS), National Center for Environmental Pre-
diction (NCEP) Global Reanalysis, NCEP Global Forecast System and 
modular ocean model version 3 (Saha et al., 2014). CFSv2 has a spatial 

resolution of ∼ 100km and is used for operational forecasting up to 7 
months ahead (Saha et al., 2014). 

2.4. WRF 

Our WRF model (Powers et al. (2017); Skamarock et al., 2019) ap-
plies the recommended setup of Kerandi et al. (2017), i.e. using the 
following physical parameterizations: Kain Fritsch Kain and Kain (2004) 
as cumulus scheme, WRF single-moment version 6 (WSM6) micro-
physics scheme (Hong et al., 2006), the Asymmetric Convective model 
version 2 Gilliam et al. (2007) for planetary boundary layer, the New 
Goddard scheme radiation scheme (Matsui et al., 2018) and the NOAH 
land-surface scheme (Kerandi et al., 2017; Pohl et al., 2011). We employ 
these schemes with an exception for the WRF single-moment version 7 
microphysics scheme (Bae et al., 2019) with an additional representa-
tion for hail on top of WSM6. Forty vertical levels up to 20 hPa were used 
as in Kerandi et al. (2017). 

We simulate ten rainfall seasons (October 1st-March 31st , for 
2011–2021, since CFSv2 became operational in 2011) with spatial do-
mains as in Fig. 1. The downscaling simulations receive boundary con-
ditions every 6 h and were re-initialised every seven days to avoid model 
drift (Lo et al., 2008). In d01 (outer domain) and d02 (nested domain) 
the grid spacing amounts to 21 and 7 km, the domain size 280x280 and 
215x215, time step 60 and 30 s and output saving interval 6 and 3 h 
respectively. 

2.5. Rainfall season characterisation 

To evaluate the models properly, we need to account for the large 
spatial difference in precipitation climatology across Zimbabwe. 
Therefore, Zimbabwe was divided into three homogeneous rainfall re-
gions by Principal Component Analysis (Wilks, 2006) on CHIRPS rainfall 
data from 1981–2019. Fig. 2 shows three homogeneous regions within 

Fig. 2. Map of Zimbabwe indicating homogeneous rainfall zones for the period 1981–2019 for the seasons OND (a), JFM (b) and ONDJFM (c) with dry (yellow - 
labelled as region 1), wet (blue- labelled as region 2) and wettest (green - labelled as region 3). Study sites for crop yield are labeled Karoi, Gweru, Masvingo, 
and Beitbridge. 
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Zimbabwe for seasons October-December (OND), JFM and October- 
March (ONDJFM). First, the seasonal rainfall forecast was evaluated 
using three categories, i.e. below normal (BN), near normal (NN) and 
above normal (AN). Seasonal rainfall below 75% of climatological mean 
falls under “below normal”, between 75% and 125% are categorized as 
“near normal” and above 125% as “above normal” (Mushore, 2013). 
Second, we evaluate the seasonal drought forecast based on the stan-
dardized precipitation index (SPI) (Unganai et al., 2013; Keyantash, 
2014; WMO, 1090). 

SPI =
x − μ

σ . (1)  

with x the rainfall amount (mm), μ is the climatological mean rainfall 
(mm) from CHIRPS (see Section 2.1), and σ the climatological standard 
deviation which we evaluated for OND, JFM and ONDJFM. Here, a 
rainfall season was considered as a drought season (D) when the 
SPI⩽ − 1, a neutral season (N) when the − 1 < SPI < 1, and a wet season 
(W) when SPI > 1 (Unganai et al., 2013). 

2.6. Forecast evaluation 

For model evaluation we use root mean square error (RMSE), mean 

bias error (MBE), mean absolute percent error (MAPE) and mean ab-
solute error (MAE) as metrics (Willmott, 1982). The remapcon inter-
polation method (Schulzweida, 2014; Jones, 1999) from climate data 
operators was applied on CFSv2 and CHIRPS rainfall data to match the 
number of WRF grid cells (215*215) at 7 km grid spacing. We also report 
contingency tables for the SPI and 3-class rainfall forecasts (Stanski 
et al., 1989). Due to limited number of seasons available (CFSv2 was 
released in 2011), only proportion correct (PC) was used for model 
evaluation and assessing the added value of dynamical downscaling for 
rainfall. 

2.7. Maize yield forecast 

We use the WOFOST crop model which has been developed specif-
ically for simulating crop yield in the tropics (van Diepen et al., 1989; de 
Wit et al., 2019). Within the model, the vegetation undergoes pheno-
logical stages from sowing to germination, flowering and yield pro-
duction. WOFOST is widely used for wheat, maize, and sorghum with 
the ability to classify the output in terms of actual and potential pro-
duction, and water or nutrient-limited production (de Wit et al., 2019). 
WOFOST has been calibrated, applied and validated for maize produc-
tion in Kenya (Rötter, 1993); in the Central Rift Valley of Ethiopia 
(Kassie et al., 2014; Kassie et al., 2015); and in Tanzania in the Global 
Yield Gap Atlas project (van Ittersum et al., 2016). Although, actual 
maize yield values for Zimbabwe are scarce, we further evaluated the 
WOFOST model based on reported yields for the 1986–1987 and 
1988–1989 crop seasons for Gweru and Harare sites respectively (see 
both Makadho, 1996). For Gweru the model forecasts 6.2 t/ha (4.9 
assuming 20% reduction due to pests and diseases Savary et al., 2019) 
while 5.0 t/ha was observed. For Harare 8.0 t/ha (6.4 after reduction) 
was forecasted while 4.0 t/ha were observed. 

Our downscaling study focuses on the weather variables from CFSv2 
and WRF that are key to drive WOFOST:  

• Daily maximum and minimum 2-m air temperature (◦C)  
• Daily rainfall (mm/day) 

Table 1 
WOFOST model configurations at each site and growing degree days (GDD) from 
emergence to anthesis (TSUM1) and from anthesis to maturity (TSUM2). SWW 
denotes the soil moisture content at the wilting point, SMFCF the soil moisture 
content at field capacity, SM0 the soil moisture content at saturation, DEPTH the 
soil depth. Additionally Zea mays L. variety was used at all sites.  

STATION SWW 
(m3/ 
m3) 

SMFCF 
(m3/ 
m3) 

SM0 
(m3/ 
m3) 

DEPTH 
(cm) 

TSUM1 
(GDD) 

TSUM2 
(GDD) 

KAROI 0.10 0.237 0.337 159 825 600 
GWERU 0.10 0.207 0.307 110 825 600 

MASVINGO 0.10 0.216 0.316 200 825 600 
BEITBRIDGE 0.10 0.263 0.363 200 825 600  

Fig. 3. Average modelled and observed (CHIRPS) seasonal rainfall for OND (a-c), JFM (d-f) and ONDJFM (g-i) for the period 2011–2021.  
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• Daily global radiation (J/m2/day)  
• Daily mean 2-m wind speed (m/s)  
• Daily mean 2-m vapor pressure (hPa)  
• Onset and cessation of growing season dates generated from CFSv2 

and WRF output 

Finally, we configured WOFOST (Kassie et al., 2014) with Zea mays L. 
and with the soil characteristics and growing degree days as in Table 1. 
We performed water-limited production simulations factoring in water 
stress and assuming full control of pests, weeds and diseases. The 
simulated maize yields are evaluated where simulations forced by ERA5 
data are used as proxies for observed maize yield. Our analysis focuses 
on four sites: Karoi (most maize production region), Gweru, Masvingo 
and Beitbridge (least maize producing region) (Phillips et al., 1998). 
Obviously, the onset of the rainfall season has huge impact on crop 
simulations. We determined the onset of rainfall season following 
(Odekunle, 2004) which sets the onset at the moment when 7–8% mean 
cumulative rainfall of the 5-day periods is attained. WOFOST model 
simulation end on March 31st , but the statistical model evaluation end at 
the moment in the season when the observed yield reaches a plateau. 

3. Results: meteorology 

This section reports about the model performances for the rainfall 
season. 

3.1. Spatiotemporal rainfall distribution 

The spatial distribution of total rainfall in ONDJFM ranges between 
400–800 mm, 200–600 mm and 400–800 mm for observed (CHIRPS), 
CFSv2 and WRF respectively (Fig. 3g-i). The northern and eastern parts 

of Zimbabwe are wetter than the southern and western parts for OND 
(Fig. 3c) and and JFM (Fig. 3d-f) which in turn is also evident in the 
patterns for ONDJFM. This pattern is explained by the ITCZ positioning 
and the eastern highlands. The ITCZ has a larger influence over northern 
Zimbabwe while mountains in the east lead to orographically induced 
rainfall enhancement. Although both models capture the ITCZ influence, 
WRF has a better spatial coverage accuracy compared to CFSv2, espe-
cially for the western part of the country. However, overall WRF appears 
to be ∼100 mm too dry, while CFSv2 is ∼150 mm or more too dry. 
Despite both models underestimate the rainfall in OND, WRF out-
performs CFSv2 (Fig. 3a-c). 

Figs. 3a-f show that precipitation in JFM is largely influenced by the 
ITCZ which leads to high rainfall amounts over northern Zimbabwe, 
while in OND it is largely influenced by south-easterly winds fetching 
moisture from the Indian ocean. The relatively high WRF performance in 
OND, JFM and ONDJFM can be attributed to its ability to resolve local 
systems due to finer grid spacing. Considering that in the 2016–2017 
and 2018–2019 seasons, the rainfall was characterised by tropical cy-
clones Dineo and Idai respectively, which are difficult to represent in 
seasonal forecasts, we find WRF performed reasonably well. 

3.2. Mann-Witney U test of Seasonal rainfall forecasts 

A Mann–Whitney U test (MWW) was conducted on the modelled 
seasonal rainfall forecasts and observations (Fig. 4). A testing at α =

0.05 reveals a relatively high difference between CFSv2 seasonal fore-
casts and the observations, especially during JFM and ONDJFM. 
Importantly, the WRF forecasts appear to produce much larger areas 
without significant differences with observations. Only few regions 
showed significant differences between the model on one hand and 
observations on the other hand, as indicated by shaded regions in Fig. 4 

Fig. 4. Results of a Mann–Whitney U test metric of seasonal rainfall forecasts by WRF and CFSv2 for OND (a,b), JFM (c,d) and ONDJFM (e,f) for the seasons 
2011–2021. The green shaded areas mark the region with a significant (5% level) difference between observed and modelled seasonal rainfall. 
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(b,c,f). 
The MWW tests reveal that WRF fails to reproduce seasonal rainfall 

forecasts around the central watershed and mountainous regions i.e 
eastern Zimbabwe with altitude above 1.5 km, particularly in JFM. This 
may suggest the WRF model is unable to represent the orography suf-
ficiently accurate at a grid spacing of 7 km. 

3.3. Three-class seasonal rainfall forecasts with WRF and CFSv2 

Seasonal rainfall forecasts from WRF and CFSv2 were compared with 
CHIRPS observations for all seasons and for homogeneous regions as 
determined by the PCA method (Fig. 2c). Table 2 shows the forecasted 
and observed precipitation category (near normal (NN), above normal 
(AN), below normal (BN) rainfall, with CHIRPS data from 1981–2019 as 
reference) for ONDJFM. WRF has more hits in ONDJFM compared to 
CFSv2. Apparently, downscaling of CFSv2 results improves the seasonal 
rainfall forecasts in OND as indicated by higher PC in two regions 

compared to CFSv2. 
Our 3-class analysis for ONDJFM indicates that WRF results have an 

PC of 60%, 60% and 70 % compared to CFSv2 which has 30%, 30% and 
70% for regions 1–3 respectively. Analyzing a complete season is 
important since the growing season stretches from October to March. 
Herein WRF outperformed CFSv2 in 3-class forecasting, which illus-
trates the added value of downscaling CFSv2. The impact of this slight 
increase is further tested using WOFOST below. 

Table 3 summarizes the model results for the 3-class and SPI fore-
casts for the subseasons OND and JFM. When we focus on season OND, 
we find CFSv2 has a proportion correct of 50%, 30% and 60%, while 
WRF has a PC of 70, 50 and 40% for regions 1, 2 and 3 respectively 
(Table 3). Nationwide, WRF produces a PC of 53% while CFSv2 gener-
ates a PC of 47% which shows that WRF performed slightly better than 
CFSv2 in OND even though the PC is relatively low (bottom row in 
Table 3). Despite poor performances by both models in OND, WRF 
forecasts reduced the number of erroneous BN seasons in CFSv2 to NN, 

Table 2 
Modelled (WRF, CFSv2) and observed (35 surface station data) 3-class categories (AN  = above normal, NN  = near neutral, BN  = below normal) of accumulated 
rainfall for ONDJFM (bold indicates model hit) for the three regions in Fig. 2c. The reference is the CHIRPS dataset for 1981–2019.  

3-CLASS 

ONDJFM REGION 1 REGION 2 REGION 3 

SEASONS OBS WRF CFSv2 OBS WRF CFSv2 OBS WRF CFSv2 

2011–2012 NN NN AN NN NN BN NN BN BN 
2012–2013 NN NN BN NN NN NN NN NN NN 
2013–2014 AN NN BN AN NN BN NN NN BN 
2014–2015 NN BN NN NN BN BN NN NN NN 
2015–2016 NN NN BN BN BN BN BN BN BN 
2016–2017 AN NN NN AN NN NN AN NN NN 
2017–2018 NN NN NN NN NN NN NN NN NN 
2018–2019 NN BN BN NN BN BN BN BN BN 
2019–2020 NN NN BN NN NN BN BN NN BN 
2020–2021 NN NN NN NN NN BN NN NN NN 
PC  60% 30%  60% 30%  70% 70%  

Table 3 
Overview of proportion correct (PC) for the modelled accumulated rainfall by WRF and CFSv2 on the 3-class forecasts (AN, NN, BN) and SPI for the subseasons OND 
and JFM for the crop seasons in 2011–2020. Bold indicates best model.   

3-CLASS (%) SPI(%) 

SEASON OND JFM OND JFM 

MODEL WRF CFSv2 WRF CFSv2 WRF CFSv2 WRF CFSv2 

REGION 1 70 50 50 20 100 80 90 50 
REGION 2 50 30 60 40 50 30 90 40 
REGION 3 40 60 60 30 40 80 60 50 

NATIONAL 53 47 57 33 63 63 80 47  

Table 4 
Modelled (WRF, CFSv2) and observed SPI categorization (W  = wet, N  = neutral, D = dry) for ONDJFM for the three regions in Fig. 2c. PC = proportion correct. Bold 
means a model hit.  

SPI category 

ONDJFM REGION 1 REGION 2 REGION 3 

SEASONS OBS WRF CFSv2 OBS WRF CFSv2 OBS WRF CFSv2 

2011–2012 N N N N N N D N N 
2012–2013 N N N N N N N N N 
2013–2014 N N N N N N D N N 
2014–2015 N N N N N N D N N 
2015–2016 N N D N N D D D D 
2016–2017 W N N N W N N W W 
2017–2018 N N N N N N N N N 
2018–2019 N D D N N D D D D 
2019–2020 N N D N N N D D N 
2020–2021 N N N N N N D N N 
PC  80 % 60 %  90 % 80 %  50 % 40 %  
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which is a welcome improvement. Considering JFM, WRF performed 
fairly well in 3-class forecasting with a PC of 50%, 60% and 60% 
compared to CFSv2 with accuracy of 20, 40 and 30% for region 1, 2 and 
3 respectively. The overall PC by WRF at national level is 57% while for 
CFSv2 is 33%. This result is consistent with findings in (Manatsa et al., 
2011) who highlighted that rainfall forecasting is more skillful in the 
JFM season than in OND. This can be explained by the nature of the rain 
bringing systems. The ITCZ influence in JFM is highly predictable in 
most areas of the country compared to OND in which a number of sys-
tems are in play including westerly cloud bands known as Tropical 
Temperate Troughs. 

3.4. SPI driven seasonal rainfall forecast 

Categorisation of seasonal rainfall in terms of dry (D), wet (W) and 
neutral (N) indicated that WRF forecasted mostly neutral rainfall season 
while CFSv2 model has a bias towards dry conditions for ONDJFM 
(Table 4). More hits were achieved by WRF in all seasons compared to 
CFSv2. Considering the PC for ONDJFM, WRF appears outperforms 
CFSv2 in forecasting drought seasons. WRF results have a PC of 80%, 
90% and 50% compared to 60, 80 and 40% in Region 1, 2 and 3 
respectively. WRF forecasts more neutral (N) seasons in all seasons 
compared to CFSv2 which has bias towards dry (D) seasons. 

Statistical evaluation of modelled SPI drought indices reveals that 
WRF outperforms CFSv2 in OND. WRF has an accuracy of 100%, 50% 
and 40%, for regions 1, 2 and 3 respectively (Table 3), while CFSv2 has 
an accuracy of 80%, 30% and 80% in OND for region 1, 2 and 3 
respectively (Table 3). Downscaling appears to improve the perfor-
mance in JFM with an accuracy of 90%, 90% and 60% against CFSv2 
scores of 50%, 40% and 50% for region 1, 2 and 3 respectively. The 
nationwide model performance for JFM amounts to 80% for WRF and 
47% for CFSv2 for the SPI (Table 3). Moreover its is interesting to note 

that the anomaly correlation coefficient (ACC), which is an indicator for 
the model representation of the year-to-year variability increased from 
0.023 (CFSv2) to 0.62 (WRF) in region 1, from 0.06 (CFSv2) to 0.72 
(WRF) in region 2, but decreased from 0.75 (CFSv2) to 0.53 (WRF). 
These values indicate that in region 3 an improved rainfall climatology 
dominates the enhanced scores through downscaling, while in regions 1 
and 2 also the year-to-year variability was better captured. However, the 
sample size of 10 years is relatively short for the ACC analysis. 

3.5. Evaluation of weather variables for maize yield forecast 

Modelled key weather variables for crop modelling (2-m minimum 
and maximum air temperature (Tmin,Tmax), 2-m wind speed, surface 
solar irradiation, 2-m vapor pressure) were evaluated against ERA5 and 
correlation coefficients (r) are estimated. Fig. 5 and Table 5 show a 
strong positive correlation between modelled Tmax and ERA5, with WRF 
having a slightly higher correlation compared to CFSv2 at Karoi. Also, 

Fig. 5. Scatter plots of mean daily (a) Tmin, (b) Tmax, (c) irradiation (IRRAD), (d) rainfall (RAIN) in ERA5, CFSv2 and WRF for Karoi for 2011–2021 (n = 180), with 
correlation coefficient R (header). Red and blue shades mark the 90% confidence intervals. 

Table 5 
Correlation coefficients between WRF, CFSv2 and ERA5 for the modelled screen 
level Tmin, Tmax, vapour pressure, wind speed, surface irradiation, best scores in 
bold.  

Site ERA5 
vs 

Tmin Tmax Wind speed 
(2 m) 

Irradiation Vapor 
pr.  

WRF 0.63 0.87 0.73 0.69 0.93 
Karoi CFSv2 0.79 0.85 0.79 0.51 0.93  

WRF 0.61 0.56 0.09 0.38 0.83 
Gweru CFSv2 0.61 0.50 0.09 0.29 0.86  

WRF 0.59 0.60 0.057 0.33 0.82 
Masvingo CFSv2 0.43 0.29 0.29 0.36 0.86  

WRF 0.72 0.16 0.17 0.2 0.80 
Beitbridge CFSv2 0.48 0.07 0.31 0.15 0.85  
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both Tmin and Tmax are closer to the 1:1 line in WRF than in CFSv2. The 
latter produces a warm bias of 1 K and 1.5 K for Tmin and Tmax respec-
tively. With this warm bias the required TSUM to anthesis and to 
maturity (Table 1) will be reached earlier in time, will be discussed later 
on in more detail. Further analysis for Tmin, vapour pressure and irra-
diation suggests that both WRF and CFSv2 represent clouds differently 
even though they have the same correlation coefficient for rainfall (r =
0.6). Model results for irradiation suggest that WRF produces less clouds 
than CFSv2 over Karoi. WRF forecasts have a moderate correlation (r =
0.69) with the observed irradiation which also translated into stronger 
relationship in Tmax. This can be explained by the effect of clouds on 
incoming shortwave radiation which is a main contributor in daily Tmax. 
Also, the smaller cloud cover in WRF leads to lower Tmin. Moreover, 
higher wind speed influences the turbulent intensity which in turn limits 
the surface cooling. This can be confirmed by moderate correlation for 
wind speed leading to a moderate correlation with Tmin by WRF fore-
casts, while CFSv2 forecasts have a high correlation between wind speed 
and Tmin. We find poorer scores for Gweru, Masvingo and Beitbridge, 
particularly for wind speed and irradiation (Table 5). Typically WRF 
outperforms CFSv2 in irradiation, Tmin and Tmax, and CFSv2 performs 
slightly better for 2-m wind speed and vapour pressure (Table 5). 

4. Results: Maize yield forecasting using WOFOST 

This section assesses the impact of downscaling on the WOFOST crop 

yield forecasts for the four sites. As expected the highest yield is reached 
for Karoi, and the smallest for Beitbridge. Averaged over the ten seasons 
4.4 t/ha/y maize production has been modelled in Karoi, while for 
Beitbridge only 2.0 t/ha/y of maize production is found. We present the 
simulated evolution of the maize yield at Karoi (Fig. 6) for the ten 
selected cropping seasons to demonstrate the effect of onset and cessa-
tion of a farming season. We further quantify the absolute yield differ-
ences between simulations forced by ERA5, WRF and CFSv2 for Zea 
mays L. (ERA5-WOFOST, WRF-WOFOST and CFSv2-WOFOST respec-
tively). Subsequently we evaluate the WOFOST model simulations not 
only on the final yield, but also on the yield evolution in time. 

4.1. Karoi 

Concerning the simulated maize yield we find that WRF-WOFOST 
outperforms CFSv2-WOFOST for Karoi (Fig. 6), since in seven of the 
ten simulated seasons the final yield by WRF-WOFOST is closer to the 
observations than CFSv2-WOFOST. Furthermore, it is interesting to note 
that the warm bias in CFSv2 results in a relatively early grain setting 
more often in CFSv2-WOFOST (6 times earlier than observed) than in 
WRF-WOFOST (4 times earlier than observed). The warm bias promotes 
an earlier completion of the required temperature sum for the pheno-
logical stages, therefore a faster grain settting. In seasons 2011–2012, 
2015–2016 and 2018–2019 the modelled and observed time of grain set 
is approximately correct, while in other seasons the models deviates 

Fig. 6. Times series of simulated maize yield at Karoi using WRF-WOFOST, CFSv2-WOFOST and ERA5-WOFOST (OBS) weather data for the 2011–2021 rain-
fall seasons. 
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from the observations. E.g. in 2012–2013 and 2016–2017 the grain 
setting in CFSv2-WOFOST is too late, while in 2013–2014 and 
2019–2020 it is substantially too early in CFSv2. In 2013–2014, both 
OND and JFM were too dry in CFSv2 (SPI metric, not shown), with 
underestimated cloud cover and overestimated temperatures, which 
promote early grain setting, but results in a low yield due to drought 
stress in JFM. In 2014–2015 both models were too dry in JFM which 
explains the different yield evolution than observed. In 2015–2016 
CFSv2 generated a too dry JFM which is expressed in a lower final yield 
than observed. WRF-WOFOST slightly delays the grain setting in 
2014–2015. In 2016–2017 the underestimated final yield by WRF- 
WOFOST can be explained by the fact that the WRF model generated 
a neutral SPI, while in reality a relatively wet season was observed and 
modelled in CFSv2 (not shown). WRF-WOFOST outperforms CFSv2- 
WOFOST in almost all seasons particularly in 2013–2014, 2015–2016 
and 2016–2017 seasons where WRF-WOFOST accurately predicted the 
onset of grain setting. The average simulated maize yield for Karoi 
amount to 4.4 t/ha, 4.8 t/ha and 3.8 t/ha for ERA-WOFOST, WRF- 
WOFOST and CFSv2-WOFOST respectively. 

In addition, we evaluate the model performance by taking in inte-
grated error metric over the season by accumulating the absolute error 
between model and observations over time in Fig. 6 until the observa-
tions reach a yield plateau, and divide by the simulation time to express 
the error in t/ha/day. In this way the model simulations are not only 

penalized for a bias in final yield, but also for a biased evolution in the 
growing season. As such biases in the temperature sum that governs the 
forecasted plant phenology and precipitation biases that affect the yield 
are acknowledged. Fig. 7a shows that WRF-WOFOST performed better 
than CFSv2-WOFOST in eight of the ten seasons. In 2011–2012, 
2012–2013 and 2016–2017 CFSv2 has a relatively large error due to a 
delayed onset of the yield, while in seasons 2013–2014 and 2019–2020 
CFSv2 is too early. During the 2014–2015 season, the WRF-WOFOST 
and ERA5-WOFOST simulation have almost similar maize yield at 
maturity however the accumulated error for WRF-WOFOST is relatively 
high due to differences in rainfall distribution. WRF-WOFOST even 
performed poorly compared to CFSv2-WOFOST during that season. 

4.2. Gweru 

Maize yield simulations (Fig. 7b) show relatively poor results for 
both models, which is consistent with the relatively weak correlation 
between observed and modelled weather variables, particularly for 
irradiation, minimum and maximum temperatures (Table 5). Never-
theless, WRF-WOFOST performed better than CFSv2-WOFOST in seven 
seasons considering the accumulated absolute crop yield error. The 
average maize yields at Gweru amount to approximately 4.2 t/ha, 4.3 t/ 
ha and 3.4 t/ha for ERA5-WOFOST, WRF-WOFOST and CFSv2-WOFOST 
respectively. A decline in correlation of modelled and observed weather 

Fig. 7. Maize yield accumulated absolute error for WRF-WOFOST and CFSv2-WOFOST for (a) Karoi, (b) Gweru, (c) Masvingo, (d) Beitbridge for 2011–2020 rainfall 
seasons. The accumulated error is calculated till the observations reach a yield plateau in Fig. 6. 
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variables at Gweru (region 2) compared to Karoi (region 3) suggests that 
seasonal forecasts are more promising in the latter region. 

4.3. Masvingo 

Fig. 7c show the results of accumulated absolute maize error for 
Masvingo. Analysis of weather data for the Masvingo site showed weak 
correlations of maximum and minimum temperature, irradiation and a 
high correlations on water vapour (Table 5). The weak correlations on 
irradiation, temperatures and rainfall plays a key role in crop simula-
tions for both models. CFSv2 forecasts have a better rainfall correlation 
than WRF forecasts. However, WRF-WOFOST outperforms CFSv2- 
WOFOST, and findings are consistent with findings for Gweru, which 
underlines the robustness of our results. The average maize yield at 
Masvingo amounts to 4.2, 4 and 2.2 t/ha for ERA5-WOFOST, WRF- 
WOFOST and CFSv2-WOFOST respectively. 

4.4. Beitbridge 

A moderate relation between minimum temperatures for both 
models at the Beitbridge site was observed (Table 5). All other weather 
parameters showed negligible relations except for vapour pressure 
which at all sites showed strong relation. Comparing the strength of the 
relation of rainfall for both models indicate that CFSv2 results have a 
better correlation than WRF results for which even both relations are too 
weak. This again suggests that CFSv2 weather data as better chances of 
performing better in maize yield simulations at this site. The maize 
yields simulations forced by CFSv2 and WRF weather data are poor over 
2011–2012, 2012–2013 and 2015–2016 seasons. The average ERA5- 
WOFOST, WRF-WOFOST and CFSv2-WOFOST maize yields amount to 
2.0, 2.3 and 2.2 t/ha respectively. 

Summarizing the results we find that the regions with relatively poor 
seasonal forecasts such as Beitbridge, Gweru and Masvingo are cat-
egorised by poor maize yields due to relatively limited predictability of 
rainfall. The performance of WRF in forecasting seasonal rainfall and 
maize yield decreased as we move from region 3 to region 1. Statistical 
analysis of the maize yield simulations from WRF and CFSv2 is outlined 
in Table 6. The MAPE for WRF-forced forecasts is 22.4% while CFSv2 
has a MAPE of 30.7% for Karoi. In addition, the ACC for the forecast 
maize yields decreased from 0.38 to 0.29 for Karoi, while for Gweru ACC 
changed from 0.31 to 0.39, for Masvingo from − 0.22 to 0.79 and for 
Beitbridge from 0.42 to 0.64. This indicates that particularly also the 
year-to-year variability representation improved for the latter three 
stations. Evaluating using all the metrics shows that yield forecasts 
driven by WRF outperform forecasts driven by CFSv2 at Karoi. The ac-
curacy of maize yield forecasts decreases substantial in Gweru, Mas-
vingo and Beitbridge sites as indicated by poor correlation of other 
weather parameters. 

The evaluation of maize yield prediction indicated that WRF- 
WOFOST yields performed reasonably in the northerly region 3, repre-
sented by Karoi, with a MAPE of 22.4%, bias of 0.4 t/ha when evaluated 
against ERA5-WOFOST. A bias reduction from − 0.6 to 0.4 t/ha and 
MAPE reduction from 30.7% to 22.4% in region 3 is a substantial 
improvement achieved through downscaling. Also, WRF-WOFOST 
simulations outperformed CFSv2-WOFOST in Karoi and Masvingo in 
all metrics (Table 6). 

5. Discussion 

5.1. WRF performance 

The accuracy of current routine statistical seasonal forecasting by 
SARCOF in Zimbabwe amounts to 40–65% in OND and 50–70% in JFM 
(Manatsa et al., 2011). Dynamical downscaling of CFSv2 using WRF in 
our study has the accuracy of 53% in OND and 57% in JFM. Moreover, 
downscaling also represents a better spatial variation that can be 
beneficial for stakeholders in agriculture. Despite the relatively small 
sample size of 10 seasons, our results are encouraging. Further evalua-
tion is encouraged in the future, especially since forecasting a season 
influenced by tropical cyclones 7 months in advance is challenging. The 
effect of such anomalies can be evened out if the number of seasons 
could be increased. 

In addition to the effects of downscaling, crop yield forecasts may 
benefit from ensemble forecasting of the meteorological fields, in order 
to quantify the model uncertainty (see e.g. Ogutu et al., 2018 who 
downscaled SYSTEM4 ensemble forecasts from about 80 km to 50 km). 
However, CFSv2 does only offer one simulation every six hours (00, 06, 
12, 18 UTC), and evaluating the downscaling of these members at 7 km 
grid spacing would be computationally too expensive on the one hand, 
and mix effects of varying starting times and downscaling on the other 
hand, which we aim to avoid. However, the improvements seen through 
downscaling here through better representation of the orography and 
the atmospheric physical processes suggest downscaling will be bene-
ficial for other members as well. 

Also, our statistical estimates between model and CHIRPS rainfall 
data were based on regridded rainfall data. The interpolation introduced 
an error which is estimated to be maximum 0.4% (Jones, 1999), and is 
as such not expected to affect our conclusions. 

The selected physical parameterizations are important for fore-
casting rainfall and near surface meteorology. Crétat et al. (2012) 
concluded that rainfall amounts and their geography, intensity, and 
intraseasonal characteristics are predominantly sensitive to convection 
schemes, and less to boundary-layer and microphysics schemes. They 
found Kain-Fritsch to produce wet rainfall amount biases, in contrast to 
our study. Also, the Yonsei University (YSU) planetary-boundary layer 
(PBL) scheme produces systematically wetter rainfall biases in South 
Africa than when combined with the Asymmetrical Convective Model- 
version 2 model (ACM2). 

Interestingly, Robertson et al. (2012) evaluated downscaling tech-
niques for seasonal rainfall forecasts from GCMs and RCMs over the 
Philippines, and showed that spatial interpolation and model output 
statistics (MOS) do have their value. At the station scale the ACC of the 
spatially interpolated RCM data outperformed the spatially interpolated 
GCM data for seasonal rainfall. MOS results appeared to be quickly su-
perior, both for GCM and RCM data. However, MOS results appeared 
region-depended and sensitive to the length of the training dataset. 

Ratnam et al. (2013) used WRF to downscale 3-month seasonal 
forecasts by the global SINTEX–Frontier Research Center for Global 
Change model for Southern Africa. Substantial improvement in the 
spatial rainfall distribution after downscaling was found, but also a 
higher positive rainfall bias with a prescribed SST, compared to a time- 
evolving SST through an ocean mixed-layer model. This was mainly due 
to improved surface fluxes over the Indian Ocean, and subsequent 

Table 6 
Error statistics of WRF-WOFOST and CFSv2-WOFOST and ERA5-WOFOST (reference) maize yield predictions. Bold: best scores.   

KAROI GWERU MASVINGO BEITBRIDGE 

SCORE WRF CFSv2 WRF CFSv2 WRF CFSv2 WRF CFSv2 

MBE (t/ha) 0.4 − 0.6 0.1 − 0.8 − 0.3 − 2.0 0.3 0.2 
RMSE (t/ha) 1.1 1.5 1.6 1.4 1.1 3.0 1.1 1.3 
MAE (t/ha) 0.9 1.3 1.4 1.3 0.9 2.3 1 1 
MAPE (%) 22.4 30.7 35.1 29.8 26 49.5 107 133  
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evolution of weather patterns to the inland of southern Africa. Future 
downscaling should take this dynamic SST evolution into account. 

de Lange et al. (2021) evaluated several PBL schemes for multiple 
sites in Southern African Highfield. For June the Mel-
lor–Yamada–Nakanishi–Niino scheme appeared the best performing 
scheme for temperature, while other schemes like ACM2 are close to the 
best score. For November the Mellor-Yamada-Janjic scheme out-
performed the other schemes. The ACM2 scheme as used in our study 
performed worse for RH but best for the PBL height. Note that evaluation 
results differ per region. In addition, South Africa is more affected by 
mid-latitude weather than tropical weather than Zimbabwe, which 
hampers a one to one comparison to our study. 

Moreover, Somses et al. (2020) evaluated WRF for an extreme pre-
cipitation event in southern Africa, with the focus on Namibia. The 
impact of nesting was found to be small. Switching off the convection 
schemes resulted in high rainfall intensity and increased detail in the 
simulations, even for a grid spacing of 9 km. Using a grid spacing of 3 km 
and an activated convection scheme, results in a loss of detail in the 
simulations as well as lower rainfall amounts. With a grid spacing of 7 
km and convection scheme on, our selected model setup is beneficial 
concerning both aspects. 

Related to hurricane impacts, Bopape et al. (2021) evaluated WRF 
multiple convection schemes for Idai (2019). They concluded all 
schemes failed to simulate the movement of Idai into Zimbabwe prop-
erly, showing the potential impact of shortcomings on the forcing model 
GFS. Our model simulations may have been subject to the same defi-
ciency for hurricanes in general. They found the use of scale-aware 

schemes allows the model to resolve most of the dynamics. The wrong 
timing of the peak shows a need to use better performing global models 
as input for downscaling studies and operations. 

5.2. Crop Simulations 

In our study, the WOFOST simulations assumed the absence of pests 
and diseases. Pests and diseases lead to an estimated maize yield loss of 
about 22.5% or range of (19.5–41.1%) (Savary et al., 2019). Hence, our 
study focuses on relatively ideal scenario compared to reality. However, 
pests and diseases are not accounted for in the numerical treatment of 
vegetation and latent heat flux in the CFSv2 and WRF models. Therefore 
our experiments perform a fair evaluation of these models, and our ex-
periments offer a good indication on the potential relative added value 
of downscaling the global seasonal forecasts. However, in reality the 
effects of pests and diseases may feedback to the atmospheric boundary 
layer as well through reduced evapotranspiration, adjusted surface en-
ergy partitioning and boundary-layer growth and entrainment. Unrav-
elling these feedbacks is open for future study. 

The WOFOST model has been configured for a water-limited pro-
duction in which only the humidity parameters and water stress were 
factored (de Wit et al., 2019). Effective temperature plays a key role in 
the development stages of a crop while irradiation regulates CO2 
assimilation and partitioning (de Wit et al., 2019). For our simulation, 
all weather parameters were extracted from CFSv2 or WRF and a default 
CO2 was assumed for our simulation. The assumption of a constant CO2 
is not completely realistic since it changes with seasons, but will not 

Fig. 8. Overview of weather station locations over Zimbabwe as used in this study.  
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affect the conclusions regarding the added value of downscaling. 
Finally, the evaluation of crop model was hampered by lack of actual 
yield values, especially on local and regional scales. Country-scale yield 
values are available, but did not offer meaningful observations. There-
fore we recommend the setup and maintenance of more local and 
regional yield statistics. 

6. Conclusions 

This study evaluates the downscaling of CFSv2 deterministic sea-
sonal forecasts (7 month lead time) over Zimbabwe for ten growing 
seasons (2011–2021) using the WRF mesoscale model. We pay special 
attention to the forecasted total seasonal rainfall in the different parts of 
the growing season. Subsequently we study the implications of the 
downscaling for WOFOST (water-limited) maize yield prediction for 
four regions (Karoi, Gweru, Masvingo, Beitbridge) in Zimbabwe. 

We find that dynamical downscaling with WRF substantially im-
proves the total seasonal rainfall estimates from CFSv2 in the growing 
season. Typically, CFSv2 total seasonal rainfall forecasts showed sig-
nificant differences (Mann–Whitney-U test) with observed total seasonal 
rainfall for a large part of Zimbabwe compared to insignificant differ-
ences between WRF seasonal forecasts in October-December. Also for 
January-March and October-March, the differences between forecast 
and observations were higher for CFSv2 for almost the whole country 
compared to downscaled seasonal forecasts. These findings are rein-
forced from the scores for the standardised precipitation index (SPI) and 
the drought class. Moreover the anomaly correlation increased for the 
southernmost regions, but remained the same for the northern region. 
This indicates that the improved scores in the north are dominated by a 
better climatology while for the southern areas also the year to year 
variability improved due to downscaling. 

Maize (Zea mays L.) yield forecasts (WOFOST) driven by downscaled 
WRF seasonal forecasts outperform their counterpart driven by CFSv2 
with a MAPE reduction 8.3%-point (27% relative reduction) at Karoi. 
Considering the accumulated absolute yield error through the season, 
the WRF-forced maize yields performed better than CFSv2-forced sim-
ulations for more than half of the seasons for all sites (Fig. 7). The 
anomaly correlation for maize yield improved substantially for Gweru, 
Masvingo and Beitbridge, but remained the same for Karoi. So for the 
latter downscaling results in a better climatology while for the other 
sites the year to year varaiabily in crop yield was better captured. 
Overall we conclude that downscaled deterministic seasonal forecasts 
are beneficial for crop yield forecasts and as such for food distribution 
policies in Zimbabwe. 
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