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A B S T R A C T   

In environmental transmission, pathogens transfer from one individual to another via the environment. It is a 
common transmission mechanism in a wide range of host-pathogen systems. Incorporating environmental 
transmission in dynamic transmission models is crucial for gauging the effect of interventions, as extrapolating 
model results to new situations is only valid when the mechanisms are modelled correctly. The challenge in 
environmental transmission models lies in not jointly identifiable parameters for pathogen shedding, decay, and 
transmission dynamics. To solve this unidentifiability issue, we present a stochastic environmental transmission 
model with a novel scaling method for shedding rate parameter and a novel estimation method that distinguishes 
transmission rate and decay rate parameters. The core of our scaling and estimation method is calculating 
exposure and relating exposure to infection risks. By scaling shedding rate parameter, we standardize exposure to 
pathogens contributed by one infectious individual present during one time interval to one. The standardized 
exposure leads to a standard definition of transmission rate parameter applicable to scenarios with different 
decay rate parameters. Hence, we unify direct transmission (large decay rate) and environmental transmission in 
a continuous manner. More importantly, our exposure-based estimation method can correctly estimate back the 
transmission rate and the decay rate parameters, while the commonly used trajectory-based method failed. The 
reason is that exposure-based method gives the correct weight to infection data from previous observation pe-
riods. The correct estimation from exposure-based method will lead to more reliable predictions of intervention 
impact. Using the effect of disinfection as an example, we show how incorrectly estimated parameters may lead 
to incorrect conclusions about the effectiveness of interventions. This illustrates the importance of correct esti-
mation of transmission rate and decay rate parameters for extrapolating environmental transmission models and 
predicting intervention effects.   

1. Introduction 

In many infectious diseases, pathogens are shed into the environ-
ment on surfaces, in water, in air, etc. Pathogens persist there, and 
subsequently infect individuals that are exposed to the contaminated 
environment. This is called environmental transmission. A wide range of 
human and animal infections are transmitted via the environment 
(Breban, 2013; Chen et al., 2013; Lanzas et al., 2020; Li et al., 2009). For 
example, cholera, rotavirus, norovirus, Campylobacter jejuni, entero-
toxigenic Escherichia coli, bovine tuberculosis, foot and mouth disease 
and Hepatitis E virus can transmit via contaminated environment such 
as water, food, surfaces, urine, faeces etc. (Allen et al., 2021; Ashbolt, 
2004; Bouwknegt et al., 2008; de Rueda et al., 2015; Van der Poel, 

2014). Respiratory infections, such as influenza, rhinovirus and 
SARS-CoV2 can be transmitted when an infectious person exhales virus 
particles to aerosols, droplets, which can be taken up by other in-
dividuals (either directly from the air or via fomites) (Kraay et al., 2021; 
Weber and Stilianakis, 2008; Winther et al., 2007). The existence of 
various environmental transmission routes makes it important for us to 
understand better environmental transmission dynamics. 

Mathematical models can be constructed to understand the under-
lying transmission dynamics and then be used to predict the effects of 
intervention strategies (De Jong, 1995; Grassly and Fraser, 2008). In 
addition, models can also be extrapolated to scenarios where future 
transmission conditions are different due to environmental changes. We 
need accurate predictions if we want to be prepared for new situations 
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and take measures to mitigate the possible effects. Several quantification 
approaches have been used for this purpose, such as the well-established 
risk factors analysis and dynamic models (Woolhouse, 2011). 

Relative risk analysis finds associations between interventions and 
the risk of infection assuming the same exposure in a reference popu-
lation and an intervention population. Relative risks can provide some 
insight into the efficacy of interventions (Aiello et al., 2008; Cairncross 
et al., 2010; Liang et al., 2020). However, the magnitude of the impact 
cannot be extrapolated to other situations or populations where the 
exposure is different, as the relationship between exposure and infection 
probability is not linear (Bijma et al., 2022; Halloran et al., 1999; Ker-
mack and McKendrick, 1927; Teunis and Havelaar, 2000; Turner., 
1975). Therefore, dynamics modelling is often preferred over risk factor 
analysis when predicting future risks (Woolhouse, 2011). 

However, there are challenges in dynamic modelling for environ-
mental transmission. Environmental contamination is usually unob-
served or observed under lab circumstances, which may differ from the 
normal circumstances of pathogen transmission. In the absence of cor-
rect and detailed environmental contamination data, the shedding rate, 
decay rate, and transmission rate parameters are structurally not jointly 
identifiable (Brouwer et al., 2018; Eisenberg et al., 2013). For example, a 
certain rate of infection can be the result of a lower transmission rate 
parameter per pathogen with more pathogens in the environment or of a 
higher transmission rate parameter per pathogen with fewer pathogens. 
Measuring environmental data or the rates of shedding or decay pro-
cesses via experiments have been suggested to help this unidentifiability 
issue (Brouwer et al., 2018, 2017; Eisenberg et al., 2013). However, 
environmental data measurements and experiments can be expensive, 
unethical when involving pathogen challenging, and the natural inoc-
ulation is usually different from experimental inoculation. 

Another challenge is the lack of a suitable estimation method for 
quantifying environmental transmission. A widely used estimation 
method is based on fitting observed infection data to the trajectories 
simulated by ordinary differential equation (ODE) models (Brouwer 
et al., 2017; Eisenberg et al., 2013; Erazo et al., 2021; Towers et al., 
2018), which we call trajectory-based estimation. The underlying 
mathematical models of this estimation are easy to build, and one can 
add complexity in transmission mechanisms with different routes (Li 
et al., 2009). However, a recent simulation study (Lee et al., 2017) shows 
that models with different mechanisms can have similar fits, making it 
impossible to distinguish the model with the correct transmission 
mechanisms from other models. 

In contrast, another quantification method estimates transmission 
rate parameters based on linking exposure to infection probability. This 
exposure-based method has been used both in quantifying direct 
transmission (Dekker et al., 2020; Eblé et al., 2019; Velthuis et al., 2002) 
and indirect transmission (Biemans et al., 2018; Corbett et al., 2019; de 
Rueda et al., 2015; Velkers et al., 2012). Bootsma et al. (2007) has 
attempted to apply this exposure-based method for environmental 
transmitted infection in hospitals but had difficulties in reconstructing 
the history of the exposure to infectious individuals. Here we postulate 
that adapting this exposure-based estimation method to environmental 
transmission would be challenging, but promising. 

Therefore, the main objective of our paper is to solve the not jointly 
identifiable issue when quantifying environmental transmission. We 
start out by building a stochastic environmental transmission model 
with a novel scaling method. Then, we present our novel estimation 
method for environmental transmission by adapting the exposure-based 
estimation. In order to evaluate exposure-based estimation method and 
compare with the trajectory-based estimation, we analysed simulated 
infection data using our stochastic environmental model. We illustrate 
our newly developed model with a case study on the prediction of the 
impact of disinfection on environmental transmission. This shows the 
importance of correctly estimating parameters for drawing correct 
conclusions on the effect of interventions, and more generally, for 
extrapolation transmission model results. 

2. Models and results 

In this section, we will first explain the environmental transmission 
model framework (1.1) and present a novel scaling method for shedding 
rate by standardizing exposure (1.2). The model will then be applied to 
simulate a time series of infection data (1.3). Then, the simulated data 
will be analysed by two different statistical methods (exposure-based 
and trajectory-based) to assess whether they can estimate back decay 
rate and transmission rate parameters (1.4). Furthermore, the robust-
ness of the exposure-based estimation method will be tested by sensi-
tivity analysis (1.5). In the end, we will explore the application of the 
environmental transmission model by predicting the impact of disin-
fection (1.6). 

2.1. Environmental transmission model 

We adopted a stochastic SIS stochastic compartmental model with an 
extra environment compartment (Fig. 1). Infections are assumed to 
occur through the environmental compartment only. 

We model in continuous time t with discrete individuals. Thus, (St ,It)
are discrete numbers of susceptible and infectious individuals. (St ,It) 
make discrete jump to (St + 1,It − 1) for recovery at rate β E(t)

N St and to 
(St − 1,It + 1) for infection at rate αIt . In the interval between these 
events, the (St ,It) population state does not change. In contrast, E(t) is a 
continuous variable for environmental contamination in continuous 
time. To distinguish continuous from discrete variables, we use the 
subscript notation for time t for discrete variables (St and It, both in 
continuous time), and the parentheses notation for the continuous var-
iable E(t).. 

In each interval between any two sequential state transitions t ∈ (t1,
t2), the number of infectious individuals (It) during the interval is 
determined as It1 and is constant. Remember that the interval ends when 
It changes to It2. During the interval, the infectious individuals It1shed 
pathogens in the environment at constant rate φIt1 and in the environ-
ment pathogens decay with a changing rate μE(t). These two processes 
during each interval between state transitions (t1, t2) are modelled 
deterministically because of the large number of pathogens in the 
environment: 

dE(t)
dt

= φIt1–μE(t) (1)  

where μ is pathogens’ decay rate parameter, i.e. the rate at which viable 
pathogens become inactivated or removed from the environment, and φ 

Fig. 1. A schematic representation of the stochastic SIS model with 
transmission through the environment. St ,It represent susceptible, infectious 
compartments and E(t) represents the environmental compartment. The solid 
lines represent the flow of individuals (stochastic discrete jumps) to another 
state. The transmission from St to It occurs at rate β E(t)

N St and the transition from 
It to St occurs at rate αIt . The dotted lines represent the flow of pathogens in the 
environment, modelled as deterministic processes, φIt represents the shedding 
rate at which infectious individuals shed pathogens into environment and μE(t)
represents the decay rate at which pathogens decay in the environment. 
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is the shedding rate parameter, i.e. the rate at which pathogens are 
added to the environment by each infectious individual during the in-
terval. When starting from a clean environment with one infectious in-
dividual present, the environmental contamination increases with time 
and reaches a plateau when the shedding rate in the population equals 
the decay rate of environmental pathogens (E(equilibrium) = φ

μ). If the 
infectious individual is recovered or removed, environmental contami-
nation decreases exponentially with time: E(t) =
e− µ(t− tequilibrium)E(equilibrium) (Fig. 2). 

The state transitions (solid lines in Fig. 1) are modelled by a 
continuous-time discrete-state Markov process via Gillespie’s Direct 
Method (Gillespie, 1977). The detailed algorithm of simulation is given 
in Section 2.3. 

We calculate the basic reproduction number R for this environmental 
model. The ordinary differential equation of the model in Fig. 1 can be 
written as: 

dE
dt

= φI–μE,
dI
dt

=
βES
N

− αI,
dS
dt

= −
βES
N

+ αI.

We obtain the Next Generation Matrix from the transmission matrix 
(T) and transition matrix (Σ) using I and E as the two states in that order 
(Diekmann et al., 2010): 

T =

[
0 β
0 0

]

,Σ =

[
− α 0
φ − μ

]

,

The reproduction ratio is thus the largest eigenvalue of − TΣ− 1, 
hence R =

βφ
αμ. 

We can also calculate the R of the stochastic model (Fig. 1) from 
biological interpretation by determining: 1) how long an infectious in-
dividual stay infectious (expected value of t); 2) how long environmental 
contamination stays in the environment (exponential decay with μ); 3) 
how many pathogens are shed into environment by an infectious indi-
vidual per time unit (φ); 4) how many individuals are expected to be 
infected per unit of environmental contamination per time unit (β). 
From that it follows that, R =

∫∞
0
∫∞

0 φβe− μxαte− αtdxdt =
βφ
αμ. 

2.2. Scaling the shedding rate parameter 

The shedding rate parameter φ and the transmission rate parameter β 
are not structurally jointly identifiable from infection data (Brouwer 
et al., 2018). Therefore, the shedding rate is usually scaled to unity or 
another fixed value (Nixon et al., 2021; Rohani et al., 2009; Widgren 
et al., 2018). 

However, choosing a fixed value for the shedding rate parameter φ 
makes it difficult to interpret the transmission rate parameter β among 
different decay rate parameter μ. For example, the environmental 
contamination and the exposure to environmental contamination during 
an interval become lower and lower with increasing values of the decay 
rate parameter μ. The transmission rate parameters β is estimated by 
fitting the exposure to a dose-response curve based on an observed 
infection probability (P = 1 − e(− β*exposure)). Consequently, when decay 
rate is large and the exposure is low, the estimates of the transmission 
rate parameters β have to increase proportionally when a certain 
infection probability is observed. This relationship between β and μ can 
be seen in the basic reproduction rate (R =

β
αμwhenφ = 1). When μ is 

close to infinity, β is also close to infinity which is hard to interpret 
because the ratio between β and μ is not infinite. In reality, transmission 
with a large decay rate parameter μ is seen as direct transmission, with 
the basic reproduction ratio as R = β

α. The interpretation of β is incom-
parable among transmission with different μ, which creates a sharp 
distinction between direct and environmental transmission. 

Therefore, we propose a scaling method that generates a consistent 
interpretation of β. This is inspired by our work on experimental 
transmission where often the probability of infection is observed (Cor-
bett et al., 2019; de Rueda et al., 2015; Velkers et al., 2012). In an 
imagined transmission experiment, susceptible individuals are put in a 
clean environment with infectious individuals. Susceptible individuals 
get exposed to pathogens shed by infectious individuals. The infection 
status of susceptible individuals is observed in an interval (e.g., a day in 
the following text), from which the probability of infection can be 
calculated. This probability is a certain value, despite whether suscep-
tible individuals get exposed directly during close contact or indirectly 
via environment. In fact, this probability is dependent on the total 
exposure during a day and the transmission rate parameter (P = 1 −

e(− β*exposure)). During the first day of the experiment, the exposure is a 
fixed value among different transmission mechanism assumptions 
because of no historic environmental contamination. The total exposure 
to one infectious individual during a day starting with no historic 
contamination is represented as 1 in direct transmission, while as 

∫ 1
0 

E(t)dt when assuming an environmental transmission. Therefore, we 
standardize the exposure to environmental contamination shed by one 
infectious individual during a day to one unit, which generates a 
consistent interpretation of transmission rate parameter among different 
transmission mechanism assumptions. 

We firstly solve Eq. (1) to derive the environmental contamination 
for every time point (t1+τ) within an interval (t1, t2), where t1, t2 
represent any two sequential time points at which transition events 
occur: 

E(t1+ τ|, It1,E(t1)) =
(1 − e− τμ)

μ φIt1 + e− τμE(t1). (2) 

It1 and E(t1) are the number of infectious individuals and environ-
mental contamination, respectively, at the start of the interval, the time 
point t1 (i.e., at the moment at which the latest transition occurred). The 
total exposure to the environmental contamination during (t1, t1+τ) is 
then the integral of Eq. (2) as: 
∫ t1+τ

t1
E(t|, It1,E(t1))dt =

(− 1 + e− μτ + μτ)
μ2 φIt1 +

1 − e− μτ

μ E(t1). (3) 

The exposure consists of two parts; the exposure to the environ-
mental contamination shed by It1 during (t1,t1 + τ), and the exposure to 
the environmental contamination at time t1 resulting from the historical 
infectious number before t1. Our goal is to standardize the first part of 
the exposure in an observation time interval of unit length to an amount 
equal to the number of infectious individuals It1, which means (τ = 1)
and (− 1+e− μ+μ)

μ2 φIt1 = It1. The shedding rate is then derived as φ(μ) =

μ2

− 1+e− μ+μ. 

Fig. 2. An example showing the discrete jumps in It and continuous 
changes in E(t). The red line represents It jumping first from 0 to 1 and then 
later from 1 to 0 and the black line represents the E(t) resulting from that. 
Environmental contamination builds up till equilibrium and decays after 
removal of the infectious individual. 
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We plot E(t) and the integral of E(t) over time to illustrate the dif-
ference between scaling methods (φ = 1 and φ(μ) =

μ2

− 1+e− μ+μ). In an 
example scenario, one infectious individual is present for 1 day and 
removed after that. When the shedding rate is fixed at a constant (e.g. φ 
= 1 in the Fig. 3A & C), higher values of μ would lead to a lower E(t) 
(Fig. 3A) and thus lower exposure to E(t) (Fig. 3C). Eventually for μ→∞, 
E(t) is close to 0, plotted here by taking μ = 100 per day (Green line in 
Fig. 3). With an observed infection probability during the first day, the 
transmission rate parameter increases with increasing μ because the 
exposure on the first day decreases with μ (Fig. 3C). However, when (μ)
=

μ2

− 1+e− μ+μ, all the curves have the same exposure during the first day, i. 
e. equal to 1, for all the μ including μ→∞ (red dot in Fig. 3D). When μ→ 
∞ (Green line in Fig. 3B), the exposure for each day is equal to 1 when It 
= 1 and 0 when It = 0, which is as expected for a direct transmission. 
The standardized exposure leads to a consistent interpretation of the 
transmission rate parameter. 

The difference between more direct (μ = 100) and more environ-
mental transmission (μ = 0.01) can be seen when we compare the 
infection probability on the second day (Fig. 3B). In more direct trans-
mission, the infection probability on the second day would be zero as the 
exposure is zero (area under the green line in Fig. 3B on the second day). 
In contrast, the infection probability on the second day for environ-
mental transmission would be non-zero, as the exposure is still present 
(area under the blue line in Fig. 3B on the second day). This straight-
forward interpretation is the advantage of our standardization that 

allows a consistent interpretation of transmission rate parameter among 
different μ. 

This scaling method has the advantage of unifying the direct and 
environmental transmission. When (μ) =

μ2

− 1+e− μ+μ, R =
βμ

α(− 1+e− μ+μ)The 
term μ

(− 1+e− μ+μ) can be interpreted as the total exposure to pathogens 
from the first day to infinity contributed by one infectious individual 

present one day (1 + 1− e− μ

μ +
(

1− e− μ

μ

)2
… +

(
1− e− μ

μ

)n
+ …) =

μ
(− 1+e− μ+μ), 

where 1− e− μ

μ is the fraction of exposure in the next day. The contribution 
of the first day’s exposure when the infectious present is usually seen as 
the contribution of the direct transmission and the rest of exposure is 
usually seen as the indirect transmission via environment. Therefore, the 
reproduction ratio consists of two parts: the direct transmission (β

α*1) 
when both susceptible and infectious individuals present at the same 
time, and the environmental transmission after infectious individuals 
being removed or recovered (β

α
1− e− μ

(− 1+e− μ+μ)). When μ→∞, ( 1− e− μ

(− 1+e− μ+μ))→0, 
hence the transmission is only contributed by direct transmission. 

2.3. Stochastic simulation of environmental transmission model 

As the exposure to environmental contamination has been derived in 
1.2, we can now explain how to use such an environmental transmission 
model to simulate transmission. The two state transitions (infection or 
recovery) are modelled by a continuous-time discrete-state Markov 

Fig. 3. The environmental contamination (at moment t) and the accumulated exposure (from 0 to t) to the environmental contamination, with two 
scaling methods for shedding rate. (A) & (B) show the changes of environmental contamination (at moment t) over time and (C) & (D) show the changes of 
accumulated exposure (from 0 to t) to environmental contamination over time. (A) & (C) represent the shedding rate φ = 1 and (B) & (D) represent the shedding rate 
φ(μ) =

μ2

− 1+e− μ+μ. The purple line shows that the infectious individual was present on the first day and removed on the second day. The blue, red and green lines show 
how the E(t) changes over time, where the area under E(t) represents the exposure. The red dot in the (D) shows that the exposure is unified to 1 among different 
decay rate parameter. 
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process via Gillespie’s Direct Method (Gillespie, 1977). During an in-
terval between two transition events (t1, t2), St, It are constant equal to 
St1 and It1, but the infection rate is not constant, due to the deterministic 
change in E(t) given by Eq. (1). Therefore, we adjusted Gillespie’s al-
gorithm to consider the continuous changes in hazard rate with the 
corresponding rates summarised in Table 1. 

The adjusted Gillespie’s algorithm is as follow:  

1. Simulate the time that the next event occurs.  

a. The probability of an event in an interval (t1, t1 + τ). The probability 
that one or more infection or recovery events occur during an in-
terval follows a Poisson process, and the probability of no event 
occurring during τ is the zero term of the Poisson distribution with 
the expected number of events occurring during an interval τ as the 
parameter. Since, E(t), in the instantaneous rate of getting infected 
(hazard rateβ St1E(t)

N ), is not a constant in the interval, the expected 
number of infections during (t1, t1+τ) depends on the area under the 

curve of E(t), namely 
∫t1+τ

t1

E(t)dt. Note, that when taking the integral 

over the environment one needs always to take into account the 
starting value E(t) at the starting time t1. 

P(noeventinτ) = e

−

∫t1+τ

t1

(β
St1

N
E(t) − αIt1)dt  

The hazard rate for a recovery is constant and thus its integral 
∫t1+τ

t1 αIt1dt is just the rate times τ i.e., αIt1τ. 
The probability that one or more events happens during an inter-

val τ is 1 − P(no event inτ).  
b. Obtain a realisation of the random time interval between events 

through the inverse transform sampling technique. Random numbers 
are drawn from a uniform distribution U(0,1) and the corresponding 
realisation of the random time interval τbetween events can be 
numerically determined by solving τ for each realisation of the 
random number p from distribution U(0, 1): 

1- e− βSt1
N

∫ t1+τ

t1
E(t)dt− αIt1τ

= p  

2. Simulate which event occurs. The quotient of either the infection rate 
or the recovery rate over the interval τ over the sum of all rates in the 
interval determines which event happens at the time point deter-
mined by step 1. Given the value of τ as drawn by step 1, one of the 
events can be drawn from the probability of the events, for example, 
the probability of an infection event given the interval τ is: 

β St1
N

∫t1+τ

t1

E(t)dt

β St1
N

∫t1+τ

t1

E(t)dt + αIt1τ    

3. Sampling procedure. The simulated data are continuous in time while 
infection data are observed in discrete time intervals in reality. Here, 
we discretize the continuous-time to discrete-time because the 
observation of the infection data is on a discrete-time interval (e.g., 
on daily basis in this study). The number of infectious and susceptible 
individuals are observed at the beginning of each day. The number of 
new cases in each day is integrated over the discrete-time interval. 
The input parameters used in the baseline simulation scenario are 
listed below (Table 2). 

Stochastic environmental transmission was simulated in 10 farms 
with 100 animals for each farm, starting with a clean environment and 
10 infectious animals in each farm or from a pseudo-endemic state with 
67 infectious animals in each farm with the equilibrium environmental 
infectious pressure ( μ

− 1+e− μ+μ*67 = 2720 units for μ = 0.05 per day). The 
simulation results for transmission in the baseline scenario (using pa-
rameters in Table 2) including a transient phase and a pseudo-endemic 
phase were shown Fig. 4. 

2.4. Comparing estimation methods 

The simulated infection data were used to assess two different esti-
mation methods, exposure-based and trajectory-based, in back- 
estimating the underlying parameters μ and β. The recovery rate 
parameter can be estimated when individual level data on infection 
status is available; therefore, the parameter can be assumed to be known 
in the comparison below. The shedding rate parameter is also not esti-
mated because it is a function of decay rate parameter. The analysis was 
done separately for the transient phase (Fig. 4A) and the pseudo- 
endemic phase (Fig. 4B). 

2.4.1. Exposure-based estimation method 
We fitted the stochastic transmission model to exposure data using 

maximum likelihood estimation. The exposure was calculated from 
observed infection data and the past number of infectious individuals 
was considered in the calculation. In particular, the number of new cases 
over each observation time interval (i, i + 1), follows a binomial distri-

bution with probability 1 − e
− β(
∫ i+1

i
E(t|Ii ,E(i))dt)

N and binomial total Si, the 
number of susceptible individuals at i time where i, i+1 are the discrete 
integer time intervals. The likelihood as a function of βandμ is given by 

L (θ) =
∏

i
(1 − e

− β(
∫ i+1

i
E(t|Ii ,E(i))dt)

N )

casesi

(e
− β(
∫ i+1

i
E(t|Ii ,E(i))dt)

N )

(Si − casesi)

where casesi is the observed number of new cases (obtained by sum-
mation in the simulation) in the interval (i, i+1). The challenge in this 
likelihood function is that is μ is inside 

∫ i+1
i E(t|Ii, E(i))dt which needs to 

be constructed by iterating Eqs. (2) and (3). 
To profile the likelihood of μ, a set of μ is used to construct the time- 

series exposure dataset for each day (
∫ i+1

i E(t|Ii, E(i))dt). Then for each 
exposure dataset, log(L (β)) is maximized. The optimization can be 

Table 1 
The processes in the interval (t1, t1 + τ). Here the hazard rate for the interval is 
given, and the relation to the probability as explained in the text.  

Process Definition The hazard rate for the event happening in 
interval (t1, t1 + τ), 

Infection (St , It)→(St − 1,
It + 1) 

∫t1+τ

t1

β
St1E(t)

N
dt = β

St1

N

∫t1+τ

t1

E(t)dt 

Recovery (St , It)→(St + 1,
It − 1)

∫ t1+τ
t1 αIt1dt = αIt1τ  

Table 2 
Input values for the environmental transmission simulation.  

Variables Definition Value 

β Environmental transmission rate 
parameter 

0.0015 (day− 1) 

α Recovery rate parameter 0.02 (day− 1) 
μ Decay rate parameter 0.05 (day− 1) 
φ Shedding rate parameter μ2

− 1 + e− μ + μ = 2.02 

(day− 1)  
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achieved by defining a generalized linear model with cloglog link since 
the expected number of cases in each day follows: ℇ(casesi) = Si(1 −

e−
β(
∫ i+1

i
E(t|Ii ,E(i))dt)

N ). Transforming the formula with the cloglog link, we 
derive: 

log
(

− log
(

1 − ℇ(casesi

Si
)

))

= log(β)+ log

(∫ i+1
i E(t|Ii,E(i))dt

N

)

, (4)  

where log(β) is the intercept and log
(∫ i+1

i
E(t|Ii ,E(i))dt

N

)

is an offset, which is 

an explanatory variable with the coefficient equal to 1 and which de-

pends on the historical infection data and decay rate parameter μ. The 
estimated β can be calculated as β̂ = eC0, where C0 is the estimated 
intercept from Eq. (4). The AIC value for each μ constructed exposure 
dataset is calculated by − 2*log(L (β)) +4 and plotted against the μ 
(Fig. 5A & D). In addition, we maximized the log(L (μ) ) for a set of β and 
thus obtained the profile likelihood for β (Fig. 5B & E). To obtain a 
profile likelihood of R, a grid of β and μ were generated and the AIC of 
each pair of β and μ is calculated. Then for each R, the minimum AIC 
value is plotted against R (Fig. 5C & F). The likelihood surface is visu-
alized by a 2D contour plot (Fig. 7). 

Fig. 4. The simulation results for the transmission in a transient phase (A) and in a pseudo-endemic phase (B). The red lines represent the number of in-
fectious individuals It , blue lines the number of susceptible individuals St and green lines the environmental contamination E(t). Coloured areas show the envelop 
from 10 simulation repeats and solid lines show the average of simulations. 

Fig. 5. Profile likelihood for parameters by exposure-based estimation. The first row (A–C) analysed transient phase and the second row (D–F) analysed the 
pseudo-endemic phase. In the different columns the profile likelihood of β, μ and R are shown respectively. The blue solid lines represent the input parameter values 
and the intercepts of red dashed lines and black lines represent confidence bounds of the estimation by showing minimum AIC value plus 2. 
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2.4.2. Trajectory-based estimation method 
Trajectory-based method, also called trajectory matching or curve 

fitting, is used frequently to estimate parameters for dynamic systems. 
This method conducts the inference with a deterministic model 
assuming that the dynamic process is deterministic, and the observation 
error is the only cause of variation between trajectory modelled and the 
observed data. The ODE model with environmental transmission can be 
simulated as follows. 

dS
dt

= − β
ES
N

+ αI  

dI
dt

= β
ES
N

− αI  

dE
dt

= φI − μE 

To fit the deterministic trajectory to infection data, one needs to 
include stochasticity into the model by adding a random error to the 
trajectory values. The maximum likelihood method returns the log- 
likelihood of the data, given some combination of parameters and 
then via optimizing algorithms it gives parameter pairs with the 
maximum likelihood. The observation errors can also be assumed to 
follow other distributions than Gaussian, such as Binomial, or Poisson. 
We used the POMP package using maximum likelihood estimation 
assuming Gaussian distribution (King et al., 2015) because it is the most 
commonly assumed distribution and most distributions generate a 
similar fit to data (Eisenberg et al., 2013; Goeyvaerts et al., 2015). A 
Nelder-Mead search was used to optimize parameters. The likelihood 
function can be written as: 

L (θ) =
∏

i

1
̅̅̅̅̅̅̅̅̅̅
2πσ2

√ e(−
(Ii − Yi )

2

2σ2 )

where Ii is the observed number of infectious at each time interval and Yi 
is the solution of ODE models and σ is the variance for measurement. To 
profile over a parameter, we fix the value of that parameter at each of 
several values, then maximize the likelihood over the remaining 

parameter (Fig. 6). The likelihood surface is visualized by a 2D contour 
plot. 

2.4.3. Estimation results 
Using the exposure-based estimation method, we obtained accurate 

estimates for the transmission rate parameter (β), decay rate parameter 
(μ) and the basic reproduction ratio (R). The input values (blue lines in 
Fig. 5) fall inside the confidence bounds, which is where the red dashed 
lines (minimum AIC + 2) cross the profile likelihood, for both transient 
and pseudo- endemic phases. This can also be seen in the likelihood 
contour plot, where input parameters are well inside the contour plots 
(Fig. 7A & B). The pseudo-endemic phase yielded wider confidence 
bounds for both β and μ, compared to the transient phase. 

In comparison, the trajectory-based method performed worse in 
back-estimation of the parameters. While β and μ estimated by 
trajectory-based method are still close to the input values in the tran-
sient phase dataset, the input values are actually outside the confidence 
bounds (Fig. 6 A–C). The confidence bounds and the likelihood contour 
(Fig. 7C) are both very narrow from the transient phase dataset. For the 
pseudo-endemic phase dataset, both μ̂ and β̂ have wide confidence 
bounds (Fig. 6 D, E) with an open contour plot (Fig. 7D) and hence 
parameters cannot be estimated back. Even though the reproduction 
ratio can be estimated, wrong estimates for μ̂ and β̂ can form misleading 
information on the relative importance of direct and environmental 
transmission in a system. 

2.4.4. The comparison of two statistical methods 
As we found that the exposure-based estimation performed better 

than the trajectory-based estimation (Figs. 5 and 6), we investigated the 
reason by calculating the autocorrelation for the residuals from the two 
statistical models (Fig. 8). To estimate the transmission parameters back, 
statistical models need to use the autocorrelation information in infec-
tion data, because the transmission process is about the correlation in 
time between infectious individuals in the past and infections occurring 
later on. Therefore, residuals for a correctly fitting model should have no 
autocorrelation, because the statistical model should capture all the 
autocorrelation. We found that the residuals from the exposure-based 

Fig. 6. Profile likelihood for parameters by trajectory-based estimation. The first row (A–C) analysed transient phase and the second row (D–F) analysed the 
pseudo-endemic phase. In the different columns the profile likelihood of β, μ and R are shown respectively. The blue solid lines represent the input parameter values 
and the intercepts of red dashed lines and black lines represent confidence bounds of the estimation by showing minimum AIC value plus 2. 
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method have no significant autocorrelation; this is the case for the 
transient as well as the pseudo-endemic phase (red bars in Fig. 8). 
However, the residuals from the trajectory-based method show high 
autocorrelation, which indicates that a large part of the autocorrelation 
information in the infection data is not captured by the trajectory-based 
method. 

The exposure-based estimation method links the probability of 
infection to exposure using a dose-response equation, where the 

exposure is calculated from the observed historical number of infectious 
individuals. In this way, each observed datapoint can change the pre-
diction of exposure-based estimation model in the future. The more 
recent observed data matter more for what happens in the next obser-
vation time step in the exposure-based method, leading to a higher 
autocorrelation in the infection data at smaller time lags. Therefore, the 
exposure-based method does use the autocorrelation information in the 
infection data and leaves no autocorrelation in residuals. In comparison, 

Fig. 7. The 2D contour plots where the blue line ellipses show confidence bounds (minimum AIC value plus 2). (A) shows the contour plot for the exposure- 
based method with the transient phase and (B) with the pseudo-endemic phase. (C) and (D) show the contour plot for the trajectory-based method with the transient 
phase and the pseudo-endemic phase. The red dots show the estimated values for β and μ and the blue dots represent the input values for β and μ. 

Fig. 8. The autocorrelation of residuals. Red bars represent the autocorrelation of residuals from the exposure-based statistical model and blue bars from the 
trajectory-based statistical model. (A) shows the autocorrelation in the transient phase and (B) in the pseudo-endemic phase. 
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in the trajectory-based method, the trajectories are determined by 
varying the set of parameters and the possible initial infection data and 
then the best fit trajectory is selected by comparing these different tra-
jectories with observed data. Selecting best fit trajectory is only influ-
enced by observed data in a way that it accounts for the uncertainty in 
observing each datapoint by using the correlations with all past and all 
future observations. The trajectory-based estimation method, therefore, 
cannot fully use the autocorrelation information in the data and thus 
autocorrelation remains present in the residuals. 

2.5. Sensitivity analysis on transmission quantification 

Sensitivity analysis was performed to test whether exposure-based 
estimation can estimate back β, μ and R under scenarios with different 
input parameters in data simulation. There are three independent input 
parameters (α, μ and β) during simulation. The recovery rate parameter 
(α) is assumed to be known and not involved in parameter estimation 
nor sensitivity analysis. The decay rate parameter (μ) is a relative value 
to the observation time unit. When the observation interval is too big 
compared to the value of the decay rate parameter, the pathogen dy-
namics occur fast and infection dynamics behave similarly to direct 
transmission (Breban, 2013). Although the fast decay rate parameters 
could hamper the practical joint identifiability of β and μ (see sensitivity 
analysis of μ in Supplement Fig. S1), this practical identifiability can be 
improved by increasing the observation intervals. 

Therefore, here we present whether changing input transmission rate 
parameter β would influence the estimation of β, μ and R. For each β, the 
other two input parameters α, μ were fixed at the values shown in 
Table 2. A dataset including the transient phase and the pseudo-endemic 
phase were simulated with 10 repeats for each dataset. The input values 
(red lines) fell within confidence bounds of estimation (Fig. 9). This 
means that the estimation of β, μ and R is not sensitive to the choice of 
input β in both transient phase and pseudo-endemic phase datasets. The 
exposure-based estimation method is robust for environmental 
transmission. 

The sensitivity analysis for the trajectory-based method showed that 
estimates were not correct and different input parameters did not 

improve parameter estimations (see Supplement S3). 

2.6. Application: impact of disinfection and estimation of minimum 
disinfection frequency 

An important aim of correctly estimating parameters is to correctly 
predict the effect of interventions by extrapolating models. We will now 
show an application of our approach, by quantifying the impact of an 
often-used control measure: routine disinfection. This intervention is 
one of the most important and standard preventive measures for all 
infectious diseases, but especially for diseases for which few other in-
terventions are available e.g., norovirus in humans, African Swine fever 
in pigs, and antimicrobial resistant microorganisms in animals and 
hospitals. We derive the impact of routine disinfection on the reduction 
of R0, using the environmental modelling approach presented in this 
paper. This analysis is done to illustrate that correctly estimated pa-
rameters are crucial for drawing correct conclusions on whether in-
terventions targeted at the environment are sufficient to control an 
infectious disease. 

When introducing routine disinfection with a frequency once every x 
days, the original equilibrium breaks, and the number of infectious in-
dividuals decreases as the environmental contamination is reduced. The 
transmission dynamics gradually reach a new equilibrium where the 
total number of infectious individuals in x days is again the same as the 
number of recovered individuals. The environmental contamination E(t)
changes periodically from 0 after disinfection to a certain level until the 
next disinfection. The total exposure to the environmental contamina-
tion during this x days can be derived from Eq. (3) as − 1+e− µx+µx

− 1+e− µ+µ It. In the 
equilibrium stage, the total number of infections in an interval between 
two disinfection is therefore β − 1+e− µx+µx

− 1+e− µ+µ I*S*

N , where I*, S* represent the 
number of infectious and susceptible individuals at the equilibrium. The 
total number of recovered individuals during the interval x is αI*x, 
which equals the number of new cases, leading to: β − 1+e− µx+µx

− 1+e− µ+µ I*S*

N = αI*x. 
Hence, we derive the effective reproduction ratio for after disinfection: 

Fig. 9. The sensitivity analysis on the impact of different input β on parameters estimation (β̂, μ̂and R̂) by the exposure-based method. The first row (A–C) 
analysed transmissions from a transient phase while the second row (D–F) analysed transmission from a pseudo-endemic phase. (A, D) show parameter estimation 
forβ, (B, E) for μ and (C, F) for R among different datasets. The red solid lines represent the true parameter values. The dots represent the estimated parameters with 
the error bar. 
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Rdisinfection =
N
S* =

− 1 + e− µx + µx
(− 1 + e− µ + µ)x

β
α  

where Rdisinfection represents the effective reproduction ratio under a 
regime of disinfection. With estimates of decay rate and transmission 
rate parameters, one can predict the minimum regular disinfection fre-
quency (Supplement S4). 

We use an example to show how important the correct estimation of 
decay rate and transmission rate parameters is regarding predicting 
interventions. The example infection has a basic reproduction ratio R =
3 with the decay rate 0.1 per day (the lowest pink line in Fig. 10). In this 
infection, the disinfection impact is very effective, as a disinfection 
routine every 8 days would be sufficient to control this infection by 
bringing the R below 1. However, with the wrong estimation of decay 
rate and transmission rate parameters given the correct estimation of R, 
the interpretation of disinfection impact can be very incorrect and 
misleading. For example, if the decay rate is estimated as 3 per day (the 
highest line in Fig. 10), the disinfection routine every 8 days would not 
be sufficient because it only has a marginal reduction on R 
(Rdisinfection = 2.7). Even with a daily disinfection routine, the Rdisinfection is 
still above 1, which leads to the wrong conclusion that disinfection is not 
effective and is not able to control this infection. Therefore, only with 
the right estimation of decay rate parameter and transmission rate 
parameter can we predict interventions correctly. 

3. Discussion 

A better understanding of environmental transmission is of vital 
importance for assessing and predicting the impact of intervention 
measures. Although risk factor analysis has been widely used to assess 
the impact of interventions (Aiello et al., 2008; Cairncross et al., 2010; 
Liang et al., 2020), it has limitations in predicting future risks or risks 
under different scenarios. Hence, dynamic models have often been 
preferred (Woolhouse, 2011). However, dynamic models for environ-
mental transmission have difficulties in jointly identify underlying pa-
rameters. Therefore, this paper aims to improve the estimation for 
environmental transmission models by introducing a novel scaling 
method and using calculated exposure for a better understanding of 
environmental transmission and prediction of environmental 
interventions. 

Our novel scaling method uses a continuous decay rate parameter to 

distinguish more direct from more environmental transmission. A 
continuous decay rate aligns with the reality that direct and environ-
mental transmission lie along a continuum. Direct transmission can be 
seen as a special case of environmental transmission where pathogens 
have an extremely high decay rate in the environment (Cortez, 2021; 
Cortez and Duffy, 2021; Cortez and Weitz, 2013; Eisenberg et al., 2013; 
Espira et al., 2022). For example, droplets transmission, often seen as 
direct transmission, can be modelled as environmental transmission 
with pathogens decaying in a few minutes (Duives et al., 2021) In 
addition to the unification of direct and environmental transmission 
models, transmission model with this scaling method still provides the 
relative contribution of the environment and the direct contact to the 
transmission. 

In comparison, other studies usually assume two transmission routes 
when the environment is involved (Eisenberg et al., 2013; Towers et al., 
2018). One route accounts for the transmission when susceptible and 
infectious individuals are present at the same time, and another route 
accounts for environmental transmission routes (or so-called indirect 
routes) (Dekker et al., 2020; Eisenberg et al., 2013; Towers et al., 2018). 
However, with only infection data, the estimations might not represent 
the true mechanisms and reproduction ratio R (Lee et al., 2017). This 
can be understood intuitively by an example: an animal getting infected 
directly by licking another infectious animal cannot be distinguished 
from licking excreta that have been shed very recently by infectious 
animals (Almberg et al., 2011). Therefore, our method of unifying the 
undistinguishable two routes provides a good alternative to under-
standing the transmission mechanism. 

We show that our exposure-based estimation can jointly estimate 
transmission rate and decay rate parameters. In comparison, the 
commonly used trajectory-based estimation method failed to correctly 
identify the parameter values, as the true parameters often fell outside 
the confidence bounds. This confirms the findings of Lee et al. (2017) 
which also showed that this trajectory-based model cannot estimate 
back the transmission parameters and R. However, our study is the first 
to solve this issue by using a novel exposure-based estimation method in 
environmental transmission. In addition, our sensitivity analysis also 
showed the robustness of the exposure-based estimation and the limi-
tation that observations need to be frequent enough relative to the decay 
rate parameter (Supplement S2). 

The exposure-based method performs better because it makes use of 
autocorrelation by giving the correct weight to data from previous 
observation periods. One may argue that our infection data are simu-
lated with autocorrelation which is not a compulsory choice. The choice 
to model the transmission process in this way is based on the notion that 
the transmission process in real life is all about the correlation in time 
and space, due to the nature of the spread of infections and infectious 
particles in time and space. The number of new cases is assumed to 
depend on the actual number of infectious individuals in the previous 
time points through environments, which has been used in many sto-
chastic simulation models (Nixon et al., 2021; Widgren, Bauer, et al., 
2016; Widgren, Engblom, et al., 2016). 

This model assumes the independent action of each pathogen which 
means each pathogen has the same probability of infecting other in-
dividuals. The underlying dose-response function is the exponential 
function, as can be seen for example from the likelihood formula (6), 
while other dose-response functions such as linear, exact-Poisson, 
approximate beta-Poisson, and log-normal functions can be assumed 
but were not studied in this paper (Brouwer et al., 2017). The trans-
mission rate, decay rate and shedding rate parameters are assumed as 
constant in this model, while this is unlikely to hold for many environ-
mentally transmitted pathogens (Chin et al., 2020). Future research is 
needed for example for the parameterization of the nonconstant decay 
rate. 

Furthermore, we show how transmission models with correct 
parameter estimation can be extrapolated to predict interventions 
correctly. To illustrate this, we derived the formula to predict the 

Fig. 10. The effective reproduction ratio after disinfection(Rdisinfection)

under different disinfection frequencies. The different colour lines showed 
transmissions with different decay rate, but all the transmissions have the same 
basic reproduction ratio (R = 3). The intercept of Rdisinfection with the red dashed 
line (R = 1) represents the minimum required disinfection frequency to bring R 
below 1. 
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maximum disinfection impact on reducing the reproduction ratio. This 
prediction can provide important suggestions on infection control. For 
example, for pathogens with a high decay parameter in the environ-
ment, the disinfection alone may not be able to bring the Rdisinfection below 
1 regardless of high disinfection frequency. Thus, other interventions 
that target removing the infectious individuals from the environment 
such as quarantine or culling infectious animals are needed. On the other 
hand, for pathogens with a low decay parameter in the environment, the 
interventions such as test and removal, quarantine may not be able to 
bring R below one 1 and disinfection and environmental interventions 
that remove pathogens in the environment are of crucial. Only with the 
correct estimation of transmission rate and decay rate parameters, can 
we predict interventions correctly and select effective control measures. 
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