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A B S T R A C T   

Controlling non-point source pollution is often difficult and costly. Therefore, focusing on areas that contribute 
the most, so-called critical source areas (CSAs), can have economic and ecological benefits. CSAs are often 
determined using a modelling approach, yet it has proved difficult to calibrate the models in regions with limited 
data availability. Since identifying CSAs is based on the relative contributions of sub-basins to the total load, it 
has been suggested that uncalibrated models could be used to identify CSAs to overcome data scarcity issues. 
Here, we use the SWAT model to study the extent to which an uncalibrated model can be applied to determine 
CSAs. We classify and rank sub-basins to identify CSAs for sediment, total nitrogen (TN), and total phosphorus 
(TP) in the Fengyu River Watershed (China) with and without model calibration. The results show high similarity 
(81%–93%) between the identified sediment and TP CSA number and locations before and after calibration both 
on the yearly and seasonal scale. For TN alone, the results show moderate similarity on the yearly scale (73%). 
This may be because, in our study area, TN is determined more by groundwater flow after calibration than by 
surface water flow. We conclude that CSA identification with the uncalibrated model for TP is always good 
because its CSA number and locations changed least, and for sediment, it is generally satisfactory. The use of the 
uncalibrated model for TN is acceptable, as its CSA locations did not change after calibration; however, the TN 
CSA number changed by over 60% compared to the figures before calibration on both yearly and seasonal scales. 
Therefore, we advise using an uncalibrated model to identify CSAs for TN only if water yield composition 
changes are expected to be limited. This study shows that CSAs can be identified based on relative loading es
timates with uncalibrated models in data-deficient regions.   

1. Introduction 

Excess amounts of nutrients are lost from watersheds, causing the 
deterioration of water quality in rivers, lakes, and seas (Janssen et al., 
2017; Strokal et al., 2017; Tong et al., 2017a; Wang et al., 2020). 
Nutrient inputs to receiving water bodies can be divided into point 
sources and non-point sources. Point source pollution is relatively easy 
to manage because the source is discharged at one specific location, such 

as a sewage treatment plant. In contrast, non-point source (NPS) 
pollution is diffuse, making it difficult to observe and control (Chen 
et al., 2019; Li et al., 2019a; Tong et al., 2017b; Wang et al., 2019; Yang 
et al., 2019). Diffuse sources primarily include synthetic fertilizer, ani
mal manure, and uncollected human waste. NPS pollution is a severe 
threat to the global water environment because it contributes to exces
sive N and P loading, which is mainly driven by hydrological processes 
such as groundwater flow, rainfall, and streamflow (Hanjra and Qureshi, 
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2010; Peters and Meybeck, 2000). It is essential to study how to effec
tively decrease the risk of non-point nutrient loss in the hydrological 
cycle due to variations in climate and human factors that might affect 
water quality. 

Implementing management measures to reduce nutrient loss in the 
entire watershed is often infeasible from an economic perspective 
(Sharpley et al., 2011). However, in most watersheds, a small land area 
often causes a disproportionately large amount of pollution (Pionke 
et al., 2000; White et al., 2009). These areas, called critical source areas 
(CSAs), result from an interaction between transport and pollution 
source factors, such as locations with concentrated agricultural activities 
adjacent to the receiving water bodies (Ouyang et al., 2008; Pionke 
et al., 2000; Strauss et al., 2007). Agricultural non-point source pollution 
management should target these areas that pollute the most to increase 
economic feasibility. 

CSAs can be identified in different ways: (1) observation methods, 
(2) empirical methods, and (3) mechanistic model methods. First, 
observation methods directly measure pollution, which is challenging 
because the diffuse nature of NPS pollution, makes it difficult to observe 
(Pionke et al., 2000). Moreover, direct observations often require an 
ample workforce, material resources, and financial support. Second, 
empirical methods estimate the main nutrient source areas based on 
landscape and catchment characteristics (Andersen and Kronvang, 
2006; Drewry et al., 2009; Ghebremichael et al., 2010; Sharpley et al., 
2012), such as the phosphorus index (PI) method or the output coeffi
cient method (Tong et al., 2021; Wu et al., 2015). The PI method is used 
to assess the risk of phosphorus losses, including soil erosion and 
nutrient transport (Ou and Wang, 2008; Ros et al., 2019). The output 
coefficient method, meanwhile, calculates the amount of pollutants by 
multiplying each separate source with an empirical coefficient. Both 
methods are unsuitable for identifying CSAs; the former focuses on risks 
rather than actual losses (White et al., 2009), and the latter is known for 
large errors (Rudra et al., 2020; Wu et al., 2015). Third, mechanistic 
models simulate nutrient losses, and many researchers have used them 
to identify CSAs in watersheds, such as the Areal Nonpoint Source 
Watershed Environment Response Simulation (ANSWERS; Bouraoui and 
Dillaha, 1996), the Agricultural Non-Point Source Pollution (AGNPS) 
model (Han et al., 2010), the Generalized Watershed Loading Function 
(GWLF; Niraula et al., 2013), and the Soil Water Assessment Tool 
(SWAT; Neitsch et al., 2011). The use of mechanistic models can avoid 
most limitations associated with observation and empirical methods and 
can help identify and prioritize sub-basins for the cost-effective imple
mentation of management practices. An often-reported limitation of 
model methods is that they are highly dependent on observed data for 
calibration to obtain reliable simulations (Rudra et al., 2020). However, 
as identifying CSAs is based on the relative contributions of sub-basins to 
the total nutrient loads, it has been suggested that a model without 
calibration can also be used to identify CSAs. Niraula et al. (2012) have 
shown almost no change in CSA locations before and after calibration. 

The ability to apply uncalibrated models can be of great importance 
for regions with data that is limited or difficult to measure (Davies, 
2019; Janssen et al., 2019; Rozalis et al., 2010). While previous studies 
have already shown that uncalibrated watershed models can also iden
tify CSAs on a yearly scale, the consistency in locations of CSAs under 
different hydrological conditions, with and without calibration, remains 
unknown. CSAs can change spatial-temporally. For instance, it has been 
shown that warmer or cooler years and seasonal variability affect hy
drological conditions, thereby changing the locations of CSAs (Guo 
et al., 2020; Wei et al., 2016). Although previous research has shown 
that different climates and seasons affect CSA location, it remains un
clear whether these changes are consistent between model outputs 
before and after calibration. When the model parameters are systemat
ically adjusted over the entire watershed during calibration, the relative 
loadings of pollutants each sub-basin contribute may be affected (Rudra 
et al., 2020). Therefore, it is also necessary to study whether all 
sub-basins change similarly after calibration or whether some are more 

sensitive to parameter changes. 
Here, we aim to study the consistency of CSAs at the sub-basin scale 

under different hydrological conditions and explore the impact of model 
calibration on the identification of CSAs. This study hypothesizes that 
uncalibrated models can be used to identify CSAs on a basin scale both 
seasonally and yearly under different hydrological conditions because 
CSA identification is based on relative contributions. To confirm this 
hypothesis, we apply both calibrated and uncalibrated SWAT models to 
the Fengyu River Watershed as a case study. We then evaluate the 
changes in CSA locations and identify the important factors that affect 
the difference between calibrated and uncalibrated models. This study 
can provide helpful guidelines for CSA identification in data-limited 
regions through a better understanding of the effect of model calibra
tion on identifying CSAs. 

2. Materials and methods 

In our analysis, we 1) establish a SWAT model based on the available 
data and obtain the simulation results with and without model cali
bration; 2) compare the sub-basins’ contribution change, CSA location 
change, and the CSAs’ change in percentage before and after calibration; 
and 3) assess the uncalibrated model’s feasibility in identifying CSAs 
and investigate possible reasons for the infeasibilities. 

2.1. Study area description 

We use the Fengyu River Watershed as our case study. Its drainage 
area is 219 km2, and it forms one of the main water and nutrient sources 
of Erhai Lake, the second-largest plateau freshwater lake of Yunnan 
Province in Southwestern China (Fig. 1; Li et al., 2019b). Erhai Lake is 
the primary source of drinking water for the local people. Since the 
1980s, the human population has rapidly increased, and fast economic 
development has led to several ecological problems in Erhai Lake (Li 
et al., 2019a). The nutrient losses from agricultural production and 
domestic wastewater are directly discharged into the lake, resulting in 
water quality deterioration (Ji et al., 2017; Li et al., 2020; Peng et al., 
2018). The water quality of the lake became eutrophic in recent years, 
and it fluctuated between level II (suitable for fishing and bathing) and 
level III (a moderate level of eutrophication) water quality according to 
the Chinese standard (GB3838-2002, 2002). Large-scale cyanobacteria 
blooms occurred in Erhai Lake in 1996, 2003, and 2013 (Lin et al., 
2020). The Fengyu River Watershed is a typical agricultural sub-basin of 
the Erhai Basin. The watershed has an elevation of 2072 m–3623 m 
above sea level and contains many mountainous streams and springs. It 
has a subtropical monsoon climate with distinct dry and wet seasons. 
The annual average temperature is 13.9 ◦C, and the average yearly 
rainfall is 745 mm. The flood season is from June to October and ac
counts for about 85% of the annual rainfall (Li et al., 2019b). The 
agricultural calendar distinguishes between two seasons: an early season 
from October to April and a late one from May to September. During the 
early season, both the precipitation and temperature are relatively low, 
which is suitable for planting rape, broad beans, and wheat. During the 
late season, the rainfall is abundant, and temperatures rise, so staple 
food such as rice, corn, and a variety of vegetables can achieve a high 
yield. In the upstream part of the watershed, flue-cured tobacco is pri
marily grown in the late season. 

2.2. SWAT model setup 

Based on the digital elevation map (DEM), the Fengyu River 
Watershed is subdivided into 37 sub-basins, and each is further divided 
into HRUs. The key processes of SWAT occur on the scale of HRUs 
(Niraula et al., 2013). The SWAT input data is divided into geographical 
data, climatological data, and management data. The geographical data 
used to construct the SWAT model includes the DEM, the soil type map, 
the land use map, and the drainage system map. For each HRU, the 
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geometric features are defined. Climate data include precipitation, 
temperature, relative humidity, radiation hours, and wind speed data at 
the outlet monitoring station. Management data includes farmland 
management data and agricultural activities (Table S1). Each season’s 
agricultural activities are set for tillage, planting, fertilization, irriga
tion, harvest, and kill (Table S2). 

2.3. SWAT model 

SWAT is a semi-distributed model on a watershed scale. It is widely 
used to simulate water yield, sediment, nitrogen, phosphorus, and other 
substances over long periods and scenarios for different management 
practices (Neitsch et al., 2011). Nitrogen has two forms: organic and 
inorganic. Inorganic nitrogen is further separated into nitrate in the 
surface runoff, nitrate in the lateral flow, and nitrate in groundwater. 
Phosphorus calculation differs from that of nitrogen. It has three forms: 
organic phosphorus attached to sediment, inorganic phosphorus 
attached to sediment, and inorganic dissolved phosphorus in surface 
runoff. The basic unit used in the model is the hydrological response unit 
(HRU). Each sub-basin’s water yield and pollutant load is transported to 
the watershed outlet or between sub-watersheds through the drainage 
network. The runoff and nutrient load of each sub-basin is the combined 
sum of all HRUs. For a more detailed description of the SWAT model 
processes, we refer to Neitsch et al. (2011). 

2.4. Model calibration and validation 

According to the actual situation of the watershed, we selected 42 

parameters for calibration of flow, sediment, total nitrogen, and total 
phosphorus. Parameter sensitivity ranking, calibration, and validation 
results are presented in Table S3. We used the observed monthly 
streamflow, sediment, and water quality data of the watershed outlet 
monitoring station from January 2011 to February 2014 to calibrate and 
validate the model. As the whole study period covers three different 
years and two months, we decided to divide the study period into 2 
parts; the first half is used for calibration and the second for validation 
(Table S4). 

We applied the SUIF-2 optimization algorithm in SWAT-CUP 2012 
(Abbaspour, 2013) software to calibrate the 42 parameters following the 
standard procedure according to Arnold et al. (2013). More than 10 it
erations, each of which included 500–1500 simulations, were needed to 
obtain the final parameter range. In every iteration, we adjusted certain 
parameters to fit the actual situation. The Nash–Sutcliffe efficiency (NS), 
the coefficient of determination (R2), and the percentage bias (Pbias; 
Moriasi et al., 2015) were used as statistics to evaluate the model per
formance. The NS ranges from negative infinity to 1 and assesses how 
well the model-to-data plot fits the 1:1 line. R2 is used to measure the 
consistency of the trend between the measured data and the simulated 
value, and the Pbias is the ratio of absolute error (the difference between 
the measured data and the simulated data) to the measured value. The 
equations for the three measures are as follows: 

R2 =

⎡

⎢
⎣

∑n
i=1(Oi − O)(Pi − P)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Oi − O)
2

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Pi − P)2
√

⎤

⎥
⎦

2

(1) 

Fig. 1. The study area: (a) the location of Yunnan Province in China; (b) the location of the Fengyu River Watershed and Erhai Lake. The Fengyu River Watershed is 
one of the main water and nutrient sources within the Erhai Basin; (c) the Fengyu River Watershed, which is divided into 37 sub-basins. 
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NSE = 1 −

∑n
i=1(Oi − Pi)

2

∑n
i=1(Oi − O)

2 (2)  

Pbias=
∑n

i=1Oi − Pi
∑n

i=1Oi
× 100 (3)  

where Pi is the predicted (simulated) value for the constituent being 
evaluated, Oi is the observed (measured) value, P is the mean of the 
predicted value, O is the mean of the observed value, and n is the total 
number of observations. GNS is the objective function: 

GNS =
∑

wjNSj (4)  

where wj is the weight of each variable j. We set the overall performance 
of streamflow, sediment, TN and TP as the objective function and 
weighted each with, respectively, 1, 1.5, 1, and 1. Since sediment is 
more difficult to calibrate, we put it at a higher weight to obtain a higher 
GNS value. We used the criteria set by Moriasi et al. (2015) to evaluate 
the model performance qualitatively. We chose simultaneous calibration 
to optimize the four variables at the same time and obtained the best 
representation of the watershed model. We also used the SUIF-2 opti
mization algorithm from SWAT-CUP to conduct uncertainty analysis for 
the model simulations. The P-factor and R-factor for the 95% prediction 
uncertainty band obtained from SUFI-2 were used to evaluate model 
uncertainties for streamflow, sediment, and nutrient load simulations. 
The P-factor is the percentage of the observed data bracketed by the 95% 
uncertainty band, and the R-factor is the normalized width of the band 
(Chen et al., 2017; Du et al., 2019). If the P-factor is closer to 1, and the 
R-factor is closer to 0, it indicates that there is less uncertainty for the 
model simulation. We ran the calibration and validation periods for each 
variable with initial parameter ranges for each with 1000 simulations. 
After fixing the optimal parameters of runoff, we ran the sediment and 
then fixed the parameters of the sediment to run TN and TP. 

2.5. Zonation method for CSAs 

For the zonation of CSAs, our study divided sub-basins into five 
classes using the cumulative curve method (Guo et al., 2020; see 
Fig. S1). The cumulative curve method was used to classify the cumu
lative relative sediment and nutrient load of sub-basins into fixed in
tervals at both yearly and seasonal scales. We identified CSAs in two 
steps. In the first step, we used the sediment and nutrient load intensity 
of 37 sub-basins. Nutrient load intensity is defined as the sub-basin’s 
sediment and nutrient output in mass per time unit divided by the sur
face area of sub-basins. The sub-basins’ load intensity was sorted from 
large to small. In the second step, we calculated the cumulative load 
based on the sediment and nutrient load from each sub-basin. Nutrient 
load is defined as the sub-basin’s sediment and nutrient output in mass 
per time unit. We utilized 20%, 40%, 60%, and 80% as the relative 
dividing points to divide the sub-basins into five risk level zones. The 
first two classes (the top 0%–40%) were defined as high-risk areas; the 
third class areas were defined as potential risk areas (the top 40%–60%); 
and the last two classes (60%–100%) were defined as low-risk areas. 
CSAs are those areas that fall within the high-risk and potential risk 
categories. 

Since CSAs change spatially-temporally (Guo et al., 2020; Uribe 
et al., 2020; Wei et al., 2016), we aimed to identify how different hy
drological conditions can affect CSAs at seasonal scales, as well. The 
analysis of the hydrological conditions could lead to an understanding of 
the inter-relationships among meteorological, surface- and 
ground-water, and physical and biological factors that influence the 
flow, quality, and/or timing of water (McLaughlin, 1997). Furthermore, 
the concept of hydrological conditions can also be an expression of 
changes in the magnitude, direction, and rate of different hydrological 
phenomena. Analyzing the changes of CSAs under different hydrological 

conditions is helpful for managers to control the NPS pollution in a 
watershed. 

First, we analyzed the CSAs at a yearly scale and differentiated be
tween wet, normal, and dry years. Hence, the frequency analysis method 
(Liu et al., 2020) was used. With this method, the hydrological P-III 
Frequency curve was created based on rainfall data from 2011 to 2017 
(Table S5). Using the P-III curve (McMahon and Srikanthan, 1981), wet 
years, normal years, and dry years were defined respectively as the 0%– 
25% frequency, 25%–50% frequency, and 50%–75% frequency, 
respectively. Following this method, 2011 was a dry year, 2012 was a 
normal year, and 2013 was a wet year. Next, we analyzed CSAs on a 
seasonal scale and differentiated between flood seasons (June–October) 
and non-flood seasons (November–May). Accordingly, we had six hy
drological conditions for the seasonal scale: dry year, flood season; dry 
year, non-flood season; normal year, flood season; normal year, 
non-flood season; wet year, flood season; and wet year, non-flood sea
son. Each hydrological condition had 37 nutrient load simulations for all 
sub-basins, as we divided the Fengyu River Watershed into 37 
sub-basins. To ensure the consistency of evaluation criteria, we evalu
ated the sub-basins together. Ultimately, we had 37 sub-basins with six 
hydrological seasons equaling 222 values. 

2.6. Comparison and statistical analysis method 

We compared the uncalibrated model results with the calibrated 
model results in three steps. First, the relative load contributions of the 
sub-basins calculated by the uncalibrated model were plotted against 
the contributions in the calibrated model. With the resulting plot, we 
could identify the differences between the calibrated and uncalibrated 
models. To compare differences in sub-basins before and after calibra
tion, we included Kendall’s tau-b correlation coefficient (τ) using the 
Statistical Product and Service Solutions 25 (SPSS 25) software (Arndt 
et al., 1999). Kendall’s tau-b correlation coefficient (τ) is a statistical 
method used to measure the ordinal association between two measured 
quantities (Kendall, 1938); it ranges between − 1 and 1. If τ > 0, the two 
variables are positively correlated, and τ < 0 indicates a negative cor
relation. The larger the absolute value of the correlation coefficient, the 
closer the correlation between the two variables (Bazyar et al., 2016). 
The strength of the correlation was considered perfect if τ = 1. We 
defined 0.7 ≤ τ < 1 as a strong correlation, 0.5 ≤ τ < 0.7 as a moderate 
correlation, and 0.3 ≤ τ < 0.5 as a weak correlation, following the study 
of Bazyar et al. (2016). Second, we visualized the changes by mapping 
the three CSA classes (high risk, potential risk, and low risk) to see the 
changes in CSA locations. As a third step, we made a comparison table to 
identify the similarities between the two calibrated and uncalibrated 
models. The comparison table is inspired by the confusion matrix 
(Stehman, 1997) and presents a two-by-two matrix indicating the per
centages of similarities and dissimilarities between CSAs and non-CSAs 
before and after calibration (Table S6). If the sum of the ‘both CSAs’ and 
‘both non-CSAs’ sub-basin number fell within the range of 90%–100%, 
we categorized the usage of the uncalibrated model to identify the CSAs 
as ‘good’, while a range from 75% to 90% was considered ‘satisfactory’, 
and <75% was ‘unsatisfactory’. 

3. Results 

3.1. Model simulations for streamflow, sediment, and nutrient loads 

To compare the calibrated and uncalibrated model results, we first 
calibrated the model. Table S4 shows the model’s performance after 
calibration for both the calibration and validation periods. The R2 and 
NSE of almost every variable reached a degree of at least satisfactory 
according to Moriasi et al. (2015), while the Pbias did not always reach 
this level. Since we paid more attention to the relative changes in 
sub-basin output before and after calibration, the whole performance of 
the simulation is acceptable and can be used in the study area. Statistics 
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regarding the model uncertainties of calibrated and uncalibrated models 
for streamflow, sediment, TN, and TP can be seen in Table S7. Regarding 
streamflow simulation uncertainty, 79%–93% of the measured data 
were bracketed by the 95% uncertainty band during the simulation 
period, and the R-factor (1.15–1.36) was within an acceptable range. For 
sediment, 65% of the observed data were bracketed by the 95% uncer
tainty bands, and the R-factors for both calibration and validation pe
riods were less than 1. Both of the 95% observed data for TN and TP 
loads were bracketed by the 95% uncertainty band for the calibration 
period, and the R-factors were 1.36 and 1.04 for TN and TP, respectively. 
For the validation period of TN and TP, the P-factors were 47%–72% for 
TN and TP, and the R-factors were less than 1. 

Fig. S2 shows monthly data for streamflow, sediment, TN, and TP for 
the whole study period. The observations and simulations are close and 
show the same dynamics. We adjusted the hydrological process and 
peaks by calibration, resulting in large Pbias values. For all variables, 
there is a clear peak around August every year. For TN, there are two 
peaks: one smaller peak occurs around April, and a larger peak occurs 
around August. In addition, Fig. S3 shows that each of the four variables 
had lower peaks in the dry year (2011) compared to the normal (2012) 
and wet year (2013). 

The output of the monthly variable simulation is consistent with the 
rainfall pattern; the highest loads are in flood seasons (see Fig. S3). 
However, there are some differences, mainly in the timing of the peaks. 
The peak of streamflow, sediment, TN, and TP is one month later than 
the rainfall peak. During the flood seasons, the order of the highest 
monthly load simulations are: dry year < normal year < wet year. The 
difference between the peaks of rainfall and the four variables makes the 
calibration difficult. Both the observation data of the monitoring station 
and the model output present uncertainties, and the influence of rainfall 

and other input data on the simulation results should also be taken into 
account. 

3.2. Identifying CSAs of sediment and nutrient loads on an annual scale 

To determine how the contributions of sediment and nutrient loads 
from each sub-basin changed before and after calibration on a yearly 
scale, the average values from 2011 to 2013 were compared (Fig. 2). 
Ideally, the contributions of the sub-basins to the total loads would fit 
the 1:1 line. The larger the change of the sub-basins’ contribution after 
calibration, the further the distance of points from this line. According to 
the position of these points on the coordinate axis, a regression equation 
was fitted for sediment, TN, and TP. R2 represents the goodness of fit of 
the regression equation. Fig. 2a shows how the calibration process in
fluences the contribution of the sediment load in the sub-basins. The 
points are positively correlated, with R2 = 0.78, indicating that there is a 
good relationship between the sediment load contributions before and 
after calibration. For TN (Fig. 2b), the points also form a positive cor
relation but are more scattered (R2 = 0.48). This indicates that, to a 
certain extent, the TN contribution may change based on the calibration. 
The total correlation of the TN contribution is close to the 1:1 line. For 
TP, all points are concentrated around the 1:1 line, forming a good linear 
relationship (R2 = 0.96; Fig. 2c). In statistics, the Kendall rank corre
lation coefficient showed that the sub-basins’ contribution for TP, TN, 
and sediment shows a significant correlation between calibrated and 
uncalibrated models (p < 0.001). TP and sediment are strongly corre
lated (TP: τ = 0.89; sediment: τ = 0.76), and TN is moderately correlated 
(τ = 0.61). This shows that the calibration process has less effect on the 
simulated contribution of TP and sediment load than that of TN in each 
sub-basin. 

Fig. 2. Fengyu sub-basin contributions (%) to annual loads before and after calibration: (a) for sediment, (b) for TN, and (c) for TP.  
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Fig. 3 shows the location of CSAs in different classes. Here, we focus 
on the first three levels of the CSA classifications. For sediment, most 
CSA locations before and after calibration are similar. Sediment CSAs 
are mainly concentrated in the north and middle parts of the watershed. 
For TN, before calibration, most CSAs appeared in the north and middle 
parts; after calibration, the major loads of TN were concentrated in 
fewer sub-basins in the middle part of the watershed. All CSAs for TN 
after calibration overlapped with those before calibration, but compared 
to the uncalibrated model, half of the CSAs were not identified after 
calibration. The level of CSAs for TN also changed notably after cali
bration. Calibration changed the locations and levels of the CSAs for TP 
very little. We can see that the classification of TP CSAs is consistent 
before and after calibration. In sum, Fig. 3 shows that, on a yearly scale, 
the locations of CSAs for sediment and TP that appear after calibration 
are similar to those before calibration. For TN CSAs, the number of areas 
decreased considerably after calibration, but those remaining after 
calibration overlapped with the uncalibrated results. 

The comparison matrix (Table 1) shows the similarities of sub-basin 
classification in CSA numbers and locations. For sediment after cali
bration, 19% of the sub-basins changed from CSAs to non-CSAs or vice 
versa, and 81% of the sub-basins did not change to be CSAs or non-CSAs. 
No new CSAs for TN and TP were identified after calibration; the number 
only decreased. Of the sub-basins for TN, 27% transformed from CSAs to 
non-CSAs (this equates to a 62% reduction in TN CSAs after calibration), 
and 10% of the sub-basins for TP transformed from CSAs into non-CSAs. 
In total, the unchanged sub-basins of CSAs or non-CSAs for TN and TP 
were 73% and 90%, respectively. The calibration process has less impact 
on sediment and TP CSA identification compared with TN. 

3.3. Identifying CSAs of sediment and nutrient loads on a seasonal scale 

Fig. 4 shows how the sub-basins’ contributions changed before and 
after calibration on a seasonal scale. The three figures show the contri
butions of the three variables in six hydrological conditions. On the 
seasonal scale, the goodness of fit of the regression equation for each 
variable performed less well than the annual scale, as R2 is less than the 
yearly scale. As Fig. 4 shows, there are seasonal differences in the con
tributions of the sub-basins, as most that have larger values for load 
contribution correspond to the flood season. However, for TN after 
calibration, some sub-basins in the non-flood season tend to have a 
higher load contribution than before calibration (see the grey, blue, and 
dark blue dots in Fig. 4b). The points for TN are scattered more than 
sediment and TP, and TP has a higher R2 (0.86) than sediment (0.74) 
and TN (0.30). The correlation analysis showed that the sub-basins’ 
contributions of sediment, TN, and TP before and after calibration were 
still significantly correlated at the seasonal scale. The correlation co
efficients, in descending order, are TP (τ = 0.79), Sediment (τ = 0.66), 

Fig. 3. Nutrient and sediment loads from Fengyu sub-basins, as calculated by the calibrated and uncalibrated models (the first-level CSAs are in red; second-level 
CSAs are in orange; and the potential pollution source areas are in yellow). 

Table 1 
Percentage (%) difference before and after calibration in model results for nu
trients (TN and TP) and sediment loads for CSAs and non-CSAs (yearly results).  

After Calibration 
Before 
Calibration 

Sediment TN TP 

CSAs Non- 
CSAs 

CSAs Non- 
CSAs 

CSAs Non- 
CSAs 

CSAs 30 5 16 27 22 10 
Non-CSAs 14 51 0 57 0 68  
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and TN (τ = 0.45). After calibration, the contribution of TN by sub-basin 
in non-flood seasons shows larger values, this change scatters the points 
and reduces its correlation on the seasonal scale. 

We marked the seasonal CSA locations of each variable on the map 
(Fig. 5). The results of the CSAs regarding sediment show few differences 
between the calibrated and uncalibrated model results. All the CSAs only 
appear in the flood season, and the locations are similar to the yearly 
scale. For TN, before calibration, all CSAs are present in flood seasons. 
They are mainly concentrated in the normal and wet years with the same 
sub-basin locations. However, after calibration, CSAs are more evenly 
distributed over the seasons. The CSAs for TN after calibration are 
distributed in the middle of the watershed and in almost the same lo
cations in each hydrological season. For TP, all the CSAs tend to appear 
in the flood season; however, the number of CSAs is less than that of the 
uncalibrated result. When we compare the locations of the CSAs for TP, 
it is clear that the locations before and after calibration are similar. 
Furthermore, the classification of most CSA sub-basins is also consistent. 

Table 2 is a comparison table on a seasonal scale. It shows that most 
sub-basins remained as CSAs or non-CSAs. For TP, 7% of the sub-basins 
became non-CSAs after calibration. The other 93% (7% for ‘both CSAs’ 
and 86% for ‘both non-CSAs’) of sub-basins did not change. For sedi
ment, the CSA locations and numbers were almost the same before and 
after calibration (with a similarity of 90%). The table shows that 10% of 
the sub-basins are identified as sediment CSAs by both calibrated and 
uncalibrated models, and 80% were non-CSAs by both models. Addi
tionally, 5% of sub-basins were solely identified as sediment CSAs by the 
uncalibrated model, and 5% of sub-basins for sediment were identified 
as CSAs after calibration but not before calibration. For TN, the sub- 
basins changed significantly between CSAs and non-CSAs (16%). This 
means that the CSAs for TN decreased by 56% after calibration and 
added about 43% new sub-basins in the non-flood season, which 

indicates that the uncalibrated model is less accurate in identifying CSAs 
for TN. There are four forms of nitrogen from three sources. To explore 
the reasons for the changes in CSAs after calibration in non-flood sea
sons, we calculated the sources of total nitrogen in non-flood seasons 
before and after calibration. After calibration, we found that the 
contribution of NO3

− in groundwater to TN increased substantially: the 
contribution of groundwater flow to nitrogen changed from 2% of the 
total nitrogen flow in the non-flood season before calibration to 34% 
after calibration. 

4. Discussion 

This study took the Fengyu River Watershed as a case study to 
explore whether a model without calibration could effectively identify 
CSAs for sediment, TN, and TP. We discuss our results from the cali
bration of the SWAT model, the relative contribution of sub-basins to 
nutrients and sediment load, the differences in CSA locations between 
the calibrated and uncalibrated models, and the percentage change for 
CSAs and non-CSAs; we also examine possible explanations. Subse
quently, considerations about whether the uncalibrated model can be 
used to evaluate CSAs in watershed water management are presented. 

4.1. Model calibration and performance 

We started our research with model calibration on the four variables 
(streamflow, sediment, TN, and TP). With the outcomes, we aimed to 
identify the overall effect of calibration visually and statistically. First, 
the observation and simulation values are close to each other. According 
to the visible match between the lines, it is clear that the dynamics and 
the peak timing sometimes differed but did so in an acceptable range. 
Second, given the good values for the R2 and NS, the calibration results 

Fig. 4. Fengyu sub-basin contributions to seasonal loads before and after calibration: (a) for sediment, (b) for TN, and (c) for TP.  
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are also acceptable, especially since this study mainly focuses on relative 
values. However, in 2013, the rainfall peak was in July, while the four 
variables’ peaks were all in September, which the calibrated model did 
not capture well. In the calibration process, we adjusted the runoff pa
rameters to reduce the contribution of surface runoff and increase the 
contribution of groundwater compared to the uncalibrated model, 
thereby reducing the contribution of rainfall to runoff. It is also 

important to note that our study only concerns a period of three years. 
According to probability theory, a smaller sample may lead to more 
errors (Kraaikamp and Meester, 2005; Yao and Gao, 2015, Shang et al., 
2012, Yuan et al., 2019). Other studies based on SWAT in the Erhai Basin 
have also shown that a limiting the number of years included in the 
calibration (e.g., Shang et al., [2012]Shang et al., [2012]) results in a 
lower agreement between observation and simulation than when more 

Fig. 5. Classification of sediment, TN, and TP loads from each Fengyu sub-basin based on the calibrated and uncalibrated models (the first-level CSAs appear in red; 
second-level CSAs are in orange; and potential pollution source areas appear in yellow). (For interpretation of the references to colour in this figure legend, the reader 
is referred to the Web version of this article.) 
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years are used (e.g., Yuan et al., [2019]Yuan et al., [2019]). 

4.2. Contribution of each subbasin 

To investigate the effect of calibration on sub-basins’ contribution 
changes, we compared the sub-basins’ relative contribution to the loads 
before and after calibration (Figs. 2 and 4). Both figures show that the 
TN contribution changed significantly. In the SWAT model, the load of 
TN is calculated as the sum of organic nitrogen and inorganic nitrogen 
(including nitrate in the surface runoff, nitrate in the lateral flow, and 
nitrate in groundwater). In the calibration process, we adjusted the 
proportion of each source in the streamflow. With this approach, the 
contribution of groundwater exceeded the surface runoff and lateral 
flow; this is why the CSAs changed more after calibration. However, sub- 
basins with a higher TN contribution before calibration, may maintain 
high contributions after calibration. For sediment, the sub-basins’ 
contribution points before and after calibration are close to the 1:1 line, 
forming a better linear relationship. However, sediment is greatly 
affected by surface runoff and is less related to groundwater. This may 
explain why calibration changes some locations for sediment to a certain 
extent. For TP, the model predicted similar sub-basins contributions 
independent of whether it was calibrated. This could be explained by the 
higher importance of the surface water flow of TP compared to the 
importance of groundwater for TN. The sources of TP are mainly carried 
by surface runoff and the channel itself. Thus, TP output also showed 
limited changes at the yearly and seasonal scales due to calibration. 

4.3. The use of uncalibrated models to identify CSA locations 

In our study, CSAs changed spatial-temporally, which is consistent 
with the results of other studies (Guo et al., 2020; Shrestha et al., 2021; 
Uribe et al., 2020; Wei et al., 2016). Here, we explored whether SWAT 
without calibration can be used to identify CSAs. Our results indicate 
that using an uncalibrated model to identify CSAs for TP is reliable, and 
for sediment, it is sufficient. Using uncalibrated models for TN seems 
inadvisable in our case. Niraula et al. (2012) have concluded that an 
uncalibrated model can be used for TN, as well. This conclusion may 
result from the fact that their study area is less affected by groundwater, 
leading to more homogeneous conditions. Moreover, we differentiate 
among seasons, while Niraula et al. (2012) identified CSAs over the 
course of the year, which also led to less variation. There are other 
differences between our study and that of Niraula et al. (2012), as well. 
First, the spatial scale of Niraula et al. (2012) is based on the HRU scale. 
For water management, our approach using the sub-basin scale is 
convenient for implementing management practices to control water 
quality. Second, the CSA classification is different. Niraula et al. (2012) 
defined the top 20 HRUs as CSAs, but our study uses different levels of 
CSAs, classifying sub-basins as contributing to the top 20%, 40%, and 
60%. We argue that the choice of CSAs is arbitrary and depends on the 
level of detail required. 

With respect to the number of sub-basins that are CSAs before and 
after calibration, we found that, at the yearly scale, the number of CSAs 
for TN and TP decreased by 27% and 10%, respectively (Table 1), after 
calibration. For sediment, TN, and TP, the seasonal scale showed that 
90%, 84%, and 93%, respectively of sub-basins did not change their 

status for CSAs and non-CSAs combined. Although this result seems 
satisfactory, we note that the majority of the basins belongs to the non- 
CSAs. Therefore, changes in CSAs may not be fully reflected in the 
combined percentage of unchanged values because they are biased to
wards the non-CSAs. When focusing purely on total changed CSAs, 
sediment and TP performed well. 

4.4. Potential factors that could affect differences between model 
predictions 

Here, we used a single model with the same input but changed pa
rameters by calibration. Accordingly, we saw a change in CSA locations. 
CSAs can change for other reasons, too, though. For example, changes in 
model input or model structure may also result in different CSAs. For 
example, Evenson et al. (2021) used four versions of SWAT and one 
version of SPARROW and showed different CSAs. 

The initial thresholds of all parameters and the optimal parameters 
after calibration are shown in Table S3. Streamflow is mainly derived 
from surface runoff, lateral flow, and return flow. Before calibration, the 
default model indicates that the groundwater flow may be low. There
fore, parameters related to the production of flow were manually 
adjusted based on automatic calibration. Calibration mainly reduces 
surface runoff, increases soil infiltration capacity and vegetation tran
spiration, and increases the proportion of groundwater flow. 

The river channel and groundwater flow are the sources of sediment 
load, but they do not contribute much to total sediment production. 
Sediment mainly comes from soil loss caused by surface runoff. Surface 
runoff mainly occurs in the flood season when rainfall is concentrated, 
so the calibrated sediment yield is also concentrated then. The SWAT 
model calculates soil loss using the universal soil loss equation (USLE). 
The two parameters, USLE_C and USLE_P, in the USLE equation are 
relatively sensitive (ranked 4 and 2 of the 42 parameters), which 
reduced the overall sediment yield of the calibrated sub-basin. The 
SWAT model calibrates by adjusting each HRU’s sediment yield. The 
number and types of HRUs in each sub-basin are different. Therefore, the 
contribution of sub-basins’ sediment yield partly differs after calibra
tion; even the overall sediment yield of all sub-basins decreases. 

The parameters related to nitrogen and phosphorus are mainly 
related to the transport and transformation process of different forms of 
nitrogen and phosphorus and the ratio of adsorption to sediment. 
Therefore, beyond the overall reduction after calibration, there are also 
differences between sub-basins. In addition to surface runoff, the main 
source of total nitrogen is groundwater flow. Model calibration can in
crease the proportion of groundwater flow, and changes in the contri
butions of surface runoff and groundwater flow to streamflow on an 
annual scale have limited effects on sediment and nutrient output. 
However, when we divided the data into the flood season and the non- 
flood season, the difference became apparent. This is because the main 
contribution to streamflow in the flood season is surface runoff, and the 
main contribution to streamflow in the non-flood season is from 
groundwater flow. Therefore, after calibration, sediment and TP have 
almost no CSAs in non-flood seasons, while TN has CSAs in non-flood 
seasons because groundwater flow provides a pathway for TN then. 

4.5. Implications for management 

Our results can provide a different view of watershed management 
on both the yearly and seasonal scales. On the yearly scale, the majority 
did not change in terms of CSA identification before and after calibra
tion. Managing the water quality in the watershed can rely on these 
unchanged sub-basins because the focus and investments concern those 
regions that pollute the most while omitting non-CSAs. Moreover, none 
of the non-CSAs for TN became CSAs after calibration, which is also 
beneficial for management, as this procedure will not omit CSAs that the 
uncalibrated model indicates are non-CSAs. Following similar 
reasoning, the uncalibrated model can identify most CSAs for sediment. 

Table 2 
Percentage (%) difference before and after calibration in model results for nu
trients (TN and TP) and sediment loads for CSAs and non-CSAs (seasonal 
results).  

After Calibration 
Before 
Calibration 

Sediment TN TP 

CSAs Non- 
CSAs 

CSAs Non- 
CSAs 

CSAs Non- 
CSAs 

CSAs 10 5 7 9 7 7 
Non-CSAs 5 80 7 77 0 86  
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However, using an uncalibrated model to identify sediment CSAs runs a 
risk of managing the wrong regions. For TP, management could rely 
more on the uncalibrated model then for sediment. 

For the seasonal scale, sediment load in the sub-basins in the non- 
flood seasons is very low, and higher values only appear in the flood 
seasons. Since the Fengyu River Watershed should reduce the sediment 
load, sediment management should focus on flood seasons and wet years 
in which rainfall events and stormflow occur. For TN, seasonal rainfall 
determines the number and level of the CSAs in the uncalibrated model. 
Therefore, CSAs are only present in flood seasons and are lacking in non- 
flood seasons in the uncalibrated model. However, the calibrated model 
shows CSAs in both flood and non-flood seasons, with a similar pattern 
between the two. Therefore, there is no need to calculate CSAs on the 
seasonal scale for TN. If CSAs are calculated with the uncalibrated 
model, the results seem useful for management for the flood season only 
For sediment and TP, the situation is different. In both the uncalibrated 
and calibrated models, the load is high in rainy seasons. Therefore, all 
the CSAs were identified independently by the calibrated and uncali
brated models, and management can thus rely on uncalibrated results on 
the seasonal scale for sediment and TP. To improve the management 
value of CSAs identified by uncalibrated models, future studies should 
include high-resolution databases, long time series with observed data, 
and rainfall and streamflow with a similar trend. Moreover, by 
providing more case studies, we can improve our knowledge of uncali
brated model results to identify CSAs in management. 

5. Conclusions 

Our study used the SWAT model to verify the feasibility of using the 
uncalibrated model to identify CSAs. We considered six different hy
drological conditions that reflected the inter-annual and seasonal vari
ations to investigate the differences between CSAs identified with the 
calibrated and uncalibrated models. Overall, our results showed that the 
modelled nutrient loads can substantially change after model calibra
tion. The locations of CSAs for sediment, phosphorus, and nitrogen 
under different hydrological conditions and the changes of CSAs before 
and after calibration successfully captured the yearly and seasonal dif
ferences. For sediment and TP CSAs, more than 90% of the sub-basins 
remain CSAs or non-CSAs before and after calibration achieved ‘good’ 
similarity results. TN had a lower similarity than TP and sediments, and 
TN CSAs showed acceptable results on both yearly and seasonal scales. 
The model results suggest that water yield composition is changed by 
calibration with an increase in the surface runoff and a decrease in the 
groundwater flow. The groundwater flow’s contribution to nitrogen 
increased substantially in the non-flood season after calibration, leading 
to TN CSAs appearing in the non-flood season. Our calibrations resulted 
in large adjustments to the water balance. In situations when the water 
yield composition changes are limited, the performance of TN could 
improve. For sediment and TP, their loads are mainly related to surface 
runoff. The water yield adjustments did not influence the TP and sedi
ment load. Our results suggest there is a relative agreement between the 
two calibrated and uncalibrated models in identifying CSAs. For further 
research, we recommend focusing more on multiple sources when using 
an uncalibrated model to identify nutrient CSAs, as nutrients such as TN 
from different sources would contribute differently after calibration. 
Moreover, the effect of groundwater flows in the identification of CSAs 
should be considered when using uncalibrated models. 
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