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A B S T R A C T

In the field of healthcare, as well as many others, textual descriptions of events are logged. With the use of
Natural Language Processing (NLP), these texts are used to train event prediction machine learning algorithms.
In this review the aim was to assess the state-of-the-art within current literature concerning prediction of events
on textual records. Thus, this study follows a standard Systematic Literature Review (SLR) process. Primary
articles are selected from PubMed, IEEE and WebOfScience with a search query, and then exclusion and quality
assessment criteria are used to select the articles that are relevant to this study. Published performance metrics
for the prediction algorithms used in the studies were then extracted from the included articles and used to
assess the different methods. The general-purpose neural network algorithms: Convolutional Neural Networks
(CNNs), Long Short-Term Memory (LSTM) and Conditional Random Fields (CRF) demonstrate the highest
F1-scores amongst all the methods in this review, of 98.5%, 98% and 90.13% respectively. The algorithms
that were designed specifically for NLP such as word2vec and BERT also performed well with F1-scores of
88.93% and 91.50%. This review does not give a comparison between methods but gives an indication about
which machine learning methods perform well according to the authors of the selected studies. Not enough
performance results are published under comparable circumstances to give conclusive results about which
methods perform the best. More research needs to be done in comparing algorithms on the same dataset to
proof the performance of the methods.
. Introduction

In the healthcare industry, patient information is typically stored
s natural language text. In hospitals and other care institutions, de-
criptions and recommendations of the care given to patients is written
own by caregivers, and subsequently stored in electronic healthcare
ecords (EHR). These information sources are straightforward for hu-
an use, but the semi-structured nature of the content and the ad-hoc

ashion in which it is constructed makes it a challenge for computers
o process [1–3]. The field of computer science that focuses on making
omputers understand language, is referred to as natural language
rocessing (NLP). In NLP, computational models are constructed to
nfer information and context from written or spoken text. Within the
LP research field, the last ten years have demonstrated a significant
dvancement towards the automated extraction and machine-driven
nterpretation of information stored in vast text datasets [4–6]. Because
f the continuing research into NLP, the best performing methods are
onstantly changing. On top of that, there are many different tasks that
LP models are built for, and each model performs differently at each

ask.

∗ Corresponding author.
E-mail addresses: oscar.hoekstra@wur.nl (O. Hoekstra), will.hurst@wur.nl (W. Hurst), joep.tummers@wur.nl (J. Tummers).

In this study, an investigation is presented into the automated event
prediction from medical textual data. Event prediction is the process
of estimating the chance an event will happen in the future [7]. If
events in the healthcare sector could be predicted; this could be used
to influence care given and therefore improve overall healthcare. As
text is an unstructured, the link between an event and the situation
that led to that event can be a challenge to connect [8–11]. If this
process is automated, there are core benefits in (for example) the
healthcare industry, where caregivers report what has happened with
their patients. With the use of automated event prediction, medical
emergencies could possibly be predicted and, potentially, prevented.

Different machine learning (ML) methods are better in diverging
situations, and within event prediction there is not one set method
that can always be referred to as ‘the best’. Thus, the goal of this
study is to investigate the ML methods that are most employed in
event prediction applications in the field of healthcare, and which can
provide the optimal predictions consistently. To increase the size of this
study, methods from other fields that could be used in healthcare are
also considered. Therefore, the investigation extends to all available
literature in all fields of study in order to research the state-of-the-
art methods for predicting events from text by means of a Systematic
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Literature Review (SLR). Most previous SLRs into similar subjects have
focused on extraction and classification of events from text [12–15].
There have been some examples of event prediction literature reviews,
but these focus on a single type of prediction or data source, such
as stock market predictions from news articles [16]. The goal of this
study is to discuss the optimal performing event prediction methods
for textual records. The following research questions were constructed
to be able to meet the objective of our research, as described above.
(1)

RQ1: What is the state of the Art within current literature concerning
prediction of events based on textual records? (2)

RQ1.1: How is machine learning used to predict events from textual data?

RQ1.2: Which machine learning methods used for event prediction achieve
the highest performance?

As such, this article provides the following contributions. Firstly,
a discussion is provided on the optimal performing event prediction
methods for textual records, by means of an SLR; Secondly an in-
vestigation of related articles is put forward, from which (thirdly) a
presentation of the findings in discussion and visual format is provided.
The process of this SLR is conducted according to the guidelines set
by Kitchenham et al. [17]. These guidelines are targeted at software
engineering research and are adapted from the guidelines used in
medical research set by Cochrane Collaboration [18]. The process of
the review protocol will be described in the Section 2: Methods. After
that the results will be shown in Section 3, followed by a discussion in
Section 4 and a Conclusion in Section 5.

2. Methods

In adherence to the guidelines presented by Kitchenham et al. [17],
this SLR was undertaken in 5 consecutive steps. These steps are shown
in Fig. 1. As a first step, a search strategy, including a search query,
was developed iteratively by reviewing related articles and their cor-
responding keywords. In the second step, a set of study exclusion
criteria were constructed, and then used to filter out literature that
was unusable or unrelated to the subject. Then, to exclude literature
that is directly unrelated to the work, a quality assessment method was
designed. The fourth step involved creating a data extraction form to be
able to extracts all important information out of the remaining articles.
The fifth step, a data synthesis, summarized the extracted information
into the results shown in Section 3.

2.1. Search strategy

To select literature relevant for answering the research questions, a
search was performed in three bibliographic databases: PubMed, IEEE
Xplore and Web of Science. These databases are selected to obtain
literature from a widespread source aligning to the project scope.
PubMed was identified since it focuses predominately on health and
medical science. IEEE Xplore was used as it focusses on computer
science, of which machine learning is an applied field of technology.
Web of Science was used as it is a more general database covering
material potentially omitted from IEEE Xplore and PubMed.

The search query (1) was designed in such a way that it could
be transferred between the different databases. No additional filtering
in each of the search engines was applied. The search query was
performed on All Metadata.

((Text* (record OR data OR archive OR report OR dossier OR account))
AND (NLP OR ‘‘natural language processing’’) AND ((machine OR
deep) learning) AND (((event OR occurrence OR incident) (predict* OR
forecast OR foresee OR foretell OR anticipat* OR estimat*)) OR (time
to event*) OR (survival analysis))) (1)
2

Fig. 1. Review protocol adapted from Kitchenham et al. [1].

2.2. Exclusion criteria

In line with the SLR methodology, to further select relevant studies,
exclusion criteria are employed. The goal of the exclusion criteria was
to exclude studies, of which, the subject was not relevant for the study
objective. First, each abstract was read. If any of the criteria described
in Table 1 were met for a study, it would be excluded from the SLR. To
decrease the likelihood of bias, the selection criteria were established
after 15 randomly selected trial articles were independently reviewed.
After discussion of the selected exclusion criteria by each of the 3
authors, an interrater agreement of 80% was reached.

EC 4–6 were included to exclude articles that were selected from
the query, but which were not according to the objective of this SLR.
A significant volume of articles discuss machine learning, but often
the technology is not used in the study and, therefore, not suitable
for inclusion in this investigation. Similarly, textual data is often a
subject covered in articles, but not the main focus. Additionally, the
search query selected a proportion of studies that describe a method
solely for identification or classification of events, without a clear
aspect of prediction. For example, articles such as Kovačević et al.
2013 [19] and Jørgensen et al. 2020 [20] describe extraction and
classification respectively. The goal of the study selection is to select
articles that focus on a prediction method, such as the prediction of
events (e.g., incidents or the result of a treatment) based on data of
an earlier moment (e.g., the previous day or data recorded before or
during the treatment).

2.3. Quality assessment

The next step in the review protocol was the quality assessment. The
goal is to further assess the included studies and remove studies that did
not fit with the goal of this review or which did not describe the details
that are important for this review in enough detail. With this goal in
mind the assessment criteria described in Table 2 were established. For
this step the articles were read and special attention was given to the
assessment criteria questions. For each of the quality assessment criteria
described in Tables 2, 1 point could be obtained if the criterion is met,
or half a point if it is partially met. This gave a quality score between
0 and 8 for each study. Articles with a score above 4.0 are included in

this review.
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Table 1
Study exclusion criteria.

No. Exclusion criteria description

EC1 Papers not available in English or Dutch
EC2 Papers without full text available
EC3 Duplicate publication from multiple sources
EC4 Papers that do not describe the use of ML in the abstract
EC5 The ML application described does not focus on textual data
EC6 No event prediction, occurrence prediction, or result of treatment prediction
EC7 Papers that are literature reviews.
Table 2
Study quality assessment criteria adapted from Kitchenham et al. [17].

Nr. Quality assessment question

vQ1 Are the aims of the study clearly stated?
Q2 Is the dataset used in the study clearly described?
Q3 Is the underlying mechanism of the method clearly described?
Q4 Is the method reproducible?
Q5 Does the conclusion describe the main findings?
Q6 Are limitations of the approach mentioned?
Q7 Are accuracies related to the methods and results mentioned?
Q8 Are negative findings presented?

2.4. Data extraction

To extract the relevant information from the articles that remain
after selection and quality assessment, a data extraction form was
constructed. This was used as a guide during the SLR and supported
the extraction of the data necessary to answer the research question.

This process was performed in two separate steps. First a general
information extraction (Table 6 in Appendix), and second an extraction
of quantitative performance metrics (Table 7 in Appendix). In the
general information extraction, details relating to the article, as well
as information about the performed research that is mentioned in the
text of the articles, is collected. In the extraction of the algorithm
performance results, all articles were reviewed for all machine learning
algorithms that were used. All the given performance metrics that
could be compared of these methods were extracted. This produced a
considerable variety of different metrics and situations, in which the
methods were tested. 7 out of the 35 articles [21–27] did not give any
clear or comparable results for the described algorithms. These were
excluded from this part of the data extraction and further synthesis. The
published performance metrics, described in the lower part of Table 7,
were normalized to be between 0 and 1 to allow for comparison. Some
of the results which could not be normalized in a logical manner were
left out of this review.

2.5. Data synthesis

In the data synthesis, the data extracted from the primary studies
was collated and summarized. To provide an overview of all the differ-
ent methods that are used to predict events from text, the results of all
the studies selected after the quality assessment were employed.

To compare the performances of different methods or algorithms
for the task of event prediction from text, the results are visualized
from the 28 out of 35 articles that did have comparable performance
metrics for the described algorithms, as further shown and described in
Section 3.2. To allow for wider comparison, the machine learning algo-
rithms applied by the primary studies were grouped by their method.
The 89 identified algorithms were synthesized into 32 classes (detailed
in Table 8 in Appendix). Not all methods could be assigned to a class
as their approach was too specific or unclear. For example, in Feller
et al. [28], baseline and a unigrams model performance results are
compared to an LDA model performance, but the method behind the
baseline and unigram models are not explained clearly. These methods
were not included in the algorithm performance comparison results of
this study in Section 3.2.
3

Fig. 2. PRISMA statement flow diagram.

This review does not give a direct comparison between algorithms,
which can be used to prove that one method performs better than
another. The goal of the data synthesis is to show the machine learn-
ing algorithms that give the highest scores for different performance
metrics as reported by the primary studies.

3. Results

3.1. Findings

The search strategy yielded a total of 236 non-duplicate articles.
Each of the databases returned a similar number of results, as can be
seen in the PRISMA diagram in Fig. 2.

Fig. 3 shows the year of publication of the studies before the study
exclusion criteria were applied. It can be seen that the majority of these
studies were undertaken within the past five years, with ∼80% having
been published after 2017.

After applying the exclusion criteria, 38 articles remained. These
results of the exclusion criteria are shown in Table 3. Fig. 6 in Appendix
shows the number of articles that are in- and excluded, separated by
year. Inclusion rates of the years with more than 10 articles ranged
between 5% and 25%.

In Fig. 4 the results of the quality assessment are shown. With a cut-
off value of 4.0, four studies are excluded based on quality. The average
quality of literature in our SLR according to our quality assessment
criteria, after use of the exclusion criteria, has a 94% pass and without
significant variability, as there are no outliers in the quality scores.
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Fig. 3. Results of the search query used, shown separated by year of publication and coloured by the database source. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
Fig. 4. Quality assessment scores by frequency. Cut-off score = 4.0.

Table 3
Results of study exclusion by database source.

PubMed IEEE WebOfScience

Exclude 81 73 86
Include 23 9 7
Percentage (Include) 22% 11% 8%

28 of the 35 studies that passed the quality assessment had numer-
cal results describing the performance of machine learning algorithms
hat could be compared to similar results from other methodologies.
or example, Zhang et al. (2021) [29] and Sakarkar et al. (2021) [30]
oth report the F1-score, precision, sensitivity, and accuracy for their
STM models that perform different tasks. Articles often describe the
erformance of multiple machine learning methods. The mean number
f different methods compared in an article is 4, and 7 articles only
how the performance of a single algorithm. Additionally, one or more
lgorithms are also regularly tested on different datasets or under
ifferent circumstances. 11 of the 28 articles show the performance
esults of the described methods on multiple datasets or with different
ettings. When either the method, the data or the settings are different,
e process the results as a different situation. In these 28 articles, the
erformance metrics of 121 situations were documented with one or
ore of the performance metrics that could be adopted to compare

lgorithms. Table 4 shows the metrics compared and the number of

imes they are used in the selected studies. Table 5 shows how often the

4

methods were used in separate selected studies and the total number
of uses among all selected studies.

3.2. Algorithm performances

As the F1-score combines both precision and recall into a single
metric, it makes it a suitable overall performance metric to compare
methods. It is also one of the most widely used metrics in the primary
studies, with it being used in 14 of the 28 articles, only falling behind
the recall/sensitivity which was used in 17 of the studies. The F1-score
also had highest number of total uses at 88. In Fig. 5, it can be seen
that F1-scores in most studies range between 60% and 100% percent,
with a few exceptions in LexRank, NRT and DCA. These 3 methods all
came from a single article [31]. It was not made clear in what format
their performance results were published, and they could not logically
be compared to with methods from other studies as they were neither
fraction or percentages. This meant that no data for these algorithms
was available for this review.

The algorithms that were designed specifically for NLP, such as
word2vec [32] and BERT [33], resulted in high F1-scores in Sun
et al. [34], with for example 88.93% and 91.50% for word2vec and
BERT respectively. These are, however, singular results from a single
article [34]. The general multi-purpose machine learning methods
seem to perform to a similar level and sometimes even higher. For
example, the Recurrent Neural Networks (RNNs) [35] reported in
the article by Sakarkar et al. (2021) [30] produced the highest F1-
scores in this SLR study. Convolutional Neural Networks (CNNs) [36],
Long Short-Term Memory (LSTM) [37] and Conditional Random Fields
(CRF) [38] demonstrate the highest F1-scores of 0.985 [39], 98% [30]
and 90.13% [40], among multiple different studies.

These types of algorithms mentioned above also perform with high
scores in the other performance metrics, which can be seen in Figs. 6,
7, 8 and Appendix (Figs. 10–14). One of the other methods, which
also perform well for these metrics such as the precision, specificity
and accuracy, are simple tree based methods as in articles [41–43].

The Receiver Operating Characteristics Area Under the Curve (ROC
AUC) is also one of the most commonly used methods, in the selected
studies, for judging a model’s performance. The articles that used
LASSO Logistic Regression (LR) [44,45] reported the highest ROC-AUC
scores compared to other methods. Of these 2 primary studies that
included LASSO LR models, ROC AUC is the only shared metric.

The metrics NPV [42,46], MAE [47,48] and PR-AUC [28,49] were
each used in only 2 of the selected studies. This makes them unsuitable
as a comparison metric for the purpose of this study. For this reason,
the approach did not involve factoring them into further consideration

when comparing machine learning methods.
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Table 4
Number of times each performance metric was used in the selected studies. The first row describes in how many separate articles each performance metric is used at least once.
The second row describes the total number of times each performance metric is used.

Total F1 Precision/
PPV

Recall/
Sensitivity

Specificity Accuracy NPV ROC AUC PR-AUC MAE

Used in n
articles

28 14 13 17 8 9 3 10 2 2

Total uses 121 88 74 81 10 26 5 34 5 4
Table 5
Number of times each machine learning method was used in the selected studies. Unique uses are counted as the number of
studies that used the method.

ML method Unique uses Total uses ML method Unique uses Total uses

Tree 5 6 RNN 3 5
SVM 9 16 Gradient boosting 1 1
BERT 2 2 RF 4 5
word2vec 3 3 Elastic net 1 1
USE 1 1 LDA 1 1
KNN 1 1 SVC 1 1
LR 5 6 Rule-based 1 1
LSTM 4 5 DNN 1 2
BERT + LSTM 1 1 HAN 1 1
ML 4 8 CRF 2 8
LASSO 2 4 FOIL 1 2
XgBoost 1 1 LexRank 1 8
NN 1 1 NRT 1 8
SGD 1 1 DCA 1 8
ULMFiT 1 2 Naive Bayes 1 6
CNN 4 9
Fig. 5. F1-score of the types of methods in the selected studies.

4. Discussion

In this discussion, an evaluation of the findings is presented, along
with a reflection on the potential limitations of this study. At the time
of writing this article, to the best of our knowledge, this is the first
SLR comparing event prediction machine learning algorithms, used for
different purposes, and using different data sources, that use text as the
main data source.

By following the Kitchenham et al. [17] guidelines, 198 original
articles were identified prior to the exclusion and quality assessment
stages. As more than 80% has been published in the last 5 years
(i.e. after 2017,) one can presume that this is a relatively recent area
of machine learning research. Until 2020, every year increasing more
articles were published about the topic of event prediction from text
(see Fig. 3). However, this was not the trend for 2021–2022, which
saw a decline. This decrease in publications since 2020 might suggest a

decline in interest, but this is unclear until further investigation, yet the

5

Fig. 6. Receiver operating characteristic area under the curve of the types of methods
in the selected studies.

decrease could have also been caused by the Covid-19 pandemic, which
caused a change of focus for many researchers within the medical data
domain.

Fig. 6 clearly indicates that there is an increased percentage of
inclusion for more recent articles. This might reinforce the idea that
this is a young topic of research. There was, however, not enough data
to verify if the selection criteria had a higher chance of excluding older
studies.

The articles retrieved from PubMed were reviewed first, followed
by papers from IEEE and then WebOfScience. Duplicate papers were
marked as exclude as they appeared in the review. Because of this
no duplicated were marked in PubMed and the most WebOfScience.
This explains the higher percentage of inclusion for PubMed papers, as
indicated in Table 3.
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Fig. 7. Precision or PPV of the types of methods in the selected studies.

Fig. 8. Recall or Sensitivity of the types of methods in the selected studies.

.1. Principal findings

Using natural language processing, computers are able to use the
nformation available in text. With this information, the computer
ould predict events in the future. Sometimes this is done based on
he text alone [50], but in many cases, it is combined with structured
r numerical data to improve the prediction [49]. Some studies use
omplicated deep learning models that process temporal information
o predict events [31]. Other studies use a more rudimentary approach,
uch as classification based on marker words in the text [43].

From assessment of all the selected studies it was clear that there is
o set method that is considered the best performing at event prediction
rom text. Many different machine learning methods have been, and
till are being used to predict events based on textual data. Although
ll these methods work in different ways, and not all of these types
f algorithms can perform every task, they are valid methods of using
achine learning to predict events from text.

As previously demonstrated, there is a large variation in the perfor-
ance results of machine learning algorithms used for event prediction

hat is published in the selected articles. The most likely cause for the
ifference in performance, is that the algorithms used in the studies
6

were used to perform widely different tasks. Additionally, even when
tasks were similar between studies, the data used in each respective
study could still significantly impact the performance. Simpler models,
such as linear regression or decision tree models, sometimes perform
well on some metrics such as precision [41], but they seem to show
less consistent performance for the different metrics assessed in this
review. It is notable that simple models could perform well on the task
of event prediction from text; even when the problem is complex, as
demonstrated in Hoogendoorn et al. (2017) [41]. The disadvantage is,
however, that these simple models are also more specific and likely are
less resistant to alterations in the data or experimental setup.

The more complex models that are based on neural networks are
more versatile and seem to perform better across the different per-
formance metrics assessed in this review. They are also more capable
in a wider variety of tasks and are therefore more easily adapted for
different tasks or datasets.

A selection was made to categorize the methods into 32 classes. This
was necessary as otherwise each method could be considered slightly
different, and all comparisons would be with singular results. Within
the classes, differences between algorithms could be recognized and
thus they could split into more or less than 32 classes. Examples of
this are categories such as CRF and LSTM, which are based on RNNs.
32 classes was the result after assessing which methods had clear
differences and which could be considered similar enough. Changes
in the categorization could influence which performance results are
associated with each other and, therefore, which methods seem the best
performing.

It can be seen in Fig. 5 that, for most of the categorized methods,
there are very few F1-scores. 50% of the machine learning algorithms
had only 3 or less F1-scores reported in the selected articles. This
number is even lower for all the other performance metrics. This means
that for many of the methods there are not enough results to draw a
conclusion about their performance. Only the most performance of the
most commonly used algorithms can be compared in this study. More
studies comparing event prediction from text need to be included to
fairly assess the more specific methods, such as BERT [33].

For some of the metrics, such as the precision (see Fig. 7), the
variation of scores within the algorithms is much larger than can be
expected. As we explained above, this is likely caused by the method
of reporting, making it not directly comparable to results from other
studies. If a statistical analysis were preformed, outliers like the those
shown in Fig. 7 would need to be corrected or removed first.

4.2. Strengths and weaknesses

Of the 198 studies, only 35 were selected for the study after the
exclusion and quality assessment. The selected studies were of high
quality according to the quality assessment, as only 3 studies did not
achieve the cut-off score. Further, the included articles fitted the scope
of this review well.

A limitation of this study is that there is a comparison of methods
on different datasets. This is generally not recommended, as is shows
an unfair comparison between the performance of algorithms. Yet,
the goal of this review was to show the performance achievable by
different machine learning methods on the tasks that they were deemed
appropriate for by the authors of the primary studies. The published
performance results are used in this study as an indicator of the result
that can be achieved when using the different algorithms. It is not an
exact comparison between performances of different methods, as for
that purpose the same task and data should be used. For clarity, the
findings of the SLR are used to compare the better results achieved
between methods, and not the results for a single task on a specific
dataset.

There were many difficulties with comparing reported performance
metrics. Because there is not a standard for reporting machine learning
method performance, all results had to be manually extracted from the
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