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Summary

Ozone is a harmful air pollutant in the surface atmosphere that affects human health

and ecosystems. Ozone is formed in the troposphere as a result of chemical reactions

involving two precursor groups, nitrogen oxides (NOx ) and volatile organic compounds

(VOCs), under the influence of sunlight. Ozone dry deposition, when vertical transport

brings ozone in contact with the Earth surface leading to ozone removal, is an important

ozone sink. Deposition to vegetation is a particularly efficient ozone sink, consisting of

various pathways, including uptake by plant stomata, deposition to other surfaces in the

canopy (e.g., to leaves and to the soil) and chemical removal inside the vegetation canopy.

Stomatal ozone uptake can negatively impact photosynthesis, which reduces ecosystem

carbon uptake and affects the terrestrial water cycle.

The central aim of this thesis is to improve process understanding of ozone dry deposition

using atmospheric chemistry models at different spatial and temporal scales, combined

with remote sensing and in situ observations. First, this thesis focuses on ozone air

quality simulations with a regional atmospheric chemistry model covering Europe. Model

simulations tend to underestimate observed peak daytime surface ozone concentrations.

This underestimation also affects model simulations of the ozone dry deposition flux, since

ozone concentrations partly determine the dry deposition sink. A mis-representation

of NOx emissions may contribute to the underestimated model-simulated surface ozone

concentrations. Second, this thesis focuses on point-scale, observation-driven modelling

dry deposition to vegetation, with the aim to understand temporal variability in stom-

atal ozone uptake (responsible for vegetation ozone damage) and various non-stomatal

deposition pathways, with the aim to improve understanding of temporal variability in

ozone deposition on diurnal to seasonal timescales. Third, this thesis presents ozone dry

deposition simulations with a high-resolution Large Eddy Simulation model, helping to

address the gap in spatial scales between the coarse-scale European air quality simulations

and the point-scale dry deposition simulations.

Chapter 2 explores the dependence of summertime ozone formation in Europe on surface

NOx emissions. This chapter presents simulations with the regional air quality model WRF-

Chem. A comparison with surface in situ observations and NO2 column measurements

from the OMI satellite shows that WRF-Chem underestimates simulated NO2, and also
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peak ozone simulations. A mass balance approach is used to derive updated surface

NOx emissions based on the difference between WRF-Chem-simulated and OMI-observed

NO2 columns, which results in an average emission increase by 56% over the model

domain. The emission increase is strongest in rural regions, which could be due to

substantially underestimated NOx emissions from agricultural soils in WRF-Chem. A

WRF-Chem simulation with the updated surface NOx emissions results in an improved

agreement with independent surface NO2 observations, and also improved simulations

of peak daytime ozone concentrations. This chapter concludes that a comprehensive

description of anthropogenic as well as biogenic NOx sources is required in atmospheric

chemistry models for accurate simulations surface ozone concentrations.

Chapter 3 investigates how ozone dry deposition simulations depend on the model

representation of the dry deposition process. To address this research question, simulations

are performed with a commonly used big leaf parameterization and a multi-layer canopy

exchange model, driven by canopy-top observations of micro-meteorology and ozone

concentrations at two measurement sites in European forests with long-term ozone flux

data records. The multi-layer model reproduces temporal variability in stomatal and bulk

non-stomatal ozone dry deposition on diurnal timescales, but the simulated diurnal cycles

of stomatal and non-stomatal removal by the big leaf parameterization systematically

deviate from observations. The multi-layer model performs better compared to the big leaf

parameterization because of a better representation of stomatal ozone deposition and a

better response of non-stomatal deposition to micro-meteorological drivers of non-stomatal

ozone removal (temperature, relative humidity). As a result, the multi-layer model better

simulates cumulative stomatal ozone uptake over the growing season compared to the big

leaf parameterization.

Chapter 4 considers the contribution of two non-stomatal processes (canopy-atmosphere

turbulent exchange and chemical removal by soil-emitted NO) to ozone deposition in

a temperate deciduous forest. In this chapter, detailed campaign observations of NOx

and ozone exchange are interpreted using a multi-layer canopy exchange model. Canopy-

atmosphere exchange is overestimated by two tested representations of in-canopy vertical

transport in the model, leading to overestimated dry deposition velocity simulations

by 10–19%. A simulation applying observation-derived vertical exchange results in an

improved model-observation agreement for the dry deposition velocity. Soil NO emissions

are substantial in this forest canopy, and are an important ozone sink in the bottom half

of the forest canopy. However, sensitivity simulations indicate that the magnitude of the

canopy-top ozone flux is not affected by the high soil NO emissions. This is because the

lower canopy ozone sink remains constant regardless of the soil NO emission strength:

the enhanced chemical ozone sink is offset by increased vertical ozone transport from the

upper canopy, and by suppressed dry deposition. This chapter highlights the need for

improved observational constraints on non-stomatal deposition processes and ozone dry

deposition simulations using models that resolve turbulence in forest canopies.
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Chapter 5 examines the effects of heterogeneity in land surface properties on ozone

via its effects on turbulent mixing and the dry deposition velocity. To address this, a

big leaf dry deposition parameterization is implemented in a Large Eddy Simulation

model. This model setup is used to investigate covariance of the dry deposition flux,

occurring in case of coinciding fluctuations in the concentration and dry deposition

velocity, resulting in a change in the domain-wide deposition flux. Covariance between

dry deposition velocity and ozone concentration are negative and very small (<0.1%).

Sensitivity simulations demonstrate that the magnitude of this covariance is affected by

the strength and variability of the dry deposition velocity, and by the vertical profile of

the depositing tracer. If concentrations increase with height, downward vertical transport

of air with high concentrations can compensate for the negative deposition flux covariance

resulting from the negative effect of dry deposition on the surface concentration. The

covariances are stronger in a simulation of a NOx plume emitted by a power plant. Inside

the plume, the normalized dry deposition covariance is +2%, since ozone increases strongly

with height due to in-plume ozone titration. For NO and NO2, in-plume deposition is lower

by 9–22%, since their vertical profiles strongly peak at the surface. This chapter indicates

that the covariance between the dry deposition velocity and the surface concentration can

be important and affects domain-integrated deposition fluxes, especially in case of strong

gradients in the vertical profile of the depositing species.

The results of this thesis contribute to improved understanding of the ozone dry deposition

sink to the land surface, which can benefit air quality predictions and assessments of

the ozone impact on the land carbon sink. Moving forward, we suggest that a scale-

bridging modelling approach is a fruitful method to further advance ozone deposition

process understanding, consisting of three model setups. First, coarse-scale (±10×10 km2)

simulations can be used for ozone air quality simulations at the regional to global scale.

These models cover large spatial scales, do not resolve small-scale surface heterogeneity.

Second, simulations at a spatial resolution of 100×100 m2 can therefore be used to

quantify the effects of resolving small-scale effects of land cover heterogeneity on turbulent

mixing and dry deposition. Third, detailed simulations for forest canopies at a 1×1×1

m3 resolution can be used to explicitly resolve in-canopy turbulence, stomatal removal,

soil and leaf uptake and chemical removal. The outcomes of the second and the third

modelling steps can be used to develop parameterizations for unresolved processes in

coarser-resolution models.
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Chapter 1

Introduction



2 Introduction

Ozone (O3) is an important trace gas in the Earth’s atmosphere. Ozone takes up only a

small part of the atmosphere (typically 0.000002% near the surface and roughly 0.0004%

at 20 km altitude), yet it has profound climatic impacts. The majority of atmospheric

ozone, around 90%, is present in the stratosphere (an air layer at 10-50 km above the

Earth surface) in the so-called ozone layer, where it absorbs harmful ultraviolet radiation

and prevents this radiation from reaching the surface. Thereby, the ozone layer contributes

to maintaining habitable living conditions on Earth. At the same time, ozone is also

a greenhouse gas in the troposphere (an air layer at 0-10 km above the Earth surface).

Anthropogenic activities contribute to ozone formation, and as a result, tropospheric

ozone is the third most important anthropogenic greenhouse gas contributing to climate

change (IPCC, 2021). Besides, ozone is a hazardous air pollutant linked to prevalence of

respiratory diseases in humans (Nuvolone et al., 2018). Additionally, ozone is harmful

for vegetation, leading to reduced crop growth and vegetation carbon uptake (Ainsworth

et al., 2012; Emberson et al., 2018; Mills et al., 2018). The resulting reduction in the

land carbon sink leads to an increase in atmospheric CO2, which is thought to have a

similar contribution to global warming by ozone in its role as a greenhouse gas (Sitch

et al., 2007).

In the troposphere, ozone is formed chemically when pollutants, so-called ozone precursors,

react under the influence of sunlight. Overall, tropospheric ozone concentrations have

increased by 30-70% in the past century (Tarasick et al., 2019) due to increases in

anthropogenic emissions of ozone precursors. Surface ozone concentrations exhibit large

variability depending on season and location. Ozone formation is dependent on temperature

and sunlight, and therefore ozone concentrations peak during summer in most regions. In

remote regions unaffected by anthropogenic pollution, surface ozone concentrations can be

as low as 10-20 parts per billion or ppb (i.e., out of every billion air molecules, 10-20 are

ozone). Ozone smog can form downwind of anthropogenic pollution hotspots, and surface

ozone concentrations typically exceeds 100 ppb under these circumstances (i.e., a factor

5-10 difference).

Ozone loss processes in the troposphere include removal by chemistry and removal at

the Earth surface, a process termed dry deposition (Fowler et al., 2008). This thesis is

concerned with strategies to obtain a better understanding of the dry deposition removal

processes of ozone in the lowermost part of the Earth’s atmosphere. To better understand

the sources and sinks of ozone, it is insightful to consider the budget equation of ozone,

which expresses the changes in the ozone concentration over time in an atmospheric volume

in contact with the Earth surface as a function of its source and sink processes (Jacob,

1999):

d[O3]

dt
= (P + T )− (L+D) (1.1)
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This equation expresses that the amount of ozone (unit: ppb) changes over time because

of the effects of chemical production (P) and loss (L), transport (T) and loss processes

at the land surface, or dry deposition (D) (the units of the four terms on the right-hand

side of Equation 1.1 are ppb per second). The net effect of transport can be positive or

negative, which means that transport can act to increase or decrease the ozone levels at

a given location and time (e.g., transport from an upwind region where it is chemically

produced).

In Section 1.1, we introduce the chemical formation of ozone (P) in the lower troposphere,

mainly focusing on the planetary boundary layer (the lowermost 1-2 kilometers of the

troposphere in direct contact with the Earth surface). Section 1.2 considers dry deposition

of ozone (D). Section 1.3 is concerned with surface observations of ozone, while Section

1.4 focuses on the application of modelling tools to enhance our understanding and

quantification of ozone formation and deposition to land surfaces, building on Equation 1.1.

Section 1.5, summarizes the theoretical framework underlying this thesis and introduces

the research questions.

1.1 Chemical ozone formation and removal

The formation of ozone in the troposphere is a complex chemical process that depends

non-linearly on two groups of ozone precursor species and sunlight (Fowler et al., 2008).

The first group is volatile organic compounds (VOCs), a group consisting of reactive

hydrocarbon species. These undergo a chain of reactions, whose outcome depends on the

presence of a second group of precursor species, nitrogen oxides (NOx , consisting of NO

and NO2). NO reacts with ozone to form NO2:

NO + O3 NO2 + O2 (R1.1)

NO2 reacts back to NO and ozone under the influence of sunlight:

NO2 + hν
O2

NO + O3 (R1.2)

Since these two reactions combined do not result in production or loss of NOx and ozone

under typical daytime circumstances, this is considered a chemical null-cycle called the

photo-stationary state. Production of ozone follows a different pathway, which involves

VOCs. Consider the following reaction chain for a generic hydrocarbon RH, consisting of

a chain of carbon atoms bound to hydrogen atoms (Jacob, 1999):
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Figure 1.1: Left panel: contour lines of model-simulated ozone concentrations (in parts per

billion) as a function of NOx emissions (x axis) and hydrocarbon (or VOC) emissions (y axis).

The thick black line separates the NOx -limited and VOC-limited ozone preduction regimes

(source: Jacob, 1999, modified). Right panel: Ozone production regimes in Western Europe

in summer 2005 (left) and 2015 (right), categorized as NOx -saturated (i.e., VOC-limited),

NOx -limited, or transitional. Ozone production regimes are derived as the ratio of NO2 and

formaldehyde tropospheric columns, obtained from OMI satellite observations (source: Jin

et al., 2017).

RH + OH
O2

RO2 + H2O (R1.3)

RO2 + NO RO + NO2 (R1.4)

RO + O2 R’CHO + HO2 (R1.5)

HO2 + NO OH + NO2 (R1.6)

Reaction R1.3 initiates the reaction cycle that leads to the formation of ozone, in presence

of VOCs and OH. Reactions R1.5 and R1.6 form an alternative pathway for reaction R1.1

to produce NO2 from NO without consuming ozone, and these reactions are followed by

Reaction R1.2, thus disrupting the photo-stationary state. The net reaction of reactions

R1.3-R1.6 reads (note that R’CHO has two hydrogen atoms less than RH due to Reactions

R1.3-R1.6):

RH + 2O2 R’CHO + H2O + 2O3 (R1.7)

The left panel of Figure 1.1 shows how ozone production is dependent on NOx and VOC

emissions. In case of sufficient availability of VOCs and NOx , this cycle will continue

to proceed and ozone will continuously be produced until this reaction chain (Reactions

R1.3-R1.6) is terminated by loss of hydrogen oxides (shortly HOx , OH or HO2). HOx loss
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generally proceeds in two different pathways. On the one hand, Reaction R1.6 cannot

proceed if NO is not sufficiently available, which allows the self-reaction of HO2 to hydrogen

peroxide (H2O2) and termination of the reaction chain. These conditions are referred to as

the NOx -limited ozone production regime (Sillman, 1999, see Fig. 1.1, left panel), where

the production of ozone depends only on NOx concentrations and not on the availability

of hydrocarbons.

On the other hand, Reaction R1.3 cannot proceed if the availability of hydrocarbons is

insufficient. In this case, HOx will be lost by the following three-body reaction to form

nitric acid (HNO3):

NO2 + OH + M HNO3 + M (R1.8)

HNO3 is removed efficiently by wet and dry deposition in the lower troposphere (Jacob,

1999). This regime is referred to as the VOC-limited ozone production regime (Sillman,

1999, see Fig. 1.1, left panel). In this regime, ozone production depends on the availability

of hydrocarbons. However, ozone production depends inversely on NOx in this regime:

freshly emitted NOx - mostly in the form of NO – reacts with ozone via Reaction R1.1 in

a process called ozone titration. This regime is typical for high-NOx regions such as urban

areas, or downwind of point source NOx emissions such as smokestacks. It is characterized

by local minima in ozone levels in the vicinity of these NOx sources. The occurrence of

these regimes changes seasonally, and depends on the abundance of hydrocarbons and

NOx . We will now discuss recent trends in European ozone precursor emissions, and how

they have affected the ozone production regime.

Trends in ozone and its precursors

VOCs have a predominantly biogenic origin, being emitted by vegetation. The global

total biogenic VOC source is estimated at 760 Tg C yr−1, and the most important species

emitted are isoprene and monoterpenes, which together comprise more than 80% of the

global biogenic VOC emissions (Sindelarova et al., 2014). Anthropogenic sources are only

responsible for some 15% of total VOC emissions (Curci et al., 2010), and in Europe the

dominant anthropogenic VOC sources are industrial processes, agriculture, commercial

and domestic processes, energy generation and road transport (European Environment

Agency, 2020).

In contrast, the sources of NOx are primarily anthropogenic. NOx is a by-product

of combustion reactions, and as such its dominant sources are road transport, energy

generation and industry. Present-day global anthropogenic NOx emissions are estimated at

±37 Tg N yr−1 (Crippa et al., 2018). Besides anthropogenic sources, NOx has considerable
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(semi-)natural sources, from biomass burning (8.9 Tg N yr−1; Andreae, 2019), lightning (5

Tg N yr−1; Schumann and Huntrieser, 2007) and (agricultural) soils (11 Tg N yr−1; Vinken

et al., 2014b). These sources are especially important for determining the NOx burden in

remote and rural regions, where anthropogenic emissions are smaller. It must be noted

that these emission estimates carry substantial uncertainties. For example, uncertainties

in country-level anthropogenic emissions vary between 10-60% in Europe (Kuenen et al.,

2022), and uncertainty margins on natural emission sources are often even higher (Vinken

et al., 2014b).

In Europe, the past decades have seen substantial declines in anthropogenic ozone precursor

emissions. Anthropogenic NOx emissions have dropped by 39% between 2000 and 2017

(Kuenen et al., 2022) as a result of emission control measures. NOx emissions from natural

and agricultural soils have also decreased in the past 30 years, albeit at a slower rate (Skiba

et al., 2021). Coincidently with anthropogenic NOx emission reductions, anthropogenic

VOC emissions have declined by 38% over 2000-2017 (Kuenen et al., 2022). On the other

hand, modelling experiments suggest that biogenic VOC emissions may have increased by

12-13% over the period 2000-2019 (Sindelarova et al., 2022).

The changes in ozone precursor emissions outlined above have also affected ozone production

regimes in Europe. An example of this shift to NOx -limited ozone production conditions

is shown in Figure 1.1 (right panel). During summer, ozone production regimes in large

parts of western Europe have shifted from a VOC-limited regime to a NOx -limited regime

between 2005 and 2015 as a result of declining NOx emissions (Jin et al., 2017). This

facilitates targeting ozone air pollution via controls on NOx emissions. However, detecting

a uniform decreasing trend in European ozone levels is more challenging. In background

regions, ozone formation conditions are generally NOx -limited, and ozone levels in these

regions have decreased significantly following the decreasing NOx emissions (Chang et al.,

2017). In contrast, ozone levels in European urban areas have actually increased as a

result of decreasing NOx emissions, due to a shift in the ozone production regime (Yan

et al., 2018). For example, average summer ozone concentrations in the Netherlands have

increased by 6 ppb as a result of decreasing availability of NO for ozone titration via

Reaction R1.1 (Zara et al., 2021). However, peak ozone concentrations show a stronger

decreasing trend in Europe, even in urban areas (Chang et al., 2017; Yan et al., 2018),

which is also attributable to downward trends in anthropogenic emissions (ETC/ACM,

2016).

This indicates that we need a good understanding of the other drivers of surface ozone for

air quality predictions and for assessments of air pollution impacts on human health and

vegetation.
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Figure 1.2: Yearly averaged ozone dry deposition velocity per land cover type. Land cover

types are: snow and ice (SI), deciduous forest (DF), coniferous forest (CF), agricultural land

(AC), grassland (GL), tropical forest (TF), tundra (TN), desert (DT), wetland (WL), and

water (WT) (source: Hardacre et al., 2015).

1.2 Ozone dry deposition

An important ozone loss term in Equation 1.1 is removal near the Earth surface, termed dry

deposition (D; see Eqn 1.1). This occurs when ozone-containing air masses are transported

downward in the atmosphere, and come in contact with the ocean and the land surface

where it quickly reacts. These surfaces can then remove ozone via a range of processes.

Ozone deposition constitutes some 15-25% of the global annual tropospheric ozone sink

(Bates and Jacob, 2020; Hu et al., 2017; Lelieveld and Dentener, 2000; Young et al., 2018)

.

Ozone can deposit to a wide range of land surface types, such as water bodies, snow, soils,

and vegetation (Clifton et al., 2020b). The rate of ozone uptake is often expressed by

the deposition velocity, which can be derived from observations by normalizing the land

surface ozone flux by the local surface ozone concentration:

Vd(O3) = −FO3

[O3]
(1.2)

where Vd(O3) is the dry deposition velocity (unit: m s−1), [O3] is the ozone concentration

(unit: ppb), and FO3 is the ozone flux to the land surface (unit: ppb m s−1). The

rate of uptake by the land surface varies strongly depending on the land cover type.

Figure 1.2 shows the estimated global average dry deposition velocity per land cover class.

According to this model-based analysis, wetlands are particularly effective at removing
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O3

stomatal 
uptake

NO

BVOCs

O3

soil deposition

in-canopy 
chemistry

leaf uptake

In-canopy ozone sink pathways

turbulent transport 
into canopy

Figure 1.3: Schematic representation of dry deposition pathways in vegetation canopies (image

showing a stomate retrieved from: https://en.wikipedia.org/wiki/Stoma#/media/File:

Tomato_leaf_stomate_1-color.jpg).

ozone, although the global coverage of this land cover class is small. Deposition to water,

snow and ice surfaces is typically less efficient (Clifton et al., 2020b). Vegetated land

surfaces, including forests, are among the most efficient ozone deposition sinks (Hardacre

et al., 2015).

There are several pathways of ozone deposition to vegetation, which are depicted in Figure

1.3. For ozone to be removed by vegetation, the gas must first be transported into the

vegetation canopy by turbulent motions. Once inside a vegetation canopy, ozone may

be removed via several pathways. First, ozone can diffuse into in plant stomata, small

openings on leaves where gas exchange of CO2 and water vapor takes place as part of

the photosynthesis process. Upon stomatal uptake, ozone can react with plant tissue

in the plant’s interior which leads to tissue injury (Ainsworth et al., 2012). As a result,

plant eco-physiology is affected, which can lead to reductions in stomatal conductance

and photosynthesis (Lombardozzi et al., 2013). This accelerates senescence and reduces

ecosystem productivity (Ainsworth et al., 2012; Wittig et al., 2009). On larger scales, the

damaging effects of ozone on plant growth reduce agricultural yields of ozone-sensitive

crops (Mills et al., 2011a; Tai et al., 2014; Van Dingenen et al., 2009), leading to substantial

economic losses (Avnery et al., 2011). Additionally, vegetation ozone damage reduces the

land carbon sink (Oliver et al., 2018; Wittig et al., 2009), leading to increased atmospheric

CO2 and thereby affecting climate (Sitch et al., 2007).
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Second, ozone can also deposit onto external surfaces in the canopy such as leaf cuticula

(Altimir et al., 2006; Potier et al., 2015). A third pathway of ozone removal is soil

deposition, for which ozone must first be transported downward by turbulent motions

from the top of the canopy to the soil surface. Fourth, ozone may be removed chemically

by removal by NO (via Reaction R1.1) or VOCs. This is formally not recognized as a

mechanism of dry deposition, but included as an additional contribution to the overall

vegetation sink whose magnitude is reflected by a flux measured above the canopy. This

flux is referred to as the ozone dry deposition flux, which includes a contribution by

in-canopy chemical removal. Typically, the stomatal pathway is responsible for 40-90% of

total ozone deposition to vegetation during the growing season (Fowler et al., 2009), but

stomatal and non-stomatal ozone deposition exhibit spatio-temporal variability that is

incompletely understood (Clifton et al., 2020b; Wu et al., 2018).

1.2.1 Spatial and temporal variability in ozone deposition

Understanding spatio-temporal variability in ozone deposition is essential to better quantify

effects of ozone on ecosystem carbon uptake as a function of stomatal uptake (Visser et al.,

2021, see Chapter 3). Additionally, temporal variability in dry deposition affects surface

ozone concentrations (e.g., Kavassalis and Murphy, 2017; Lin et al., 2019; Travis and Jacob,

2019). Ozone deposition to ecosystems exhibits temporal variability on inter-annual to

sub-daily timescales that is only partially understood (Clifton et al., 2020b). This inhibits

our ability to assess ecosystem damage incurred by stomatal ozone uptake. Seasonal

variability in vegetation ozone uptake is largely controlled by the seasonal cycles in leaf

area index, radiation and temperatures which drive stomatal uptake of ozone (Fowler

et al., 2009; Val Martin et al., 2014).

Clifton et al. (2017) found strong interannual variability of non-stomatal ozone dry

deposition in a US midlatitude deciduous forest, which could be partly attributed to

variability in forest soil uptake in dry versus wet years (Clifton et al., 2019). On diurnal

timescales, variability in ozone uptake is largely controlled by stomatal uptake which

peaks during daytime as a function of solar radiation and temperature (Fowler et al.,

2009). During dry conditions typical for summer afternoons, plants tend to close their

stomata to minimize water loss, which also suppresses ozone deposition (e.g., Kavassalis

and Murphy, 2017). Additional sources of diurnal variability are deposition to wet leaves,

which typically peaks in the morning as leaves are wetted by dew (Altimir et al., 2006;

Potier et al., 2015). In some cases, the degree of turbulent mixing above the vegetation

canopy explains part of the observed temporal variability in ozone dry deposition (Fares

et al., 2014; Neirynck et al., 2012). On even faster timescales, fast ambient chemistry

with VOCs or NO may explain part of the ozone deposition signal (e.g., Fares et al., 2010;

Finco et al., 2018; Goldstein et al., 2004; Vermeuel et al., 2021). The spatio-temporal

variability in ozone dry deposition during extreme climatic events, such as droughts and
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heatwaves, is largely unexplored. For example, ozone dry deposition during droughts is

strongly reduced as the stomatal sink is shut off (Lin et al., 2020). However, Wong et al.

(2022) recently found observational evidence for increased non-stomatal ozone removal

under hot and dry conditions, partly offsetting the reduced stomatal sink.

Overall, temporal variability in ozone dry deposition and the contribution of stomatal

and non-stomatal dry deposition processes are incompletely understood, limiting the

quantification of the ozone dry deposition sink to land surfaces. As a result, model

estimates of this sink display a large spread (700-1500 Tg O3 yr−1) around the mean of

1000 Tg O3 yr−1 (Young et al., 2018). This thesis (Chapters 3, 4) aims to advance our

understanding of the drivers of temporal variability in ozone deposition to vegetation. To

improve the understanding of ozone deposition to vegetated surfaces, scientists employ

numerical models in combination with observations to evaluate and/or improve the model

performance. In the next sections, we outline the different observations and modelling

tools that are used in this thesis.

1.2.2 Metrics of ozone damage to vegetation

Policy applications to quantify the risk of ozone air pollution to crops and forests require

a quantitative estimate of stomatal uptake of ozone. An often-applied metric to assess

risks of ozone damage to vegetation is based on the growing season-accumulated exposure

to ozone over a threshold of 40 ppb (AOT40; e.g., EEA, 2020). This metric assumes

that ozone is toxic to vegetation above the threshold exposure concentration, and that

the surface ozone concentration is indicative of the stomatal ozone flux into the plant.

To address these assumptions, an alternative ozone impact metric can be applied: the

cumulative stomatal uptake of ozone (CUO; Matyssek et al., 2004; Musselman et al., 2006).

This metric recognizes that ozone damages plants upon stomatal uptake. Additionally,

ozone damage to plants also depends on a species-specific detoxification level, which is the

plant’s capacity to counteract ozone’s negative effects on plant growth (Mills et al., 2011b;

Musselman et al., 2006), for example by releasing compounds that scavenge ozone inside

the leaf before it can damage cell tissue.

The AOT40 metric remains commonly used in many policy applications in Europe, since

validating the CUO metric with observations is challenging, and since the uncertainties

associated with estimates of stomatal conductance and the detoxification threshold are

large (Mills et al., 2011b; Otu-Larbi et al., 2021). However, intercomparison studies

between both metrics find that these metrics often display distinctly different spatial

patters. An example is shown in Figure 1.4, which displays the AOT40 and CUO for

2005 in Europe. The AOT40 map suggests the highest impact of ozone on vegetation in

Italy and other Mediterranean regions, following the distribution of ozone concentrations

which also peak in these regions. In contrast, the CUO-based map shows much lower
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Figure 1.4: Comparison between an exposure-based (AOT40) and flux-based (POD0, anal-

ogous to CUO with a detoxification threshold of 0 nmol m−2 s−1) metrics of ozone impact

to vegetation. Note that the data underlying these calculations, derived from on 12×12 km2

simulations of meteorological variables and surface ozone concentrations, are identical for both

maps (source: Anav et al., 2016, modified).

effects of ozone in these regions, and higher impacts in other regions such as western

France and the United Kingdom. Additionally, flux-based ozone impact metrics tend to

correspond better with observed impacts of ozone on crops (Mills et al., 2011a). The

CUO metric has been linked to independent reductions in stomatal conductance and

photosynthesis (Lombardozzi et al., 2013), which is the basis for model-based estimates of

the effects of vegetation ozone damage on global climate (Arnold et al., 2018), and the

feedback between vegetation ozone damage and atmospheric ozone concentrations (Sadiq

et al., 2017). Chapter 3 considers cumulative ozone uptake and how it depends on the

representation of dry deposition in different types of models to simulate ozone deposition

(see Section 1.4.3).

1.3 Observations

1.3.1 Surface concentration measurements

Surface concentration measurements are the most common type of ozone observations.

These measurements are representative for surface ozone concentrations, which is important

information from an air quality perspective. Additionally, the surface ozone concentration

partly determines how much ozone is removed at the surface by dry deposition. Measure-

ments can provide information about ozone air quality in cities, which is important for

assessments of human exposure to air pollution. Since the photochemical ozone formation

regime is often distinctly different in cities compared to remote regions, monitoring ozone

in so-called rural background stations is important as well (Tarasick et al., 2019). These
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are more indicative of ozone levels for a larger domain, and are governed by local ozone

production and larger-scale processes such as long-range transport. The downside of

surface observations is that they are only representative for a limited region. Maintaining

a dense enough observational network to have good coverage in larger regions is costly and

labor-intensive. Current surface ozone monitoring networks therefore compromise between

representativeness and operability. In this thesis, surface concentration measurements are

used in Chapter 2 for a comparison against air quality model simulations, and to evaluate

our understanding of the surface NOx emission budget.

1.3.2 Surface flux measurements

Measurements of surface ozone concentrations alone are not indicative of ozone removal at

the land surface. A different observational method, the eddy covariance technique, can

be used to assess ozone dry deposition. This method relies on high temporal frequency

measurements (typically 5-40 measurements per second) of vertical wind speed and the

ozone concentration, usually performed at a height of several meters above the surface

(Aubinet et al., 2012; Clifton et al., 2020b). The wind speed measurements detect small-

scale changes in the vertical wind speed and direction (upward or downward) as a result

of turbulent motions in the lower atmosphere. The high-frequency ozone concentration

measurements display small concentration divergences: air parcels moving upward from the

surface (where ozone is removed by deposition) will typically have a slightly lower ozone

concentration than air parcels moving downward. From these coincident fluctuations in

vertical wind speed and ozone concentrations, the ozone deposition flux can be derived as

the time-average (typically over a 10-30 minute period) of the product of the high-frequency

vertical wind speed and ozone concentration fluctuation measurements over this time

period. Surface ozone flux measurements are used in Chapters 3 and 4 to evaluate the

performance of a canopy-atmosphere exchange model (introduced in Section 1.4.3).

1.3.3 Satellite remote sensing observations

The abundance of air pollutants can also be monitored from space. An important

advantage of this measurement technique is that modern satellite sensors, such as the

Ozone Monitoring Instrument (OMI; Levelt et al., 2006) and the TROPOspheric Monitoring

Instrument (TROPOMI; Veefkind et al., 2012) have a daily global coverage. Satellites

such as OMI and TROPOMI measure differences in radiation spectra between direct solar

radiation and solar radiation that has been reflected by the Earth to the satellite. Since

gases present in the atmosphere absorb radiation in a specific wavelength region, the

difference between these two spectra at each wavelength can be related to the abundance

of specific gases in the atmosphere.
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Monitoring surface ozone with satellites is challenging, since a considerable part of the

ozone column is present in the stratosphere, and ozone displays relatively little vertical

variation in the troposphere. However, ozone precursor gases can be better monitored

from space. Satellite observations of formaldehyde (HCHO), an intermediate product in

the oxidation chain of many VOCs, can be used to infer emission patterns from sources

at the surface (Bauwens et al., 2016). NO2 can also be observed with satellites, which

provides information about NOx emissions from cities (Beirle et al., 2011), ships (Riess

et al., 2022; Vinken et al., 2014a), soils (Vinken et al., 2014b) and lightning (Boersma

et al., 2005). In Chapter 2, remote sensing observations of NO2 are used to derive updated

surface NOx emission estimates.

1.4 Modelling the sources and sinks of boundary layer

ozone

Often, atmospheric scientists cannot answer their questions by using only observations.

This is because measurements alone have a limited spatial and temporal coverage and do not

contain unique information on the processes contributing to the observed concentrations.

For example, only ozone flux measurements above a forest do not inform us about the

contribution by individual deposition processes to total deposition by the canopy. Therefore,

some form of modelling is needed to interpret observations and how they are affected

by these processes. To address questions related to this thesis, such as ‘how much does

stomatal ozone uptake contribute to ozone deposition?’ or ‘how much ozone measured

at point X is produced from nearby NOx emissions?’, we need to adopt a (numerical)

representation of the processes involved. Models come in many forms and degrees of

complexity.

The research presented in this thesis considers a range of temporal and spatial scales.

Ozone formation from NOx emissions is a larger-scale process on spatial scales that range

from several kilometers to hundreds of kilometers. In contrast, ozone deposition to forest

canopies depends on forest properties such as canopy height, which is on the order of several

tens of meters. Likewise, turbulent motions in the atmosphere happen on a timescale

of several minutes, while the average lifetime of an ozone molecule in the troposphere

is several weeks. Integrating these spatial and temporal scales in a single model is not

possible given the current computational constraints. Therefore, we apply a range of

different models that resolve the relevant processes at different spatial and temporal scales.

The underlying principles of these models are introduced in this section. These models

are in a so-called Eulerian form, meaning that the three-dimensional model domain is

subdivided into fixed grid cells of a smaller size, through which air flows.
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1.4.1 Fundamentals of Eulerian models

Eulerian models provide an approximate numerical solution for differential equations

such as Equation 1.1. This equation can be rewritten such that it expresses the ozone

concentration at a given point in space and time as a function of its driving processes

(Jacob, 1999). In this rewritten form, the temporal evolution of the concentration of

species i can be expressed as follows:

∂ci
∂t

=

[
∂ci
∂t

]
advection

+

[
∂ci
∂t

]
turbulence

+

[
∂ci
∂t

]
emissions

+

[
∂ci
∂t

]
chemistry

+

[
∂ci
∂t

]
deposition

(1.3)

This equation expresses that the concentration of species i at time t and location X depends

on advective and turbulent transport, chemistry and deposition. A modeler should choose

a time step such that the processes in Equation 1.3 can be numerically separated. For

example, a too large time step may result in chemistry affecting the concentration before it

is transported to location X. Additionally, the choice of the horizontal resolution (i.e., the

size of the cells in the model grid) may affect model outcomes (an example will be given

below). To solve Equation 1.3, we also need information on the initial distribution of c

(the initial conditions) and the model boundaries (such as inflow at the model top).

The representation of atmospheric chemistry in these models includes NOx -VOC-ozone

chemistry (including Reactions R1.1-R1.6) at different degrees of detail regarding the

number of reactive compounds and reactions. The representation of dry deposition is

the subject of Section 1.4.3. Advective transport here means transport along the general,

average flow fields in the horizontal and vertical directions. Turbulent transport represents

motions not resolved by the model resolution and that need to be parameterized. Most

global and regional models have a spatial resolution too coarse to explicitly represent

turbulent motions. This is because turbulence causes small-scale gradients in the three-

dimensional concentration field of species c, which cannot be resolved at these scales. These

models therefore use statistical averages of turbulent motion in the atmosphere, using

the notion that instantaneous effects of turbulence are chaotic, but its effects averaged

over a time window can be predicted. In these models, the effect of turbulent transport

is approximated (or ‘parameterized’) by means of the product of the turbulent diffusion

coefficient and the vertical concentration gradient (Jacob, 1999):

FT = −Kz
δc

δz
(1.4)

In this equation, FT is the flux, and Kz is a vertical diffusion coefficient that expresses

how efficiently a tracer (or scalar) is transported along a vertical gradient.
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1.4.2 Regional air quality models

Regional air quality models are one particular type of Eulerian models that can be used

to simulate ozone concentrations in a specific region of interest. These models typically

cover a continent or an even smaller model domain. These models usually have a spatial

resolution on the order of 5-50 km. Since these models are set up over a specific region,

they need additional information about inflow of pollutants along the lateral domain

boundaries, which typically comes from global chemistry transport models.

Regional air quality models can satisfactorily reproduce the spatial distribution of ozone

concentrations (e.g., Mar et al., 2016). A problem with these models is, however, that

they tend to consistently underestimate high observed ozone concentrations (Im et al.,

2015; Solazzo et al., 2012; Tuccella et al., 2012), which limits their applicability to

develop and evaluate ozone pollution abatement strategies and to estimate dry deposition

fluxes. One potential reason for this underestimation relates to underestimated NOx

emissions. Regional models also tend to underestimate summer NOx concentrations (e.g.,

Mar et al., 2016) and vertical NO2 columns (e.g., Huijnen et al., 2010) compared to

observations in background regions without strong anthropogenic NOx sources. Since

these regions typically have a NOx -limited ozone formation regime, a hypothesis is that

the mis-representation of NOx in these models may contribute to the underestimated

ozone in these models. Chapter 2 explores the dependence of regional air quality model

simulations of surface ozone concentrations on surface NOx emissions.

1.4.3 Modelling dry deposition

In Equation 1.2, we discussed how the dry deposition velocity can be calculated from

the observed ozone flux and concentration. In atmospheric models, this dry deposition

velocity is estimated based on local atmospheric, vegetation and soil properties, and then

multiplied by the surface concentration to obtain the flux to the land surface. The most

common way to represent dry deposition to the land surface in atmospheric models is via

a resistance approach (Wesely and Hicks, 1977):

Vd(O3) =
1

ra + rb + rc
(1.5)

Where ra is the aerodynamic resistance (the resistance to turbulent transport to the land

surface), rb is the quasi-laminar layer resistance (reflecting the resistance against diffusive

transport to the surface where uptake takes place), and rc is the surface resistance (the

resistance to uptake via different pathways, see Section 1.2).

Equation 1.5 is a so-called ‘big leaf’ representation of ozone deposition, since this model

assumes that the surface sink to a vegetation canopy can be represented by an individual
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Figure 1.5: Schematic depiction of big leaf (left) and multi-layer canopy representation

of ozone deposition to vegetation canopies. Green and brown rectangles reflect the uptake

pathways, and uptake resistances are shown as black rectangles (source: Clifton et al., 2020b,

modified)

leaf scaled up to the entire canopy using the leaf area index (LAI; Hicks et al., 1987).

The resistance framework of the big leaf parameterization is shown in Figure 1.5. In this

approach, the vertical concentration profile inside the canopy and the contribution of

in-canopy processes, such as gas-phase chemical removal, are not explicitly considered.

This approach works well for surfaces such as bare soils and water bodies. For vegetation

canopies, this scheme is useful to relate inferred leaf-level uptake rates to the canopy-

scale deposition velocity. The model has a representation of seasonality and represents

differences between daytime and nighttime uptake and some simplified dependencies on

micro-meteorology (Wesely, 1989). Although there have been several improvements to

the initial big leaf dry deposition parameterization (e.g., Ganzeveld and Lelieveld, 1995;

Zhang et al., 2002), and particularly in the representation of stomatal ozone uptake

(e.g. Val Martin et al., 2014), the original scheme remains commonly used in large-scale

atmospheric chemistry models, including the one used in Chapter 2.

However, a major shortcoming is that big leaf parameterizations do not account for

vertical gradients of ozone uptake inside vegetation canopies. An additional class of

models, multi-layer canopy models, divides the canopy into several layers and calculates

the processes acting on the concentration in each layer following Equation 1.3. A schematic

representation of a multi-layer canopy model is shown in Figure 1.5. The dry deposition

velocity is calculated per model layer. A big advantage of such approaches is that they can

account for vertical gradients in leaf area, shading of leaves inside the canopy (which affects

stomatal uptake, Makar et al., 2017), vertical mixing inside the canopy (i.e., incorporating

canopy effects in Equation 1.4; e.g., Bryan et al., 2012), in-canopy chemistry (Ashworth
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et al., 2015; Wolfe et al., 2011) and the soil sink at the bottom of the canopy. Additionally,

these models can account for the distinct photo-chemical regime inside the canopy, which

is affected by low-radiation conditions, biogenic VOC emissions, and NO emissions from

the forest floor. These models have mostly been applied to interpret above-canopy flux

observations in a single-point application (e.g., Ashworth et al., 2015; Duyzer et al., 2004;

Fares et al., 2019; Wolfe et al., 2011; Zhou et al., 2017), an approach we follow in Chapters 3

and 4. However, application of such approaches is also possible in larger-scale atmospheric

chemistry models (e.g., Ganzeveld et al., 2010; Ganzeveld et al., 2002b).

1.4.4 Turbulence-resolving models

Another class of models are Large-Eddy Simulation (LES) models, used in Chapter 5 of

this thesis. These models operate on much higher horizontal and temporal resolutions

compared to regional air quality models (typically on the order of 10-100 m, and ±1-10s)

and are capable of resolving turbulent motions in the atmosphere of > ±10 m (e.g., Heus

et al., 2010). Therefore, part of the parameterized turbulent motions in Equation 1.3

are resolved in this class of models, which is ideal for investigating interactions between

the land surface and the overlying atmosphere (Bou-Zeid et al., 2020). Given their high

computational cost associated with the high spatial and temporal resolution, these models

typically have a domain size up to several tens of kilometers.

As explained before, larger-scale models typically average the effect of turbulence on

concentrations over a time window. In doing so, they assume that the air contained in a

model pixel is well-mixed. This assumption is questionable, particularly when there are

large gradients in land use and, as a result, land surface energy fluxes, and emissions. This

results in inhomogeneous mixing of pollutants, and can for example lead to separation

between two species that react with one another (e.g., Auger and Legras, 2007; Ouwersloot

et al., 2011). On a domain average basis, this can slow down or accelerate the reaction

rate compared to a situation where the species are well mixed. This process is called

segregation, which can be quantified as a reduction (or enhancement) in a model-simulated

process (e.g., a chemical reaction) as a result of inhomogeneous mixing conditions within

the model domain. Segregation of chemical reactions has been quantified particularly

for inhomogeneous turbulent mixing conditions (Vila-Guerau De Arellano et al., 1993)

and inhomogeneous emission sources (e.g., Auger and Legras, 2007; Krol et al., 2000;

Ouwersloot et al., 2011). If the segregation intensity is substantial (e.g., higher than

a few percent), this effect must be parameterized in larger-scale atmospheric chemistry

models.

The dry deposition process also has the potential to introduce small-scale fluctuations

in surface concentrations, since it can result in coincident variations in dry deposition

velocities and surface ozone concentrations. Because dry deposition is an ozone sink term,
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a locally high dry deposition velocity could coincide with a low concentration of ozone.

This mechanism has received less attention until recently. Clifton and Patton (2021)

recently investigated covariance between ozone concentration and its dry deposition sink

of ozone dry deposition using LES simulations over homogeneous land cover conditions

representative for temperate midlatitude forests. They found that this effect is typically

very small. However, their simulations are representative for homogeneous conditions.

In reality, land cover is often heterogeneous over the size of a model domain. An open

question remains if segregation of dry deposition associated with land cover heterogeneity

is an important process for heterogeneous land surfaces. This question is the subject of

Chapter 5.

1.5 Research questions and thesis outline

The previous sections have introduced the concepts, tools, spatio-temporal scales and

research challenges under consideration in this work. Figure 1.6 schematically depicts the

objectives of Chapters 2-5. Here, we further build on these concepts and formulate a set

of research questions that are addressed in this thesis.

In Chapter 2, we first zoom in on simulations of surface ozone in a European summer

month. We have seen in Section 1.1 how ozone formation has increasingly become NOx -

limited in the past decade. At the same time, in Section 1.4 we discussed how regional

air quality models tend to underpredict high-ozone conditions over Europe. In chapter 2,

we investigate the potential improvement of using satellite NO2 observations to improve

NOx emission estimates, and resultingly, simulations of surface ozone using a regional

meteorology-atmospheric chemistry model (Fig. 1.6, left panel). The research questions

addressed in Chapter 2 are:

• How well do we understand the anthropogenic and natural sources of nitrogen oxides?

• What is the sensitivity of surface ozone formation to the representation of emissions

of nitrogen oxides?

In Chapters 3 and 4, we zoom in on the representation of forest ozone deposition processes

in atmospheric models (Fig. 1.6, center panel). Ozone deposition in forests is a complex

combination of sink pathways, whose temporal variability and contribution to the total

ozone deposition sink are incompletely understood (Section 1.2). We have also seen

that the degree of empiricism varies greatly between dry deposition parameterizations

in atmospheric models (Section 1.4). Therefore, in Chapter 3 we confront two of those

parameterizations with ozone flux observations above two European forests (Section 1.3),

and ask:
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Figure 1.6: Schematic of the research objectives ans spatio-temporal scales under consideration

in Chapters 2-5 (image showing a stomate retrieved from: https://en.wikipedia.org/wiki/

Stoma#/media/File:Tomato_leaf_stomate_1-color.jpg).

• How well do a simple and a more complex dry deposition representation perform at

simulating ozone dry deposition to forests?

• What is the sensitivity of a flux-based ozone impact metric to the representation of

dry deposition?

Chapter 3 is mostly concerned with the contribution of stomatal ozone deposition to total

deposition as stomatal ozone impacts vegetation. Since stomatal and non-stomatal sinks

act in parallel, non-stomatal ozone removal can indirectly also affect the ozone impact. In

Chapter 4, we zoom in on two non-stomatal processes affecting ozone deposition, namely

turbulent transport from the atmosphere into the canopy, and chemical ozone removal

by NO. Here, we use campaign observations of the ozone flux along a vertical profile

inside and above the canopy, which enables us to separate different ozone sinks at different

heights within the canopy. The research questions addressed in Chapter 4 are:

• What is the effect of canopy-atmosphere vertical exchange on forest ozone deposition?

• What is the contribution of chemical ozone removal by reaction with NO to total

ozone deposition?

The models or parameterizations discussed in Chapters 2-4 typically assume that the

land surface has homogeneous characteristics, such as vegetation cover, over grid cells

that typically span 5-100 km. This assumption is invalid in most regions, where forests,
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agricultural fields and urban areas can all be present within a 20 km × 20 km area (the

resolution of the model applied in Chapter 2). In chapter 5, we therefore implement a dry

deposition parameterization in a turbulence-resolving model (see Section 1.4) accounting

for realistic surface heterogeneity at a much higher spatial resolution (100 m × 100 m,

Fig. 1.6, right panel).

We apply this model to investigate whether small-scale variations in land cover affect the

total deposition of ozone. The hypothesis is that dry deposition affects surface ozone

mixing ratios, leading to locally lower surface ozone where dry deposition velocities high.

Since the ozone deposition flux is calculated as the product of the dry deposition velocity

and the surface ozone mixing ratio, coincident anomalies of high deposition velocities and

lower mixing ratios (or vice versa) are expected to lead to a lower domain-average flux

compared to a situation where a uniform dry deposition velocity is applied across the

domain. We address the following research questions in chapter 5:

• What is the effect of resolving land cover and chemical plumes at a high spatial

resolution on simulated dry deposition?

• Does heterogeneity in dry deposition introduce co-variability between dry deposition

and surface mixing ratios, affecting the domain-integrated deposition flux?
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Abstract

Ozone (O3) is a secondary air pollutant that negatively affects human and ecosystem

health. Ozone simulations with regional air quality models suffer from unexplained biases

over Europe, and uncertainties in the emissions of ozone precursor group nitrogen oxides

(NOx = NO + NO2) contribute to these biases. The goal of this study is to use NO2

column observations from the OMI satellite sensor to infer top-down NOx emissions in

the regional meteorology-chemistry model WRF-Chem, and to evaluate the impact on

simulated surface O3 with in situ observations. We first perform a simulation for July

2015 over Europe and evaluate its performance against in situ observations from the

AirBase network. The spatial distribution of mean ozone concenctrations is reproduced

satisfactorily. However, the simulated maximum daily 8-hour ozone concentration (MDA8

O3) is underestimated (mean bias error (MBE) = -14.2 µg m−3), and its spread is too low.

We subsequently derive satellite-constrained surface NOx emissions using a mass balance

approach based on the relative difference between OMI and WRF-Chem NO2 columns.

The method accounts for feedbacks through OH, NO2’s dominant daytime oxidant. Our

optimized European NOx emissions amount to 0.50 Tg N (for July 2015), 0.18 Tg N higher

than the bottom-up emissions (which lacked agricultural soil NOx emissions). Much of the

increases occur across Europe in regions where agricultural soil NOx emissions dominate.

Our best estimate of soil NOx emissions in July 2015 is 0.1 Tg N, much higher than the

bottom-up 0.02 Tg N natural soil NOx emissions from the MEGAN model. A simulation

with satellite-updated NOx emissions reduces the systematic bias between WRF-Chem

and OMI NO2 (slope = 0.98, r2 = 0.84), and reduces the low bias against independent

surface NO2 measurements by 1.1 µg m−3 (-56%). Following these NOx emission changes,

daytime ozone is strongly affected, since NOx emission changes particularly affect daytime

ozone formation. Monthly averaged simulated daytime ozone increases by 6.0 µg m−3,

and increases of >10 µg m−3 are seen in regions with large emission increases. With

respect to the initial simulation, MDA8 O3 has an improved spatial distribution, expressed

by an increase in r2 from 0.40 to 0.53, and a decrease of the mean bias by 7.4 µg m−3

(48%). Overall, our results highlight the dependence of surface ozone on its precursor NOx

and demonstrate that simulations of surface ozone benefit from constraining surface NOx

emissions by satellite NO2 column observations.
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2.1 Introduction

Ozone (O3) is an air pollutant that affects human and ecosystem health (Ainsworth et al.,

2012; Lelieveld et al., 2015). It also affects radiative forcing directly as a greenhouse gas

(IPCC, 2013), and indirectly by impacting ecosystem carbon uptake via deposition (Sitch

et al., 2007). Despite decreases in ozone concentrations in Europe since 2000 (Chang

et al., 2017), peak ozone concentrations still exceed the WHO air quality guideline of

100 µg m−3 and the European long-term objective of 120 µg m−3 (EMEP/CCC, 2016).

For example, 87% of European air quality stations did not meet this long-term objective

(EEA, 2017) in 2015, and vegetation exposure thresholds were exceeded in large parts of

the continent during this year, particularly in Southern and Central Europe (Roüıl and

Meleux, 2018).

The formation of ozone in the lower troposphere is a photochemical process that depends

nonlinearly on concentrations of its precursor species nitrogen oxides (NOx = NO +

NO2) and volatile organic compounds (VOCs) (e.g. Sillman et al., 1990). In NOx -limited

conditions, ozone production increases with NOx emissions and is less sensitive to VOC

emissions. However, ozone production under NOx -saturated conditions increases with

VOC emissions, but decreases with increasing NOx emissions. European NOx emissions are

dominated by the anthropogenic contribution from fossil fuel combustion for transportation,

electricity generation and industry. In summer, there are additional contributions from soils

and lightning, which together comprise 40% of the total European NOx emission budget

(Jaeglé et al., 2005). Soil NOx emissions in turn have an anthropogenic component, since

nitrogen-containing fertilizers are partly re-emitted to the atmosphere as NOx (Steinkamp

and Lawrence, 2011).

Anthropogenic emissions in Europe have decreased due to air pollution abatement measures

and the economic crisis that started in 2008 (Castellanos and Boersma, 2012). Bottom-

up anthropogenic emission inventories suggest a continued reduction of NOx emissions

in more recent years. This is consistent with the ongoing tendency of European air

quality conditions towards the NOx -limited regime (Jin et al., 2017), which is projected to

continue in the future (Beekmann and Vautard, 2010). Downward anthropogenic emission

trends have been suggested as an important driver of the decreasing trend in peak ozone

concentrations in Europe (ETC/ACM, 2016).

Regional air quality (AQ) models are important tools for studying and forecasting ozone

pollution. These models simulate processes relevant for ozone pollution at a resolution that

can better capture observed spatial gradients compared to coarser global models. Regional

AQ models can therefore be applied to simulate polluted conditions in or surrounding urban

areas, or for air quality impact assessments. Coupled (or ”online”) meteorology-chemistry

models resolve meteorology, transport, chemical transformation and removal of pollutants

at the same spatial and temporal resolution. The coupled treatment of meteorology
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and chemistry is mandatory, because ozone concentrations depend on feedbacks between

meteorological and chemical processes: 1) O3 sources such as chemical formation depend

on radiation, temperature and water vapour (Coates et al., 2016; Pusede et al., 2015),

and 2) O3 sinks, such as dry deposition, also largely depend on meteorological drivers

(Clifton et al., 2017; Kavassalis and Murphy, 2017). However, coupled regional air quality

models are subject to several sources of uncertainties. These uncertainties are related to

the limited knowledge on ozone precursor emissoins (Kuenen et al., 2014; Pouliot et al.,

2015), the representation of boundary conditions (Giordano et al., 2015), tropospheric

chemistry in the chemical mechanism (Knote et al., 2015), and the land surface and its

feedbacks with tropospheric chemistry (Baklanov et al., 2014).

Many regional AQ models have been applied to simulate NOx and O3 in European summers,

for research and forecasting purposes. Models tend to underestimate summertime NOx

compared to rural background in situ observations (Mar et al., 2016; Terrenoire et al., 2015).

Comparison against satellite NO2 column observations also revealed underestimations at

regional scales (Aidaoui et al., 2015; Huijnen et al., 2010). Another study found both

positive as well as negative biases, which were attributed to the coarse resolution of the

emission inventories (Pope et al., 2015). AQ models satisfactorily reproduce the spatial

distribution in summer O3. However, mean O3 can be under- or overestimated depending

on the model and chemical mechanism (Mar et al., 2016; Terrenoire et al., 2015). In

addition, many models consistently underestimate peak ozone values that typically occur

in the afternoon (Im et al., 2015; Marécal et al., 2015; Solazzo et al., 2012; Tuccella

et al., 2012). This is problematic for air pollution impact assessments, since the peak

ozone values are important for determining the detrimental effects on human health and

ecosystems.

The sensitivity of O3 to its precursor NOx , which is particularly pronounced in summer

(e.g. Jin et al., 2017), suggests that there is good potential to improve O3 simulations

by constraining simulated NOx with observations. The past 20 years have seen the

development of methods to estimate NOx emissions with satellite-based NO2 columns in a

mass balance approach, where biases in the model-simulated and satellite-observed NO2

columns are used to update NOx emissions. The technique has been applied in global

models (Lamsal et al., 2008; Martin et al., 2003; Vinken et al., 2014b), and more recently

also in regional models (e.g. Ghude et al., 2013). Applications of the technique include

emission trend analysis (e.g. Lamsal et al., 2011) and source-specific constraints on NOx

emissions (e.g. Ghude et al., 2013; Verstraeten et al., 2015; Vinken et al., 2014a; Vinken

et al., 2014b). Changes in NOx emissions impact tropospheric chemistry, and therefore

changes in O3 are expected. This was shown by Ghude et al. (2013), who found local

changes in surface O3 mole fractions up to 10 ppb over India after satellite-based NOx

emission scaling. Verstraeten et al. (2015) reported ozone increases up to 8 ppb at 800

hPa (±1.5 km) in China after scaling local NOx emissions with OMI observations, and

found that simulated free-tropospheric ozone between 3-9 km was in better agreement
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with tropospheric O3 columns observed by the Tropospheric Emission Sounder. However,

ozone changes at the surface after constraining NOx emissions with satellite observations

have thus far not been evaluated with in situ data to our knowledge.

Considering the importance of NOx for simulations of ozone and the previously reported

ozone changes after applying satellite-based NOx emissions, we here investigate the

potential improvement in simulated surface ozone concentrations over Europe due to

the application of satellite observations of NO2 to adjust NOx emissions. To this end,

we use the WRF-Chem meteorology-chemistry model (Grell et al., 2005) to simulate

surface ozone in Europe in July 2015, at the approximate peak of the ozone season. We

first perform a model evaluation with AirBase in situ NO2 and O3 observations (EEA,

2018) and OMI NO2 column measurements from the recently released QA4ECV dataset

(Boersma et al., 2017b). We subsequently derive a new, OMI-based (”top-down”) NOx

emission inventory, and evaluate its effects on WRF-Chem simulations of surface NO2 and

O3 with the independent AirBase observations.

The structure of the paper is as follows. We describe the model set-up and observations

in section 2. Section 3 presents the method to calculate OMI-derived NOx emissions. In

section 4, we evaluate a WRF-Chem set-up with bottom-up emissions in situ and column

observations, and in section 5 we describe the derived modified surface NOx emissions.

We evaluate the impacts on surface NOx and O3 with independent in situ observations in

section 6. We conclude with a discussion (section 7) and summarize our conclusions in

section 8.

2.2 Model and data description

2.2.1 WRF-Chem

We perform simulations with the coupled meteorology-chemistry model WRF-Chem,

version 3.7.1 (Grell et al., 2005). The model domain consists of 170 by 170 cells at 20×20

km2 horizontal resolution covering Europe, centered at 51.98◦N and 5.66◦E. Vertically, the

domain extends from the Earth’s surface up to 50hPa, and consists of 27 layers with 13

layers in the lowermost 1500m. Chemistry simulations of O3 and its precursor groups NOx

and VOCs are performed with the CBM-Z gas-phase chemical mechanism (Zaveri and

Peters, 1999). Simulations of atmospheric chemistry with this mechanism compare well

with the European multi-model mean for summer O3 in a gas-phase mechanism comparison

study (Knote et al., 2015). A complete list of parameterization options adopted in our

WRF-Chem setup can be found in Table A2.1. Our simulations were performed with a

time stepping of 180 s for a period of 38 days (24 June - 31 July 2015), allowing a 1-week
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spin-up to analyze the model output for July. An evaluation of large-scale meteorological

performance with ERA-Interim reanalysis fields can be found in Section A2.2.

We used anthropogenic emissions from the TNO-MACC-III inventory (Kuenen et al., 2014)

for 2011, the most recent inventory available when the model experiments were performed.

TNO-MACC-III contains anthropogenic emissions for lumped species groups NOx and

VOCs. NOx emissions were partitioned assuming that 97% is emitted as NO and 3% as

NO2. VOC emissions were divided over 15 emission categories in CBM-Z, following the

VOC speciation by Archer-Nicholls et al. (2014). This speciation procedure is further

described in Table A2.3. Point source emissions were distributed over the five lowermost

model layers following sector-specific emission altitude profiles (Bieser et al., 2011).

Biogenic emissions of VOCs and soil NOx were calculated online with the MEGAN model

implementation within WRF-Chem (Guenther et al., 2006; Guenther et al., 2012). The

domain-total biogenic isoprene emissions are 1.82 Tg of isoprene, which is slightly lower

than the 9-year spread of 2-4.5 Tg isoprene for July, based on an inverse modeling study

using OMI HCHO column measurements for 2005-2013 (Bauwens et al., 2016). We simulate

lightning NOx emissions using a parameterization based on cloud-top height (Price and

Rind, 1993; Wong et al., 2013), using a flash rate of 80 mol flash−1 based on a recent

satellite-based estimate (Pickering et al., 2016). Simulations with higher flash rates of

500 mol flash−1 (Ott et al., 2010) and 310 mol flash−1 (Miyazaki et al., 2014) resulted in

overestimated upper-tropospheric contributions to the NO2 columns relative to OMI.

Anthropogenic emissions are the dominant NOx source over Europe in July with a total

monthly emission strength of 304 Gg N (76%). Minor contributions are associated with

lightning (81.4 Gg N; 20%) and soils (15.0 Gg N; 4%). We note that especially soil NOx

emissions are low compared to previous studies, in which soils, including agricultural

areas, have been estimated to contribute 40% to the total European NOx emission budget

(Ganzeveld et al., 2010; Jaeglé et al., 2005).

Meteorological initial and boundary conditions were taken from ERA-Interim reanalysis

data (Dee et al., 2011). Chemical boundary conditions for O3, NO, NO2, CO and

peroxyacetyl nitrate (PAN) are taken from the CAMS chemical reanalysis product for

Europe (Inness et al., 2015, retrieved at: http://apps.ecmwf.int/datasets/data/cams-

nrealtime/levtype=sfc/). Upper boundary conditions for ozone were prescribed with

climatological values (retrieved at: https://www2.acom.ucar.edu/wrf-chem/wrf-chem-

tools-community).

2.2.2 AirBase NO2 and O3 in situ measurements

Surface measurements are taken from the European Air Quality Data Portal operated by

the European Environment Agency, hereafter referred to as AirBase (EEA, 2018). We

used all data at rural background stations from the validated E1a data stream. The
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large availability of the data allows us to make a strict selection on data availability. For

monthly averages, we discard stations if data is missing for more than 24 hours. Stations

used for the evaluation of monthly averages at 12:00 h UTC may have a maximum data

gap of 1 data point. This resulted in a final selection of 184-397 stations, depending

on the performance metric (see Table 2.1). In our analysis of O3 and NO2 we evaluate

monthly time series and mid-day (12:00 h UTC) concentrations (denoted as [O3]
12h and

[NO2]
12h, respectively). We additionally calculate the maximum daily 8-hour mean ozone

concentration (MDA8 O3), a widely applied metric for O3 health impacts.

2.2.3 OMI NO2 column measurements

We use tropospheric NO2 columns from the Ozone Monitoring Instrument (OMI) onboard

NASA’s EOS Aura mission (Levelt et al., 2006). The polar-orbiting instrument detects

radiation backscattered from the Earth’s atmosphere. Retrieval of tropospheric vertical

column densities (VCDs) from space follows a three-step procedure (Boersma et al., 2018b).

First, total slant columns (SCDs; i.e., columns along the average light path through the

atmosphere) are obtained from a spectral fit to the OMI-measured reflectance spectra

in the visible wavelength range using the Differential Optical Absorption Spectroscopy

(DOAS) method. Then, the stratospheric contribution component is separated from the

total NO2 column via data assimilation into the TM5 global Chemistry Transport Model

(Dirksen et al., 2011). The final step is to obtain tropospheric VCDs by dividing the

SCDs by a tropospheric Air Mass Factor (AMF) that describes the vertical sensitivity

of the instrument to atmospheric NO2 (Eskes and Boersma, 2003). This is a function of

satellite viewing geometry, surface albedo, terrain height, cloud properties, and a priori

NO2 profile.

The recent EU FP7 project Quality Assurance for Essential Climate Variables (QA4ECV)

has led to the development of a new OMI NO2 data product (Boersma et al., 2017b). The

underlying consortium retrieval algorithm is based on the NO2 column retrieval principles

described in Boersma et al. (2007), but with improvements in the three aforementioned

steps (Boersma et al., 2018b). Zara et al. (2018) described how better wavelength

calibration, and inclusion of liquid water absorption and an intensity offset-correction

reduced uncertainties in NO2 SCDs to 0.7 − 0.8 × 1015 molec. cm−2 (up to ±35 %).

Lorente et al. (2017) improved the AMF calculation method via the extension of the

AMF look-up table with more reference points, and a correction for the sphericity of

the atmosphere. The ancillary data for the AMF calcultion has also improved relative

to earlier algorithms such as DOMINO v2 (Boersma et al., 2011): surface albedo from

the 5-year OMI albedo climatology (Kleipool et al., 2008), cloud information from the

improved OMI O2-O2 algorithm (Veefkind et al., 2016), and a priori NO2 profiles from

TM5-MP at 1◦×1◦ (Williams et al., 2017). The study by Lorente et al. (2017) also showed

that substantial differences between AMFs arise when different a priori NO2 profiles (as
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well as surface albedo and cloud properties) are used in the retrieval. This underlines that

a re-calculation of the tropospheric AMFs based on simulated WRF-Chem 20× 20 km2,

replacing the coarse TM5-MP 1◦ × 1◦ NO2 profiles, may help to reduce model-satellite

differences (Lamsal et al., 2010; Vinken et al., 2014a), and we will explore this further

below.

2.2.4 AMF re-calculation

We take care to remove inconsistencies in the model-satellite comparison introduced by

different assumptions about the vertical NO2 profile in the satellite product compared to

the model. The AMF calculation requires assumptions about the vertical profile of NO2

to convert slant columns into vertical columns. We replace the a priori TM5-MP NO2

profiles (at 1◦ × 1◦) by WRF-Chem NO2 profiles at a 20× 20 km2 resolution. This has

two advantages: 1) model-satellite comparisons are no longer affected by differences in

model assumptions between WRF-Chem and TM5-MP that lead to different vertical NO2

profiles, and 2) the higher resolution WRF-Chem setup resolves spatial gradients in the a

priori profile that are not appropriately captured in TM5-MP due to the coarser model

resolution. Single-orbit results indicate that re-calculation of the AMFs leads to retrieved

columns that are 1× 1015 molec. cm−2 higher in densely populated areas, and lower or

unaffected in surrounding non-urban regions. This effect has been seen before in earlier

studies (Heckel et al., 2011; Huijnen et al., 2010; Maasakkers, 2013; Russell et al., 2011;

Vinken et al., 2014a).

We apply the method described by Lamsal et al. (2010) and Boersma et al. (2016) to

replace the TM5-MP vertical NO2 profile by the WRF-Chem profile in the calculation of

the air mass factor (AMF):

Mtrop,WRF−Chem = Mtrop,TM5 ×
∑L

l=1 Atrop,lxl,WRF−Chem∑L
l=1 xl,WRF−Chem

(2.1)

where Mtrop is the tropospheric AMF based on an assumed profile from WRF-Chem or

TM5, Atrop,l is the tropospheric averaging kernel element for layer l, xl,WRF−Chem is the

NO2 column density in model layer l, and L is the uppermost TM5-MP layer in the

troposphere. The tropospheric averaging kernel in Eq. 2.1 is defined as follows (Boersma

et al., 2017a): Atrop = A× M
Mtrop

, where M and Mtrop refer to the AMF and the tropospheric

AMF, respectively. Note that the WRF-Chem vertical NO2 profile has been sampled at

the TM5-MP vertical layer structure, so l refers to TM5-MP model layers.
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2.3 Top-down NOx emissions: methods

Satellite-detected NO2 columns are sensitive to NOx emissions at the surface. We exploit

this dependence to derive satellite-based surface NOx emissions using local OMI NO2

columns. We apply an improved version of the mass balance procedure (Lamsal et al.,

2011; Martin et al., 2003; Vinken et al., 2014a), which accounts for non-linear feedback

from NOx emission changes on NO2 concentrations via OH:

Etd = Ebu

(
1 + β(1 + γ)

COMI,bu − CWC,bu

CWC,bu

)
(2.2)

where Ebu and Etd represent NOx emissions from the bottom-up inventory (bu) and

the satellite-based top-down estimate (td), respectively. CWC,bu represents the monthly-

averaged NO2 vertical column density (VCD) simulated by WRF-Chem, and COMI,bu is

the monthly averaged modified QA4ECV OMI NO2 VCD using air mass factors based on

the original WRF-Chem NO2 vertical profile (CWC,bu, see Section 2.2.4). WRF-Chem NO2

VCDs are co-sampled with valid OMI observations. We only use OMI and WRF-Chem

data for pixels with valid satellite observations for at least 4 days in July 2015 to minimize

the random error in the satellite retrieval.

We account for the nonlinear NOx -OH chemistry feedback via a dimensionless scaling factor

β, for which we performed a perturbation simulation with surface emissions increased by

20%:

β =
∆Ebu,1.2/Ebu

∆Cbu,1.2/Cbu

=
0.2Cbu

∆Cbu,1.2

(2.3)

where Cbu are the NO2 columns after a WRF-Chem simulation with bottom-up NOx

emissions, and ∆Cbu,1.2 is the change in NO2 columns after perturbing bottom-up NOx

emissions by +20%. In low-NOx environments, this perturbation leads to higher OH levels

and thus to more efficient NOx loss to HNO3, so that a β > 1 is needed to achieve column

agreement. In NOx -rich environments, however, OH levels are suppressed by enhanced

NOx emissions so that the relative increase in NO2 columns is larger than 20%, resulting in

a β < 1. The use of β to account for the sensitivity of the NO2 column to local emissions

is essentially a linearization step of non-linear effects due to chemistry.

Application of Equations 2.2 and 2.3 would lead to updated NOx emissions, and conse-

quently also to modifications in the WRF-Chem NO2 profile shapes in response to the

updates (e.g. Vinken et al., 2014a). This is accounted for via γ, which we also obtain from

the simulation with +20% perturbed emissions:
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γ =
(COMI,1.2 − COMI,bu)/COMI,bu

(CWC,1.2 − CWC,bu)/CWC,bu

(2.4)

where CWC represents the WRF-Chem NO2 vertical column density (VCD), and COMI

represent the OMI NO2 VCD retrieved using WRF-Chem NO2 vertical profiles from the

bottom-up simulation (CWC), for the bottom-up (subscript bu) and emission perturbation

simulation (subscript 1.2), respectively. Our approach to calculate γ differs from Vinken

et al. (2014a), who derived γ from a separate simulation after accounting for β. Our

approach requires one less forward simulation and is thus computationally more efficient,

with little impact (<3%) on total derived emissions compared to the approach by Vinken

et al. (2014a).

We calculate the scaling factors β and γ for all land-based and shipping lane WRF-Chem

cells based on monthly mean NO2 columns (i.e., ocean-based pixels with emissions above

a threshold value of 1 mol km−2 h−1). These pixels thus also include shipping lanes and

offshore oil platforms. OMI-inferred emission changes are calculated locally, i.e. for each

individual model cell for which the aforementioned data availability criteria are fulfilled.

This differs from previous work where these factors were calculated for regions containing

multiple model cells (Vinken et al., 2014a; Vinken et al., 2014b) or for individual pixels in

global models with a coarse resolution (e.g. Lamsal et al., 2011).

We discard the effect of transport of NO2 away from the source region (’smearing’). In July,

solar intensity in Europe is close to its annual peak, which means that the NO2 lifetime

is short due to efficient oxidation. Therefore, the clear-sky monthly mean NO2 column

difference between model and satellite is indicative of local NOx emission updates. Previous

studies showed that this method reduces the model-satellite NO2 column difference but

does not resolve it completely (e.g. Ghude et al., 2013; Vinken et al., 2014a) as a result

of the linearization that is applied in the perturbation calculation. Nonetheless, we will

show in this study that the systematic bias between WRF-Chem and OMI NO2 columns

is largely removed after application of Eqns. 2.2-2.4.
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2.4 Bottom-up model evaluation

2.4.1 Surface O3

We start our evaluation of O3 chemistry in WRF-Chem (with bottom-up NOx emissions,

i.e. not yet based on the OMI-inferred NOx emissions) by a comparison of monthly-

averaged, 24-hour mean surface ozone simulations with AirBase observations (Fig. 2.1,

panels a and b, and Table 2.1). WRF-Chem reproduces the spatial distribution of

surface ozone satisfactorily, with an increase in surface O3 concentrations from north to

south, as reported elsewhere (e.g. Mar et al., 2016). Highest concentrations are found

around the Mediterranean basin. O3 concentrations over Central and Southern Europe

are underestimated in WRF-Chem. Simulated monthly-averaged concentrations do not

exceed 110 µg m−3, while higher concentrations were observed at several stations in the

southern part of the domain. Most notably, WRF-Chem does not capture observed high

concentrations of ±130 µg m−3 in northern Italy. The good agreement between WRF-Chem

and in situ data in the western part of the domain close to the model boundaries with

a prevailing westerly circulation indicates that the model boundary conditions describe

inflow of long-lived compounds such as O3 from the western boundary well.

Monthly averaged ozone concentrations are an important and widely used metric to

evaluate model skill, but are not necessarily indicative of the peak ozone concentrations

that typically occur in the afternoon. These monthly averages include the nocturnal

conditions with generally the presence of stable boundary layers, in which the titration

of ozone in the NOx -saturated regions is difficult to model (e.g. Im et al., 2015). The

simulated and observed monthly averaged ozone concentrations at 12:00 h UTC (Fig.

2.1, panels c and d) demonstrate a similar geographical distribution compared to the

monthly average, but with higher values because photochemical ozone production generally

peaks during daytime. This figure demonstrates that peak ozone values occur around

the Mediterranean basin, most prominently in North Italy and Spain, where the levels of

sunlight and ozone precursor concentrations are high. WRF-Chem shows elevated ozone

with respect to adjacent areas, but maximum simulated ozone levels do not exceed 120

µg m−3. This underestimation of peak ozone concentrations is also apparent from in Fig.

2.8b (discussed in more detail in Sect. 2.6), which shows the simulated versus the observed

12:00 h UTC ozone concentrations.

Our results are in agreement with previous regional chemistry model evaluations for

Europe. Such studies typically focus on seasonal variability; we compare our results with

the results for European summer (JJA) from those studies. Im et al. (2015) found that a

model ensemble underestimates the daytime maximum O3 concentration for sites where

observed O3 concentrations exceed 120-140 µg m−3, which agrees with our results. In

that study, the ensemble mean model bias tends to become more negative for observed
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Figure 2.1: Monthly averaged surface O3 and simulated by WRF-Chem with bottom-up NOx

emissions (a & c) and observed at AirBase stations (b & d). Panels a) and b) are monthly

averages, and c) and d) are sampled at 12:00 h UTC.

concentrations above 80 µg m−3 (Im et al., 2015). The two ensemble members that use

CBM-Z chemistry, similar to our WRF-Chem model set-up, are qualitatively in line with

the ensemble mean, lending support to the use of CBM-Z in this study. Mar et al. (2016)

compared two chemical mechanisms in a WRF-Chem evaluation study over Europe and

reported large differences in the representation of peak summer (JJA) ozone: one chemistry

model (MOZART) overestimates mean and MDA8 ozone, while simulations with the other

chemistry scheme (RADM2) shows underestimations of peak ozone that are in line with our

findings. We will discuss the dependence of ozone simulation on the chemical mechanism

choice in detail in Sect. 2.7. The ensemble model mean daytime ozone concentration in

Solazzo et al. (2012) is underestimated by 10-30 µg m−3 in four sub-regions of the European

continent. Tuccella et al. (2012) analyzed WRF-Chem O3 concentrations for 2007 and

found that yearly-averaged mid-day ozone is underestimated by approximately 10 µg m−3.

The model performance in the aforementioned studies is qualitatively similar to our findings

and the magnitude compares well. Overall, most studies consistently show underestimated

daytime O3, regardless of the chemical mechanism, model resolution and other model
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assumptions. To further explore the potential role of a model misrepresentation of NO2

concentrations in explaining this model O3 bias, the next sections will focus on a model

comparison with in situ and remote sensing data for NO2.

2.4.2 Surface NO2

Fig. 2.2 a and b present a comparison of monthly-averaged surface concentrations of NO2

between WRF-Chem and AirBase (note the logarithmic scale). Performance statistics are

shown in Table 2.1. We find that WRF-Chem reproduces the spatial distribution well,

with peak NO2 occurring in Northwest Europe and North Italy. In these regions with high

NOx emissions, average WRF-Chem-simulated concentrations are however underestimated

by up to 10 µg m−3 compared to observations. AirBase concentrations show a region with

elevated NO2 concentrations in Southwest Germany. WRF-Chem also shows elevated NO2

concentrations in this region, but does not reach such elevated concentrations. Overall,

WRF-Chem shows more spatial heterogeneity in surface NO2 concentrations than is

apparent from the observations. Observed NO2 concentrations in background areas in

Spain, France and Eastern Europe are 2-5 µg m−3 or higher, while the model consistently

simulates values <2 µg m−3 in these regions. This overall underestimation is also seen in

Fig. 2.8, where the simulated daily mean NO2 concentration is shown against AirBase

observations. The model performance of our WRF-Chem setup is in line with previous

WRF-Chem studies. Mar et al. (2016) found small overestimations (0.67-2.96 µg m−3) in

mean NO2. Another study found an annual average mean bias of -0.9 µg m−3, caused by

underestimations of peak NO2 in WRF-Chem (Tuccella et al., 2012).

A comparison between WRF-Chem and AirBase monthly-averaged 12:00 h UTC NO2

concentrations is presented in Figure 2.2c and d and Table 2.1. We find that WRF-

Chem on average strongly underestimates mid-day NO2 concentrations by 2.96 µg m−3

(38.5%).

2.4.3 NO2 VCD

Before we perform a comparison between NO2 VCDs from WRF-Chem and OMI, we

first discuss the effect of the NO2 profile shape on the OMI-retrieved columns. Figure

2.3 shows the change in the monthly-averaged OMI NO2 column density after replacing

TM5-MP NO2 profiles by WRF-Chem profiles using the procedure described in Sect. 2.2.4.

The OMI NO2 VCDs change most prominently over urban/industrial areas such as the

Netherlands, Paris, Berlin, Madrid, Milano and Rome. The background areas are largely

unaffected, or show small (± 0.2 ×1015 molec. cm−2) NO2 VCD increases (e.g. Spain) or

decreases (regions in France, Germany, Poland, Ukraine and Romania). The vertical NO2

profile over sea regions in western Europe strongly peaks at the surface, because shipping
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Figure 2.2: As Fig. 2.1, but for NO2.

NOx in WRF-Chem is emitted in the lowermost model layer. Overall, the average NO2

column change over non-land regions is small (<2%).

We subsequently compare WRF-Chem to this modified OMI product. The monthly-

averaged NO2 vertical column densities from WRF-Chem and OMI are displayed in Fig.

2.4. The model is sampled at 12:00 h UTC, close to the OMI overpass time of ±13:30

h LT, and is co-sampled with valid satellite observations. There is good agreement in

the spatial distribution of monthly-averaged NO2 VCDs (r2 = 0.68). NO2 columns are

underestimated by 0.3×1015 molec. cm−2 on average, with strong underestimations of

up to 2×1015 molec. cm−2 in urban and industrial northwestern Europe. WRF-Chem

overestimates NO2 columns in some isolated urban areas with high NOx emissions such as

London, Madrid, Rome, and in parts of Eastern Europe.

We note that Fig. 2.4 shows small underestimations of the simulated NO2 VCD compared

to OMI (±0.2 × 1015 molec. cm−2) in background regions (e.g. the Alps, rural Spain

and France, Scandinavia) and over the oceans. Simulated NO2 columns therefore show

stronger spatial gradients than OMI-retrieved columns, which is in line with Huijnen et al.

(2010). Other distinct underestimations in the simulated NO2 columns compared to OMI
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Figure 2.3: Change in monthly-averaged OMI-retrieved NO2 columns after using WRF-Chem

vertical NO2 profiles to calculate the Air Mass Factors (AMFs) in the OMI retrieval, as

described in Sect. 2.2.4.
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Figure 2.4: Monthly-averaged tropospheric NO2 vertical column densities from a) WRF-

Chem with bottom-up NOx emissions, b) OMI and c) their difference (WRF-Chem - OMI).

WRF-Chem NO2 columns have been co-sampled with OMI, and pixels are shown when nobs
≥ 4.

indicate a misrepresentation of emissions. For example, the simulated NO2 column in

northwestern Spain is underestimated by 2 × 1015 molec. cm−2 compared to OMI. The

enhanced NO2 columns in this region mainly reflect the contribution to atmospheric NOx

by power plant emissions. Although emissions from power plants should have decreased in

recent years in this region (Zhou et al., 2012), these emissions seem to be underestimated

in WRF-Chem. However, since these results are only representative or July 2015, a more

dedicated analysis is needed to further corroborate this hypothesis.

We have shown that our WRF-Chem set-up with bottom-up emissions underestimates

NO2 with respect to both surface and column measurements. To combine these model

comparisons against different data sources, we already discuss parts of Fig. 2.9, which

compares the agreement between simulations with bottom-up and top-down emissions.

Fig. 2.9a shows the relative difference of WRF-Chem against AirBase and OMI NO2
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Figure 2.5: Surface NOx emissions for a) the a bottom-up simulation (TNO-MACC-III

anthropogenic + MEGAN soil NOx ), and b) the top-down simulation; c) depicts the change in

surface NOx emissions after the recalculation procedure.

binned as a function of bottom-up anthropogenic emission strength. This shows an overall

underestimation of WRF-Chem at the surface and in the troposphere, except for regions

with strongest emissions. There is a relatively larger model underestimation of surface

NO2 than of the NO2 VCD in regions with comparatively low emissions. Given that the

surface NO2 mixing ratios are more sensitive to surface emissions than the NO2 column

(Li and Wang, 2019), this suggests that emissions are generally too low in WRF-Chem, but

especially that emissions in rural background regions, are underestimated. This, in turn,

suggests that the representation of surface NOx emissions in WRF-Chem (anthropogenic

emissions for 2011 and on-line calculated natural soil emissions) are too low to explain

the observations in July 2015. In the following section, we will derive satellite-constrained

NOx emissions and discuss potential reasons for this mismatch.

2.5 Satellite-derived NOx emissions

2.5.1 Top-down emissions

We derive top-down NOx emissions using the method described in Section 2.3. Fig. 2.5

shows the July total bottom-up and top-down surface NOx emissions and their difference.

Top-down NOx emissions amount to 498 Gg N, which is 56% higher than the bottom-up

inventory, and increases occur across the domain (Fig. 2.5c). NOx emissions are reduced

in several isolated grid cells that generally correspond to urban areas. The difference

between top-down and bottom-up emissions is larger than the 16% increase reported by

Miyazaki et al. (2017), although that study found strong (40-67%) local increases in areas

with high NOx emissions such as Belgium, western Germany and northern Italy.

Our top-down emissions are much higher than the bottom-up emissions over Germany

and Poland. Over Belgium and the Netherlands, the difference between top-down and

bottom-up emissions is also substantial, but notably smaller despite larger differences
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Figure 2.6: NO2 vertical column density scatter plots of WRF-Chem against OMI, presented

as a heat map with a bin size of 0.25 × 1015 molec. cm−2, for WRF-Chem with bottom-up

emissions (a), and WRF-Chem with OMI-derived top-down surface NOx emissions (b).The

OMI NO2 VCDs in panels a) and b) are calculated with AMFs based on NO2 vertical profiles

of the WRF-Chem simulations against which they are compared, to ensure a consistent model-

satellite comparison. The solid black lines represent the 1:1 line, and the dashed lines display

the orthogonal distance regression fits.

between OMI and WRF-Chem NO2 columns over the low-countries (Fig. 2.4c). This

reflects the chemical regime with very high bottom-up NOx emissions in this region,

resulting in suppressed mid-day OH concentrations, and consequently, longer NO2 lifetimes

(as diagnosed by low beta values over northwestern Europe in Fig. A2.1).

We subsequently replace bottom-up emissions with our observation-constrained top-down

NOx emissions and perform a new WRF-Chem simulation. As expected, the new NO2

columns agree much better with the OMI NO2 columns than those from the simulation

with bottom-up emissions (Fig. 2.6). WRF-Chem with bottom-up emissions generally

underestimates OMI NO2 columns by 23.4%. As expected, the simulations with the top-

down emissions agree better with OMI, and the slope of 0.98 between the new WRF-Chem

and OMI NO2 columns (Fig. 2.6b) suggests that the systematic underestimation in the

model is effectively resolved by applying the top-down emissions. The mean relative error

is reduced to -7.5%, and the spatial correlation coefficient between WRF-Chem and OMI

NO2 also improves considerably (from 0.68 to 0.84).

2.5.2 Attribution to emission sources

Fig. 2.7 shows the bottom-up and top-down NOx emissions as a function of the bottom-

up anthropogenic emission strength. This comparison demonstrates that top-down NOx

emissions are higher than bottom-up emissions regardless of the emission strength. However,
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Figure 2.7: Difference between bottom-up and top-down surface NOx emissions, expressed

as a) a bar plot (note the logarithmic scale) of median emissions binned by bottom-up

anthropogenic NOx emissions (error bars indicate the inter-quartile range), and b) a bar plot

of relative emission differences
(
posterior−prior

prior

)
between the bars in panel a). In panel b) we

define the relative anthropogenic emission difference to be the median of the relative change

between top-down and bottom-up emissions in anthropogenic-dominated regions (shaded, with

bottom-up emissions >50 Mg N month−1 cell−1.

top-down emissions are 50-100% higher than bottom-up estimates for relatively weak

emissions between 0.5-50 Mg N month−1 cell−1, and only up to 20% higher for some

urban and industrial hotspots (Fig. 2.7b). This 0.5-50 Mg N month−1 range is dominated

by WRF-Chem grid cells located in the rural areas of Europe, excluding the largest

urban agglomerations as well as low-emission regions such as mountainous areas. Our

substantially larger top-down emissions partly reflect a required increase in NOx emissions

in areas where soil NO emissions are expected to be a dominant NOx source. Soil NO

emissions are simulated in WRF-Chem using an implementation of the MEGAN biogenic

emission model. The observed discrepancy between the WRF-Chem-simulated and OMI-

observed NO2 VCD triggers to assess how much of this discrepancy can be attributed to

this model’s representation of soil NO emissions.
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To separate the soil NOx contribution from the anthropogenic emission updates, we

perform a simple budget calculation as a first-order constraint on the partitioning of the

top-down emissions between their anthropogenic and soil-based sources. We assume that

the relative difference in anthropogenic sources is uniform over the emission bins in Fig.

2.7. This factor is calculated as the median of the relative change in emissions for the

three highest bins (>50 Mg N cell−1 for July, see Fig. 2.7), and amounts to 0.22. This

allows us to attribute the remaining emission difference to soils. Based on this crude

first estimate, we derive top-down soil NOx emissions to be 112 Gg N month−1, versus

WRF-Chem/MEGAN-simulated bottom-up soil NO emissions of only 15 Gg N month−1.

The anthropogenic enhancement factor is relatively uncertain, but does not strongly impact

our derived posterior soil NOx emission estimate: if, instead of the median (m = 0.22), we

use the mean relative change in emissions for the three highest bins (µ = 0.41), our soil

contribution is still a factor >4 larger (69.0 Gg N month −1) compared to WRF-Chem’s

simulated bottom-up soil NO source. Therefore, this first-order estimation suggests that a

substantial fraction (43-69%) of the NOx emission increment after optimization can be

attributed to soils.

To evaluate the derived total soil NOx emissions, we perform a comparison with literature-

based estimates in Table 2.2. We find that bottom-up soil NOx emissions are under-

estimated by a factor 5-7 compared to previous studies. In some of those studies (e.g.

Ganzeveld et al., 2010), land use management practices (fertilizer and manure application)

provide a substantial contribution to European soil NO emissions, a feature that appears

to be missing in the representation of soil NO emissions in WRF-Chem. This supports

our hypothesis that a substantial fraction of the increase in surface NOx emissions may be

attributed to soils. We will discuss this further in Sect. 2.7.
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iè
re

et
al
.
(2
00
5)

re
fe
re
n
ce
d
in

D
am

m
er
s
(2
01
3)

19
83
-1
99
5

-1
5-
35

°E
,
35
-7
0°
N

-
-

0.
13

-

1
T
h
is
es
ti
m
at
e
is
b
as
ed

on
su
m
m
er

(J
J
A
)
es
ti
m
at
es
.



42 OMI-derived NOx emissions: impacts on surface O3

2.6 Emission scaling impacts on surface NO2

and O3

2.6.1 Nitrogen dioxide

Table 2.1 summarizes the model performance of our bottom-up and top-down WRF-Chem

simulations against a large number of AirBase NO2 observations throughout Europe in

July 2015. The simulation with top-down emissions improves upon the a priori run in all

metrics. Most notably, the model index of agreement (d) improves by 0.10 (14%). The

modified model set-up still slightly underestimates the monthly averaged observed NO2

observations, as indicated by a slope of 0.89. However, the low bias in WRF-Chem surface

NO2 concentrations with respect to AirBase improves from -2.5 to -1.1 µg m−3.

Compared to the monthly average, we find little improvement in WRF-Chem’s skill to

predict surface NO2 at 12:00 h UTC. The model’s low bias in NO2 reduces from -3.0 to

-2.6 µg m−3 and the index of agreement improves by only 0.02 (4%). This more modest

improvement in performance can be understood from mid-day surface NO2 concentrations

being more strongly driven by photochemical removal processes and boundary layer

development than the 24-hour mean NO2 levels, that are more sensitive to NOx emissions

due to strongly reduced mixing and photochemistry at night. Fig. 2.8 displays WRF-Chem

monthly, 24-hour mean NO2 concentrations against AirBase observations, for the bottom-

up (black) and top-down (red) simulations. The model orthogonal distance regression

(ODR) slope improves considerably, while the explained variance of the model improves

slightly to 0.46.

Fig. 2.9 shows the relative biases between WRF-Chem and observed NO2 as a function

of (binned) bottom-up anthropogenic NO emission strength. Both the WRF-Chem

simulations with bottom-up emissions (Fig. 2.9a) as well as the simulation with top-down

emissions (Fig. 2.9b) show a low bias against OMI and AirBase for regions with low

emissions, and a positive relative bias in regions with stronger emissions. The relative bias

is however considerably reduced in the simulation with top-down NOx emissions, both

at the surface and in the column. However, WRF-Chem still displays a stronger relative

bias compared to AirBase than compared to OMI. This feature can likely be attributed

to a difference in spatial scales between the 20 × 20 km2-resolution model versus the

footprint area of local AirBase measurements, which can be easily influenced by a nearby

NOx source that is less well captured in the model, due to instantaneous mixing over a

larger volume. Another potential explanation for the stronger relative bias of WRF-Chem

compared to AirBase than compared to OMI is interference of in situ measurements with

molybdenum converters (see Sect. 2.2.2). This is in line with our previous finding that the

slope of the top-down NO2 column regression fit approaches 1, while the slope of the fit for

in situ NO2 observations is still below 1. We also note that the spread in the relative bias
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Figure 2.8: Scatter plots of monthly averaged simulated concentrations of a) NO2 and b) O3

against AirBase observations. Panel a) shows monthly averages for 0-23 h UTC, while panel b)

is sampled at 12 h UTC. The black solid lines represent the 1:1 line.

compared to AirBase increased for the top-down simulation, with more positive relative

bias values for all bins. Nonetheless, the results shown in Fig. 2.9 provide confidence

regarding application of the model as a tool to reconcile local-scale bottom-up emissions

and concentrations with larger-scale remote sensing-based NO2 measurements.

2.6.2 Ozone

Next, we address our main question whether the improved simulation of NO2 leads to

better model performance for surface ozone simulations. We find that WRF-Chem with

top-down emissions improves upon the bottom-up simulation for both the 24-hour mean,

as well as the 12:00 h UTC and MDA8 ozone metrics. The model index of agreement

improves by 0.08-0.11 (13-17 %, Table 2.1). However, the top-down model still simulates

too low surface O3, especially over southern, eastern and central Europe, where observed

surface O3 exceeds 80 µg m−3 at 12:00 h UTC (see Fig. 2.11).

A comparison between monthly averaged mid-day O3 concentrations from the bottom-up

and top-down simulation (Fig. 2.11, panels a and b, respectively) shows that ozone

increases across the model domain. This particularly improves the WRF-Chem-AirBase

agreement in large parts of western and Central Europe. The simulated ozone values in

northern Italy remain underestimated.
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Figure 2.9: Relative bias
(
RB = model - observations

observations

)
of WRF-Chem against land-based OMI

NO2 vertical column densities (box plots) and AirBase in situ NO2 measurements (green

scatter), binned by bottom-up anthropogenic NO emission strength, for the bottom-up (a) and

top-down WRF-Chem simulation (b). Green diamonds indicate the median WRF-Chem RB

against AirBase observations for pixels within every emissions bin.

Surface ozone concentrations display a strong increase due to the use of top-down NOx

emissions (Fig. 2.11). The areas where ozone concentrations increase by >10 µg m−3

largely coincide with regions where top-down NOx emissions are much higher than the

bottom-up emissions (Fig. 2.5c), such as in northern Spain, southern Germany, southern

Poland, Croatia, Serbia, western Greece and southern Romania. There are also strong

simulated ozone increases in central France and over the Adriatic Sea. These regions are all

characterized as (rural) background areas, where ozone formation is strongly sensitive to the

increases introduced in the NOx emissions for the relatively low bottom-up anthropogenic

and soil emissions. We find decreases in ozone around the main shipping lanes, where the

higher NOx emissions further enhance ozone titration. The enhanced titration also reduced

simulated surface ozone around urban regions such as Barcelona, Rome, and Paris. The

increases in surface NOx emissions in the BeNeLux and western Germany slightly increase

simulated mid-day surface ozone. Ozone production is less sensitive to NOx emissions in

these high NOx -emitting regions compared to the unpolluted background (Beekmann and

Vautard, 2010; Jin et al., 2017; Mar et al., 2016).

Fig. 2.8 shows that O3 simulations with the higher top-down NOx emissions lead to a

somewhat better match between modeled and observed surface O3, with an improvement

in spatial correlation coefficient from 0.43 to 0.57, and an increase in slope from 0.33 to



2.7 Discussion 45

0.41. Overall, the model low bias has reduced from -15 to -8 µg m−3, which indicates that

the use of OMI NO2 VCD data to constrain WRF-Chem surface NOx emissions results in

a considerable improvement regarding simulation of surface layer O3 concentrations.

We additionally analyzed changes in the temporal evolution of ozone concentrations

resulting from NOx emission changes (Fig. 2.10). Daytime median O3 concentrations are

better captured in the Po Valley, Central Spain and Poland. The NOx emission changes

lead to a model overestimation of surface O3 concentrations for Central France and South

Germany, while concentrations change only slightly in the BeNeLux and Ruhr areas. In

those regions, the mean bias error increases, while the hourly correlation coefficient and

RMSE values improve for all regions (Table A2.4). In all areas, changes in NOx emissions

lead to increased ozone concentrations particularly during daytime. Enhancements in

simulated night-time concentrations are only observed in Central Spain. In other areas,

night-time O3 concentrations are overestimated in both simulations. Peak daytime O3

concentrations are better captured in all areas, as evidenced by the increase of the 75th

percentile of simulated O3 concentrations with top-down emissions. However, peak O3

concentrations remain underestimated in the Po Valley, Central Spain and South Germany.

Additionally, nighttime O3 concentration overestimations remain, likely due to issues

related to model resolution and vertical mixing. Overall, the NOx emission changes most

effectively increase O3 concentrations during periods with elevated ozone (Fig. A2.3),

which coincide with high solar radiation and temperatures and thus have a strongly

NOx -dependent O3 formation.

2.7 Discussion

In this study we demonstrate the added value of deriving satellite-based NOx emissions

in (regional) air pollution models for simulations of summertime ozone, focusing on July

2015 over Europe. We use a modified version of the mass balance approach introduced

by Martin et al. (2003), with further improvements by Lamsal et al. (2011) and Vinken

et al. (2014a). Although many studies report differences in simulated (surface) ozone

concentrations after applying this mass balance approach (e.g. Ghude et al., 2013), we are

aware of only one other study that used observations to validate subsequent ozone changes.

Verstraeten et al. (2015) used TES O3 observations in the global chemistry model TM5

in a study on trans-continental transport of Asian air pollution, and found an improved

model-satellite agreement in lower-tropospheric ozone. However, their approach did not

allow for an evaluation of model performance closer to the surface.

The mass balance approach that we used to derive observation-constrained European NOx

emissions has several important advantages over more formal inversion methods that are

applied in the literature (e.g. Miyazaki et al., 2014; Miyazaki et al., 2017). The method is

highly traceable due to the simple calculation of scaling parameters from model output
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Figure 2.10: July 2015 monthly median diurnal ozone concentrations for six representative

regions in Europe, as simulated by WRF-Chem with bottom-up NOx emissions (green line)

and top-down NOx emissions (red line), and as observed at AirBase stations in these regions.

Shaded areas and whiskers indicate the inter-quartile range. Results represent the median over

all model-observation comparisons per region. The sample size for the comparison is displayed

on the top right of each subplot.

for a baseline and perturbation simulation, and column NO2 measurements. However,

the linearization (see Sect. 2.3) oversimplifies the nonlinearity of the NOx -O3 chemistry,

which means that the model-satellite discrepancy is not resolved completely after one

iteration. Additionally, the approach is only applicable on a pixel-basis when the NOx

lifetime is sufficiently short to discard the contribution of transport from adjacent model

NO2 columns. The model-satellite difference for a simulation we performed for March 2015

(not shown) shows less spatial heterogeneity over regions with a diffuse spatial distribution

of NOx sources (e.g. Germany). These shortcomings can be resolved by averaging the

signal over multiple grid cells, or by applying more formal inversion methods.

Our results demonstrate that surface NOx emissions in our WRF-Chem configuration

are increased substantially after applying an emission scaling approach. In a first-order

budget calculation we derive that 43-69% of this total increase can be attributed to

soil NOx . This is diagnosed from the notably higher relative increase in emissions in
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Figure 2.11: Monthly-averaged 12:00 h UTC surface O3 concentration with bottom-up (BU,

panel a) and top-down (TD, panel b) NOx emissions. Panel c shows the difference between

the two monthly averages (TD - BU).

regions with moderate anthropogenic emissions compared to regions with low and high

anthropogenic emissions. We therefore conclude that the contribution of soil NOx to total

surface emissions is likely underestimated in our model set-up. Additionally, our top-down

soil NOx emission estimate, derived with a budget calculation, agrees well with previous

estimates for European summer (Table 2.2). Our findings are in line with a previous study

(Oikawa et al., 2015) that, using WRF-Chem with MEGAN soil NOx emissions, found a

strong underestimation of NOx emissions in a high-temperature agricultural region.

Several studies previously investigated the relation between soil NOx emissions and O3

formation. For example, one study estimated that European soil NOx emissions contribute

4 ppb to the daily maximum concentration (Stohl et al., 1996). A sensitivity study by

Li et al. (2019) indicates that a strong up-scaling of soil NOx emissions by a factor 5

indeed leads to a better representation of the peak ozone concentration. It has further

been shown that an improved process-based representation of soil NOx emissions leads

to MDA8 O3 changes by up to 6 ppb (Rasool et al., 2016), and a reduced mean bias for

ozone concentrations, particularly in agricultural areas (Rasool et al., 2019). Together,

these findings provide support for the hypothesis that underestimated soil NOx emissions,
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in particular those from agricultural areas, contribute to underestimated peak ozone

concentrations.

The comparison against in situ NO2 observations from the AirBase network may be hindered

by interference of reactive N species for measurements with molybdenum converters. The

type of converter is not reported in the database. Literature-reported estimates of

measurement overestimations due to this interference are 22% (Dunlea et al., 2007) and

5-18% (Boersma et al., 2009) at urban sites, and 20-42% at a rural site (Steinbacher et al.,

2007). A correction factor can be applied to obtain corrected NO2 measurements from

observations using a molybdenum converter, which is on average 0.4-0.6 in summer, but with

a large spread (0.2-0.8) (Lamsal et al., 2008; Lamsal et al., 2010). The strongest corrections

of molybdenum-based in situ NO2 measurements are needed in remote environments, where

NOx is a relatively smaller component of the total reactive nitrogen budget compared to

areas closer to NOx sources (Lamsal et al., 2008). We hypothesize that this can partially

explain the remaining model-observation mismatch for NO2 after the use of top-down

emissions.

Despite the demonstrated improvement in ozone simulations, our simulation with OMI-

derived top-down NOx emissions still misrepresents the high tail of the ozone distribution.

We believe that there is a potential explanatory role for local to regional meteorological

processes. The representation of several mesoscale phenomena requires a higher model

resolution than 20× 20 km2. For example, Millán et al. (1997) demonstrated that local re-

circulation of residual air masses from higher aloft, containing elevated O3 transported aloft

during previous days, can be entrained in the boundary layer and contribute substantially

to air pollution episodes in southern Europe. This is supported by an analysis of measured

ozone (precursors) in northeast Spain by Querol et al. (2017), where this mesoscale

circulation pattern was found to contribute to concentrations that exceed the information

threshold value set by the European Union (180 µg m−3), alongside contributions from

locally emitted NOx and biogenic VOCs.

Simulations of surface ozone in AQ models are also impacted by the choice of chemical

parameterization. Recently, several studies have investigated the influence of the chemical

mechanism on simulated NOx and O3 concentrations. Regarding ozone chemistry, chemical

mechanisms differ predominantly in two aspects: 1) the grouping of VOC species in species

categories (”lumping”) according to their chemical structure or number of C-atoms, and

2) the inorganic rate coefficients involved in the catalytic cycling of NOx , HOx and Ox .

Especially the latter aspect has a strong influence on simulated NO2 concentrations,

and can therefore influence the derivation of top-down emission estimates using satellite

observations (Stavrakou et al., 2013). Coates et al. (2016) investigated the maximum

ozone formation potential in different chemical mechanisms and found that mechanisms

with lumped VOC categories led to lower ozone mixing ratios compared to a mechanism

with a near-explicit treatment of VOCs. Knote et al. (2015) found small differences in



2.7 Discussion 49

inorganic rate constants among mechanisms and thus concluded that VOC representation

was the dominating source of uncertainty among mechanisms. However, Mar et al. (2016)

performed a WRF-Chem sensitivity study where MOZART inorganic rate constants were

applied within RADM2, leading to mean O3 concentration differences of 8 µg m−3 between

those mechanisms.

In order to test the importance of inorganic NOx -HOx -Ox reaction rates for ozone formation,

we implemented inorganic rate constants from three different mechanisms (CBM-Z, RADM2

and MOZART) in a mixed layer model with simplified chemistry (Janssen et al., 2012).

Further details are given in Section A2. Our analysis shows that varying the temperature-

dependent rate constant of HNO3 formation (kNO2 + OH) can lead to a spread of 2 ppb for

end-of-afternoon ozone values on a typical summer day in a polluted boundary layer. CBM-

Z uses the lowest kNO2 + OH among the considered mechanisms, and thus leads to a higher

NO2 lifetime and more O3 formation than in other mechanisms. Therefore, we conclude

that modification of inorganic reaction rate constants has a modest effect on simulated

O3, but is not likely to lead to increases in simulated O3 in our WRF-Chem configuration.

Nevertheless, the model representation of ozone chemistry should be carefully considered

in NOx and O3 air quality studies, besides the representation of NOx emissions.

Several studies have considered the resolution dependence of air quality simulations. This

is especially relevant for NO2, since NOx emissions display strong variation on the 20× 20

km2 scale applied in this study. Increasing model resolution leads to better representation

of these local gradients and therefore improves simulations of NO2 concentrations (Schaap

et al., 2015). Valin et al. (2011) found that an accurate representation of mid-day NO2

columns from highly localized sources requires a high model resolution, but regions with

more diffuse sources can be simulated at a coarser resolution of ±10× 10 km2. Although

ozone production regimes do not strongly depend on the model resolution in regional

models, high resolution models perform better at simulating local O3 titration in freshly

emitted NO plumes (Cohan et al., 2006).

Besides the representation of meteorological processes, there is an additional uncertainty

related to surface-atmosphere exchange of pollutants. Dry deposition constitutes 17% of

the tropospheric sink of ozone, and is the second most important removal process after

chemical removal (Hu et al., 2017). Several studies have recently investigated the role

of meteorological drivers that determine ozone removal at the surface. However, these

meteorological controls are oversimplified in deposition parameterizations. The vapour

pressure deficit strongly controls stomatal uptake of ozone, thereby affecting surface ozone

levels in spring to summer in the United States (Kavassalis and Murphy, 2017). Analysis of

10-year O3 flux observations in the northeastern United States revealed that the removal of

ozone by the land surface exhibits a strong inter-annual variability, which is not captured

in dry deposition parameterizations (Clifton et al., 2017). Lastly, the role of soil moisture

has been proposed as a regulator of surface ozone uptake (Tawfik and Steiner, 2013) and is
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often neglected in parameterizations of dry deposition, even though a recent study found

that it can significantly reduce simulated ozone uptake (Anav et al., 2018). Improving the

biophysical representation of the dry deposition process in WRF-Chem will be one of our

foci in the future.

Future studies that apply satellite-based constraints on surface NOx emissions can benefit

from observations from the recently launched TROPOMI instrument (Veefkind et al.,

2012), which delivers NO2 column data at an unprecedented resolution of 7 × 3.5 km2.

This has the potential to lead to important improvements in satellite-constrained NOx

emissions. Recent work (Lorente et al., 2019) has applied TROPOMI observations in a

column model study to derive emissions from Paris. The resolution of the instrument

additionally enables the focus on more local areas with one dominating source such as

soils in agricultural or bare-soil regions.

2.8 Conclusions

We performed a WRF-Chem simulation of NOx and ozone over Europe for July 2015

and assessed its performance with AirBase in situ observations and OMI NO2 column

measurements. We find that WRF-Chem underestimates high surface ozone concentrations

in central and southern Europe, and overestimates lower ozone concentrations in northern

Europe. The model also underestimates the spread. The monthly averaged mean bias

error (MBE) is relatively small (-2.4 µg m−3, 10%). WRF-Chem underestimates daytime

increases in ozone concentrations, as evidenced by substantial negative MBE values for

the mid-day (12 h UTC) O3 concentration and MDA8 O3 (-15.1 µg m−3 and -14.2 µg
m−3, respectively). We relate the low bias in surface ozone to biases in ozone precursor

concentrations. Of particular relevance are nitrogen oxides, which drive ozone production

in much of NOx -limited summertime Europe.

For NO2, we find that WRF-Chem underestimates surface and column NO2 values for most

of the domain, with exception of some high-emission regions. With respect to AirBase,

WRF-Chem monthly averaged surface NO2 is biased low by -2.5 µg m−3 (-73%). The

spatial distribution of WRF-Chem column NO2 agrees well with OMI (r2 = 0.68), and a

mean underestimation of 0.3 × 1015 molec. cm−2 (-23%). We attribute the low bias in

WRF-Chem NO2 concentrations to underestimations in surface NOx emissions in WRF-

Chem. We subsequently derive optimized NOx emissions based on the WRF-Chem/OMI

relative difference using a mass balance approach. Overall emissions increase from 0.32 to

0.50 Tg N, an increase of 0.18 Tg N (+56%), for July 2015. The updates indicate that

NOx emissions should be scaled up across the domain. The relative increase in emissions

is largest for regions with moderate emission strength (up to 50 Mg N month−1 cell−1)

and coincides with regions where agricultural soil NOx emissions are substantial. Our
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optimized soil NOx emissions amount to 0.1 Tg N, in much better agreement with values

from the literature.

A WRF-Chem simulation with optimized NOx emissions removes the model’s systematic

bias with respect to OMI NO2, and leads to an improved spatial agreement (slope = 0.98,

r2 = 0.84). An evaluation against AirBase NO2 reveals that the top-down simulation

improves particularly in the monthly average, where the systematic mismatch is reduced

(slope = 0.89 instead of 0.73) and the mean bias is reduced by 50%. For ozone, the model

skill improves particularly for mid-day and MDA8 O3, when local ozone formation occurs

and the sensitivity of ozone formation to NOx concentrations is highest. On average,

surface O3 concentrations increase by 6 µg m−3 (6%). Still, peak (mid-day) ozone values

are underestimated after NOx emission optimization.

Overall, our findings demonstrate that air quality model simulations combined with in situ

and remote sensing observations can be used to infer missing sources of NOx at the surface.

By optimizing NOx emissions with satellite observations, substantial improvements in

simulated ozone can be achieved. Our work shows that this helps to reduce the persistent

biases in O3 that most air quality models are suffering from. Projected decreasing trends

in anthropogenic NOx emissions will mean that the contribution of soils to total European

NOx emissions will likely increase in the future, and thus deserves careful attention in

(European) air quality assessments, along with detailed assessments of emissions of volatile

organic compounds and wildfires, boundary layer mixing, and chemistry.
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A2 Appendix

A2.1 WRF-Chem namelist

Table A2.1: Parameterization schemes used in the WRF-Chem setup.

WRF-Chem option Parameterization scheme (reference)

Physics

Microphysics Morrison double-moment (Morrison et al., 2009)

Longwave radiation CAM (Collins et al., 2004)

Shortwave radiation CAM (Collins et al., 2004)

Surface layer MYNN2 (Nakanishi and Niino, 2006)

Land surface physics Noah land surface model (Tewari et al., 2004)

Boundary layer physics MYNN2 (Nakanasi and Niino, 2009; Nakanishi and Niino, 2006)

Cumulus parameterization Grell 3D Ensemble Scheme (Grell and Devenyi, 2002)

Lightning physics PR92 neutral buoyancy (Price and Rind, 1993)

Chemistry

Gas-phase chemistry CBM-Z (Zaveri and Peters, 1999)

Photolysis parameterization Madronich F-TUV (Tie et al., 2003)

A2.2 Meteorology evaluation

Meteorological reanalysis data

A European-wide meteorology evaluation performed by Mar et al. (2016) and numerous

other studies demonstrated the skill of WRF-Chem to simulate several meteorological

variables relevant to O3 formation (radiation, temperature, wind speed and wind direction,

boundary layer height). We further evaluated WRF-Chem’s performance to simulate

meteorology by comparing to the ERA-Interim reanalysis product (Dee et al., 2011), for

five variables that are important for surface ozone: surface pressure, 2m temperature,

relative humidity, wind speed and wind direction. This complements the comparison

with meteorological station observations (e.g. Mar et al., 2016), and has the additional

advantage that it is continuous in space.

Results

To evaluate the meteorology in WRF-Chem we perform a comparison with the state-of-the-

art ECMWF operational reanalysis product (hereafter referred to as ECMWF reanalysis).

Model performance metrics for the meteorological evaluation for the two simulated months

are shown in Table A2.2, for which show the monthly average of single-day comparisons.
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We only calculate performance metrics for land-based pixels, as the oceanic pixels generally

contribute less to the overall bias. Overall, WRF-Chem shows good performance compared

to ECMWF-reanalysis data, and WRF-Chem-ECMWF differences between March and

July are consistent in sign.

WRF-Chem performs best at simulating surface temperature and pressure, but relative

humidity and wind speed and -direction are simulated with less accuracy. Surface tem-

perature is slightly underestimated, which agrees well with the cold bias generally found

in WRF(-Chem) (e.g. Holtslag et al., 2013; Kleczek et al., 2014). Surface pressure is in

general slightly underestimated, although we must note that this comparison is limited

by terrain height differences in ECMWF reanalysis compared to WRF-Chem. Relative

humidity is overestimated substantially in WRF-Chem, by approximately 10%. This

potentially impacts simulated surface ozone in WRF-Chem, as there is an important role

for surface atmospheric humidity, which governs the VPD in combination with temperature,

in describing ozone removal at the surface (Kavassalis and Murphy, 2017).

We found an approximately linear increase in the model bias (defined in this section as

WRF-Chem - ECMWF reanalysis) for RH in July, with a slope of 0.2% d−1. This coincides

with a linear decrease in the bias from 0.12 K to -0.98 K, which would suggest that the

domain-averaged latent energy flux is overestimated, leading to an enhanced moisture flux

to the atmosphere and underestimated temperatures. For all other variables we did not

observe a clear change in domain-average model biases with time, indicating that model

performance is robust over the simulation period. Overall, this evaluation, in combination

with recent WRF-Chem meteorology evaluation studies (e.g. Mar et al., 2016) provides

confidence in WRF-Chem’s skill to reproduce domain-averaged surface meteorological

conditions.

Table A2.2: Meteorological evaluation of two one-month WRF-Chem simulations with

ECMWF operational reanalysis fields for five key surface meteorological variables. Only

land-based pixels are used in the evaluation.

March July

µERA µWRF r2 MB RMSE µERA µWRF r2 MB RMSE

T2m [K] 281.51 280.52 0.77 -0.95 2.86 296.33 295.38 0.87 -0.95 2.69

Psfc [hPa] 978.90 976.61 0.83 -2.29 18.56 972.94 972.28 0.96 -0.67 7.98

RH [%] 61.74 71.55 0.41 9.81 18.19 53.21 63.81 0.42 10.60 19.11

WS10m [m s−1] 4.78 5.45 0.56 0.68 2.08 3.34 4.51 0.50 1.17 1.95

WD10m [◦] 181.70 180.39 0.44 1.30 82.53 215.18 209.83 0.34 -5.35 85.71
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A2.3 Emission speciation

Table A2.3: Distribution of TNO-MACC non-methane VOC emission categories over VOC

species in CBM-Z.

CBM-Z TNO-MACC-III

e ch3oh alcohols

e c2h5oh alcohols

e hc3 propane, butanes, ethyne

e hc5 pentanes

e hc8 hexanes & higher alkanes

e ol2 ethene

e olt propene

e oli other alk(adi)enes & alkynes

e tol benzene, toluene, other aROUatics

e xyl xylene, trimethylbenzenes

e hcho methanal

e ald other alkanals, ethers

e ket ketones

e ora2 acids

A2.4 Spatial plots of emission scaling parameters
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Figure A2.1: Spatial plots of monthly-averaged values of a) β and b) γ, calculated following

Eqns. 3 and 4 (in main text), respectively.



A2 Sensitivity study on inorganic reaction rates 55

A2 Sensitivity study on inorganic reaction rates

A recent study investigated the representation of inorganic rate constants for tropospheric

O3 formation in WRF-Chem, and found a strong impact on the monthly average of 8

µg m-3 when using MOZART inorganic rate constants in RADM2 (Mar et al., 2016).

To evaluate the potential impact of this on our simulations, we apply the mixed-layer

and chemistry model MXLCH (Janssen et al., 2012), which uses a simplified version of

the MOZART mechanism. We set up this case as follows in order reproduce polluted

conditions occurring in the Mediterranean, in order to determine the impact of inorganic

reaction rates on the production of ozone in a well-mixed boundary layer: The location is

set at 45.5◦N/3.4◦E (Southern France), initial O3 concentrations in the mixed layer and

the free troposphere are set to 62 ppbv and 78 ppbv, respectively, initial NO and NO2

concentrations in the mixed layer are set to 1.6 ppb and 4.0 ppb, respectively, we apply

NO and CO emission fluxes representative for relatively polluted conditions (0.15 ppb s-1

and 2.0 ppb s-1, respectively), and we add two reactions to this mechanism representing

HOx cycling via reaction with O3.

From a comparison of rate constants among the mechanisms CBM-Z, RADM2 and

MOZART, we found the largest differences in rate constants for the reaction forming

HNO3 (NO2 +OH+M −−→ HNO3 +M), while other inorganic rate constants are much

more comparable. This is in line with the rate constant comparison by Knote et al.

(2015). We modify the temperature-dependent rate constants of the reaction forming

HNO3 (kNO2 + OH) according to Fig. A2.2 (panel a), and subsequently we study the

sensitivity of afternoon ozone concentrations to kNO2 + OH.

The NO2 concentration and lifetime increase with decreasing rate constants, but the impact

of kNO2 + OH on NO2 concentrations is rather small (Fig. A2.2c). The relative impact on

OH is stronger (Fig. A2.2d): the NO2 availability in combination with kNO2 + OH drives

OH loss, causing increasing OH concentrations for a decrease in kNO2+OH .

HNO3 formation in CBM-Z has a somewhat lower rate constant compared to other mech-

anisms, and therefore leads to a longer NO2 lifetime. This accelerates O3 formation, and

thus leads to higher afternoon O3 concentrations. The upper right panel of Fig. A2.2 shows

that the inter-mechanism spread is ±2 ppbv. From this sensitivity analysis with a simpli-

fied representation of atmospheric chemistry within the atmospheric boundary layer, we

conclude that there is some sensitivity of afternoon O3 concentrations to the representation

of inorganic reactions, particularly HNO3 formation, involved in O3 chemistry.
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Figure A2.2: Temperature-dependence of rate constants for the reaction NO2 + OH +

M −−→ HNO3 +M from three different mechanisms (panel a), and the resulting impacts on

O3 (pabel b), NO2 (c) and OH (d). Panel a additionally gives the IUPAC-recommended value

under standard conditions (P = 1 bar, T = 298 K) given by Atkinson et al. (2004). The

lifetimes of NO2 and OH are given in panels e and f, respectively.
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Figure A2.3: July 2015 time series of the median (shaded areas show inter-quartile range) O3

concentrations as observed at AirBase stations (black dots), and as simulated by WRF-chem

with bottom-up (red) and top-down emissions (green). Medians are calculated by including all

stations (resp. co-sampled simulations) in the latitude/longitude range specified in the subplot

titles.
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Table A2.4: Model performance statistics for surface ozone concentration time series of the

WRF-Chem simulation with bottom-up and top-down emissions for six European regions.

Po

Valley

BeNeLux

+ Ruhr

Central

France

Central

Spain

South

Germany
Poland

n (stations) 59 32 29 24 39 18

Bottom-up

MBE -20.14 16.82 3.35 -22.40 -11.15 1.74

RMSE 68.07 71.48 59.92 45.39 68.68 43.64

r 0.80 0.78 0.76 0.81 0.74 0.77

Top-down

MBE -1.58 25.94 17.29 -1.33 5.02 16.10

RMSE 55.08 68.57 56.48 36.44 58.13 41.81

r 0.85 0.81 0.79 0.83 0.81 0.80
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Abstract

Dry deposition is an important sink of tropospheric ozone that affects surface concentrations,

and impacts crop yields, the land carbon sink and the terrestrial water cycle. Dry deposition

pathways include plant uptake via stomata and non-stomatal removal by soils, leaf surfaces

and chemical reactions. Observational studies indicate that ozone deposition exhibits

substantial temporal variability that is not reproduced by atmospheric chemistry models

due to a simplified representation of vegetation uptake processes in these models. In

this study, we explore the importance of stomatal and non-stomatal uptake processes in

driving ozone dry deposition variability on diurnal to seasonal timescales. Specifically, we

compare two land surface ozone uptake parameterizations - a commonly applied ’big leaf’

parameterization (W89; Wesely, 1989) and a multi-layer model (MLC-CHEM) constrained

with observations - to multi-year ozone flux observations at two European measurement

sites (Ispra, Italy, and Hyytiälä, Finland). We find that W89 cannot reproduce the diurnal

cycle in ozone deposition due to a mis-representation of stomatal and non-stomatal sinks at

our two study sites, while MLC-CHEM accurately reproduces the different sink pathways.

Evaluation of non-stomatal uptake further corroborates the previously found important

roles of wet leaf uptake in the morning under humid conditions, and soil uptake during

warm conditions. The misrepresentation of stomatal versus non-stomatal uptake in W89

results in an overestimation of growing-season cumulative ozone uptake (CUO), a metric for

assessments of vegetation ozone damage, by 18% (Ispra) and 28% (Hyytiälä), while MLC-

CHEM reproduces CUO within 7% of the observation-inferred values. Our results indicate

the need to accurately describe the partitioning of the ozone atmosphere-biosphere flux

over the in-canopy stomatal and non-stomatal loss pathways to provide more confidence

in atmospheric chemistry model simulations of surface ozone mixing ratios and deposition

fluxes for large-scale vegetation ozone impact assessments.
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3.1 Introduction

Ozone (O3) in the atmospheric surface layer is an air pollutant that is toxic to humans

and plants. Ozone is removed by oceans, bare soil and vegetated areas, which together

are called ’dry deposition’ and account for ± 15-20% of the total tropospheric ozone sink

(Bates and Jacob, 2020; Hu et al., 2017). In vegetation canopies, the dominant deposition

pathway is stomatal uptake, which typically accounts for 40-60% of the total deposition to

vegetation (Fowler et al., 2009). Stomatal ozone uptake reduces carbon assimilation in

vegetation (Ainsworth et al., 2012; Sitch et al., 2007), affects the terrestrial water cycle

(Arnold et al., 2018; Lombardozzi et al., 2015; Sadiq et al., 2017) and causes economic

damage through reduced crop yield (e.g. Tai et al., 2014). Besides stomatal uptake, ozone

removal occurs via a range of non-stomatal removal mechanisms such as uptake by the

leaf exterior and soils, and in-canopy chemical removal involving nitrogen oxides (NOx ) or

plant-emitted reactive carbon species. The contribution of these ozone removal processes

to the total non-stomatal term is uncertain (Fowler et al., 2009), and displays temporal

variability on diurnal to inter-annual timescales that is incompletely understood (Clifton

et al., 2020c). Given that these non-stomatal removal processes act in parallel to the

stomatal removal of ozone, characterization and quantification of non-stomatal sinks is

important for quantification of total and stomatal ozone uptake.

The contribution of different ozone uptake pathways cannot be routinely measured at the

plant canopy level due to the various non-stomatal uptake pathways. Most studies infer

stomatal conductance (gs) from canopy-top micro-meteorological and eddy covariance

observations using an inverted form of the Penman-Monteith equation (e.g. Clifton et al.,

2017; Clifton et al., 2019; Ducker et al., 2018; Fowler et al., 2001), although some studies

apply alternative gs estimation methods based on gross primary production (GPP; Clifton

et al., 2017; El-Madany et al., 2017). In such observation-based studies, the non-stomatal

ozone removal component (gns) is generally treated as the residual of the total uptake

’conductance’ (gc, inferred based on the ozone dry deposition velocity) and gs. However,

sites with long-term ozone flux measurements are scarce (Clifton et al., 2020c), which limits

characterization of the seasonal to inter-annual temporal variability in the stomatal and

non-stomatal components of ozone removal. Several campaign-based studies partitioned

total canopy ozone fluxes by using ozone flux measurements along a vertical gradient, to

study the in-canopy flux divergence and relate this to the vertical distribution of ozone

sinks in the canopy (Fares et al., 2014; Finco et al., 2018), but these are limited to short

timescales. Given the scarce availability of ozone deposition observations that span at least

one year, and preferentially multiple years, quantifying temporal variability in stomatal

and non-stomatal ozone deposition solely based on observations remains challenging.

Studies of ozone deposition (and its impacts) on regional to global scales rely on application

of atmospheric chemistry models and their dry deposition parameterizations. Many models



62 Ozone deposition impact assessments require accurate flux partitioning

treat deposition in a zero-dimensional manner and do not, or only implicitly, account

for the variation of different in-canopy loss pathways as a function of environmental

drivers and height within the canopy (the ”big leaf” approach, Clifton et al., 2020c).

Recent advances in the description of ozone deposition have been made by improving

the simulation of stomatal conductance (Clifton et al., 2020a; Lin et al., 2019), improved

representation of various non-stomatal removal terms (e.g. Potier et al., 2015; Stella et al.,

2019; Stella et al., 2011; Zhang et al., 2003) and in-canopy turbulence and radiation

extinction (Makar et al., 2017). Additionally, some models account for vegetation ozone

damage via effects on photosynthesis and stomatal conductance (Arnold et al., 2018;

Lombardozzi et al., 2015; Sadiq et al., 2017). Another class of models treats the canopy as

a separate exchange regime with different biophysical and chemical conditions compared

to the lowermost atmospheric layer, and explicitly resolves in-canopy vertical gradients of

ozone deposition and its driving variables by using multiple in-canopy layers (e.g. Fares

et al., 2014; Ganzeveld et al., 2010; Ganzeveld et al., 2002b; Otu-Larbi et al., 2020).

Despite these advances in the representation of ozone deposition in atmospheric chemistry

models, their application for ozone impact assessments remains a challenge. For example,

the description of stomatal conductance is an important parameter for understanding

year-to-year variability in impact metrics such as cumulative uptake of ozone (CUO;

Clifton et al., 2020c), but stomatal versus non-stomatal ozone flux partitioning in these

models is uncertain. Additionally, spatio-temporal controls of ozone deposition pathways

remain incompletely understood (Clifton et al., 2017; Clifton et al., 2020c), in part owing

to the scarcity of long-term ozone flux observations. Therefore, we here study temporal

controls on stomatal and non-stomatal ozone deposition pathways, and their implications

for simulations of CUO, using two multi-year ozone deposition datasets as well as a big

leaf and multi-layer parameterization of land surface ozone uptake.

Specifically, we investigate the added value of an explicit multi-layer canopy representation

of ozone deposition (MLC-CHEM: the Multi-Layer Canopy-CHemistry Exchange Model;

Ganzeveld et al., 2002b) compared to a commonly applied big leaf parameterization

(Wesely, 1989) in terms of simulating ozone deposition pathways and ozone impact metrics.

We first study long-term (seasonal to annual) and short-term (diurnal) temporal variability

in ozone dry deposition to forest canopies at a pristine boreal site (Hyytiälä) and a

prealpine site that frequently experiences high ozone concentrations (Ispra). We then

evaluate the performance of a big-leaf and a multi-layer representation of atmosphere-

biosphere exchange in simulating ozone dry deposition pathways and their temporal

variability. Subsequently, we characterize the relationship of non-stomatal conductance as

a function of environmental drivers. Lastly, we aim to demonstrate how representations

of the drivers of long- and short-term variability in ozone stomatal and non-stomatal

removal in those different land surface parameterizations affect simulated CUO. To this

end, we employ multi-year canopy-top observations of micro-meteorology, ozone mixing

ratios, surface energy balance components and fluxes of ozone to derive the stomatal and
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non-stomatal components of the total ozone flux, combined with observation-driven ozone

dry deposition simulations using the two aforementioned representations.

3.2 Data and Methods

3.2.1 Site description

Our study makes use of half-hourly observations of micro-meteorology (net radiation, air

pressure, air temperature, relative humidity, precipitation, wind speed, friction velocity)

surface energy balance components and fluxes of CO2 and ozone from two forested flux

observation sites (Ispra and Hyytiälä), which are detailed below.

The Ispra Forest Flux station is situated in a deciduous forest in Northern Italy (45.81◦N,

8.63◦E) at the European Commission Joint Research Centre (EC-JRC) in a 10 hectare

almost natural ecosystem mainly consisting of Quercus robur (80%), Alnus glutinosa (10%),

Popolus alba (5%) and Carpinus betulus (3%). Leaf Area Index (LAI) shows an average

value of 4.1 m2m−2 during the growing season (Fumagalli et al., 2016). In our analysis we

rely on continuous LAI measurements unavailable at this site, which we therefore take

from a remote sensing product derived from MODIS (Xiao et al., 2014). The LAI range at

Ispra in this product is 0.7-3.7 m2m−2, scaled up to a locally measured LAI maximum

of 4.5 m2m−2 in July 2015 (Fumagalli et al., 2016) using a seasonally varying sinusoidal

scaling function. The turbulent flux measurements of surface energy balance components

and ozone were performed in 2013-2015 at 36m above ground level, approximately 10m

above the canopy height of 26m. More information regarding the measurement setup of

this site can be found in Gruening et al. (2012).

The Hyytiälä SMEAR II (Station for Measuring Forest Ecosystem Atmosphere Relations)

measurement station is located in a needleleaf forest in Southern Finland (61.85◦N, 24.28◦E)

with a forest cover dominated by Pine trees. LAI was periodically measured at this site

and varies between 2.3 and 4 m2m−2. Ozone flux measurements are available for 2002-2012,

with a one-year data gap in 2006. Turbulent flux measurements are performed at 23m

above ground level, 5-9m above the forest top of 14-18m. Ozone mixing ratios at this

altitude are derived by linearly interpolating between observations at 16.8 and 33m. More

information about the measurement setup of this site and eddy-covariance flux calculation

can be found in Rannik et al. (2012) and Mammarella et al. (2016).

3.2.2 Observational approach

Our observational analysis, schematically depicted in Figure 3.1a, aims to derive bulk

canopy stomatal and non-stomatal resistances from canopy-top eddy-covariance observa-
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tions in order to estimate the magnitude of stomatal and non-stomatal ozone removal.

We first derive the ozone canopy conductance (gc,O3) from the observed ozone dry deposi-

tion velocity (Vd(O3)), measurement-inferred aerodynamic resistance ra and bulk canopy

quasi-laminar layer resistance rb (see Supplement).

We use the inverted Penman-Monteith equation to derive bulk canopy stomatal conductance

(gs) from canopy-top eddy-covariance observations of the latent heat flux complemented

with other observed variables (Knauer et al., 2018; Monteith, 1965):

gs =
λEgaγ

∆(Rn −G) + ρcpgaV PD − λE(∆ + γ)
(3.1)

where ga is the aerodynamic conductance to water vapor (Supplementary Information S1),

λE is the latent heat flux, γ is the psychrometric constant, which relates the water vapor

partial pressure to air temperature, ∆ is the slope of the saturation vapor pressure curve,

Rn is net radiation, G is the ground heat flux, ρ is the air density, cp is the specific heat

of air, and V PD is the vapour pressure deficit. Note that all components of Equation

3.1 are observed or derived from observations. gs refers to stomatal conductance to H2O.

When we refer to the stomatal conductance for ozone, we scale gs for the diffusivity

(D) ratio of ozone and water vapour: gs,O3 =
DO3

DH2O
gs,H2O = 0.61gs,H2O. Non-stomatal

conductance is derived as the residual of the bulk canopy conductance and the canopy

stomatal conductance, assuming that stomatal and (bulk) non-stomatal uptake are two

parallel pathways (see Fig. 3.1a).

3.2.3 Ozone uptake parameterizations

The ’big leaf ’ approach

The parameterization of gaseous dry deposition in many atmospheric chemistry models

is based on the resistance in series framework introduced by Wesely (1989), hereafter

referred to as W89. The discussion below considers the implementation of the big-leaf

dry deposition approach in the coupled meteorology-chemistry model WRF-Chem (Grell

et al., 2005). Other big leaf parameterizations are available with improved treatment

of stomatal (e.g. Emberson et al., 2000; Lin et al., 2019; Val Martin et al., 2014) and

non-stomatal uptake (e.g. Zhang et al., 2003). However, the common use of Wesely’s

(1989) parameterization in state-of-science 3D atmospheric chemistry and transport models

(see e.g. Galmarini et al., 2021) motivates the choice for this scheme in our experiment

setup.

Figure 3.1b depicts the resistance framework. Note that this dry deposition representation

is zero-dimensional, i.e. no explicit in-canopy ozone mixing ratios are calculated. The

aerodynamic resistance (ra) is calculated following Monin-Obukhov Similarity Theory, and
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Figure 3.1: Schematic displaying the representation of the biophysical controls on surface

ozone removal in plant canopies in the three different approaches in this study, and their input

and output variables. The combination of uptake resistances (shown as black rectangles) inside

the dashed grey rectangle yields the bulk canopy resistance (rc). In- and output variables of the

mechanisms are shown in blue and green, respectively. Orange rectangles in panel c display the

derivation of photosynthesis parameters required in MLC-CHEM, this procedure is described

in more detail in Appendix A3.1. Shown resistances are: stomatal resistance (rs), bulk canopy

non-stomatal resistance (rns), resistance to cuticular uptake (rcut), the resistance to in-canopy

transport (ra,inc), resistance to soil uptake (rsoil), resistance to in-canopy transport in the

upper canopy layer (ra,uc), lower canopy layer (ra,lc), and to the soil (ra,soil).

the quasi-laminar layer resistance (rb) is estimated following Hicks et al. (1987). Stomatal

resistance is calculated as follows (Erisman et al., 1994; Wesely, 1989):

rs = ri

(
1 +

(
200

Rn + 0.1

)2
)(

400

Ts(40− Ts)

)
(3.2)

where ri is a season- and land use-dependent scaling factor, Rn is net radiation and Ts

is the surface temperature. rs is corrected for the diffusivity difference between H2O

and ozone, as explained in Section 3.2.2. In this formulation, the resistance to stomatal

uptake is lowest during high-radiation conditions and for an optimum temperature of

20◦C, reflecting that stomatal aperture follows a diurnal cycle with a peak around mid-day.

Note that this parameterization does not explicitly account for stomatal closure due to

a vapour pressure deficit or soil moisture stress. We use the non-stomatal resistances
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following Wesely (1989), which are all constant except the resistance to transport to the

lower canopy that depends inversely on net radiation. For the soil uptake resistance, we

use site-inferred values of 300 s m−1 for Ispra (Fumagalli et al., 2016) and 400 s m−1 for

Hyytiälä (Zhou et al., 2017).

The Multi-Layer Canopy-CHemistry Exchange Model (MLC-CHEM)

We also apply the Multi-Layer Canopy-CHemistry Exchange Model (MLC-CHEM) to

evaluate simulated long-term canopy-scale ozone deposition at the two sites. This one-

dimensional model explicitly simulates canopy exchange and vertical profiles of ozone

concentrations as a function of radiation, turbulent mixing, chemistry (using the Carbon

Bond Mechanism version 4; CBM-4), biogenic emissions (following the Model for Emissions

of Gases and Aerosols from Nature (MEGAN); Guenther et al., 2006; Guenther et al.,

2012), soil NO emissions (Yienger and Levy, 1995) and (non-)stomatal uptake and their

vertical gradients in the canopy. MLC-CHEM has been applied coupled to single-column

and global chemistry-climate modelling studies (Ganzeveld et al., 2010; Ganzeveld et al.,

2002b), as well as in an offline set-up for the interpretation of site-scale measurements (e.g.

Yanez-Serrano et al., 2018).

In our set-up, the model consists of three layers, representing the understory and the crown

layer, as well as one layer aloft representing a bulk surface layer. In-canopy exchange

is represented by two canopy layers whose depth depends on the canopy height (hc),

each with a layer thickness of 0.5hc. This two-canopy layer set-up allows simulation

of in-canopy concentration and flux profiles using a computationally efficient analytical

solution, allowing for coupling MLC-CHEM to single-column and global chemistry-climate

modelling studies (Ganzeveld et al., 2010; Ganzeveld et al., 2002b). Given the large

gradients in radiation in the canopy, vertical profiles of radiation and radiation-dependent

processes (photolysis, biogenic emissions) are calculated considering four canopy layers.

The four-layer radiation profiles and biogenic emission rates are subsequently averaged over

the two canopy layer for the exchange simulation. The model simulation time step is 30

minutes, but for processes requiring a higher temporal resolution a sub-timestep temporal

resolution is applied, which depends on the removal rate (Ganzeveld et al., 2002b).

Micro-meteorological variables are provided as input to the model, and ozone concentrations

in the upper layer are nudged to observed above-canopy ozone concentrations to represent

entrainment and advection. We use a weighting factor of 0.5, which implies that we force

simulated above-canopy ozone mixing ratios to observed mixing ratios with a timescale

of ±2 h, based on the applied temporal resolution of 0.5 h. The specific procedure to

incorporate observations in our model set-up is described in Section 3.2.4.
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In-canopy aerodynamic resistance (ra) is calculated as a function of canopy height, LAI

and u∗. Leaf-level stomatal conductance is calculated using the assimilation-stomatal

conductance model A-gs (Ronda et al., 2001):

gs,c,leaf = gmin,c +
a1Ag

([CO2]− Γ)
(
1 + Ds(a1−1)

D0

) (3.3)

where gmin,c (cuticular conductance), the constant a1 and Γ (the CO2 compensation point)

depend on the vegetation type. Ag is gross assimilation, calculated as a function of photo-

synthetically active radiation (PAR), skin temperature, the internal CO2 concentration

and the soil water content (SWC). We refer the reader to Appendix A in Ronda et al.

(2001) for more details on the calculation of Ag. Ds is the vapour pressure deficit (VPD)

leaf level, and D0 the VPD at which stomata close. gs,c,leaf is calculated at the leaf level

and subsequently integrated to the specific layer as a function of layer-specific LAI and

PAR (Ronda et al., 2001). This stomatal conductance representation accounts for observed

increases in gs for an increase in CO2 assimilation (which responds to radiation), whereas

gs decreases as the external CO2 concentration increases (a lower CO2 uptake rate is

needed to maintain the supply of CO2 to the photosynthesis mechanism). gs also decreases

as the vapour pressure deficit increases in order to minimize plant water loss through

transpiration. This is a more mechanistic description of stomatal conductance compared to

the big leaf approach (Equation 3.2), where gs is parameterized as a function of radiation

and temperature.

The A-gs model has several degrees of freedom in determining the parameter settings. In

order to derive physically appropriate settings, we tested the sensitivity of the MLC-CHEM-

simulated canopy stomatal conductance (gs) and the canopy CO2 flux to A-gs parameter

settings by comparison with observation-inferred gs (using Eqn. 3.1) and canopy-top FCO2

observations (see Fig. 3.1c). This procedure is described in Appendix A3.1, and the final,

optimized A-gs parameters are shown in Table A3.1. With this approach, we effectively

implement a realistic, observation-constrained representation canopy-top CO2 flux and gs
in MLC-CHEM.

Non-stomatal removal in MLC-CHEM is represented using uptake resistances taken from

Wesely (1989), Ganzeveld and Lelieveld (1995) and Ganzeveld et al. (1998). Analogous to

W89, we adapt MLC-CHEM’s default soil uptake resistance to site-inferred values of 300

s m−1 for Ispra (Fumagalli et al., 2016) and 400 s m−1 for Hyytiälä (Zhou et al., 2017).

Experimental evidence suggests increased deposition to dew-wet leaves (Altimir et al.,

2006; Zhang et al., 2002). MLC-CHEM accounts for this by using two distinct uptake

resistances for deposition to leaf cuticles and uptake by water films on leaves of 105 s

m−1 and 2000 s m−1, respectively (Ganzeveld and Lelieveld, 1995). Canopy wetness is

represented by inferring the fraction of wet vegetation (fwet) as a function of RH (Lammel,

1999):
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fwet =


1 RH ≥ 0.9
RH−0.55

0.35
0.55 ≤ RH < 0.9

0 RH < 0.55

(3.4)

3.2.4 Experimental setup

We apply the W89 big-leaf parameterization and the multi-layer ozone atmosphere-

biosphere exchange parameterization to simulate total canopy ozone removal, and its

partitioning into stomatal and non-stomatal removal, at two locations with contrasting

climate and pollution regimes, for a total of 12 site-years. These simulations are compared

against observation-inferred gs and gns. We restrict this analysis to daytime values (8-20 h

LT) during April-September, which approximately coincides with the growing season. The

observational approach is known to be biased under high canopy wetness conditions due

to dew formation or precipitation, and various approaches to correct for this have been

reported in the literature (e.g. Clifton et al., 2017; Clifton et al., 2019; Launiainen et al.,

2013; Rannik et al., 2012). We therefore only include data with RH < 90% and when

the accumulated precipitation in the preceding 12 hours is less than 0.1 mm. This set of

assumptions compromises between data quality and retention of data points.

3.3 Results

3.3.1 Temporal variability in ozone dry deposition velocity

Monthly and inter-annual variability

The observed ozone uptake at Ispra is generally highest in June-August, with little inter-

annual variability (Fig. 3.2). W89 underestimates the observed dry deposition velocity

(Vd(O3)) by ±0.1 cm s−1, while MLC-CHEM reproduces the observed magnitude of Vd(O3)

within 7% in May-September. On the basis of the statistical model performance metrics

in Table 3.1, there is no parameterization that consistently outperforms the other on

monthly timescales. MLC-CHEM systematically overestimates ozone deposition in April.

To evaluate this bias further, we performed MLC-CHEM simulations with a deactivated

sink to wet leaves, motivated by the considerable uncertainty in this ozone removal pathway

(Clifton et al., 2020c). This simulation resulted in the strongest decrease in Vd(O3) in the

relatively humid months of April (Fig. A3.3), ranging from 0.15 cm s−1 in April 2013

to 0.05 cm s−1 in April 2015. This modification results in an improved representation of

seasonality in Vd(O3), suggesting seasonal variation in the ozone sink to wet leaves that
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Table 3.1: Performance statistics for the monthly-averaged simulations of Vd(O3) with W89

and MLC-CHEM (MLC). The unit is cm s−1 for MBE, RMSE and intercept, and unitless

for the other metrics. Shown are several conventionally applied performance metrics (MBE,

RMSE, slope (s) and intercept (i) of a linear regression fit of simulations against observations,

and r2 from ordinarly least squares regression), as well as the index of agreement d (Willmott,

1982).

MBE RMSE r2
slope,

intercept
d

Ispra (n = 18 months)

W89 -0.09 0.14 0.24 0.79, 0.19 0.60

MLC 0.08 0.13 0.28 1.18, -0.20 0.58

Hyytiala (n = 45 months)

W89 -0.01 0.15 0.11 0.32, 0.28 0.62

MLC 0.04 0.09 0.59 1.26, -0.16 0.78

might not be properly captured by the RH-dependent parameterization of wet leaf uptake

(Eqn. 3.4).

The observed Vd(O3) at Hyytiälä is generally lower compared to Ispra, reflecting a lower

leaf area and thus less stomatal uptake at the Finnish site. W89 and MLC-CHEM both

capture the observed magnitude of Vd(O3) to within the interquartile range of observations

(±0.2 cm s−1) in most years, although Vd(O3) in W89 peaks one month early compared to

the observations. MLC-CHEM reproduces the seasonal cycle in Vd(O3) with a Pearson

(temporal) correlation coefficient between simulations and observations which is markedly

higher compared to the W89 approach (r2=0.59 for MLC-CHEM; r2=0.11 for W89, Table

3.1). These results suggest that MLC-CHEM better reproduces stomatal and non-stomatal

removal processes, and we will investigate this further below.

The interannual variability in the ozone dry deposition velocity for Hyytiälä is 0.17 cm

s−1, and is slightly underestimated in both simulations (0.10-0.11 cm s−1, not shown).

We therefore calculated the contributions from stomatal conductance and non-stomatal

conductance to the overall deposition velocity, as described in Section 3.2.2. Interannual

variability in stomatal conductance is overestimated slightly by W89 and MLC-CHEM

compared to the observation-derived gs estimates, by 0.02 cm s−1 and 0.05 cm s−1, respec-

tively. Interannual variability in non-stomatal conductance is strongly underestimated

in both simulations (0.04-0.07 cm s−1) compared to the observed inter-annual variability

in non-stomatal conductance (0.19 cm s−1). The missing interannual variability in the

non-stomatal deposition pathway may be due the chemical, wet leaf and soil uptake

pathways.
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Figure 3.2: Time series of April-September monthly average daytime (8-20 h LT) ozone

dry deposition velocity for Ispra, for W89 (blue), MLC-CHEM (green) and observations

(black). Solid lines and points show monthly daytime medians for simulations and observations,

respectively, and shaded areas and whiskers display the inter-quartile range.

Diurnal cycles

The observed diurnal cycle of Vd(O3) at Ispra (Fig. 3.4a) is characterized by an asymmetri-

cal pattern, with a steep morning increase that plateaus around 0.8 cm s−1, and a decrease

in the afternoon that reflects stomatal closure and reduced non-stomatal uptake. W89

underestimates the observed median daytime Vd(O3) values by ±0.1 cm s−1 (20%), while

MLC-CHEM reproduces the observations within 10%. The onset of the W89-simulated

daytime Vd(O3) peak shows a one-hour time lag, with an underestimation by around -0.3

cm s−1 (52%) in the morning (6-10 h LT) and an overestimation of 0.1 cm s−1 (13%) in the

afternoon (12-16 h LT). The contribution of stomatal and non-stomatal removal to this

model-observation mismatch will be discussed in Section 3.3.2. MLC-CHEM reproduces

the diurnal course of Vd(O3) within 0.1 cm s−1 throughout the day.

The observed Vd(O3) diurnal cycle at Hyytiälä (Fig. 3.4b) increases earlier during the

day compared to Ispra and decreases later, due to the extended day length during the

growing season at the Finnish site. Vd(O3) peaks at 0.5 cm s−1 between 9-12 h LT, and

decreases in the early afternoon due to decreasing (non-)stomatal sink ozone removal.

W89 overestimates the magnitude of Vd(O3) by 0.1 cm s−1 (22%) in the afternoon (12-16 h

LT), and underestimates ozone uptake in the morning (3-10 h LT) and evening (after 19 h

LT). Apart from a morning overestimation by up to 0.1 cm s−1, MLC-CHEM reproduces

the diurnal evolution of Vd(O3) well, apparently due to a more realistic representation of

stomatal and non-stomatal removal processes.
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Figure 3.3: As Figure 3.2, but for Hyytiälä.

3.3.2 Diurnal variability in stomatal and non-stomatal uptake

Ispra

Next, we analyze the stomatal and non-stomatal components of ozone deposition to further

understand the model-observation agreement on diurnal timescales. Figure 3.5 shows

growing season median diurnal cyles of bulk canopy conductance (gc), canopy stomatal

conductance (gs) and non-stomatal conductance (gns) for Ispra, in W89 and MLC-CHEM

simulations and observational estimates. At Ispra, the observation-derived daytime median

ozone canopy conductance is 0.87 cm s−1 (Fig. 3.5a). The inferred daytime median

stomatal conductance is as small as 0.26 cm s−1 (grey points in Fig. 3.5b), corresponding

to a daytime stomatal uptake fraction of 35% (Fig. 3.5d). However, we found a substantial

gap (of 56%) in the energy balance closure (Qgap), defined as the difference between

net incoming radiation (Rn) and the surface energy balance components (Foken, 2008).

This indicates underestimations in observed sensible and latent energy fluxes (H, LE),

which affects our observation-derived stomatal conductance. The energy balance closure

issues remain after filtering the observations based on quality flags and u∗ thresholds (Fig.

A3.2).

To resolve these energy balance closure issues, we applied a correction method that

partitions Qgap to H and LE via the evaporative fraction (EF = LE
H+LE

) (Renner et al.,

2019; Twine et al., 2000). This correction increases LE and H by 156 W m−2 and 25 W

m−2, respectively, corresponding to an evaporative fraction of 0.86. With these corrected

surface energy balance components, we derive a substantially larger daytime median

stomatal conductance to ozone of 0.49 cm s−1 (black points in Fig. 3.5b,d), an increase of

nearly 90% with respect to the original observation-derived estimate. The Qgap correction

also leads to a better model-observation agreement for gs. Ozone fluxes are also affected
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Figure 3.4: Diurnal cycles of April-September ozone dry deposition velocity at Ispra (panel

a) and Hyytiälä (b), derived from observations (black), and simulations with the W89 parame-

terization (blue) and MLC-CHEM (green). Lines and points show median values, and shaded

areas and whiskers display the inter-quartile range.

by the surface energy balance closure gap: additional data filtering based on u∗ thresholds

leads to increases in observed ozone fluxes, which exceeds 50% in the morning and evening

when absolute fluxes are low, but the effect is smaller (<15%) during mid-day.

The observed diurnal cycle in canopy conductance at Ispra is better captured by MLC-

CHEM compared to W89 (Fig. 3.5a). MLC-CHEM also better captures decreases in

gc observed in the afternoon. MLC-CHEM and W89 simulate a daytime median ozone

stomatal conductance of 0.43 and 0.51 cm s−1, respectively, and thus agree better with the

Qgap-corrected stomatal conductance estimate derived from observations (Fig. 3.5b). The

observation-derived stomatal fraction during 8-20 h LT (0.62) is overestimated by W89

(0.72) and underestimated by MLC-CHEM (0.52). The observed stomatal uptake fraction

increases throughout the day, from ±0.4 at 8 h LT to ±0.8 at 18 h LT, and this diurnal

course is better reproduced by MLC-CHEM than by W89.

Observation-derived non-stomatal conductance peaks in the morning and levels off at

±0.8 cm s−1 (Fig. 3.5c, grey points), and decreases in the afternoon before reaching

a night-time value of 0.1 cm s−1. The stomatal conductance increase following Qgap

correction leads to a reduction in the daytime average inferred non-stomatal conductance,

from 0.57 to 0.35 cm s−1. This correction does however not affect the shape of the

diurnal cycle in gns, characterized by a sharp increase in the morning and a more gradual

reduction in the afternoon. Daytime non-stomatal conductance is strongly underestimated

by W89, and shows little diurnal variability since most in-canopy resistances are constant,

and apparently too high. MLC-CHEM reproduces the observed diurnal evolution in

non-stomatal conductance more accurately than W89 (Fig. 3.5c), apparently due to its
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Figure 3.5: April-September median diurnal cycles of ozone bulk canopy conductance (panel

a), canopy stomatal conductance (b), bulk non-stomatal conductance (c) and the stomatal

fraction of total ozone removal (gsg
−1
c , panel d) for Ispra. Observed medians and inter-quartile

ranges after Qgap correction (OBS*; see Text) are shown as black points and whiskers (the

values prior to Qgap correction, denoted as OBS, are shown in gray). The median and inter-

quartile range of W89 and MLC-CHEM are shown in blue and green, respectively. The shaded

area in panel d highlights the nighttime period (defined as 8-20 h LT) over which the stomatal

flux is calculated.

representation of diurnal variability in processes involved in non-stomatal removal, wet

leaf uptake and in-canopy turbulence. The contributions of different removal processes to

total non-stomatal uptake will be discussed in Section 3.3.3.

Hyytiälä

At Hyytiälä, the observation-derived daytime median gc is 0.53 cm s−1 (Fig. 3.6a), which

is lower compared to Ispra due to lower non-stomatal ozone removal. W89 overestimates

canopy conductance by up to 0.2 cm s−1 in the afternoon, while morning and evening gc
are underestimated. Similar to Ispra, MLC-CHEM captures the diurnal evolution in gc
better than W89, with a peak around 9 h LT as in the observations, but overestimates

morning canopy conductance by 0.1 cm s−1.We did not correct for surface energy balance

closure gaps for the Hyytiälä observations, since this gap was considerably smaller (±20%

of Rn, without a distinct diurnal cycle), and in closer agreement to literature-reported

values for tall vegetation (Foken, 2008).
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Figure 3.6: As Figure 3.5, but for Hyytiälä.

Observed stomatal conductance peaks at ±0.5 cm s−1 at 10 h LT, followed by a decrease

in the afternoon (Fig. 3.6b). W89 underestimates gs in the morning (5-10 h LT), and

overestimates afternoon values by 20-25%. MLC-CHEM overestimates morning stomatal

conductance, but follows the observed diurnal cycle well throughout the rest of the day.

The observed stomatal ozone uptake fraction is relatively constant at 0.8 (Fig. 3.6),

comparable to the upper range of stomatal uptake fraction estimates by Rannik et al.

(2012). The stomatal fraction is well reproduced by both parameterizations, although for

BL this seems a coincidence given the mis-represented diurnal cycle in gc and gs.

Observation-derived non-stomatal conductance at Hyytiälä (Fig. 3.6c) is relatively constant

at 0.1 cm s−1, except for a morning peak of 0.2 cm s−1 around 8 h LT that likely reflects

wet leaf ozone uptake (Altimir et al., 2006; Rannik et al., 2012). W89 reproduces the

observed daytime magnitude of gns, but cannot reproduce its morning peak. MLC-CHEM

overestimates the night-time non-stomatal ozone sink, in line with a study by Zhou et al.

(2017) based on a one-month time series of ozone flux observations (August 2010) indicating

that observed nighttime ozone deposition appear to reflect smaller nocturnal soil uptake

efficiency than assumed. Except for an overestimation in the morning, MLC-CHEM

captures the observation-inferred magnitude of non-stomatal ozone deposition well during

daytime.
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3.3.3 Dependence of non-stomatal deposition on driving variables

Non-stomatal ozone uptake, and its dependence on micro-meteorological and other en-

vironmental drivers, is incompletely understood. Previous studies employed statistical

or process-oriented modelling (Clifton et al., 2019; Fares et al., 2014; El-Madany et al.,

2017; Rannik et al., 2012) to determine the contribution of driving variables to this

ozone sink. In this section, we study observed and simulated relationships between the

non-stomatal ozone removal fraction (gnsg
−1
c ) and two variables (air temperature, Ta, and

VPD) that we hypothesize to contribute to temporal variability in non-stomatal ozone

removal. This section focuses on non-stomatal ozone removal at Ispra, since Rannik et al.

(2012) previously characterized the non-stomatal ozone sink for Hyytiälä, and we compare

our findings for Ispra to their results at the end of this section.

We first determine how W89 and MLC-CHEM can reproduce the observed relationship

between non-stomatal ozone removal and Ta and VPD. We focus on the average daytime

response (8-20 h LT) and subsequently on three different periods in the diurnal cycle (6-20

h LT, 10-14 h LT, 14-18 h LT). In this manner, we can disentangle processes affecting

(non-)stomatal uptake that act during different periods of the diurnal cycle (wet leaf

uptake in the morning, optimal stomatal functioning during mid-day, suppressed stomatal

conductance during the afternoon).

The temperature response of the relative contribution of non-stomatal removal to total

ozone deposition (expressed by the non-stomatal fraction, gnsg
−1
c ) during different periods

of the diurnal cycle is shown in Figure 3.7 (panels a-d). Non-stomatal uptake decreases

with temperature during the day (Fig. 3.7a). This decrease is largely driven by the morning

temperature sensitivity of gnsg
−1
c , which shows less sensitivity to temperature later during

the day (Fig. 3.7b-d). W89 underestimates the observed temperature dependence of the

non-stomatal fraction throughout the day by ±0.2, although the morning non-stomatal

fraction is higher for the lowest temperature bin (10-15 ◦C). MLC-CHEM reproduces

the daytime response well, characterized by elevated morning non-stomatal uptake under

low-temperature conditions. For most temperature bins, W89 strongly underestimates

the observed variability in the non-stomatal fraction. The observed variability is also

underestimated by MLC-CHEM, although to a smaller extent, and apparently indicates

still missing or mis-represented deposition processes.

The observation-derived non-stomatal fraction increases with VPD during daytime (Fig.

3.7e-h), indicating that non-stomatal ozone removal decreases under dry conditions. This

result contradicts an anticipated increase in the contribution by non-stomatal removal to

overall canopy removal due to a VPD-induced decrease in stomatal uptake. However, the

observed non-stomatal uptake also decreases in the afternoon (Fig. 3.5c), and therefore

does not compensate for the decreasing stomatal sink with VPD. The non-stomatal fraction

displays the strongest VPD sensitivity in the morning, which mainly reflects simulated
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wet leaf uptake under humid (i.e., low-VPD) conditions. Non-stomatal removal in W89

is insensitive to VPD, and this parameterization particularly underestimates the non-

stomatal fraction under humid conditions (Fig. 3.7a-b). MLC-CHEM reproduces the

daytime slope between VPD and the non-stomatal fraction well.

We then perform a number of sensitivity experiments with MLC-CHEM with deactivated

non-stomatal sinks, to identify the role of each sink in explaining temporal variability in

non-stomatal ozone removal, and its dependence on Ta and VPD. In these experiments, we

exclude the contribution by wet leaf uptake, soil uptake and in-canopy chemical removal,

as well as an experiment with strongly enhanced turbulent exchange between the crown

layer and the understory. Section A3.5 and Figure A3.5 display the results from the

sensitivity analysis of non-stomatal removal at Ispra. We list the main outcomes of this

section and the MLC-CHEM sensitivity analysis below:

• Soil deposition accounts for almost 40% of non-stomatal removal under high-

temperature conditions, reflecting a simulated increase in in-canopy turbulent trans-

port with air temperature.

• Non-stomatal uptake is elevated under cold and humid conditions in the morning.

This is consistent with MLC-CHEM-simulated wet leaf uptake, which accounts for

over 20% of the morning non-stomatal removal fraction.

• Enhanced turbulent transport from the crown layer to the understory reduces the

non-stomatal uptake fraction in MLC-CHEM, as it leads to enhanced stomatal

uptake in the understory.

• Chemical removal plays a minor role in the total canopy ozone sink at Ispra.

In their multivariate analysis of environmental drivers of non-stomatal ozone removal at

Hyytiälä, Rannik et al. (2012) derived that air temperature and VPD are significantly

associated with variations in non-stomatal ozone removal, similar to our findings for

Ispra. However, Rannik et al. (2012) also found an explanatory role for monoterpene

concentrations at Hyytiälä, while our results suggest a minor role of chemical removal at

Ispra.

3.3.4 Cumulative Uptake of Ozone (CUO)

In the previous sections we have shown that the seasonal evolution of ozone deposition in

W89 and MLC-CHEM is relatively similar. However, there are consistent differences in

daytime ozone stomatal and non-stomatal sinks between the deposition representations.

In this section, we evaluate the implications of these differences in representation of

(non-)stomatal removal for determining the cumulative stomatal uptake of ozone over the

growing season (CUO), which is often used for ozone impact assessments (Mills et al.,

2011b; Musselman et al., 2006). We here use the term CUOst to refer to cumulative
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Figure 3.7: Non-stomatal ozone removal fraction gnsg
−1
c binned by air temperature (panels

a-d) and vapour pressure deficit (panels e-h) during June-September, 2013-2015, at Ispra.

Black dots and whiskers show gnsg
−1
c from observations, and simulations by W89 (blue points

and whiskers) and MLC-CHEM (green points and whiskers). Dots and whiskers display the

median and inter-quartile range per bin, respectively, and the number of observations in the

bin is displayed at the bottom of the panels. Each column corresponds to a different time

period in the diurnal cycle, namely all-day (8-20 h LT, panels a,e), morning (6-10 h LT, panels

b,f), mid-day (10-14 h LT, panels c,g) and afternoon (14-18 h LT, panels d,h). Points and

whiskers are only shown if the number of samples in the bin exceeds 10.

stomatal uptake, to distinguish this from cumulative non-stomatal ozone removal (CUOns).

In Figure 3.8 we compare growing season-integrated stomatal and non-stomatal ozone

fluxes from W89 and MLC-CHEM to observation-derived estimates of total seasonal ozone

uptake for both sites (Fig. 3.8, panels a,c). Our observation-based derivation of stomatal

conductance requires dry conditions (RH<90%, and no precipitation in the preceding 12

hours) to avoid overestimations in the observation-inferred stomatal conductance which

lead to overestimations in CUO. However, application of these data selection criteria

also lead to a reduction in data points that hinders the calculation of CUOst based on

observations. In order to derive a first-order CUOst estimate, we divide the cumulative

stomatal uptake inferred from valid observations by the fraction of valid observations. This

method serves mainly to perform a site-to-site comparison of inferred CUOst. Inferred

CUOst at Ispra varies between 61 and 72 mmol m−2 (Fig. 3.8b). The inferred CUOst in

2014 was lower compared to 2013 and 2015 due to comparatively low ozone mixing ratios,

while stomatal conductance displayed less year-to-year variability. At Hyytiälä, inferred

CUOst varies between 39 and 41 mmol m−2 (Fig. 3.8d), where the lower value in 2005 (29
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Figure 3.8: Panels a,c: growing season-integrated daytime (8-20 h LT) stomatal (CUOst;

dark colours) and non-stomatal (CUOns; light colours) ozone fluxes for the different years

in the study period, for Ispra (panel a) and Hyytiälä (panel c) . Results from the W89

parameterization are shown in blue, from MLC-CHEM in green and from observations in

grey. Only the data points with valid observation-inferred stomatal conductance estimates

are selected for this comparison, the fraction of valid data points per growing season that

remains is shown at the bottom of panels a and c. Panels b,d: inferred cumulative stomatal

ozone uptake (CUO) estimate at both sites (hatched bars) after dividing the season-integrated

daytime stomatal ozone flux (dark grey bars) by the fraction of valid data points. Note the

different y axis ranges in the four panels.

mmol m−2) is caused by missing data during June-August, when stomatal ozone uptake

peaks. The higher inferred CUOst values at Ispra compared to Hyytiälä reflect both higher

stomatal conductance and ozone mixing ratios at the Italian site.

The differences between W89- and MLC-CHEM-simulated conductances are also mani-

fested in the simulated growing-season cumulative (stomatal) uptake (Fig. 3.8a-c). The

cumulative total ozone flux for Ispra is underestimated by W89 (-10%), while this parame-

terization overestimates cumulative stomatal uptake by 14-22%. MLC-CHEM accurately

reproduces observation-derived CUOst (within 7%), but overestimates the cumulative total

flux by 15% (Fig. 3.8a). Therefore, the model-observation agreement of the two param-

eterizations for simulated cumulative total ozone removal largely reflects non-stomatal

uptake differences, which deviates from observation-inferred values by -64% and 51%,
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respectively. At Hyytiälä, the observed cumulative total ozone flux is 15.1 mmol m−2 and

is overestimated by 34% by W89 reflecting overestimated stomatal uptake (Fig. 3.8c). The

observation-derived CUOst is 12.6 mmol m−2, compared to 15.8 mmol m−2 in W89 (+28%)

and 12.3 mmol m−2 in MLC-CHEM (-2.4%). We conclude that the better representation

of canopy stomatal conductance in MLC-CHEM compared to W89, particularly during

the afternoon peak in ozone mixing ratios, may lead to a substantially reduced bias in the

simulated growing-season integrated (stomatal) ozone flux.

3.4 Discussion

This study evaluates the potential added value of a multi-layer representation of vegetation

canopies with respect to a commonly applied big leaf approach (W89; Wesely, 1989) for

simulating ozone deposition and ozone impact metrics for forest canopies. We focus on

short- to long-term temporal variability in Vd(O3) and its partitioning into stomatal and

non-stomatal components, as well as the simulation of ozone impact metrics. We find

that both parameterizations reasonably reproduce the observed seasonal cycle in Vd(O3),

in agreement with previous chemistry transport model evaluations (e.g. Hardacre et al.,

2015). Despite their comparable performance on seasonal timescales, the parameterizations

deviate in their simulation of the diurnal cycle: the W89 parameterization particularly

underestimates morning ozone removal by 52% (Ispra) and 37% (Hyytiälä) due to a

combination of underestimated stomatal removal and a missing non-stomatal sink, likely

wet leaf uptake. In the afternoon, W89 deviates less from observations at both sites

(-13% at Ispra, +22% at Hyytiälä). Consequently, cumulative stomatal ozone uptake is

overestimated by on average 18% (Ispra) and 28% (Hyytiälä) in W89 simulations, while

cumulative total ozone removal deviates by -10% (Ispra) and 20% (Hyytiälä). Ozone

mixing ratios typically peak in the afternoon and thus occur simultaneously with stomatal

conductance misrepresentations, which may lead to simulated ozone fluxes overestimates

using this mechanism. The multi-layer mechanism, constrained with latent energy and

NEE observations to optimally represent stomatal exchange, displays a better agreement

with the observed ozone deposition velocity (within 10%) and inferred cumulative stomatal

and total uptake (within 15% and 9% for Ispra and Hyytiälä, respectively). Therefore, an

accurate representation of diurnal variability in ozone uptake partitioned to stomatal and

non-stomatal sinks is essential for reproducing cumulative (stomatal) ozone uptake at the

land surface.

We applied a big leaf parameterization that is commonly used in (regional) atmospheric

chemistry models, for example in WRF-Chem (Galmarini et al., 2021; Grell et al., 2005).

Big leaf parameterizations advantageously depend on a limited number of routinely available

meteorological variables and a simplified description of land use characteristics, and can

be readily applied at any location without location-specific parameter derivations (Clifton
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et al., 2020c). However, the empirical nature of these schemes leads to an oversimplification

of in-canopy physical and chemical processes that affect atmosphere-biosphere exchange of

ozone, e.g. by not accounting for stomatal closure based on the vapour pressure deficit

(VPD) and soil moisture, or in-canopy chemical reactions. There are big leaf versions

available with a more process-based description of ozone deposition processes, particularly

stomatal conductance (e.g. Büker et al., 2012; Clifton et al., 2020a; Emberson et al., 2001;

Lin et al., 2019) and non-stomatal ozone removal (Zhang et al., 2003).

To further explore the effect of model assumptions in big leaf parameterizations, we

performed a comparison between W89 and another commonly used big leaf dry deposition

scheme by Zhang et al., 2003, referred to as Z03 in Appendix A3.2. This parameterization

includes a separate treatment of sunlit versus shaded leaves and explicit treatment of

water stress in the stomatal conductance calculation, and includes variations in non-

stomatal resistances as a function of LAI and u∗. We find that both parameterizations

overestimate afternoon stomatal conductance compared to observations, while Z03 better

reproduces morning gs (Fig. A3.1). The differences between these parameterizations

are therefore largely driven by differences in non-stomatal ozone removal (Fig. A3.1).

The agreement with observation-inferred non-stomatal removal depends on site-specific

conditions, particularly friction velocity. Our analyses highlight potential areas of improve-

ment in process representation that can be considered in future larger-scale modelling

studies to improve simulations of ozone deposition pathways and their temporal variability.

This is particularly important for season-integrated (stomatal) ozone fluxes with big leaf

parameterizations.

Our results suggest that Anet-gs parameterizations, as applied in MLC-CHEM, simulate

stomatal conductance in good agreement with observation-inferred values throughout

the diurnal cycle. Such models are sensitive to parameters typically derived at leaf

level that display spatio-temporal variability. Further observational constraints on these

parameters, e.g. from leaf-level ecophysiological measurements, improve the representation

of stomatal conductance and biosphere-atmosphere exchange (Vilà-Guerau De Arellano

et al., 2020), benefitting simulations of CO2 and ozone exchange as simulated by Anet-gs
within MLC-CHEM. Determining these parameters from canopy-top observations is an

underdetermined problem in a mathematical sense, which we circumvented by deriving a

realistic set of model parameters based on a comparison with canopy-top observed NEE

and observation-derived stomatal conductance while remaining as close as possible to

the original parameter set in Ronda et al. (2001). Choosing Anet-gs parameters could be

formalized by applying mathematical techniques such as data assimilation (Raoult et al.,

2016).

MLC-CHEM can be driven by diagnostic variables available from CTM output (or their

driving meteorological models), favoring its implementation to represent atmosphere-

biosphere fluxes of reactive compounds (Ganzeveld et al., 2010; Ganzeveld et al., 2002b).
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In such a coupled setup, MLC-CHEM would use simulated stomatal conductance from the

driving model to represent atmosphere-biosphere exchange consistent with the model’s

representation of (micro-)meteorology. An implementation of A-gs with CO2 mixing ratios,

calculated online or offline, can be tested if simulated stomatal conductance estimates are

unavailable.

Our analysis did not include soil moisture as a predictor of stomatal conductance. Sensi-

tivity simulations in MLC-CHEM with observation-constrained soil water content (SWC)

at different depths resulted in strong reductions in simulated NEE and gs during summer

compared to observations, which suggests that these SWC observations are not indicative

of root-zone soil moisture. Nonetheless, simulations of ozone deposition and mixing ratios

at various spatial scales suggest a higher predictive skill when accounting for SWC (Anav

et al., 2018; Clifton et al., 2020a; Lin et al., 2020; Lin et al., 2019; Otu-Larbi et al., 2020).

Including this stress term is especially important in the context of projected drought risk

and intensity increases in future climate scenarios (Cook et al., 2018), that may aggravate

ozone smog episodes due to a decreased stomatal sink (Lin et al., 2020).

Our analysis of non-stomatal ozone removal as a function of micro-meteorological drivers

(air temperature and VPD) for Ispra reveals that the non-stomatal sink is elevated under

low-VPD (i.e., high-RH) morning conditions, likely indicating uptake at the leaf surface in

water films formed by dew (Potier et al., 2015; Zhang et al., 2002). This sink is reproduced

by MLC-CHEM by applying a wet canopy fraction dependent on RH and a constant wet

skin uptake resistance. Observations suggest that this non-stomatal ozone sink is less

important at Hyytiälä, which could be due to a lower RH threshold for development of

wet canopy conditions in MLC-CHEM compared to previous work (Altimir et al., 2006;

Zhou et al., 2017). Since wet leaf uptake may affect simulated diurnal cycles of ozone in

chemistry transport models (Travis and Jacob, 2019), uptake parameterizations would

benefit from better observation-based constraints on this removal process, both in terms

of canopy wetness and wet leaf uptake efficiency.

Our sensitivity analysis also reveals an important role of soil deposition during the

afternoon due to more active in-canopy transport. We applied a constant soil resistance

to ozone uptake in our simulations, despite various environmental controls that have been

identified, including air temperature, soil water content, near-surface air humidity and

soil clay content (Fares et al., 2014; Fumagalli et al., 2016; Stella et al., 2019; Stella

et al., 2011). Our results suggest a minor importance of chemical ozone removal at the

two considered sites. However, we did not investigate the role of ozone scavenging by

reactive sesquiterpenes (Hellén et al., 2018; Vermeuel et al., 2021; Zhou et al., 2017) nor

soil-emitted nitric oxide (Finco et al., 2018). Since most (big leaf) parameterizations work

with a poorly constrained resistance to transport from canopy-top to the soil (e.g. Makar

et al., 2017), the importance of the chemical and soil ozone sinks for total canopy ozone
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removal can be best explored with better-resolved in-canopy turbulent exchange in model

simulations.

We have shown that stomatal and non-stomatal sinks are not accurately reproduced

using the W89 big leaf parameterization compared to observations at two forested ozone

flux sites, leading to structurally biased instantaneous and growing-season cumulated

(stomatal) ozone flux simulations. Improved methods (e.g., the DO3SE mechanism,

Büker et al., 2012; Emberson et al., 2001) do correct for soil moisture and VPD in the

stomatal conductance calculation. Overestimated stomatal ozone fluxes also likely have

implications for simulated ozone mixing ratios. Many models underestimate mid-day ozone

mixing ratios in Europe (Im et al., 2015; Solazzo et al., 2012; Visser et al., 2019), and

a mis-representation of land surface uptake may contribute to this bias. Therefore, an

overestimated ozone deposition flux may also affect the simulation of concentration-based

vegetation ozone impact metrics, such as AOT40, in the opposite direction compared to

flux-based metrics. An improved model representation of the ozone deposition process will

provide more confidence in the application of atmospheric chemistry models for surface air

quality and vegetation ozone damage assessments.

To stimulate improvement of big leaf and multi-layer parameterizations, modelers may

benefit from evaluations against existing long-term dry deposition observations in various

ecosystems (e.g. forests and grassland), and for contrasting environmental conditions (e.g.

during dry vs. wet seasons). Such an assessment is currently underway in Stage 4 of the

Air Quality Model Evaluation International Initiative (AQMEII4; Galmarini et al., 2021).

Additionally, evaluation against in- and above-canopy ozone flux measurements (Fares

et al., 2014; Finco et al., 2018) can reveal information about non-stomatal sinks in these

parameterizations, such as soil deposition and in-canopy chemical removal. Lastly, the

application of proposed parameterizations for non-stomatal ozone sinks, such as for wet

leaf uptake (Potier et al., 2015) and soil uptake (Stella et al., 2019) should be tested in 3D

and single-point models of ozone deposition.

3.5 Conclusions

We compare ozone deposition simulations to multi-year observations at two European

forested flux sites, with a focus on temporal variability, contributions from stomatal and

non-stomatal sinks, and metrics for the damage incurred by ozone on vegetation. The widely

used big leaf parameterization W89; Wesely, 1989 and the in-canopy process-resolving

MLC-CHEM model both reproduce the seasonal cycle of daytime ozone deposition velocity

reasonably well, but there are important differences in the skill of the two approaches to

capture the diurnal changes in ozone deposition. Specifically, W89 consistently under-

estimates ozone deposition velocities in the morning (by 37-52%), while the afternoon

model-observation is somewhat smaller (-13-22%). MLC-CHEM captures the diurnal cycle
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much better with relatively small biases in the morning (-9% at Ispra, +17% at Hyytiälä),

and good agreement (within 10%) in the afternoon. Accounting for stomatal closure, wet

leaf removal and in-canopy turbulent transport followed by soil uptake turns out to be

important for accurately simulating ozone deposition on diurnal timescales.

The structural errors in W89 are explained by a misrepresentation of the diurnal cycle

in stomatal and non-stomatal conductance. Simulations with a more recent big leaf

parameterization result in similar biases regarding stomatal and non-stomatal uptake. The

MLC-CHEM model, constrained by local observations of diurnal CO2 and latent energy

fluxes, captures stomatal and non-stomatal ozone conductance better. As a result, W89

systematically overestimates cumulative ozone uptake by 20-30% in the growing season at

Ispra and Hyytiälä, whereas MLC-CHEM reproduces cumulative ozone uptake within 3%

at both sites. We conclude that MLC-CHEM, nudged with observation-inferred stomatal

conductance, accurately describes non-stomatal uptake processes as well as vegetation

ozone impact metrics.

Sensitivity tests with MLC-CHEM for Ispra point out that in relatively cold and humid

conditions, ozone deposition on wet leaves appears to explain up to 20% of the non-

stomatal ozone sink. During high-temperature conditions characterized by efficient in-

canopy transport, enhanced uptake by soils accounts for up to 40% of non-stomatal ozone

deposition. The tests suggest a minor role for chemical destruction of ozone at Ispra.

Our results indicate that current model representations of stomatal and non-stomatal ozone

uptake by vegetation, often based on W89, should be thoroughly evaluated. This study

provides a strategy for such evaluations, and shows how a more detailed, canopy-resolving

model driven by ancillary measurements of CO2 and energy fluxes, can provide more

realistic estimates of ozone deposition and vegetation ozone impact metrics.
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A3 Appendix

A3.1 A-gs optimization

Prior to applying MLC-CHEM to analyze ozone fluxes at our study sites, we first paid

attention to simulations of the canopy CO2 flux (FCO2) and canopy stomatal conductance

(gs) to ensure that the photosynthesis parameterization (A-gs) functions satisfactorily.

An initial simulation with the default settings for the C3 vegetation class resulted in a

strongly overestimated FCO2 compared to observations at both sites (see Table A3.2). This

is accompanied by strong overestimation of the canopy stomatal conductance at Ispra,

while MLC-CHEM slightly underestimates stomatal conductance at Hyytiälä.

The default A-gs settings were derived for low vegetation such as grassland and crops

(Ronda et al., 2001) and are therefore not necessarily representative for forest canopies.

We performed a sensitivity analysis of simulated FCO2 and gs to A-gs model parameters in

order to determine optimized parameter sets for our simulations. These settings are given

in Table A3.1. We found that strongly overestimated FCO2 is largely caused by a high

presumed reference mesophyll conductance (gm,298), leading to overestimated transport of

CO2 in the plant’s chloroplast. Our reductions of gm,298 are in better correspondence with

previously reported estimates of 0.8-2.0 mm s−1 for different forest plant functional types

(ECMWF, 2020; Steeneveld, 2002; Voogt et al., 2006). At Ispra, we additionally modified

the mesophyll conductance temperature response curve, which differs between plant

species (Caemmerer and Evans, 2015; Calvet et al., 1998), to improve the amplitude of the

seasonal cycle in simulated FCO2 . At Hyytiälä, the maximum internal CO2 concentration

(f0, given as a fraction of the external CO2 concentration) was increased to improve the

correspondence with observation-derived gs.

Our observational constraints to A-gs lead to improved simulations of gs and FCO2 (Table

A3.2). The parameter changes additionally affect the simulation of the ozone dry deposition

velocity (Vd(O3)), as shown in Table A3.3. At Ispra, the strong reduction in stomatal

conductance leads to an underestimation in Vd(O3) (MBE = -0.12 cm s−1), while the other

statistical metrics indicate a modest model improvement. At Hyytiala, the growing-season

model overestimation is slightly reduced from 0.04 cm s−1 to 0.02 cm s−1. Our approach

results in a reduced model bias at the two study sites, particularly for FCO2 , while taking

care to stay as close as possible to the original parameter set.
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Table A3.1: A-gs parameter settings used in MLC-CHEM simulations. The first column

indicates the default C3 settings from Ronda et al. (2001), and the other two columns show

the optimal settings from our analysis. A dash (”-”) indicates that a parameter is unchanged

with respect to the default C3 value.

C3 (reference) Ispra Hyytiälä

gm,298 [mm s−1] 7.0 1.5 1.5

f0 [-] 0.89 - 0.99

gm,T1 [K] 278 283 -

gm,T2 [K] 301 306 -

Am,max,T1 [K] 281 286 -

Table A3.2: Model performance statistics of MLC-CHEM before and after A-gs optimization

for canopy stomatal conductance and CO2 flux. Shown are several conventionally applied

performance metrics (MBE, RMSE, slope (s) and intercept (i) of a linear regression fit of

simulations against observations, and r2 from ordinarly least squares regression), as well as the

index of agreement d Willmott (1982). The units are cm s−1 and µmol m−2 s−1, respectively,

unless indicated otherwise.

Hyytiälä Ispra

gs [cm s−1] FCO2 [µmol m−2 s−1] gs [cm s−1] FCO2 [µmol m−2 s−1]

REF OPT REF OPT REF OPT REF OPT

MBE -0.04 -0.07 -20.1 -5.1 0.56 0.26 -45.8 -17.0

RMSE 0.43 0.41 21.1 6.1 0.89 0.66 50.3 18.4

r2 [-] 0.12 0.22 0.64 0.46 0.16 0.16 0.57 0.61

s [-], i 0.77, 0.17 1.01, 0.07 0.36, 2.34 0.65, 0.62 0.42, 0.05 0.69, -0.02 0.25, 3.15 0.62, 6.50

d [-] 0.48 0.56 0.30 0.63 0.49 0.52 0.29 0.55

Table A3.3: As Table A3.2, but for Vd(O3) (unit: cm s−1).

Hyytiälä Ispra

REF MOD REF MOD

MBE 0.04 0.02 0.11 -0.01

RMSE 0.17 0.17 0.47 0.32

r2 [-] 0.37 0.39 0.28 0.45

s [-], i 1.93, -0.01 0.86, 0.04 0.45, 0.32 0.89, 0.08

d [-] 0.73 0.76 0.69 0.80
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A3.2 Comparison between two big leaf parameterizations

In order to derive more generic conclusions about big leaf parameterizations, we considered

another commonly applied parameterization (Zhang et al., 2003), and recently extended

to different gases by Wu et al. (2018). This big leaf formulation (hereafter Z03) differs

compared to the Wesely (1989) parameterization (hereafter W89) in several aspects: (1)

Z03 calculates stomatal condutance for sunlit and shaded leafs differently, (2) stomatal

conductance is affected by VPD and soil moisture stress, (3) non-stomatal resistances

contain seasonal and diurnal variability due to dependencies on leaf area index and friction

velocity (u∗). This model version was derived from Zhang and Wu (2021), with two

modifications. First, we adapted the soil resistance to locally derived values of 400 s m−1

(Hyytiälä) and 300 s m−1 (Ispra), similar to W89 and MLC-CHEM (see Methods). The

implementation by Zhang and Wu (2021) relies on observed canopy wetness, which is not

available for our two study sites. We therefore parameterize canopy wetness as a function

of relative humidity, analogous to MLC-CHEM (Eqn. 3.4). In this section, we compare

simulations by W89 and Z03 to observations of the ozone dry deposition velocity, and

observation-inferred stomatal and non-stomatal conductance.

Figure A3.1 shows multi-year growing season median diurnal cycles of Vd(O3), gs and

gns for Ispra and Hyytiälä. From this analysis, we conclude that W89 and Z03 perform

similarly for Ispra compared against observed Vd(O3) (panel a). Z03 better captures the

early morning onset of Vd(O3) for Hyytiälä than W89, but more strongly overestimates

mid-day and afternoon Vd(O3) compared to observations (panel b). Both parameterizations

overestimate mid-day and afternoon gs, while Z03 better captures the observed morning

and afternoon gs values than W89 (panels c,d). For gns, there is no parameterization that

performs best for the two sites. Both parameterizations underestimate observation-inferred

gns at Ispra (corrected for energy balance closure gaps, see Sect. 3.3.2), while W89 better

captures the magnitude of observation-inferred gns (although Z03 better reproduces the

shape of the diurnal cycle). This suggest that the gns dependence on u∗ is less strong in the

observations than is suggested in the Z03 parameterization: a sensitivity experiment with

doubled u∗ values for Ispra results in daytime gns values of 0.2-0.35 cm s−1, an increase

by a factor 2.3-2.8. Based on our findings, we conclude that the different representation

of non-stomatal ozone removal drives the differences between W89 and Z03, but the

magnitude of these differences depends on site-specific conditions.
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Figure A3.1: Comparison of the dry deposition parameterizations W89 (Wesely, 1989)

and Z03 (Zhang et al., 2003) against the observed dry deposition velocity (panels a,b) and

observation-inferred stomatal conductance (panels c,d) and non-stomatal conductance (panels

e,f) for Ispra and Hyytiälä (left and right panels, respectively). Lines and shaded areas

(points and whiskers) show April-September median and inter-quartile range of the simulations

(observations).
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A3.3 Supplementary figures
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Figure A3.2: Median April-September 2013-2015 diurnal cycles of net radiation, sensible

and latent heat fluxes, surface energy balance closure gap, CO2 flux and ozone flux before and

after gap correction. Blue lines depict unfiltered data, green lines show the data after quality-

control (QC) filtering (discarding poor quality flux observations), and red lines show QC- and

u∗-filtered data 9based on a u∗ threshold of 0.35 m s−1, determined using the REddyProcWeb

tool (Wutzler et al., 2018).
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Figure A3.3: Mean values of the MLC-CHEM canopy wet skin fraction binned by month

and hour for Ispra (2013-2015) and Hyytiälä (2002-2011) during April-September.
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Figure A3.4: Lower-canopy eddy diffusivity (KH) binned by air temperature (in steps of

5◦C for the default simulation for Ispra in the default MLC-CHEM simulation (DEF) and the

simulation with a deactivated gradient in turbulent mixing (NTG).

A3.4 Observational analysis: methodology

Derivation of the canopy resistance from the observation-derived deposition velocity requires

knowledge on the aerodynamic resistance (ra) and the quasi-laminar layer resistance (rb).

Above-canopy aerodynamic resistance is calculated as follows:
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ra =
ln

(
zr−d
z0,m

)
−Ψ

(
zr−d
L

)
ku∗

(A3.1)

with k the Von Karman constant (0.40) [unitless], u+ ∗ is friction velocity [m s−1], zr is

the reference height (set to the canopy height), z0,m is the roughness length for momentum

(set at a typical value for forests of 1.1 m), and d is the displacement height (set to 2/3 of

the canopy height). L is the Obukhov Length, calculated as follows:

L =
−u3

∗

kg H
Tvcpρa

(A3.2)

with g the gravitational acceleration [9.81 m s−2], H is the sensible heat flux [W m−2],

Tv is the virtual temperature [K], cp the specific heat capacity of air [1010 J K−1 kg−1],

and ρa the air density at 298K and 1013 hPa [1.225 kg m−3]. Ψ is the stability correction

function reflecting Monin-Obukhov Similarity Theory (Foken, 2006), as applied in Clifton

et al. (2017):

Ψ =


2ln

1+

(
0.95(1−11.6 zr−d

L )
1
2

)
2

 , if − 2 ≤ zr−d
L

< 0

−7.8 zr−d
L

, if 0 ≤ zr−d
L

< 1

(A3.3)

rb is the quasi-laminar layer resistance, calculated following Wesely and Hicks (1977):

rb =
2

ku∗

(
κ

DO3

) 2
3

(A3.4)

with κ being the thermal diffusivity of air [0.2 cm2 s−1], and DO3 the diffusivity of ozone

[0.13 cm2 s−1] (Wesely, 1989).

A3.5 Dependence of non-stomatal deposition on driving variables: MLC-

CHEM sensitivity experiments

With a range of MLC-CHEM sensitivity experiments (Table A3.4), we aim to further

understand the observed temperature and VPD sensitivity of the non-stomatal ozone

removal fraction (gnsg
−1
c ). With this analysis, we aim to assess the role of each process in

explaining temporal variability in non-stomatal ozone removal. We focus this sensitivity

analysis on the Ispra observations and simulations, since the non-stomatal ozone sink for

Hyytiälä has been characterized before (Rannik et al., 2012).
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Table A3.4: Setup of MLC-CHEM sensitivity experiments in Section 3.3.3, and hypotheses

regarding the change in the non-stomatal ozone removal fraction (gnsg
−1
c ).

Experiment name Code modification Hypothesized effect on Ta/VPD sensitivity

DEF (Default) MLC-CHEM setup as in paper -

NWL (no wet leaf uptake fws = 0
Reduced gnsg

−1
c under

high-humidity conditions

NSL (no soil deposition) rsoil = 105 s m−1 Reduced gnsg
−1
c under

high-temperature conditions

NCH (no in-canopy chemistry) Chemical reactions turned off
Reduced gnsg

−1
c under

high-temperature conditions

NTG (no vertical

turbulence gradient)

Lower-canopy eddy diffusivity

set to upper-canopy eddy diffusivity

Increased gnsg
−1
c due to

more efficient transport to the soil

Figure A3.5 displays the MLC-CHEM-simulated temperature sensitivity of non-stomatal

ozone removal after deactivating various non-stomatal removal processes. Deactivated wet

leaf deposition (NWL) reduces gnsg
−1
c under low-temperature conditions by up to 21%,

particularly during the morning when humid conditions prevail (Fig. A3.5b). This effect

is even more pronounced under low-humidity conditions, when gnsg
−1
c is reduced by more

than 0.2 during the morning (Fig. A3.5e). Deactivated soil uptake (NSL) most strongly

reduces the non-stomatal fraction during high-temperature conditions in the afternoon, by

up to 38% (Fig A3.5d). This reflects increasing atmospheric instability with temperature in

MLC-CHEM, that results in simulated increases in turbulent transport in the canopy (Fig.

A3.4). To further evaluate the sensitivity of the simulated non-stomatal ozone removal

fraction to turbulent transport in the understory, we conducted an additional experiment

in which the eddy diffusivity for transport between the crown layer and the understory

laye was strongly enhanced (NTG). Conrary to our expectations, this experiment leads

to a decreased non-stomatal fraction by 2-10%. this reflects enhanced stomatal uptake

in the understory, which is more efficient than soil deposition. Deactivating temperature-

dependent removal (NCH) leads to little change (< 2%) in the non-stomatal ozone removal

fraction.
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Figure A3.5: Non-stomatal ozone removal fraction (gnsg
−1
c ) binned by air temperature

(panels a-d) and vapour pressure deficit (panels e-h) in the MLC-CHEM sensitivity experiments

for Ispra (see Table A3.4 for experiment abbreviations).
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Abstract

Dry deposition is an important ozone sink that impacts ecosystem carbon and water

cycling. Ozone dry deposition in forests is regulated by vertical transport, stomatal

uptake, and non-stomatal processes including chemical removal. However, accurate

descriptions of these processes in deposition parameterizations are hindered by sparse

observational constraints on individual sink terms. Here we quantify the contribution

of canopy-atmosphere turbulent exchange and chemical ozone removal by soil-emitted

nitric oxide (NO) to ozone deposition in a North-Italian broadleaf deciduous forest. We

apply a multi-layer canopy exchange model to interpret campaign observations of nitrogen

oxides (NOx=NO+NO2) and ozone exchange above and inside the forest canopy. Two

state-of-science parameterizations of in-canopy vertical diffusivity, based on above-canopy

wind speed or stability, do not reproduce the observed exchange suppressed by canopy-top

radiative heating, resulting in overestimated dry deposition velocities of 10-19% during

daytime. Applying observation-derived vertical diffusivities in our simulations largely

resolves this overestimation. Soil emissions are an important NOx source despite the

observed high background NOx levels. Soil NOx emissions decrease the gradient between

canopy and surface layer NOx mixing ratios, which suppresses simulated NOx deposition

by 80% compared to a sensitivity simulation without soil emissions. However, a sensitivity

analysis shows that the enhanced chemical ozone sink by reaction with soil-emitted NO

is offset by increased vertical ozone transport from aloft and suppressed dry deposition.

Our results highlight the need for targeted observations of non-stomatal ozone removal

and turbulence-resolving deposition simulations to improve quantification and model

representation of forest ozone deposition.
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4.1 Introduction

Removal of ozone at the land surface (ozone dry deposition) is an important component of

the tropospheric ozone budget, accounting for 15-20% of the total tropospheric ozone sink

(Bates and Jacob, 2020; Hu et al., 2017; Young et al., 2018). Ozone dry deposition occurs

when air masses, transported downward by turbulent motions in the atmospheric boundary

layer, come in contact with the land surface. Forests are particularly efficient ozone sinks

(e.g., Hardacre et al., 2015): removal processes include plant uptake through stomata and

various non-stomatal sinks such as external leaf surfaces and soils, and chemical removal

in the canopy airspace (Fowler et al., 2009). Upon stomatal uptake, ozone may impact

stomatal conductance and photosynthesis, reducing ecosystem carbon assimilation on

large spatial scales (Ainsworth et al., 2012). Better quantitative estimates of stomatal and

non-stomatal ozone sinks can improve understanding and quantification of the total land

surface ozone sink and impacts on ecosystem carbon uptake driven by stomatal ozone

uptake.

Stomatal uptake typically accounts for 40-90% of forest ozone uptake during the growing

season (Fowler et al., 2009), but the contribution by individual sink terms is poorly

constrained by parameterizations of land-atmosphere exchange in global and regional

atmospheric chemistry models (Clifton et al., 2020a). Multi-parameterization intercompar-

isons indicate that these uncertainties lead to a large spread in simulated ozone deposition

(Visser et al., 2021; Wu et al., 2018). Likewise, Clifton et al. (2017) found that inter-

annual variability in the ozone deposition velocity in a global atmospheric chemistry

model was underestimated by a factor of two compared to an 11-year ozone flux dataset,

and attributed this to year-to-year variability in non-stomatal removal. Global model

simulations of ozone deposition carry considerable uncertainty (Hardacre et al., 2015;

Young et al., 2018), and an effort to quantify inter-model spread of ozone deposition in

regional air quality models is currently underway (Galmarini et al., 2021). Altogether,

these findings highlight the need for improved process understanding of ozone deposition.

In this study, we focus on two of these uncertain processes: in-canopy turbulent exchange

and ozone scavenging by soil-emitted nitric oxide (NO). These processes are not explicitly

considered in commonly applied “big leaf” representations of dry deposition. Additionally,

the scarcity of observational constraints on these processes limit our understanding of their

contribution to forest ozone deposition.

Vertical mixing conditions inside forests can be different compared to those above the

canopy, leading to an inversion at the canopy top or inside the canopy, which are regulated

by meteorological conditions and forest structure (Russell et al., 2018). This can lead to a

(partial) decoupling between the canopy and the overlying air layers, with implications

for canopy-atmosphere gas exchange (e.g., Foken et al., 2012). For example, in-canopy

inversions can lead to a missing soil carbon respiration contribution to above-canopy
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measurements of net ecosystem exchange of CO2 (Jocher et al., 2018). For ozone, several

studies suggest a dependence of ozone deposition on in-canopy turbulent mixing based on

correlations between the deposition velocity and the friction velocity (e.g., Fares et al.,

2014; El-Madany et al., 2017; Neirynck et al., 2012). Van Pul and Jacobs (1994) derived

such a parameterization from measurements over maize crop, but its applicability to other

land use categories remains uncertain. Multi-layer canopy-atmosphere exchange models

typically simulate vertically resolved in-canopy and canopy-surface layer turbulent exchange

based on K-theory (e.g., Ashworth et al., 2015; Ganzeveld et al., 2002b), which however

has strong limitations when applied for rough surfaces such as forests (Bannister et al.,

2022). Inferring in-canopy mixing conditions from observations requires vertical profile

measurements of temperature and the sensible heat flux (e.g., Brown et al., 2020), which are

not typically available at flux measurement sites. Therefore, the simplified representation

of canopy-atmosphere exchange in current models and the sparse observational constraints

limit our understanding of the role of turbulent mixing in canopy ozone removal.

Chemical ozone removal in plant canopies is another poorly constrained element of the

ozone deposition sink. Compared to the surface layer, the canopy has a distinctly different

photo-chemical regime, which is affected by radiation extinction, emissions of soil NO and

biogenic volatile organic compounds (BVOCs), as well as deposition processes. In big

leaf parameterizations, it is common practice to emit soil NO directly into the surface

layer after the application of a canopy reduction factor, thereby only implicitly accounting

for in-canopy NOx removal. Therefore, these parameterizations do not account for the

different photo-chemical regime inside the canopy. Observation-based studies indicate a

widely varying contribution of chemical ozone removal by soil NO and BVOCs, that largely

depends on site-specific characteristics such as soil and vegetation type, temperature, soil

moisture and vapour pressure deficit (Fares et al., 2012; Finco et al., 2018; Rannik et al.,

2012; Vermeuel et al., 2021).

Due to decreasing anthropogenic emissions, agricultural and forest soils are becoming an

increasingly important component of the European NOx emission budget (Skiba et al.,

2021), that contribute to ozone formation particularly during NOx -limited ozone formation

conditions (Visser et al., 2019). Soil-emitted NO also act as an ozone sink inside forest

canopies depending on the emission strength and canopy radiation extinction, leading

to a locally NOx -saturated ozone production regime. Commonly used parameterizations

of soil-biogenic NOx emissions in chemical transport models assume that forest soil NO

emissions are relatively small compared to anthropogenic emissions, but are an important

source of NOx in pristine environments (Yienger and Levy, 1995). For example, Rummel

et al. (2007) found that soil NO-ozone chemistry accelerates nighttime near-surface ozone

loss in a tropical forest. In more polluted environments, nitrogen deposition accumulated

over multiple years may substantially increase forest soil NOx emissions (Pilegaard et al.,

2006). Under such circumstances, soil NO-ozone chemistry may explain a considerable
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part of total ozone deposition even during daytime (Dorsey et al., 2004; Duyzer et al.,

2004).

In this study, we aim to investigate the combined impact of canopy stability and soil NO

emissions in the canopy airspace on ozone fluxes. We interpret field campaign observations

of vertical gradients in ozone uptake in the North-Italian Bosco Fontana temperate

midlatitude forest, which experiences substantial NOx and ozone air pollution (Finco et al.,

2018). This analysis of field observations is supported by observation-driven simulations

with the Multi-Layer Canopy-CHemistry Exchange Model (Ganzeveld et al., 2002b; Visser

et al., 2021). Specifically, we address the following research questions:

1. How does the representation of vertical exchange in a multi-layer canopy model

affect simulated canopy ozone uptake?

2. What is the contribution of soil and canopy-top NOx fluxes to observed NOx mixing

ratios inside and above the canopy?

3. What is the contribution of NOx -ozone chemistry to in-canopy ozone removal under

different model representations of vertical exchange?

4.2 Data and methods

4.2.1 Observations

We use atmosphere-biosphere exchange measurements obtained during an observational

campaign in June-July 2012 at the Bosco Fontana temperate deciduous forest in northern

Italy (45.20◦N,10.74◦E) (Finco et al., 2018). This campaign took place within the European

project ECLAIRE (Effects of Climate Change on Air Pollution Impacts and Response

Strategies for European Ecosystems). This forested site is situated in the Po Valley, in a

235 ha natural reserve composed primarily of Carpinus betulus L. and Quercus robur L.,

and the average canopy height is 26 m above ground level (Gerosa et al., 2017).

The Po Valley is characterized by warm summers with high concentrations of ozone. Under

such conditions, hydrological interactions leading to droughts might reduce the land surface

ozone sink, which can exacerbate ozone air pollution (Lin et al., 2020). The summer

of 2012 was characterized by slightly drier meteorological conditions (±1σ) compared

to the long-year average around Bosco Fontana, while the area south of the Po Valley

experienced dry conditions (Fig. 4.1b, more details can be found in Appendix A4.1). The

stomatal ozone flux does not exceed 3 nmol m−2 s−1 and is up to 50% lower compared to

the multi-year summer average value (Fig. 4.1). This is likely caused by stomatal closure

as a result of drought conditions. In the (pre-)alpine regions north of Bosco Fontana,

conditions are slightly wetter than average, and stomatal ozone fluxes are higher (>4
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Figure 4.1: Summer 2012 ozone fluxes around northern Italy in a spatio-temporal context.

Panel a: June-August average daytime total (outer circles) and stomatal (inner circles)

ozone fluxes derived from observations at FLUXNET locations (data from Ducker et al.,

2018). Panel b: July-August normalized 3-month SPEI anomaly (gridded data, derived from

https://spei.csic.es/index.html, last access 24 March 2022), where negative (positive)

values indicate drier (wetter) than average conditions, and the total and stomatal ozone flux

relative anomaly compared to the observational record at the FLUXNET location. Bosco

Fontana is indicated with a black diamond in both figures. See Appendix A4.1 for details on

the SPEI and SynFlux data analysis.

nmol m−2 s−1) compared to the south, with no clear indication of a regional anomaly (Fig.

4.1b). We therefore deem these observations representative for typical summer conditions

in North Italy.

We here focus on the period of 24 June-11 July 2012, when temperature, wind speed,

humidity, ozone and NOx concentrations as well as fluxes of sensible heat and ozone were

measured along a vertical profile inside and above the canopy at the Bosco Fontana site.

Specifically, measurements were performed at two heights above the canopy top (41m and

32m), at the interface layer between the canopy and the surface layer (24m) and at two

heights inside the canopy (8m and 16m). More details on the observational setup and flux

data processing can be found in Finco et al. (2018).



4.2 Data and methods 99

4.2.2 The Multi-Layer Canopy-CHemistry Exchange Model (MLC-

CHEM)

We perform biosphere-atmosphere trace gas exchange simulations using the Multi-Layer

Canopy-CHemistry Exchange Model (MLC-CHEM). This model simulates atmosphere-

biosphere exchange fluxes and vertical profiles of trace gases, and includes a representation

of biogenic volatile organic compounds (BVOC) emissions (Guenther et al., 2012) and soil

NO emissions (Yienger and Levy, 1995), in-canopy vertical mixing, a complex chemistry

scheme (CBM-IV) and dry deposition of atmospheric compounds (Ganzeveld and Lelieveld,

1995; Ganzeveld et al., 1998). Stomatal conductance is calculated using the assimilation-

stomatal conductance model A-gs (Ronda et al., 2001), with parameter settings based on

the observation-driven values derived by Visser et al. (2021). In this study, we force MLC-

CHEM with canopy-top observations of net shortwave radiation, temperature, relative

humidity, wind speed, friction velocity and surface-layer NO, NO2 and ozone mixing

ratios. MLC-CHEM simulates in-canopy mixing ratios and fluxes of these species as

affected by the aforementioned sources and sinks inside the canopy. We further highlight

MLC-CHEM’s representation of vertical exchange and soil NO emissions in the sections

below.

In the set-up of MLC-CHEM in this study, the model consists of three layers: one bulk

atmospheric surface layer, and a crown and understory layer that together represent the

forest canopy. This set-up of the model has also been coupled to large-scale atmospheric

chemistry models (Ganzeveld et al., 2010; Ganzeveld et al., 2002a). In-canopy radiation is

expected to display large gradients between canopy-top and soil, and therefore processes

affected by radiation (photolysis and biogenic emissions) are calculated in more vertical

detail using four layers. Although MLC-CHEM can in principle be applied at a higher

vertical resolution (i.e. with more than two canopy layers), we can only derive vertical

transport from observations at two heights inside the canopy (see Section 4.2.3 and Figure

4.2). This motivates our use of the two-layer version in this study.

4.2.3 Vertical mixing in MLC-CHEM

We here test two methods of simulating turbulent exchange between atmosphere and

the canopy, and compare these to exchange simulations with observation-derived vertical

exchange. These representations will be introduced in this section, and are schematically

visualised in Figure 4.2.

Reference parameterization of turbulent exchange (REF)

MLC-CHEM’s default parameterization of turbulent exchange between canopy and the

surface layer derives the surface-layer to upper-canopy eddy diffusivity (denoted as KH,sl)
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Figure 4.2: Schematic representation of typical afternoon vertical profiles of vertical diffusivity

(KH) in the Bosco Fontana forest (indicated by the green shaded area) in an unstable mixing

regime. The reference MLC-CHEM vertical mixing parameterization (REF) is shown in blue

diamonds and the near-field theory parameterization (NFT) is indicated by the red line. These

profiles are calculated using u∗ = 0.5 m s−1, u = 2 m s−1, KH(zref ) = 4 m2 s−1 (at a reference

height of 50 m), ra = 20 s m−1. Solid black lines and points show the mid-day (12-15 h LT)

range of observation-inferred KH values at two different heights. Dashed black lines indicate

the interface between model layers in MLC-CHEM. The index l (varying from 0-2) refers to

the model layers in Equation 4.1.

by integrating the aerodynamic conductance over the difference in reference height between

the surface layer and the upper canopy layer, following Monin-Obukhov Similarity Theory.

The in-canopy eddy diffusivity (KH,cl), used to calculate turbulent exchange between the

crown layer and the understory layer, is then derived by scaling KH,sl with the in-canopy

wind speed profile (Ganzeveld et al., 2002b):

KH,cl = KH,sl
0.5(u(l) + u(l − 1))

0.5(u(1) + u(0))
. (4.1)

where u(l) is the horizontal wind speed at layer l (index values 0,1,2 represent the bulk

surface layer, the upper canopy layer and the lower canopy layer, respectively, as shown

in Fig. 4.2). The simulated in-canopy wind speed decreases exponentially as a function

of canopy height and canopy-specific attenuation coefficients (Cionco, 1978). Figure 4.2

displays typical mid-day values of the vertical diffusivity as derived from MLC-CHEM.

During typical summer afternoon conditions characterized by efficient vertical mixing
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above the canopy, in-canopy KH is typically a factor ±7 lower than canopy-top KH due

to the scaling by the in-canopy wind speed.

Near-field theory (NFT)

We additionally apply a parameterization based on near-field theory (Raupach, 1989), which

has resulted in improved surface ozone simulations with an online chemistry transport

model (CTM) over forested regions in the United States (Makar et al., 2017). This

formulation accounts for a decrease in the turbulent mixing intensity inside and above the

forest with respect to the reference height of the lowermost model layer, resulting from

obstruction of air flow due to the presence of trees. In this parameterization, KH,sl in the

lowermost model layer of the CTM is scaled down towards the land surface as a function

of canopy height, friction velocity and the Obukhov length. Figure 4.2 shows how the

NFT vertical diffusivity decreases towards the surface in this formulation as a result of

canopy influences on turbulence intensity. KH at the canopy-top is particularly smaller in

NFT compared to the reference parameterization (REF) in MLC-CHEM. In-canopy KH

is relatively similar in both formulations.

Observation-inferred turbulent exchange derivation (INF)

We also derive the turbulent exchange coefficient from observations following K-theory.

This theory relates the observed sensible heat flux to the obseved vertical potential

temperature gradient via the vertical diffusivity coefficient KH :

H(z) = −KH(z)
δθ(z)

δz
(4.2)

where H(z) is the observed sensible heat flux at height z and δθ(z)
δz

is the vertical potential

temperature gradient at height z, inferred from temperature measurements above and

below z. This slope is derived by fitting potential temperature to the curve θ = a+ b×
ln(z) + c× ln(z)2 (Brown et al., 2020; Mölder et al., 1999). We here apply the vertical

diffusivity derived from observed vertical profiles of temperature and the sensible heat flux

in our simulations of ozone and NOx canopy-atmosphere exchange, assuming that exchange

coefficients of these gases resemble the exchange coefficient of heat. We will revisit this

assumption in the discussion, by a comparison with exchange coefficients derived from

vertical gradients of ozone concentrations and fluxes.

We calculate KH(z) at two different heights within the canopy. KH is calculated at the

canopy-surface layer interface from 30-minute averages of sensible heat fluxes measured

at 24m and temperature gradients between 16m and 32m. In-canopy KH is derived from

30-minute averages of sensible heat fluxes measured at 16m and temperature gradients
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between 8m and 24m. Figure 4.2 displays the typical mid-day KH range as derived from

observations. Note that we apply KH,24m for simulating exchange at the canopy-top, so

these values are shown at z=26m. KH,16m is used for simulating vertical exchange between

the crown and understory layers (z=13m). The observation-inferred KH is lower than REF

and NFT at the canopy-top, and the mid-canopy values of REF and NFT approximately

coincide with the upper value of the observation-inferred KH range.

4.2.4 Soil NOx exchange

We perform an initial evaluation of MLC-CHEM-simulated NOx mixing ratios in the

understory to understand the role of soil NOx exchange on observed NOx mixing ratios at

Bosco Fontana. A simulation with the default deciduous forest soil NO emission factor

from Yienger and Levy (1995) results in an emission strength of 0.2-0.6 ng N m−2 s−1

(Supp. Fig. 2a). This is substantially lower than the site-derived emission flux of 20.8 ng

N m−2 s−1, based on enclosure chamber measurements directly above the Bosco Fontana

forest floor (Finco et al., 2018). As a result, MLC-CHEM-simulated understory NOx

mixing ratios using the default deciduous forest emission factor are underestimated by 2.1

ppb (27%) on average (Supplementary Fig. A4.2c).

However, imposing the observation-derived soil NO emission flux in MLC-CHEM leads

to an overestimation of understory NOx mixing ratios by 3.1 ppb (37%) compared to

observations, reflecting NOx accumulation (Supplementary Fig. A4.2c). These over-

estimations in simulated lower-canopy [NOx ] result partly from an underestimated NO2

deposition sink in MLC-CHEM (1-6 ng N m−2 s−1) that is more than a factor two smaller

compared to the observation-derived soil NO2 deposition flux of ±14 ng N m−2 s−1 (Finco

et al., 2018). A sensitivity test assuming a strongly enhanced soil uptake efficiency of NO2,

by reducing MLC-CHEM’s NO2 soil uptake resistance from 600 to 100 s m−1, does not

strongly increase simulated soil NO2 deposition. Additionally, there are strong observed

vertical gradients in NOx mixing ratios near the soil, reflecting strongly stable conditions

and NOx loss due to chemical removal and soil deposition, which are not represented in

MLC-CHEM’s understory layer with a thickness of 13 m. This indicates that a substantial

part of the soil-emitted NOx does not escape the air layer directly above the soil.

In order to infer the contribution of soil NOx exchange to observed NOx mixing ratios at

the reference height of MLC-CHEM’s understory layer (z=6.5 m), we study the sensitivity

of simulated understory NOx to the soil NO emission flux. By comparing with observed

NOx mixing ratios in the understory, we find that application of a reduced soil NO emission

strength of 8 ng N m−2 s−1 minimizes the mismatch between simulated and observed

understory NOx (Supplementary Fig. A4.2c), and we therefore choose this value to

represent the effect of soil NOx exchange on canopy ozone uptake for our simulations.
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Table 4.1: Configuration of MLC-CHEM simulations.

Experiment KH method ENO,soil [ng N m−2 s−1] rsoil(NO2) [s m
−1]

1 REF 0.2-0.6a 600

2 REF 8 600

3 NFT 8 600

4 INF 8 600

5 REF 0 105

6 NFT 0 105

7 INF 0 105

a Diurnal range, peaking in the afternoon

4.2.5 Setup of the numerical experiments

In order to answer our research questions, we modify the representation of in- and above-

canopy vertical mixing, as well as soil NOx exchange, in MLC-CHEM. The reference

simulation (experiment 1) applies the model’s reference vertical diffusivity formulation

(REF), a default temperate forest soil NO emission factor (Yienger and Levy, 1995) and

the standard soil NO2 uptake resistance (Ganzeveld and Lelieveld, 1995). In experiments

2-4, we modify MLC-CHEM’s vertical exchange formulation as explained in Section 4.2.3.

We use the effective soil NO emission flux that best represents soil effects on lower-canopy

NOx mixing ratios and the default NO2 uptake resistance (Section 4.2.4). In experiments

5-7, we deactivate soil NO emissions and soil NO2 deposition to quantify the effect of soil

NOx exchange on in-canopy NOx mixing ratios and ozone deposition.

4.3 Results

4.3.1 Vertical exchange

We start our analysis by examining temporal variability in the observation-derived vertical

diffusivity (KH) and its relation to in- and above-canopy stability. Figure 4.3 displays the

stability regimes in the surface layer and the canopy. Stably stratified conditions occur

frequently inside the canopy even during daytime (Fig. 4.3), resulting from radiative

heating of the canopy-top and a closed canopy structure that prevent the warm above-

canopy air from entering the canopy airspace (Finco et al., 2018). Observation-inferred KH

at the interface between the canopy and the overlying air layer (z=24 m) peaks at 2.4 m2

s−1 at 15:30 LT (Fig. 4.4b), coinciding with prevailing unstable mixing conditions above

the canopy (Fig. 4.3). The campaign-average diurnal cycle of the observation-derived KH

inside the canopy (z=13 m) is characterized by lower values throughout the day (up to

0.5 m2 s−1, Fig. 4.4d), reflecting the decrease in vertical mixing inside the forest canopy
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Figure 4.3: Occurrence of in- and above-canopy stability classes during the observational

time period (24 June-12 July, 2012). Data were separated into four stability classes, based on

stability parameter z
L as unstable (lowercase u, z

L < 0) or stable (lowercase s, z
L > 0), as well

as height of the observations, being representative of the surface layer (uppercase S, derived

from observations at 32m) or inside the canopy (uppercase C, derived from observations at

16m).

(Fig. 4.2). Mid-canopy KH derived from observations peaks at 11:30-12:00 LT (Fig. 4.4d),

coinciding with predominantly unstable conditions inside and above the canopy.

Contrary to the observations, simulatedKH according to the REF approach in MLC-CHEM

follows a symmetric diurnal profile peaking at 13:00 LT (Fig. 4.4b), which is substantially

larger compared to the observation-inferred KH during daytime. The KH overestimation

results from the simplified KH derivation in this model setup (see Section 4.2.3). As a

result, REF-simulated vertical exchange at the canopy-top is overestimated compared to

observation-inferred KH (Fig. 4.4b). The REF-simulated in-canopy KH shows substantial

day-to-day variation due to its dependence on above-canopy wind speed (Section 4.2.3),

and strongly overestimates KH inside the canopy leading to well-mixed conditions inside

the canopy during daytime in this simulation. As a result, vertical exchange is strongly

overestimated in the REF vertical exchange representation in MLC-CHEM compared to

observation-inferred vertical mixing during the observational campaign.

Canopy-top KH from a simulation based on near-field theory (NFT) follows a similar

diurnal cycle compared to REF, since NFT is derived from scaling down the REF-simulated

vertical diffusivity to include effects of the roughness sublayer (see Section 4.2.3). The

NFT-simulated KH above the canopy is up to 3 m2 s−1 lower compared to the REF

simulation during mid-day, and in closer agreement with observation-inferred KH values.

Inside the canopy, the NFT-simulated KH is also substantially lower compared to the REF

KH , and in closer agreement with observation-inferred values. However, NFT does also not

reproduce the observed low afternoon KH values indicative of stably stratified conditions
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Figure 4.4: Time series (panels a,c) and campaign-average diurnal cycle (panels b,d) of

vertical diffusivity at the canopy-surface layer interface (panels a,b) and 13 m, halfway the

canopy (panels c,d), as derived from observations (black dots), and as calculated from three

MLC-CHEM simulations (solid lines, see Section 4.2.3). Black lines and shaded areas indicate

the inter-quartile range.

inside the canopy. In the next section, we will evaluate the effects of these different

representations of vertical diffusivity on the simulated ozone and NOx profiles.

4.3.2 Effects of turbulent mixing on canopy ozone uptake

We analyze the effect of vertical mixing on ozone deposition via the simulated deposition

velocity. In MLC-CHEM, vertical mixing affects the canopy-atmosphere transport of

ozone and thus the ozone flux. Vd(O3) is diagnostically calculated from the ozone flux

at the canopy-atmosphere interface and canopy-top ozone mixing ratios simulated by

MLC-CHEM. Figure 4.5 displays the campaign-median ozone dry deposition velocity

(Vd(O3)) diurnal cycle from observations and three MLC-CHEM simulations with different

representations of vertical exchange. Observed Vd(O3) is characterized by nighttime values

of 0.0-0.2 cm s−1, followed by a sudden increase in the morning (±8 h LT) to its peak value,

and a subsequent decrease throughout the day. Notably, the REF and NFT simulations

strongly overestimate Vd(O3) at 5-8 h LT, while a simulation with the observation-derived

representation of vertical exchange (INF) agrees better with observations during this time

period. This coincides with overestimated KH values in REF and NFT, particularly at

mid-canopy, during the early morning (Fig. 4.4d). Neither simulation reproduces the

daytime peak value occurring at 8 h LT, which reflects a sudden change from stable to
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Figure 4.5: Campaign-median diurnal cycle of the ozone dry deposition velocity derived from

observations (black points and whiskers), and simulated by MLC-CHEM with three different

KH derivations: MLC-CHEM’s reference vertical diffusivity description (REF), near-field

theory (NFT) and observation-inferred KH (INF). The observation-inferred deposition velocity

(Vd(O3) =
FO3
[O3]

) at the canopy-atmosphere interface (26 m) is derived by linear interpolation

between observations at 24m and 32m.

unstable stratification in the upper canopy. The spread in observed Vd(O3) at this time is

high, indicating that the timing of the change to unstable conditions varies from day to day,

or a possible role of intermittent exchange. The REF and NFT simulations overestimate

daytime Vd(O3) (9-16 h LT) by 19% and 10%, respectively. INF reproduces daytime Vd(O3)

within 5% of the observations due to accounting for a (partial) decoupling between the

canopy and the surface layer.

Despite distinct differences in the simulated diurnal cycle, effects of vertical exchange on

MLC-CHEM’s performance (shown in Table 4.2) are small. The similar model performance

metrics reflect the compensating effects of model overestimations and underestimations

during different stages in the diurnal cycle, as discussed above. The effect of constraining

the simulations with observation-derived vertical exchange most strongly reduces overes-

timations in the simulated ozone flux, as INF reduces the model overestimations from

13-16% to 8% (Table 4.2). When analyzing skill scores for 9-15 h LT, when unstable

conditions inside and above the canopy are more prevalent, the MBE is markedly lower

in the INF simulation (0.7 nmol m−2 s−1) compared to the REF and NFT simulations

(4.3 and 3.2 nmol m−2 s−1, respectively). Hence, vertical exchange only minimally affects

canopy ozone uptake averaged over the entire day, but the effects are substantial during

time periods characterized by (partial) decoupling between canopy and the overlying

atmospheric layers.
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Table 4.2: Model performance statistics of the simulated ozone flux in three MLC-CHEM

simulations with different representations of vertical exchange. The table includes several

common statistical model performance indicators (MBE, RMSE, r2, slope and intercept of

the linear regression fit through simulations and observations (s,i), as well as the index of

agreement d (Willmott, 1982) and the fraction of simulated data points overestimated and

underestimated by a factor larger than 2 (f>2× and f<2×), respectively). The unit is nmol

m−2 s−1, unless indicated otherwise.

MBE RMSE r2 [-] s [-], i d [-] f>2× [-] f<2× [-]

REF 1.61 5.5 0.45 0.69, 3.73 0.80 0.16 0.16

NFT 0.75 5.1 0.47 0.70, 2.86 0.82 0.13 0.22

INF -0.18 4.9 0.45 0.60, 2.63 0.81 0.08 0.23

4.3.3 Effects of soil NOx exchange on the canopy NOx budget

Biosphere-atmosphere exchange of NOx can be bi-directional (i.e. emission or deposi-

tion), depending on the difference between above- and below-canopy NOx mixing ratios.

Generally, the canopy-atmosphere NOx flux is downward in (forested) regions with high

background NOx mixing ratios, regardless of the soil NO source strength (Ganzeveld

et al., 2002a). Elevated NOx mixing ratios observed at Bosco Fontana (up to 16 ppb in

the morning and 4 ppb in the afternoon) therefore suggest that NOx deposition to the

forest canopy is expected to prevail at this site. The observed exchange of NOx at the soil

interface is bi-directional (NO emissions, NO2 deposition), resulting in a substantial net

upward NOx flux (Finco et al., 2018, see also Sect. 4.2.4). We infer the contribution of soil

NOx exchange to in-canopy NOx mixing ratios by comparing an MLC-CHEM simulation

with observation-inferred vertical exchange (INF) to an experiment with deactivated soil

NOx exchange (experiments 4 and 7 in Table 4.1). Figure 4.6 displays observed and

MLC-CHEM-simulated upper- and lower-canopy NOx mixing ratios. As expected, the

effect of soil NOx exchange is largest in the understory, with simulated enhancements

in NOx mixing ratios of 0.6 ppb during daytime to 7.5 ppb at night due to soil NOx

exchange (Fig. 4.6b). Additionally, the simulation without soil NOx exchange does not

lead to nighttime NOx accumulation in the canopy, and an underestimation of [NOx ] by

>5 ppb during nighttime. Our sensitivity simulation suggests that the soil contributes

on average 45% to observed mixing ratios in the understory. The net upward soil NOx

flux additionally affects the simulated diurnal course of lower-canopy NOx mixing ratios,

as the observed evening increase rate in NOx mixing ratios is absent in the simulation

without soil NOx exchange.

Soil NOx has a smaller effect on NOx mixing ratios in the upper canopy layer compared

to the understory. NOx mixing ratios are lower by 0.1 ppb (daytime) up to 3.2 ppb

(nighttime) in the simulation without soil NOx exchange (Fig. 4.6a), and we infer that the

soil contributes on average 21% to NOx mixing ratios in this layer. The soil contribution
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Figure 4.6: Campaign-median diurnal cycle of NOx mixing ratios the reference heights of the

two canopy layers, as simulated by MLC-CHEM (with observation-inferred vertical mixing)

with (SNOx, blue line) and without (no-SNOx, red line) soil NOx exchange. Observations at

19.5m are derived by vertical interpolation of measurements at 8 and 24m, while observations

at 5m are directly compared to model output at 6.5m. Points and solid lines display the mean,

and whiskers and shaded area display the inter-quartile range.

is lowest during mid-day, when vertical exchange between the upper canopy and the

overlying air layer is intense while mixing between the two canopy layers is suppressed

(Fig. 4.4b,d). Note here that the NOx concentrations in MLC-CHEM’s surface layer are

nudged to observations at 32 m. The similarity in the shape of the simulated diurnal

cycles suggests that diurnal variation in upper-canopy NOx mixing ratios is largely driven

by the canopy-top NOx flux. The two simulations diverge after 16 h LT, when the upper

canopy becomes stably stratified, which indicates a substantial contribution of the soil to

upper-canopy NOx levels even at this site with a large NOx source from advection.

Canopy-atmosphere NOx exchange is strongly affected by soil NOx exchange. Figure

4.7 displays campaign-median diurnal cycles of simulated canopy-top NOx fluxes with

and without considering the contribution by soil NO emissions. The simulated daytime

upward canopy-top NO flux is higher by up to 3 ng N m−2 s−1 due to soil NOx exchange

(Fig. 4.7a). In both simulations, the canopy remains a net sink of NO2 due to the high

background levels observed at this site. However, canopy uptake of NO2 is reduced due

to the effect of soil NOx emissions (Fig. 4.7b), and even changes in sign at night, as

mixing of soil-emitted NOx into the canopy layers reduces the gradient between canopy

and the overlying air layer. As a result of the changing vertical gradient in NOx mixing

ratios between the canopy layers and the surface layer, considering soil NOx exchange in

MLC-CHEM reduces the canopy-top NOx fluxes by on average 4.5 ng N m−2 s−1 (-79.8%).

This analysis highlights the importance of accounting for soil NOx exchange for accurately

simulating NOx deposition in larger-scale models for relatively polluted regions.
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Figure 4.7: Canopy-top (26 m) fluxes of NO, NO2 and NOx simulated by MLC-CHEM with

(SNOx) and without (no-SNOx) soil NOx exchange, and using the observation-derived vertical

diffusivity in both simulations (experiments 4 and 7 in Table 4.1). The black dashed lines

indicate the soil fluxes for the SNOx simulation.

4.3.4 Canopy reduction of NOx

The simulated canopy-top NO flux is generally smaller than the soil NO flux at Bosco

Fontana (Fig. 4.7), which reflects in-canopy NOx loss. Many large-scale models do

not explicitly represent canopy processes, and account for this decrease in the effective

contribution by soil NO emissions to atmospheric NOx mixing ratios by applying a canopy

reduction factor (CRF) to account for in-canopy removal of the emitted NOx by NO2

deposition (Yienger and Levy, 1995). When above-canopy NOx mixing ratios are smaller

compared to the in-canopy NOx mixing ratio, this CRF has a value between 0-1 (Yienger

and Levy, 1995), e.g. ±0.75 for midlatitude deciduous forest (Vinken et al., 2014b).

However, for high-NOx regions such as northern Italy, an alternative definition of the CRF

is more appropriate.

This alternative CRF is derived as the ratio between above-canopy and above-soil NOx

fluxes (Ganzeveld et al., 2002a), and reflects the role of in-canopy NO2 deposition, chemical

cycling, and the bi-directionality of canopy-atmosphere NOx exchange. We derive a CRF

of -0.24 (diurnal average), which indicates that the soil NOx exchange flux is approximately

4 times higher than the simulated downward canopy-top NOx flux. This negative estimate

reflects that Bosco Fontana is a sink of NOx , although much closer to zero compared to the

CRFs of -10 to -1 found by Ganzeveld et al. (2002a) over high-NOx regions in the northern

midlatitudes. This relatively small CRF inferred from our canopy-exchange simulations can

largely be explained by the large soil NO emission flux at Bosco Fontana: Ganzeveld et al.

(2002a) used emission factors from Yienger and Levy (1995), which strongly underestimate

soil NO emissions at Bosco Fontana (see Sect. 4.2.4). This study suggests caution for

using large-scale soil NO emission algorithms (including canopy reduction factors) for
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Figure 4.8: Campaign-median diurnal cycle of the total canopy ozone flux as simulated

by MLC-CHEM using reference vertical exchange (REF), vertical exchange derived using

near-field theory (NFT) and observation-inferred vertical exchange (INF). Solid lines indicate

simulations with soil NOx exchange, and dashed lines show simulations with deactivated soil

NOx exchange (i.e. soil NO emissions and soil NO2 deposition).

interpreting the soil NO contribution to biosphere-atmosphere NOx exchange in polluted

environments.

4.3.5 Combined impact of vertical mixing and soil NOx exchange on canopy

ozone uptake

Figure 4.8 displays the campaign-median diurnal cycle of the total ozone flux as simulated

by MLC-CHEM, using the three different representations of vertical exchange, with and

without considering soil NOx exchange. There is a decrease in the diurnal average ozone flux

of 5-10% associated with the role of soil NOx at this site, depending on the representation

of vertical exchange. During daytime (5-20 h LT), the soil NOx -induced decrease in ozone

fluxes is smaller (3-4%), while the relative effect is largest during the night (>20%) due

to low nighttime ozone fluxes. The in-canopy chemical ozone sink competes with other

canopy ozone sinks, including stomatal uptake. However, the daytime stomatal ozone flux

is reduced by only 1-3% due to the soil NO-ozone sink (not shown), suggesting that the

substantial source of soil NOx at Bosco Fontana is of minor importance for stomatal ozone

uptake and flux-based metrics for ozone impacts on vegetation.

To further understand the weak sensitivity of the atmosphere-biosphere ozone flux to soil

NOx exchange, we analye differences in simulated ozone formation and removal tendencies

with and without soil NOx exchange. The tendencies (unit: ppb h−1) are calculated as
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Figure 4.9: Change in lower-canopy ozone mean diurnal process tendencies as a result of

soil NOx exchange for three MLC-CHEM simulation pairs using REF-, NFT-, and INF-based

vertical exchange (panels a,b,c, respectively). Displayed tendency differences (tendency with

soil NOx exchange minus tendency without soil NOx exchange) are due to changes turbulent

transport (tt), dry deposition (dd) and chemistry (ch), as well as the resulting total tendency

change (tot). Error bars indicate the standard deviation of the mean diurnal process tendencies.

Changes in simulated process tendencies due to soil NOx exchange for the upper canopy are

shown in Supplementary Figure A4.4.

the contribution of vertical exchange, deposition and chemical transformation to changes

in ozone mixing ratios at each time step, following Ganzeveld et al. (2002b). Campaign-

average diurnal cycles of these tendencies are shown in Supplementary Figure A4.3. The

net upward soil NOx exchange flux leads to changes in the diurnal variability in ozone

tendencies, particularly in the lower canopy, but their diurnal variability remains similar.

Therefore, we display diurnal averages of tendency changes due to soil NOx exchange in

Figure 4.9 for the three tested representations of vertical exchange, to explain the weak

sensitivity of canopy-top ozone fluxes to soil NOx exchange. Note that sinks result in

negative ozone tendencies. As a result, an increased sink leads to a negative tendency

change, while a decreased sink leads to a positive tendency change.

The chemical ozone sink is increased due to reaction with soil-emitted NO, reflected by a

negative tendency change for ozone in the lower canopy (Fig. 4.9). This introduces two

compensating effects that both result in positive tendency changes: reduced deposition and

increased vertical transport. Lower-canopy ozone deposition is reduced, because chemical

removal and deposition are two competing sinks, acting on the ozone reservoir in the

lower canopy. However, the reduced deposition sink does not fully compensate for the

enhanced chemical ozone destruction. An additional compensating effect results from

the dependence of vertical transport on the ozone gradient between the upper and lower

canopy. The soil NOx -induced chemical sink results in a larger vertical ozone gradient

between the upper and lower canopy, and this increases vertical ozone transport into

the lower canopy. These results do not strongly depend on the representation of vertical
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exchange (Figure 4.9). According to our analysis, reduced dry deposition and increased

vertical transport together offset the enhanced lower-canopy ozone sink by reaction with

soil NO.

4.4 Discussion

Our results show how vertical mixing conditions inside a forest differ from those in the

atmospheric surface layer as a result of the presence of thermal inversions within the

canopy. Accounting for these stability effects in the multi-layer canopy exchange model

MLC-CHEM, by inferring the vertical diffusivity from observations (INF), leads to morning

ozone deposition velocity decreases by up to 0.2-0.4 cm s−1 compared to two tested vertical

exchange parameterizations in MLC-CHEM (REF and NFT), and in closer agreement with

observations. In the afternoon, REF and NFT overestimate ozone deposition flux by on

average 4.3 and 3.2 nmol m−2 s−1, respectively, while INF agrees better with observations

(MBE = 0.7 nmol m−2 s−1). Given the dependence of in-canopy turbulence on stand density

and vertical leaf area distribution (e.g., Banerjee and Linn, 2018; Russell et al., 2018), this

effect may be generalizable to closed forest canopies receiving high solar radiation. For these

conditions, 3D atmospheric chemistry models, with highly parameterized vertical mixing

inside and above forest canopies, could potentially overestimate atmosphere-biosphere

exchange of ozone and other trace gases.

In our observation-based characterization of canopy-atmosphere exchange, we derived the

vertical diffusivity from 30-minute averages of temperature and the sensible heat flux.

This is a common method to infer canopy-atmosphere exchange from observations (e.g.,

Brown et al., 2020) that incorporates effects of thermal stability on vertical exchange

inside the canopy and between the canopy and the surface layer. This is an advancement

compared to conventional methods that simulate in-canopy transport, used in deposition

parameterizations applied in large-scale chemistry-transport models (e.g., Van Pul and

Jacobs, 1994), which are based on above-canopy turbulence intensity (via the friction

velocity) and canopy density (via LAI). However, the K-theory approach based on average

fluxes and gradients does not account for non-local, intermittent sources of turbulence

(Finnigan, 2000; Raupach, 1989). Previous work found variable effects of coherent struc-

tures to observed canopy-top fluxes: Thomas and Foken (2007) found a resulting 4% error

in eddy-covariance fluxes, while Steiner et al. (2011) reported a 44-65% contribution by

coherent structures to the observed sensible heat flux.

The availability of ozone flux and mixing ratio observations along a vertical profile enables

us to explore the similarity between KH and a vertical diffusivity derived from 30-minute

averages of ozone flux and mixing ratio observations (KO3), shown in Supplementary Figure

A4.4. In the morning, KO3 exceeds MLC-CHEM-simulated and observation-inferred KH in

the upper canopy (Supplementary Fig. A4.4a). Finco et al. (2018) find an enhanced ozone
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flux at the canopy-atmosphere interface, possibly resulting from a local enhancement in

NO mixing ratios at the canopy-top transported to this height from the soil and the surface

layer. During the morning, with a relatively large vertical transport timescale (τt ≈ 10 h,

Fig. 4.10) compared to the smaller timescale of chemical ozone loss by reaction with NO

(τc ≈ 1 h, Fig. 4.10), we suspect that this enhanced flux will not change the ozone gradient

between the canopy and the atmosphere, leading to an elevated KO3 compared to KH .

During the afternoon, observation-derived values of KH and KO3 agree well, suggesting

that chemical alteration of the ozone flux in the upper canopy dominantly occurs in

the morning. Lower-canopy KO3 exceeds KH throughout the day (Supplementary Fig.

A4.4b), reflecting enhanced ozone removal due to the reaction between soil-emitted NO

and ozone.

Our results highlight that canopy exchange of NOx is driven by the vertical gradient in

NOx mixing ratios between the canopy and the surface layer. Soil NO emissions are high

at our North-Italian study site, possibly due to high nitrogen deposition (Vries et al., 2021)

leading to nitrogen accumulation in the soil. We estimate that these soil emissions offset

the total NOx deposition by 80%, and that soil-emitted NO is largely removed inside the

forest. We conclude that information on canopy sources and sinks of NOx , including soil

NO emissions, is essential to understand the NOx budget of forests, particularly in regions

with high background levels of air pollution.

The campaign observations applied in this study indicate the presence of strong vertical

gradients in NOx and ozone mixing ratios in the lower canopy. Daytime NOx mixing ratios

measured directly above the soil are higher by up to 7 ppb compared to measurements at

5 m, while ozone mixing ratios above the soil (0.15 m) are ±20-55 ppb lower (Finco et al.,

2018). These differences are caused by soil exchange processes (emissions of NO, deposition

of NO2 and ozone) and chemical reactions, amplified by the very stable stratification at

this height. This near-surface effect is important for evaluating the contribution of soil

emissions to the canopy NOx exchange budget, as our results show that the soil NOx

flux inferred from above-soil enclosure chamber measurements cannot be reconciled with

the observed NOx mixing ratios at 6.5 m (Supplementary Fig. A4.2), likely indicating

NOx loss near the forest floor. Resolving these gradients requires an increased vertical

resolution in MLC-CHEM. Our choice for a model with two canopy layers is justified by

the applicability of this model version in regional/global models (Ganzeveld et al., 2010;

Ganzeveld et al., 2002b), and the availability of observational constraints at two heights

in the canopy.

To further investigate potential sub-grid vertical gradients, we derive mid-canopy lifetimes

against vertical transport, chemical loss and deposition (Figure 4.10). If the lifetime

against vertical transport (τt) is of a similar magnitude as the lifetime of other processes,

replenishment is not sufficiently fast to counter chemical loss or deposition, leading to

sharp vertical ozone gradients that are challenging to resolve in multi-layer canopy models.
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Figure 4.10: Campaign-averaged diurnal cycles of lifetimes against vertical transport (τt),

chemical ozone loss by reaction with NO (τc) and deposition (τd) calculated from observations

approximately at mid-canopy. Lifetimes are derived as follows: τt =
1.1|hc−z|2

KH
(Gerken et al.,

2017, with z=13m), τc =
1

k[NO] (with k = 1.9× 1014 s−1 and [NO] at 8 m), and τd = z
Vd(O3)

(with z=16m). Note that early-morning τd values are omitted as they display erratic behavior

due to near-zero ozone flux observations.

During the early morning and evening, τt is indeed of a similar or higher magnitude

compared to τc and τd. During daytime, however, vertical ozone transport is much faster

than chemical loss and deposition, indicating that the mid-canopy is well-mixed. However,

sharp ozone and NOx gradients occur directly above the soil (Finco et al., 2018), which

occurs at the subgrid-scale in MLC-CHEM.

The aforementioned shortcomings could be addressed by application of a Large-Eddy

Simulation (LES) model coupled to a multi-layer canopy model to study ozone deposition

(hereafter LES-MLC). Recently, LES simulations of canopy turbulence have been performed

under varying atmospheric stability (e.g., Patton et al., 2016), and Clifton and Patton

(2021) have extended this approach with ozone uptake. These models advantageously

resolve turbulent motions at a larger range of length scales, and have an in-canopy vertical

resolution on the order of several meters. Therefore, LES models are an appropriate tool

to investigate vertical gradients in turbulent exchange inside and directly above forest

canopies, and how this affects canopy-atmosphere exchange of NOx and ozone. As a future

line of research, we propose to apply coupled LES-MLC models to improve mechanistic

understanding of the interaction between in-canopy turbulent mixing gradients and ozone

removal processes. For example, LES-MLC models can be applied to investigate how

vegetated canopies affect chemical ozone flux divergence (Vila-Guerau De Arellano et al.,

1993), and to test how this affects the (dis)similarity between vertical diffusivities for
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sensible heat and trace gases (Fig. A4.4). This would require performing LES-MLC

simulations that closely mimic site conditions at selected observational sites with detailed

observations of in-canopy turbulence and trace gas exchange fluxes, which is an area of

ongoing research (Bannister et al., 2022). The proposed developments have large potential

to improve the representation of turbulent exchange in multi-layer canopy exchange models

(e.g. MLC-CHEM) that can be applied in coupled 3D atmospheric chemistry model

experiments used for air quality assessments and chemistry-climate studies.

4.5 Conclusions

We quantified the impact of forest-atmosphere turbulent exchange and soil NOx exchange

on ozone deposition in a polluted Italian forest. To this end, we applied a multi-layer

canopy exchange model (MLC-CHEM) to interpret campaign observations of NOx and

ozone mixing ratios, temperature, and fluxes of sensible heat and ozone. Vertical mixing

conditions in the dense Bosco Fontana forest canopy are fully or partially decoupled

from the overlying air layers during large parts of the campaign. This poses a challenge

for simulating ozone uptake in multi-layer models of canopy-atmosphere exchange using

traditional vertical exchange parameterizations based on K-theory.

We show how turbulent transport can be a limiting factor for ozone deposition to forest

canopies. In land surface parameterizations applied in large-scale atmospheric chemistry

and transport models, turbulent transport generally does not limit land surface ozone

uptake. However, two parameterizations of canopy-atmosphere exchange cannot reproduce

the vertical diffusivity derived from observed vertical temperature and sensible heat flux

gradients, since they parameterize in-canopy vertical mixing based on above-canopy wind

speed or friction velocity. Accounting for observed vertical exchange in our simulations

decreases the simulated deposition velocity by 0.2-0.4 cm s−1 (>100%) in the morning

when canopy-atmosphere exchange is weak, and a better agreement with observations

(-5%) compared to the two tested parameterizations (+10-19%).

The soil contribution to observed in-canopy NOx mixing ratios is substantial, particularly

in the lower canopy layer (45% on average). This is remarkable, given the high background

NOx mixing ratios observed above the canopy (around 4 ppb during daytime). The canopy-

atmosphere exchange flux of NOx at this site, which is dominated by NOx deposition, is

decreased by up to 80% as a result of a significant soil NOx emission source. However, a

sensitivity study showed that the simulated canopy ozone deposition flux is hardly affected

by the reaction between ozone and soil-emitted NO. This is partly because the increasing

ozone sink posed by the soil NO-ozone reaction leads to reduced dry deposition to the

soil and understory vegetation, partly due to enhanced downward ozone transport as the

lower canopy becomes a stronger sink.
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Our results highlight how the complex nature of vertical mixing in forests affects canopy-

atmosphere exchange of reactive trace gases. Including a more physically accurate repre-

sentation of canopy-atmosphere exchange in atmospheric chemistry modelling on larger

spatial scales will help to better quantify the land surface ozone sink, as well as its im-

pacts on surface ozone mixing ratios and ecosystem carbon uptake. In this context, we

suggest to apply turbulence-resolving model experiments coupled to multi-layer canopy

models of trace gas exchange to support analysis of field observations. This approach has

potential to increase our understanding of the interaction between in-canopy turbulence

and ozone sinks, and to improve the representation of this interaction in land surface

parameterizations in larger-scale chemistry transport models.
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Figure A4.1: 30-year time series (1989-2018) of the Standardized Precipitation Evaporation

Index (SPEI) integrated over the preceding 6 months for the Po Valley in North Italy. Red line

and shaded area indicate the June-August mean 6-month SPEI value over the 30-year time

series. The green shaded area indicates June-August 2012 when the Bosco Fontana intensive

measurement campaign took place.

A4.1 Spatio-temporal context of ozone deposition

We analyze a synthetic ozone flux data set (SynFlux; Ducker et al., 2018), where the

stomatal ozone flux is derived for flux tower eddy covariance measurements based on a

combination of inferred stomatal conductance (by inverting the Penman-Monteith equation

for flux tower measurements), a gridded dataset of surface ozone concentrations, and a

parameterized non-stomatal ozone flux component. Figure 4.1a shows SynFlux-derived

stomatal and total ozone fluxes for summer 2012 (June-August) near North Italy. To

place this in a temporal context, we calculate stomatal and total ozone flux anomalies by

subtracting the multi-year June-August flux from the June-August 2012 mean flux per

site, depicted in Figure 4.1b.

The ozone flux anomalies in Figure 4.1b are overlaid on a Standardized Precipitation-

Evaporation Index (SPEI) map for June-August 2012. SPEI is a drought index that is

based on the difference between precipitation and potential evaporation (Vicente-Serrano

et al., 2010). SPEI can be integrated over different timescales; we here use the 6-month

SPEI to analyze water deficits occurring over a 6-month time period to capture effects

from the onset of the growing season. A 6-month SPEI time series over 1989-2018 is

shown in Figure A4.1. The negative SPEI values in Figure 4.1b (range: -1.17 to -0.95)

indicate a water deficit in summer 2012, but this falls within the 1-σ range of North-Italian

summer SPEI-values in the climatological time period. We therefore conclude that the
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Figure A4.2: Diurnally averaged soil fluxes of NO (panel a) for different MLC-CHEM

runs during July 2012 in Bosco Fontana, based on default MLC-CHEM emissions factors

for deciduous forests (blue line; Yienger and Levy, 1995), the emission strength at Bosco

Fontana derived from observations above the forest floor (green line; Finco et al., 2018) and the

inferred “effective” soil NO flux representative for the soil impact on simulated mixing ratios

at 6.5 m. Panels b and c show the resulting impacts in the diurnal averages of the soil NO2

deposition flux and NOx mixing ratios in the understory, respectively. Note that the three

MLC-CHEM simulations presented in this figure have been performed with MLC-CHEM’s

reference parameterization of vertical exchange (REF).

Bosco Fontana observations in summer 2012 are likely representative for typical summer

conditions in this region.
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Figure A4.3: Mean diurnal variation in MLC-CHEM-simulated process tendencies in the

upper canopy (19.5 m) and the lower canopy (6.5 m) for the simulations with and without

soil NOx exchange (simulations 4 and 7 in Table 1 in the main text). Tendencies from the

following processes are shown: vertical exchange (df), dry deposition (dd), chemistry (ch), and

total (tot, i.e., the sum of the previous three tendencies).
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Figure A4.4: Diurnal variation in vertical diffusivity derived from MLC-CHEM’s reference

simulation (black line), inferred from sensible heat flux and potential temperature observations

(red line), and from vertical profile measurements of the ozone flux and ozone mixing ratios

(blue line; obtained by applying Eqn. 4.2 in the main text for the observed ozone flux and

vertical gradient). Solid lines display the campaign median, and shaded areas indicate the

inter-quartile range.



Chapter 5

Simulating the effect of land surface

heterogeneity on ozone dry deposition

in a Large Eddy Simulation model

This chapter is based on:

A.J. Visser, M.C. Krol, L.N. Ganzeveld, K.F. Boersma (2022), “Simulating the

effect of land surface heterogeneity on ozone dry deposition in a Large Eddy Simulation

model”. In preparation for submission.
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Abstract

Heterogeneity in land surface properties influences atmospheric composition via its effects

on turbulent mixing in the planetary boundary layer and deposition processes. These small-

scale features are not resolved in atmospheric chemistry models with a spatial resolution

on the order of several kilometers or coarser. In this study, we examine surface ozone

concentration fluctuations caused by spatially heterogeneous ozone dry deposition rates,

leading to covariance between concentrations and deposition velocities. This process is

termed dry deposition flux covariance (flux F = Vd×C). Coincident small-scale variations

in the dry deposition velocity and surface ozone mixing ratios have the potential to affect

the simulated domain-average ozone dry deposition flux. The simultaneous effect of land

surface heterogeneity on turbulent mixing and dry deposition has previously not been

quantified to our knowledge. We perform turbulence-resolving simulations with the Large

Eddy Simulation (LES) model MicroHH, at a 100×100 m2 resolution. MicroHH’s explicit

representation of chemistry and dry deposition (using a big leaf parameterization coupled to

MicroHH’s land surface model) enables us to quantify the covariance between concentration

and deposition velocity. When turbulence, land cover and dry deposition velocities are

explicitly resolved, ozone dry deposition is virtually similar (within 0.1%) compared to

a simplified situation with parameterized, homogeneous turbulence and domain-average

land cover. In a range of sensitivity experiments, we find that the magnitude of this

covariance is affected by the dry deposition strength and variability, as well as by the

imposed vertical ozone gradient. If the ozone gradient is positive, downward transport

towards the surface compensates for the negative dry deposition flux covariance. When we

investigate the covariance between concentration and deposition velocity in a simulation

of a power plant plume, we find moderate effects. This leads to amplified dry deposition

flux co-variances of +2% for ozone, since the ozone concentration increases with height

since the high in-plume NO causes ozone titration. Inside the plume, NOx mixing ratios

strongly peak at the surface, and this results in a stronger, negative flux covariance values

(-9 to -22%). This work suggests that dry deposition flux covariance can be important,

affecting domain-integrated deposition fluxes, particularly for species that display strong

vertical concentration gradients in the boundary layer.
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5.1 Introduction

Heterogeneity in land surface properties affects the composition of the overlying atmosphere

at different spatial scales (Ganzeveld et al., 2010; Ouwersloot et al., 2011). A persistent

challenge in atmospheric chemistry modelling is the scale at which to represent relevant

processes. Large-scale atmospheric chemistry models typically have a grid size on the order

of ±5–100 km, and thus cannot explicitly represent processes on smaller spatial scales.

Such subgrid-scale effects are typically parameterized or neglected. Resolution dependence

of atmospheric chemistry modelling is widely documented, and for example affects the

model-observation agreement for surface ozone mixing ratios (Im et al., 2015; Solazzo

et al., 2012; Vinken et al., 2011). One common method to study scale issues is to vary

model resolution in global or regional models. Generally, increasing model resolution leads

to improved simulation of spatial emission variations important for simulating non-linear

chemistry (Cohan et al., 2006; Schaap et al., 2015; Wild and Prather, 2006).

A downside of these large-scale models, even when being applied at a high spatial resolution

(e.g., up to 5 km), is that they still parameterize turbulent motions, and therefore assume

homogeneous mixing conditions within regions of ±5–100 km, also known as ”instant

dilution”. Large-Eddy Simulation (LES) models resolve a larger range of turbulence length

scales and operate on sub-kilometer horizontal resolutions. Therefore, LES models are an

appropriate tool to study heterogeneity on the subgrid-scale of regional/global models. For

example, land surface heterogeneity affects the surface energy balance, which can induce

organized boundary layer motions, depending on the spatial scale of the heterogeneity and

the boundary layer height (Patton et al., 2005). Inhomogeneous mixing of the convective

boundary layer is referred to as segregation.

As the name suggests, segregation leads to inhomogeneous mixing of chemical species. As

a result, reactive species can be distributed in an (anti-)correlated manner, which affects

their domain-average reaction rate (Vila-Guerau De Arellano et al., 1993). This has for

example been shown in wind tunnel experiments for the NO-ozone reaction (Vilà-Guerau

de Arellano et al., 1990), and using observations in a German deciduous forest, where

the isoprene-OH reaction rate is reduced by inhomogeneous mixing of the two species

(Dlugi et al., 2010). In addition, inhomogeneously distributed emissions of reacting species

enhance chemical segregation. LES models can be used to assess how chemical reaction

efficiencies are affected by heterogeneity in turbulent mixing and surface emissions (e.g.,

Auger and Legras, 2007; Krol et al., 2000; Ouwersloot et al., 2011; Vinuesa and Galmarini,

2009). Approaches to account for chemical segregation due to heterogeneous surface

emissions are available in the literature (e.g., Vinken et al., 2011). However, the effect of

spatial heterogeneity on surface deposition has thus far received little attention. Typically,

such analyses are limited to parameterizing sub-grid variations in the dry deposition

velocity on simulated domain-average values by large-scale models (Gao, 1995; Ma and
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Daggupaty, 2000; Tetzlaff et al., 2002), without accounting for the effect of sub-grid land

cover heterogeneity on simulated turbulence.

Typically, LES-based analyses of chemical segregation assume a constant dry deposition

velocity, while in reality the dry deposition velocity may vary considerably as a function

of land cover, radiation, temperature, vertical mixing, soil moisture and vapor pressure

deficit. (Clifton and Patton, 2021) explicitly simulated leaf ozone uptake in a forest canopy,

and found that the effect of segregated mixing in the boundary layer on leaf ozone uptake

in a forest canopy is small. However, that study focused on in-canopy conditions and was

limited to homogeneous land cover, representative for a midlatitude deciduous forest. In

this study, we investigate the effect of spatial land cover heterogeneity on the deposition

sink, and feedbacks on surface ozone mixing ratios.

To address this interaction, we apply a modular approach, in which we first study the

effect of spatial variability in dry deposition associated with land surface heterogeneity in

a simulation without chemistry (i.e., pollutant mixing ratios are only affected by lateral

boundary in- and outflow, vertical mixing and deposition). Then, we study the effect of

dry deposition heterogeneity in a simulation that also accounts for chemistry and strongly

heterogeneous emissions. Specifically, we ask:

1. How does spatial heterogeneity in land cover affect the deposition patterns of NOx

and ozone on spatial scales relevant for interpreting observations?

2. How does resolving landscape heterogeneity affect the domain-integrated NOx and

ozone dry deposition budget?

5.2 Model description

We perform simulations with a Large Eddy Simulation model for a 25.6×25.6 km2 domain

in eastern Germany, which is displayed in Figure 5.1 (a further case study description is

given in Section 5.3.1). The numerical simulations presented in this study are performed

using MicroHH (Van Heerwaarden et al., 2017). This computational fluid dynamics model

solves the energy, momentum and mass conservation equations, and can be applied for

direct numerical simulations (DNS, spatial resolution of several meters) or large eddy

simulations (LES, spatial resolution of 50–100 m). In the simulation set-up we use the Land

Surface Model (LSM) HTESSEL (Balsamo et al., 2009), that is coupled to the atmosphere.

To calculate the radiative fluxes, the model uses the RRTMGP radiation scheme (Pincus

et al., 2019). Recently, MicroHH has been set up under realistic meteorological conditions

by prescribing the geostrophic wind and large-scale advection terms based on ERA5 data

(Hersbach et al., 2020), as described in Ražnjević et al. (2022). The model has been

applied successfully to simulate the dynamics of the convective boundary layer (Bosman

et al., 2019; Van Heerwaarden et al., 2014). Recently, the model has been extended
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Figure 5.1: Left panel: map of Germany showing the approximate location of the case study

region in red. Right panel: zoomed image of the approximate MicroHH model domain. The

Jänschwalde power plant is indicated on the top right.

with transport of passive tracers (Ražnjević et al., 2022), and a version with an explicit

representation of chemistry is currently under development.

The LSM is a tiled parameterization that represents components of the surface energy

balance over varying land cover. The MicroHH configuration of HTESSEL is a tiled LSM

where every surface grid cell is divided into four land cover categories: vegetation, bare

soil, wet skin and open water. Land cover data is derived from the CORINE land use data

set at a 100 m spatial resolution (European Environment Agency, 2021). The stomatal

resistance (rs) for the vegetation tile is calculated following the multiplicative approach by

Jarvis (1976):

rs(H2O) =
rs,veg,min

LAI
× fV PD × fSWC × frad (5.1)

This formulation accounts for the effects of radiation (rad), leaf area index (LAI), soil

water content (SWC) and the vapour pressure deficit (VPD) on rs (correction functions

can be found in Van den Hurk et al., 2000).

The 21 land cover classes in CORINE are assigned vegetation properties (e.g. vegeta-

tion/soil fraction, LAI, roughness length, minimum stomatal resistance (rs,veg,min), etc.)

for use in the LSM following Van den Hurk et al. (2000). Parameter settings for some

relevant land cover types are displayed in Table 5.1. The wet skin fraction is calculated

per time step and accounts for precipitation interception and dew formation. The wet skin

tile is a composite of vegetation and bare soil, following the pixel-specific vegetation and

bare soil fractions.
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Table 5.1: Parameter settings of the HTESSEL land surface model used in MicroHH (derived

from Van den Hurk et al., 2000).

crops short grass evergreen needleleaf deciduous broadleaf urban

z0,m [m] 0.25 0.2 2 2 1

LAI [m2 m−2] 3 2 5 5 2

rs,veg,min [s m−1] 100 100 250 175 100

cveg [-] 0.90 0.88 0.90 0.90 0.50

5.2.1 Chemistry representation

MicroHH has recently been extended to include a representation of gas-phase chemistry.

The gas-phase chemical mechanism consists of 14 species and 33 reactions, and includes

NOx -ozone photochemistry and a simplified representation of carbon monoxide (CO) and

hydrocarbon oxidation. The chemistry scheme is based on the chemical mechanism in the

IFS operational system (Flemming et al., 2015), but with a reduced number of chemical

species and reactions for computational efficiency. The representation of chemistry will be

the subject of a forthcoming publication, and here we mainly focus on the representation

of dry deposition.

5.2.2 Deposition parameterization

We implemented a big leaf parameterization to represent deposition of gaseous species in

MicroHH. This parameterization calculates local, land use class-specific dry deposition

velocities of seven gaseous species: ozone, NO, NO2, nitric acid (HNO3), hydrogen peroxide

(H2O2), hydroperoxides (ROOH) and formaldehyde (HCHO). A schematic of the gaseous

dry deposition velocity parameterization is shown in Figure 5.2. The dry deposition

velocity of species X is calculated as follows:

Vd,X = (ra + rb + rc)
−1 (5.2)

In this equation, ra is the aerodynamic resistance, calculated following Monin-Obukhov

similarity theory. rb is the quasi-laminar layer resistance, derived from the formulation by

Wesely and Hicks (1977). rc is the surface uptake resistance, whose formulation depends

on the land cover type (Fig. 5.2). For vegetation, rc reflects removal pathways by stomatal

uptake, external leaf surfaces (cuticula) and soils, and is calculated as follows:

rc =

(
1

rs(X) + rm
+

1

rcut
+

1

ra,inc + rsoil

)−1

(5.3)
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Figure 5.2: Schematic representation of the dry deposition parameterization implemented in

MicroHH, based on Wesely, 1989 and Ganzeveld and Lelieveld, 1995. Separate dry deposition

velocities are calculated for vegetation, soil, wet skin and water tiles. Shown resistance groups

are: aerodynamic resistance (ra), quasi-laminar layer resistance (rb), calculated per tile, and

the surface resistance (rc). rc is calculated using the stomatal resistance corrected for diffusivity

(rs,X , Equation 5.1), mesophyll resistance (rm), cuticular resistance (rcut, calculated differently

for wet and dry vegetation), in-canopy aerodynamic resistance (ra,inc), and resistances to

removal by soils (rsoil) and open water bodies (rwater).

Table 5.2: Resistance values for ozone, NO and NO2 used in the dry deposition parameteriza-

tion in MicroHH.

Resistance O3 NO NO2 Reference

rs Equation 5.1 Jarvis (1976)

ra,inc
14LAIhc

u∗
Van Pul and Jacobs (1994)

rm 1 5×rs 0.5×rs

Ganzeveld and Lelieveld (1995)

rcut,dry 105 105 105

rcut,wet 2000 105 105

rsoil 400 105 600

rwater 2000 105 105
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where rs(X) is the canopy stomatal resistance for species X (i.e., scaled from leaf-level to

canopy-level using LAI), which is derived by correcting rs(H2O) (calculated using Equation

5.1) for the different diffusivity of water vapour and X. The resistance values for the

gases under consideration in this study (ozone, NO and NO2) are presented in Table 5.2.

Surface uptake resistances for HNO3 are also taken from Ganzeveld and Lelieveld (1995),

and for the other gases (H2O2, ROOH and HCHO) we use the values from Wesely (1989).

The in-canopy aerodynamic resistance (ra,inc) represents the resistance to transport from

the canopy-top to the soil (Van Pul and Jacobs, 1994). Although originally derived for

maize crop, this parameterization is widely used for all vegetation classes in dry deposition

parameterizations (e.g., Erisman et al., 1994; Pleim and Ran, 2011; Visser et al., 2021;

Zhang et al., 2002) in absence of observations for other land cover types.

For the soil and water tiles, rc simply equates the soil and water resistance, respectively.

For the wet skin tile, the surface resistance is separately calculated for the vegetation and

bare soil components. Note that cuticular uptake is affected by water films on leaves, and

is represented with a modified resistance value (rcut,wet). The presence of water films on

leaves is assumed to result in a reduced cuticular resistance of 2000 s m−1 (e.g., Altimir

et al., 2006), but the cuticula resistance of NO and NO2 is unaffected (Table 5.2). The

dry deposition velocities calculated in this procedure are added as surface layer reaction

rates in the chemistry parameterization:

[
∂C

∂t

]
deposition

= −Vd,C

dz
[C] (5.4)

which expresses that the concentration change due to deposition (
[
∂C
∂t

]
deposition

) is the

product of the dry deposition velocity (Vd,C) and the concentration of C, divided by the

height of the grid box in contact with the surface.

5.3 Methods

5.3.1 Case study description

We perform MicroHH simulations in the context of the European Union’s Horizon 2020

project CoCO2 (https://coco2-project.eu/). This project aims to develop a monitoring

system for anthropogenic CO2 emissions using high-resolution atmospheric modelling, with

the aim to exploit remote sensing data of co-emitted species (e.g. carbon monoxide and

nitrogen oxides). The model domain of 25.6 × 25.6 km2 is situated in eastern Germany

contains the fifth-largest coal-fired power plant in Europe (Jänschwalde), and the emitted

plume serves as a test case for emission verification in CoCO2. The vertical extent of

the model domain is 4 km above the land surface. Figure 5.3a-c shows the vegetation,
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Figure 5.3: Land surface model parameters used for the high-resolution MicroHH simulation.

Pixel fractions of the vegetation, soil and water tiles are shown in panels a-c, respectively.

Panels d-f respectively show the minimum stomatal resistance for vegetation (as used in

Equation 5.1), the leaf area index, and the roughness length for momentum.

soil and water tile fractions for the model domain. The domain is characterized by a

heterogeneous land cover, including brown coal mines, a city approximately in the center

of the domain (Cottbus), smaller urban agglomerations, forests, agricultural areas, and

open water bodies. As such, this area serves as an interesting case study to investigate the

impact of land cover heterogeneity on dry deposition.

The simulations are performed for May 22nd-23rd 2018, at a spatial resolution of 100×100

m2 and a vertical resolution of 62.5 m. MicroHH is initialized on May 22nd at 21:00

h UTC, and the first three hours are used for model spin-up. The model is initialized

and forced along the lateral boundaries with potential temperature, specific moisture

content and u and v wind components from hourly meteorological reanalysis data from

ERA5, interpolated to the model time steps. Figure 5.4a-c shows the initial and boundary

conditions of the u- and v- components of the wind vector (panels a and b, respectively)

and potential temperature (panel c). The meteorological conditions are characterized by

predominantly negative u values indicating an easterly flow. The well-mixed potential

temperature profiles in the afternoon (Figure 5.4c) indicate convective turbulent vertical

mixing conditions. MicroHH is forced with chemical boundary conditions from the CAMS

reanalysis product (Inness et al., 2019). Figure 5.4d-f displays hourly vertical profiles of

NO, NO2 and O3 from CAMS-derived lateral boundary conditions. NO and NO2 mixing

ratios display a strong enhancement in lowermost model layers, and decrease strongly

with altitude. In contrast, ozone mixing ratios are lowest towards the surface (42-45

ppb) and increase with altitude to values above 60 ppb in the upper model level. All
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Figure 5.4: Hourly vertical profiles of large-scale model forcings of meteorological variables,

NOx and ozone. Displayed variables are the u- and v-components of the wind vector (panels a

and b, respectively) and potential temperature (panel c), derived from the ERA5 reanalysis

product (Hersbach et al., 2020), and mixing ratios of NO, NO2 and ozone, derived from the

CAMS reanalysis product (Inness et al., 2019).

boundary conditions are applied uniformly along the model boundaries in the x- and

y-directions.

5.3.2 Dry deposition sensitivity to land surface parameters

Before we investigate the effect of land surface heterogeneity on dry deposition, we first

examine the dependence of ozone deposition on land cover type in MicroHH. Figure

5.5 shows the simulated spatial and temporal variability of the ozone dry deposition

velocity for the standard LSM setup and with two modified parameter settings. In the

default LSM setup, the simulated noontime average dry deposition velocity shows distinct

spatial variability, with low values over water bodies and soils (0.05 cm s−1 and 0.2 cm

s−1, respectively, see Fig 5.5a,d), and higher values over areas with a high vegetation

fraction (see Fig. 5.3a). Within the pixels dominantly covered by vegetation, noontime

Vd,O3 varies spatially between 0.4-0.7 cm s−1 (Fig. 5.5a). This simulated range reflects a

lower Vd,O3 for forests compared to that of grassland, due to an assumed lower minimum

stomatal resistance for grassland areas compared to forests in HTESSEL (Fig. 5.3d),

resulting in higher model-simulated transpiration (and stomatal deposition) for grassland

compared to forests (Fig. 5.5a). This contrasts common model outcomes that deposition

velocities to (deciduous) forests are comparable or higher than to grassland (Hardacre

et al., 2015).
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Figure 5.5: MicroHH-simulated ozone dry deposition velocity and its sensitivity to LSM

surface properties. The top row panels (a-c) show the simulated instantaneous ozone dry

deposition velocity (Vd,O3) at 10:00 h UTC. The bottom row panels (d-f) show the domain-

average diurnal cycle at the tile level (vegetation, soil and water), and at the pixel level (the

weighted average of the tile-level Vd,O3 values) for the three simulations with different LSM

parameter settings (left: standard LSM setup; center: modified rs,veg,min for forests; right:

modified urban vegetation fraction). The dotted vertical lines in panels d-f indicate the time of

the Vd,O3 maps in panels a-c. These sensitivity simulations have been performed with 21-hour

MicroHH simulations at a spatial resolution of 400m×400m (the first three hours are treated

as spin-up).

We performed a sensitivity simulation in which we lowered the minimum stomatal resistance

for forests from 175-200 s m−1 (depending on the forest type, as shown in Table 5.1) to

100 s m−1. The resulting spatio-temporal variability in Vd,O3 is shown in Figure 5.5 (panels

b and e). The modification results in a strong increase in Vd,O3 over forests (by ±0.4 cm

s−1), and to a higher overall Vd,O3 by up to 0.13 cm s−1 in the afternoon. Additionally, we

decreased the vegetation fraction of the urban tile from 0.5 to 0.2 to better represent urban

morphology over Cottbus. This results in a lower dry deposition velocity by ±0.1 cm s−1

over the city (Fig. 5.5c). However, this modification has little effect on the domain-average

diurnal cycle of Vd,O3 (Fig. 5.5f).

The aforementioned modifications in land surface properties also affect the surface energy

balance, which impact turbulent mixing and also pollutant mixing ratios. Averaged

over the entire domain, the resulting changes in NOx and ozone associated with this

decrease in the minimum stomatal resistance for forests are negligible. Still, accurate

characterization of land surface properties can be important for model comparison against

point observations.
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5.3.3 Covariance of the dry deposition flux: formulation

We quantify the covariance between the concentration and the dry deposition velocity

by means of the covariance of the dry deposition flux, termed CF,dd. CF,dd expresses the

spatial co-variability between the ozone dry deposition velocity and the ozone mixing ratio

in the lowermost model layer, and follows from performing Reynolds averaging on the

components of the horizontally averaged dry deposition flux (FO3,dd) (Clifton and Patton,

2021):

FO3,dd = −Vd,O3 [O3] = −Vd,O3 [O3] +−V ′
d,O3

[O3]′ = −Vd,O3 [O3](1 + CF,dd) (5.5)

where Vd,O3 and [O3] are the horizontal averages of the dry deposition velocity and surface

ozone mixing ratio, and V ′
d,O3

[O3]′ expresses the covariance between the ozone dry deposition

velocity and the surface ozone mixing ratio. CF,dd is defined by normalizing the covariance

term in Equation 5.5 by the horizontally averaged dry deposition flux:

CF,dd =
−V ′

d,O3
[O3]′

−Vd,O3 [O3]
(5.6)

In equation 5.6, CF,dd expresses the change in the horizontally averaged dry deposition flux

after resolving the impact of land surface heterogeneity on turbulence and dry deposition,

relative to the deposition flux under homogeneous land surface conditions. Since the

denominator in Equation 5.6 is positive by definition, negative CF,dd value indicates that

negative anomalies in the 2D dry deposition velocity field coincide with positive anomalies

in the surface ozone mixing ratio or vice versa. If the dry deposition flux covariance is

substantial, CF,dd can be used to parameterize the effect of subgrid-scale heterogeneity

on dry deposition in coarser-scale atmospheric chemistry models where turbulence is not

resolved.

Note that the derivation of CF,dd is similar to the intensity of segregation for second-order

chemical reactions (Is,c) derived elsewhere (e.g., Arellano and Duynkerke, 1993). Is,c
accounts for a modified efficiency of chemical reactions due to non-homogeneous mixing

conditions. For a generic reaction between species A and B with rate constant k, the

average reaction rate (R) that accounts for segregation can be derived as follows:

R = k[A] [B](1 + Is,c) (5.7)
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Table 5.3: Experimental setup of sensitivity study on dry deposition flux covariance in

MicroHH. Changes with respect to the default simulation (simulation 1) are shown in bold.

.

Simulation Vd strength Initial and LBC mixing ratio [ppb] Vertical gradient [ppb km−1]

1 (default) default 40 0

2a Vd×0.5 40 0

2b Vd×2 40 0

3a default 0.4 0

3b default 4 0

3c default 400 0

4a default 40 -2

4b default 40 -1

4c default 40 1

4d default 40 2

5.3.4 Setup of the numerical experiments

We first study the drivers of covariance between concentrations and dry deposition velocities

using coarse-resolution sensitivity simulations in section 5.4.1. These simulations are

performed using 64×64 horizontal grid cells and 32 vertical model levels (at a horizontal

resolution of 400m×400m), which is justified by the low sensitivity of CF,dd to model

resolution (see Discussion section). Photochemical ozone production and destruction is

deactivated in these sensitivity simulations to ensure that the simulated covariability is not

affected by chemistry. To isolate the effect of deposition, we assume that ozone only enters

the domain from time-invariant lateral model boundaries, and its only sink is removal at

the land surface by dry deposition.

We perform a range of sensitivity experiments to better understand how CF,dd is controlled

by the magnitude of the dry deposition velocity, surface ozone mixing ratios and the vertical

ozone profile. The setup of the sensitivity experiments is shown in Table 5.3. In a first set

of sensitivity simulations (simulations 2a-b), we modify the strength of the deposition sink

by halving and doubling the dry deposition velocity, respectively. We expect that CF,dd

scales with the magnitude of the dry deposition velocity, following Equation 5.6. In the

second of experiments (simulations 3a-c) we impose uniform vertical ozone profiles of 0.4,

4 and 400 ppb in the initial and lateral boundary conditions. Here we expect that dry

deposition has more potential to introduce a dry deposition flux covariance if the ozone

mixing ratios are small. In the third set of sensitivity experiments (simulations 4a-d), we

force our simulations with vertical ozone profiles with a linear vertical gradient, where the

surface ozone mixing ratio is kept constant at 40 ppb. We expect that the shape of the

vertical ozone profile affects the downward vertical transport of ozone towards the surface,
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and also affects CF,dd. In the results section, we present afternoon (12-17 h LT) average

values of the dry deposition flux covariance (CF,dd).

Next, in Section 5.4.2 we analyze how the covariance of the dry deposition flux of ozone

and NOx is potentially affected by a plume of NOx transported over a heterogeneous

land surface. These simulations are performed at a horizontal resolution of 100×100

m2 using 160 vertical levels. We activate the chemistry parameterization to ensure that

chemical ozone production and destruction can occur inside the domain as a function

of radiation, temperature and ozone precursor abundance. For these simulations, we

add emissions of NOx , carbon monoxide and hydrocarbons from the Jänschwalde power

plant, with respective emission strengths of 20300, 7984 and 122 ppm m s−1. 97% of NOx

emissions are in the form of NO. We use Gaussian functions to describe the horizontal

and vertical distribution of the emissions. The standard deviation of the Gaussian (σ) in

x- and y-direction was set to 50 m, so that 97% of the emissions (i.e., 2σ on either side

of the mean) fall within a circle with a 100×100 m2 radius around the center point of

the emission grid cell. A similar procedure was applied to distribute emissions vertically,

with Gaussian emission variations around a mean height of 300 m, using σ=122 m. This

corresponds with the dimensions and design of a large powerplant and smokestack.

5.4 Results

5.4.1 Controls on dry deposition covariance

We now analyze idealized sensitivity simulations to study the drivers of dry deposition

covariance. Figure 5.6 shows the dry deposition flux covariance (CF,dd), which can be

interpreted as the change in the domain-average dry deposition flux due to resolving dry

deposition and turbulence at a high spatial resolution, for the sensitivity simulations listed

in Table 5.3. In the default simulation, we find a very small negative dry deposition

flux covariance (-0.05%, Fig. 5.6a) for ozone, indicating that resolving dry deposition

at a high spatial resolution hardly affects the domain-average ozone deposition flux. In

this simulation, positive anomalies in the dry deposition velocity co-occur with negative

anomalies in ozone mixing ratios, and vice versa. However, despite substantial spatial

variability in the dry deposition velocity (with a normalized standard deviation of 30%),

surface ozone mixing ratios display much less spatial variability (with a normalized standard

deviation of 0.5%), which explains the small flux covariance.

In a first set of sensitivity experiments (simulations 2a-b in Table 5.3), we halved and

doubled the dry deposition velocities uniformly over the model domain, thereby also

affecting Vd,O3 spatial variability (Fig. 5.6b). In case of halving the dry deposition velocity,

the spatial variability in Vd,O3 is reduced. As a result, spatial variability in surface ozone
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Figure 5.6: Afternoon (12-17 LT) averages of the covariance of the dry deposition flux (CF,dd)

for the different sensitivity experiments in Table 5.3. This averaging window was chosen since

convective conditions prevail, and the CF,dd is relatively constant. iUniform vertical ozone

profiles are used for the experiments in panel c (i.e., the vertical gradient is 0 ppb km−1). iiThe

surface ozone mixing ratio is set to 40 ppb for the experiments in panel d.

as a result of dry deposition is also inhibited. Combined, this leads to a reduced dry

deposition flux covariance, which is conform our expectations (Fig. 5.6). When doubling

Vd,O3 , the variability of the dry deposition velocity increases, leading to a stronger effect

on surface ozone, and an increased CF,dd.

In the second set of experiments (simulations 3a-c in Table 5.3), we impose uniform

vertical ozone profiles of 0.4, 4 and 400 ppb in the initial and lateral boundary conditions

(Fig. 5.6c). Contrary to our expectations, these perturbations have a minimal effect on

CF,dd, which is constant at -0.05% in these simulations, and equal to CF,dd in the default

experiment. Apparently, turbulent mixing quickly counteracts segregation in ozone mixing

ratios. In these simulations, the domain averages and fluctuations of surface ozone scale

linearly with the imposed ozone mixing ratios, resulting in minimal changes in CF,dd

compared to that of the reference simulation.

In the last set of sensitivity experiments (simulations 4a-d in Table 5.3), we force our

simulations with vertical ozone profiles with a varying vertical gradient. These simulations,

shown in Figure 5.6d, show a dependence of CF,dd on the vertical ozone gradient. In

the case of a negative vertical gradient (i.e., higher ozone mixing ratios at the surface

than aloft), downward transported air is depleted in ozone relative to surface mixing

ratios, resulting in an upward ozone flux in large parts of the boundary layer despite the

presence of an ozone sink at the surface by dry deposition. To illustrate how the sign of

CF,dd depends on turbulent transport of air from aloft to the surface, we show pairwise

covariances of aerodynamic resistance (ra, a metric of above-canopy turbulent mixing),

dry deposition velocity (Vd,O3) and the surface ozone mixing ratio ([O3]) in Figure 5.7.

Efficient downward transport mixes air from higher above compared to a situation with

less efficient transport, and simultaneously leads to a lower ra. Because of the inverse
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Figure 5.7: Spatial covariances between the aerodynamic resistance for vegetation (ra) and

the ozone dry deposition velocity (Vd,O3) (panel a), between ra and the surface ozone mixing

ratio ([O3]) (panel b), and between Vd,O3 and [O3] (panel c) for simulations with negative

and positive ozone vertical gradients (-2 and 2 ppb km−1, simulations 4a and 4d in Table 5.3,

respectively).

dependence of Vd,O3 on ra, this leads to a negative covariance between these two variables

(Fig. 5.7a).

However, the covariance between the aerodynamic resistance and surface ozone changes

sign depending on the sign of the vertical ozone gradient. In reality, the vertical ozone

gradient is most often positive (lower ozone near the surface compared to higher aloft),

but we varied the vertical ozone gradient to quantify the resulting effect on dry deposition

flux covariance. In the case of a negative vertical ozone gradient, downward-moving eddies

(with r′a < 0) transport air masses with low ozone mixing ratios to the surface ([O3]
′ < 0),

thus resulting in a positive covariance between ra and [O3] (Fig. 5.7b). This covariance

changes sign when the vertical ozone gradient is positive (Fig. 5.7b), which counteracts

the negative CF,dd by dry deposition. When the vertical ozone gradient is sufficiently large,

this effect can overcome the negative effect of surface removal on CF,dd, resulting in a

positive covariance between surface ozone and the dry deposition velocity (Fig. 5.7c), and

a positive CF,dd (Fig. 5.6d).

Overall, we conclude that covariance of the dry deposition flux only minimally affects

the ozone dry deposition sink. Generally, the dry deposition flux covariance is negative,

and depends on the magnitude of the dry deposition velocity. The background mixing

ratios have a marginal effect on CF,dd in case of a uniform vertical profile. If the profile

is not constant, CF,dd is affected by the vertical ozone gradient. Using our quantitative

understanding of CF,dd gained in this section, we now analyze covariance of the dry

deposition flux in a simulation with boundary conditions from ERA5 and CAMS, and

with a point source of NOx .
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Figure 5.8: Horizontal cross-section of MicroHH-simulated surface-layer NO2 (panel a, note

the logarithmic colorbar) and ozone (panel b) at 12:00 LT on May 23rd, 2018. The red contour

line indicates the extent of the NOx plume. The plume extent is defined as the area where

surface NO2 mixing ratios are higher than 0.4σ, which visually corresponds well with the plume

characterized by high NO2 and low ozone mixing ratios.

5.4.2 Covariance of the dry deposition flux affected by a NOx plume

Next, we analyze how the dry deposition flux covariance is affected by a plume freshly

emitted nitrogen oxides transported over a heterogeneous land surface. The presence of

a strong NOx emission source modifies the ozone production regime downwind of the

power plant. An example of this plume is shown in Figure 5.8, which displays horizontal

cross-sections of simulated NO2 and ozone mixing ratios at 12:00 h LT in the surface layer.

NO2 mixing ratios downwind of the power plant are higher by on average a factor 10

compared to the background NO2 levels (8 ppb inside the plume and 0.75 ppb outside the

plume) at this time. These elevated levels of NOx lead to titration of ozone, which is on

average 6 ppb lower inside the plume compared to outside the plume (a decrease from 51

to 46 ppb on average).

The presence of a NOx plume also affects the vertical NOx and ozone gradients within the

domain. In the afternoon (12-17 LT), NO2 increases by on average 0.5 ppb km−1 towards

the surface in the lowermost 2 km, while ozone decreases by 2 ppb km−1 towards the

surface. The NOx plume introduces strong spatial variation in the vertical profile. We

diagnose this by analyzing the domain-wide standard deviation of NO2 and ozone mixing

ratios as a function of altitude (σz). This standard deviation is approximately 3 ppb in

the lowermost three model levels for NO2 and ozone, and is indicative of large vertical

gradients in NO2 and ozone mixing ratios inside the plume.

We established in Section 5.4.1 that covariance of the dry deposition flux is partly controlled

by the vertical profile of the depositing species through the mutual dependence of the dry

deposition velocity and surface mixing ratios on the aerodynamic resistance (Fig. 5.7a,b).
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Figure 5.9: Afternoon (12-17 h LT) average values of the effects of the NOx plume on dry

deposition flux covariance, displayed for ozone (panel a), NO (panel b) and NO2 (panel c),

displayed as the domain average (blue), inside the plume (orange) and outside the plume

(green). Error bars indicate the 1-σ range of the flux covariance calculated for each timestep in

the analysis window (12-17 h LT).

In Figure 5.9, we display the afternoon (12-17 LT) average dry deposition flux covariance

(CF,dd) for ozone, NO and NO2. On average, over the entire domain, covariance of the

ozone dry deposition flux is unimportant (+0.2%), but the positive sign is remarkable.

CF,dd is slightly stronger inside the plume (+2.4% on average), where the concentration

increases more strongly with increasing altitude due to near-surface, in-plume ozone

titration. However, the dry deposition flux covariance is small compared to the chemical

segregation of NO and ozone inside the plume, which is strongly negative (-20% - -80%

at the surface) and agrees well with the observed segregation-induced suppression of the

NO-ozone reaction in a NOx plume (Vilà-Guerau de Arellano et al., 1990; Vinken et al.,

2011).

For NO and NO2, the in-plume deposition flux is higher compared to outside the plume

because of the high NOx mixing ratios inside the plume. Compared to ozone, the effect of

deposition flux covariance is reverse for NO and NO2, which peak in the lowermost 500 m

of the model domain, and efficient uptake coincides with transport of low-NOx air from

aloft (see the strongly negative vertical NOx gradients in Fig. 5.4). Although this effect is

visible outside the plume (with average CF,dd values of -3.2% for NO and -2.2% for NO2),

the domain-average signal is dominated by the effects of the NOx plume. For the grid

cells inside the plume, there is a stronger negative covariance between concentration and

Vd. This is mostly driven by ra and the NO and NO2 profiles that strongly peak near

the surface, acting to reduce in-plume deposition of NO and NO2 by 22.2% and 9.5%,

respectively. CF,dd is stronger for NO than for NO2 because the vertical NO gradient is

larger than that of NO2. Coarser-scale models do not resolve these small-scale fluctuations
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in concentrations and dry deposition velocities, and must therefore parameterize these

effects.

5.5 Discussion and conclusions

We have described the implementation of a big leaf dry deposition parameterization in the

high-resolution (100×100 m2), turbulence-resolving MicroHH model, coupled to its land

surface model. Using this coupled modelling setup, we investigate covariance of the ozone

dry deposition flux, which causes domain-average changes in the dry deposition sink due

to simultaneous fluctuations in the surface uptake rate and mixing ratios. In a range of

sensitivity experiments under controlled conditions, we found that dry deposition leads

to a minimal flux covariance. The dry deposition flux covariance is further sensitive to

the efficiency of the dry deposition sink (the magnitude of the dry deposition velocity).

Additionally, the vertical profile of the depositing scalar is an important explanatory

variable for the deposition flux covariance. In case of a decreasing vertical scalar profile

with height, downward vertical transport simultaneously reduces the aerodynamic resistance

(an important component of the dry deposition velocity) and the surface layer mixing

ratio, leading to a reduced dry deposition sink. If the vertical scalar profile is positive and

sufficiently high, simultaneous fluctuations in dry deposition and vertical transport can

lead to an enhancement in the domain-average flux.

Our sensitivity experiments agree with an earlier LES study showing that the flux covariance

of ozone dry deposition due to non-homogeneous boundary layer turbulent mixing is small

(Clifton and Patton, 2021). However, those simulations were performed for homogeneous,

mid-latitude forest conditions, with little spatial variability in dry deposition velocity. The

results of the sensitivity simulations presented here are quantitatively similar, even with

substantial Vd,O3 spatial variability, suggesting that dry deposition flux covariance is largely

driven by variability in surface ozone mixing ratios due to turbulent mixing. Since Clifton

and Patton (2021) forced their simulations with constant vertical ozone profiles, their work

likely underestimates the dry deposition flux covariance under realistic conditions.

We found stronger changes in domain-average dry deposition fluxes in our analysis of a

NOx plume traveling over a heterogeneous land surface and affected by chemistry. For

NOx , the dry deposition flux covariance (CF,dd) of -9 – -3% indicates that land surface-

and turbulence-induced heterogeneity in the dry deposition velocity leads to a decreased

domain-average NOx dry deposition flux compared to a situation with a homogeneous

surface removal rate. Inside the plume, CF,dd for NOx is even more strongly negative (-22 –

-9%) as a result of the strong negative vertical NOx gradients inside the plume. For ozone,

the domain-average dry deposition flux covariance is small and positive (+0.2%), but CF,dd

is higher inside the plume (+2.4%), where ozone is depleted at the surface due to titration

leading to a positive vertical ozone gradient.
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In coarser models without explicit turbulent mixing, covariance of the dry deposition flux

can be parameterized based on the vertical profile of the depositing species, the intensity

of turbulent mixing (e.g. based on vertical wind speed), and subgrid-scale information

on surface characteristics important for deposition and boundary layer turbulence (e.g.,

land cover and roughness length). Additionally, parameterizations of subgrid-scale plume

chemistry in coarser-scale models (Vinken et al., 2011) could include changes in downwind

deposition.

In setting up these simulations, we simplified several processes which could affect our

results. Firstly, we discard other sources of NOx and hydrocarbons from anthropogenic

activities, soils and vegetation, which could affect NOx -ozone photochemistry. Second, our

representation of the land surface simplifies the land surface effects on turbulence, such as

locally enhanced vertical mixing as a result of sharp roughness transitions, e.g., between

grasslands and forest (Bannister et al., 2021). Last, our sensitivity simulations (Section

5.4.1) were performed at a resolution where a relatively large part of turbulent transport

is still parameterized. A comparison of the dry deposition flux covariance calculated

from model output at different horizontal resolutions (Fig. A5.1) shows that the derived

flux covariance is smaller in the high resolution simulation, but nevertheless qualitatively

similar.

This work presents an initial exploration of the effects of resolving vertical transport and

effects of heterogeneous land cover on dry deposition of ozone and NOx . Our results

suggest that the effect is generally small if the depositing scalar is vertically well-mixed,

such as ozone. However, for species that display strong vertical gradients, such as NO

and NO2, the effect can be substantial. Future work could focus on consolidating these

results under varying degrees of turbulent mixing and land cover heterogeneity to quantify

the error in coarser-scale air quality models that do not resolve this heterogeneity. Such

experiments could contribute to the development of a larger-scale model parameterization

of sub-grid dry deposition flux covariance based on atmospheric properties (the degree of

turbulent mixing, the vertical profile of the depositing species) and heterogeneity in land

surface properties. Additionally, this approach can be extended to other species where

deposition is of concern for ecosystem health, such as ammonia and other reactive nitrogen

species.
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Figure A5.1: Segregation intensity of dry deposition for ozone, NO and NO2 in the plume

simulation performed at different horizontal resolutions. The displayed dry deposition flux

covariance values are domain averages.





Chapter 6

General discussion and outlook
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6.1 Findings of this thesis

The central aim of this thesis is to gain a better quantitative understanding of the ozone

dry deposition sink to ecosystems using atmospheric chemistry models combined with

in situ and remote sensing observations. An improved understanding would benefit the

applicability of these models for simulations of ozone air pollution and assessments of

the impact of ozone on the land carbon sink. In the introduction, we identified three

key elements that currently hinder this applicability: (1) underestimated peak surface

ozone, (2), an incomplete understanding of the spatio-temporal variability in ozone dry

deposition processes, and (3) the impact of unresolved spatial heterogeneity in land cover

on boundary layer mixing and surface deposition in air quality models.

In Chapter 2, we investigated the dependence of summertime surface ozone simulations on

NOx emissions using the regional meteorology-air quality model WRF-Chem and OMI

tropospheric NO2 column observations. We found that simulated NO2 was underestimated

with respect to surface and column measurements. To solve this mismatch, we applied a

mass balance approach to derive updated surface NOx emissions. Emissions had to be

increased particularly in rural background areas, and we hypothesized this could be due to

underestimated (agricultural) NOx emissions. A simulation with these updated emissions

resulted in a better model-observation agreement and an improved simulation of surface

ozone (peaks). We concluded that a realistic representation of anthropogenic and biogenic

NOx sources is necessary for realistic simulations of ozone concentrations in regional air

quality models.

In Chapters 3 and 4, we zoomed in on the deposition process. Our hypothesis was that

a mis-representation of ozone dry deposition processes in air quality models, such as a

strong decrease in dry deposition during warm and dry conditions, could contribute to the

underestimated peak ozone concentrations simulated by WRF-Chem. In Chapter 3, we

performed an offline comparison of ozone dry deposition flux simulations between WRF-

Chem’s big leaf parameterization and a multi-layer model for two European measurement

sites with multi-year observations of ozone fluxes above forests. We found that both models

satisfactorily reproduced seasonal variability in ozone dry deposition, but that these models

differed in their simulations of the diurnal cycle of the ozone dry deposition velocity. The

multi-layer canopy representation better reproduced the diurnal cycle in stomatal ozone

uptake, and better captured the response of non-stomatal deposition to environmental

drivers such as temperature and relative humidity. This resulted in a better agreement

with instantaneous and growing season-accumulated ozone flux observations compared to

the big leaf parameterization commonly applied in most air quality models.

In Chapter 4, we used the multi-layer canopy model and campaign observations under sum-

mertime high-ozone conditions in Italy to develop our understanding of two non-stomatal

processes that are typically not represented in big leaf dry deposition parameterizations:
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suppressed vertical exchange inside forest canopies and chemical ozone removal by soil-

emitted NO in the lower canopy. We found that two commonly used parameterizations

of canopy-atmosphere vertical transport overestimate canopy-atmosphere exchange de-

rived from observations, since these parameterizations do not resolve the in-canopy stable

stratification that was observed during large periods of the campaign. Multi-layer canopy

model simulations indicated that removal by reaction with soil-emitted NO can potentially

pose a substantial chemical sink of ozone in the lower canopy. However, the presence of a

substantial chemical ozone sink does not seem to affect the magnitude of the ozone flux

at the canopy-top: sensitivity simulations with a deactivated chemical sink result in a

canopy-top ozone flux of a similar magnitude, since other lower-canopy removal processes

(deposition to soils and lower-canopy vegetation) increase in response to the deactivated

chemical ozone sink by reaction with soil NO.

In Chapter 5, we implemented a big leaf dry deposition parameterization in a turbulence-

resolving model at high spatial resolution (100 m × 100 m). We used this model setup to

investigate the potential significance of a dry deposition flux covariance, defined as a change

in the efficiency of the dry deposition flux due to a co-occurrence of high concentrations

and a low dry deposition velocity (or vice versa) associated with the effects of land cover

heterogeneity on turbulent mixing and dry deposition. This process has the potential

to affect the magnitude of dry deposition fluxes within a typical grid cell of a regional

model. We found that the covariance between surface ozone and its dry deposition

velocity is generally small (< 0.1%) because concentration differences introduced by dry

deposition are quickly counteracted by vertical mixing. However, the effect was stronger

in a simulation with an emitted NOx plume (with in-plume ozone titration) that leads

to coinciding fluctuations of surface mixing ratios and the dry deposition velocity. We

found that inside the plume, high-NOx and low-ozone conditions lead to large vertical

concentration gradients, affecting NOx and ozone turbulent transport to the surface. Since

efficient vertical transport coincides with low aerodynamic resistance (an important term

term in the dry deposition calculation), significant co-variation between dry deposition

velocities and atmospheric concentrations were induced. In the core of the power plant

plume, NO and NO2 concentrations are high and the ozone concentration is low due to

titration. As a result, we found that the ozone deposition flux was increased by 2% due to

quick resupply of ozone from aloft, while NO and NO2 deposition was reduced by 22%

and 9%, respectively, since vertical mixing transports low-NOx air to the surface.

In this concluding discussion, the findings of this thesis are placed in context of the overall

research objectives, and I provide perspectives on future research directions.
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6.2 Surface ozone simulations in Europe

6.2.1 Status of current models

Regional air quality models are important tools to assess air pollution and to formulate

abatement strategies. However, these simulations tend to underpredict surface ozone

mixing ratios during summer (Mar et al. 2016), and particularly underestimate observed

peak ozone levels (Im et al., 2015). The exact causes for this underestimation are not fully

understood. Firstly, there is a mismatch in representativeness between surface observations

(with a small measurement footprint) and model grids (±10×10 km2). An avenue for

model improvement is increasing the spatial resolution. At higher resolution, surface and

column NO2 is better simulated (Schaap et al., 2015; Valin et al., 2011), affecting the

simulated ozone production regimes (Cohan et al., 2006). Additionally, the representation

of atmospheric chemistry carries some uncertainty: there is considerable inter-mechanism

spread in simulated surface ozone, which is thought to be due to the representation of

inorganic reactivity (Mar et al., 2016) and the level of detail in the representation of

reactivity of volatile organic compounds (VOCs Coates et al., 2016). The boundary

conditions, often derived from global models or reanalysis products, is an additional source

of uncertainty (Giordano et al., 2015). Additionally, incomplete understanding of NOx and

VOC emissions lead to mismatches between simulated and observed ozone concentrations

(Chapter 2, Oikonomakis et al., 2018).

6.2.2 The contribution of soil NOx to underestimated surface ozone

The hypothesis that soil NOx emissions are underestimated in European air quality

assessments has received support from recent studies. For example, Skiba et al. (2021)

found that the share of (agricultural) soils in the European NOx emission budget has

increased in the past decades, because anthropogenic NOx emissions have decreased at

a faster rate than NOx emissions from agricultural soils following (synthetic) fertilizer

application. Additionally, Fortems-Cheiney et al. (2021) found that soil emissions can

explain part of the observed tropospheric NO2 column trends in rural regions. The

increasing contribution by soil NOx emissions to the tropospheric NO2 column is most

likely the explanation for an observed smaller decrease in NO2 columns than the decreasing

trend in anthropogenic NOx emissions would suggest. Also in non-European regions,

the importance of soil-biogenic NOx emissions has received considerable attention. For

example, unaccounted soil NOx emissions are deemed to be partly responsible for a

stagnating decrease in NO2 column trends over the United States (Silvern et al., 2019;

Wang et al., 2021).
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A logical next step would be to improve the process representation of soil NOx emissions in

air quality models. One potential reason for the NOx emission underestimations found in

Chapter 2 is that the parameterization of Yienger and Levy (1995) applied in WRF-Chem

does not simulate a contribution by agricultural soil NOx emissions due to manure and

synthetic fertilizer application. To our knowledge, this omission has not been detected in

previous studies with the commonly applied WRF-Chem model. More recent assessments

of soil-biogenic emissions (e.g., Hudman et al., 2012; Simpson and Darras, 2021; Steinkamp

and Lawrence, 2011; Vinken et al., 2014b) indeed result in a higher global soil NOx source

(11-13 Tg N yr−1) than the soil NOx source of 5 Tg N yr−1 suggested by Yienger and

Levy (1995). Recent developments in soil NOx emission modelling now account for the

availability of nitrogen compounds in non-agricultural soils and improved seasonal cycles

of fertilizer application (Rasool et al., 2019; Rasool et al., 2016), and apply an improved

temperature dependence of soil NOx emissions (Wang et al., 2021). It must be noted that

these developments have focused on other regions (particularly the United States), and

better constraints on European soil NOx emissions need to be developed. In this thesis, we

have shown that an improved quantitative understanding of soil NOx emissions may help

to understand ozone production and peak ozone concentrations near the surface (Chapter

2) and chemical ozone loss inside vegetation canopies (Chapter 4).

The conditions favoring ozone formation in Europe have become increasingly NOx limited

(Jin et al., 2017). The contribution of soil emissions to underestimated peak ozone in

Europe has not been explicitly evaluated, but analyses for other regions are promising.

Rasool et al. (2019) reported on a reduced mean bias for simulated ozone concentrations

in agricultural regions in the United States after implementing an improved representation

of soil NOx emissions. Lu et al. (2021) investigated the dependence of ozone formation

on soil NOx emissions around Beijing, China. Even under the high-NOx conditions in

this region due to the high anthropogenic emissions, soils are still an important source of

NOx , contributing to ozone formation. They concluded that targeting anthropogenic NOx

emissions to control ozone pollution is less effective as a result of high soil NOx emissions

near the urban region. This so-called “soil penalty” has also been quantified in other

regions (Oikawa et al., 2015; Sha et al., 2021).

A combination of the modelling tools used in Chapters 2–5 can be used to gain under-

standing of the NOx exchange processes between vegetation canopies and the surface layer.

Many large-scale atmospheric chemistry models apply canopy reduction factor (CRF) to

determine the effective release of soil-emitted NO in vegetation canopies to the surface

layer. CRFs are applied to account for loss of NO2, formed from soil-emitted NO, by

deposition inside vegetation canopies (Yienger and Levy, 1995). This approach assumes

that soil NO emissions exceed NO2 deposition, i.e., that the effective NOx flux is upward.

However, in regions with high background NO2 concentrations, NO2 deposition exceeds

soil NO emissions, which warrants an alternative CRF definition that accounts for the

bi-directional nature of canopy-atmosphere NOx exchange (Chapter 4, Ganzeveld et al.,
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2002a). As demonstrated in Chapter 4, the use of multi-layer canopy exchange models

can lead to improved process-understanding of biosphere-atmosphere NOx exchange. This

approach can be improved by using high-resolution LES models that resolve turbulent

transport and other canopy processes (soil and vegetation emissions, chemistry, deposition

processes) in order to better quantify the effective flux of soil NOx into the surface layer

by vertical transport inside the canopy layer.

6.2.3 Deriving NOx emissions from remote sensing observations

In Chapter 2, we derived updated NOx emissions using a mass balance approach applied

to simulated and satellite-observed NO2 columns. The advantages of this approach are its

simplicity (no formal model inversion approach is needed) and its traceability (emissions

are updated based on the model-observation mismatch). The mass balance approach works

best when the chemical lifetime of NO2 is small compared to the lifetime against transport.

In Chapter 2, we worked with ±20× 20 km2 OMI observations, where summer NO2 could

be related to underlying NOx sources. However, this poses a challenge for application of

mass balance approaches at high spatial resolution, for example by leveraging TROPOMI

observations at 5x5 km2 (Veefkind et al., 2012). There are promising case studies where

TROPOMI NO2 column observations are applied to estimate NOx emissions from cities

(Lorente et al., 2019), point sources (Beirle et al., 2011), biomass burning (Griffin et al.,

2021) and open-sea shipping (Riess et al., 2022).

In comparison to urban or industrial sources, NOx emissions from soils do not have an

isolated source and have a lower magnitude, which complicates the use of satellite data

alone to estimate soil NOx emissions. Vinken et al. (2014b) showed the potential of

deriving soil NOx emissions in regions where the soil source dominates. However, as in

Chapter 2, their mass balance approach relied on the combination of an atmospheric

chemistry model (with prior estimates of soil emissions) and satellite observations. Soil

NOx emission pulses after rain events can be detected using satellite instruments (Bertram

et al., 2005; Huber et al., 2020). Additionally, the availability of high-resolution TROPOMI

NO2 column observations enables quantification of soil NOx emissions in geographically

more confined areas, unaffected by other NOx sources. As an alternative to improved

monitoring of soil NOx emissions with labor-intensive and costly surface measurements, as

suggested by Skiba et al. (2021), the use of remote sensing NO2 column observations to

infer (agricultural) soil NOx emissions should be further investigated. Potential case study

regions for TROPOMI-based soil NOx emissions are highlighted in Figure 6.1, and include

Friesland (the Netherlands), Brittany (France) and parts of Germany.

An important uncertainty in using remote sensing NO2 to estimate surface NOx emissions

is the use of a priori NO2 vertical profiles used in the retrieval (Lorente et al., 2017). The

a priori profile in standard global observational products (e.g., QA4ECV, Boersma et al.,
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Figure 6.1: June-August 2018 average tropospheric NO2 vertical column density from

TROPOMI observations (dataset: S5P-PAL version 2.3.1, with a-priori NO2 profiles replaced

by CAMS-Europe NO2 profiles). Red highlight areas show several potential areas of interest

to derive soil NOx emissions based on TROPOMI NO2 column observations (source: Henk

Eskes/KNMI, modified by adding red highlight areas).

2018a) comes from relatively coarse global atmospheric chemistry models (e.g., TM5) that

do not resolve regional emission heterogeneity. This is becoming increasingly problematic

as the spatial resolution of the NO2 remote sensing data increases in the future (e.g., with

the planned Nitrosat mission aiming to deliver NO2 column data at a sub-kilometer spatial

resolution). In Chapter 2, we corrected for this uncertainty by updating the retrieval based

on WRF-Chem-simulated NO2 columns at a 20×20 km2 spatial resolution, which led to a

structural increase in observed NO2 columns of up to 20% in polluted regions. However,

point source emission sources such as the one studied in Chapter 5 are still not resolved

at this resolution. The use of high-resolution LES models is a promising way forward to

quantify and reduce the uncertainty associated with the a priori profile, and to minimize

the retrieval error associated with too coarse a priori NO2 vertical profiles. However, the

current computational cost of LES models does not allow their use at large spatial scales

and on timescales beyond several days. Under these constraints, the best application of

LES models in NO2 retrievals is to apply simulations under a set of controlled conditions
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(e.g., emissions, vertical NO2 profiles, etc.) to derive retrieval corrections. At the same time,

LES-based NO2 profiles should be verified against measurements for optimal applicability

in retrieval algorithms. This can be aided by ground-based remote sensing (MAX-DOAS

sensors) and improved (balloon-based) airborne measurement infrastructure in different

relevant locations across Europe.

6.3 The representation of dry deposition processes in

air quality models

6.3.1 Big leaf versus multi-layer canopy models

In this thesis, different modelling approaches have been used to estimate ozone dry deposi-

tion to vegetation. Big leaf models were applied in Chapter 3 (in a model intercomparison

with a multi-layer parameterization) and Chapter 5 (to simulate ozone dry deposition in a

LES model). This type of model is conceptually simple and computationally efficient, and

therefore it is most commonly applied in atmospheric chemistry models. However, big leaf

parameterizations oversimplify ozone deposition processes inside plant canopies, which

display vertical gradients as a function of vegetation properties (e.g., LAI, shading by

the overlying leaf column). Multi-layer models advantageously contain several in-canopy

model layers, which enables resolving the ozone budget equation within vegetation canopies

(Eqn. 1.1). The downside class of models is their complexity and their computational

cost. There is currently no community agreement on the need to account for detailed

in-canopy processes in deposition parameterizations with multi-layer models in regional

and global atmospheric chemistry models (Pfister et al., 2020). Nonetheless, multi-layer

canopy models have already been successfully applied in large-scale atmospheric chemistry

models (Ganzeveld et al., 2010; Ganzeveld et al., 2002a). Especially for trace gases of

which canopy-atmosphere exchange is bi-directional (e.g., NOx ), adopting multi-layer

parameterizations can affect the magnitude and direction of the flux (Chapter 4 Ganzeveld

et al., 2002a). Additionally, multi-layer canopy models to represent atmosphere-biosphere

exchange of momentum, energy, water and carbon dioxide are increasingly being applied in

land surface models (Bonan et al., 2021), which facilitates adopting a multi-layer framework

for canopy-atmosphere parameterizations of reactive trace gases as well.

Regional air quality models such as WRF-Chem could benefit from a multi-layer canopy

representation of biosphere-atmosphere exchange, depending on the purpose. On the

one hand, if the goal is to improve ozone deposition estimates in WRF-Chem (e.g., to

quantify stomatal ozone fluxes as a function of moisture status), modellers may benefit from

improved constraints on stomatal ozone uptake by coupling the deposition representation

to the land surface model and validating against available measurements (e.g., forest H2O
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and CO2 fluxes). Additionally, the representation of non-stomatal deposition estimates

may be improved by applying recent parameterizations of soil and leaf uptake (Clifton

et al., 2020b; Potier et al., 2015; Stella et al., 2019). However, if the goal is to gain an

improved understanding of biosphere-atmosphere exchange of other species (e.g., NOx

and biogenic VOCs) or of in-canopy ozone loss, modelers should adopt a multi-layer

parameterization. This requires robust knowledge about in-canopy meteorological drivers

of non-stomatal deposition (e.g., temperature, relative humidity). Another venue that

should therefore be explored is the use of high-resolution modeling with resolutions of

±1× 1× 1 m3 (Pedruzo-Bagazgoitia et al., 2022, in review). In these models, the exchange

between the canopy and the overlying turbulent atmosphere is explicitly resolved. However,

these models require substantial (computational) efforts to account for chemical, biological

and physical processes in the canopy, such as the distribution between sunlit and shaded

leaves, in-canopy radiative transfer, and in-canopy chemistry.

6.3.2 Stomatal uptake

The representation of stomatal conductance in deposition parameterizations carries sub-

stantial uncertainty. Currently, modelling groups use different representations of stomatal

conductance for simulating stomatal ozone deposition, such as the multiplicative Jarvis

scheme (Chapter 5 Büker et al., 2012; Emberson et al., 2001), and assimilation-stomatal

conductance (A-gs) models (Chapters 3, 4; Lin et al., 2019; Val Martin et al., 2014). The

representation of stomatal deposition in the original Wesely-scheme (Wesely, 1989), com-

monly applied in many regional and global atmospheric chemistry models, omits important

environmental controls on stomatal uptake (vapour pressure deficit, soil moisture and LAI)

and there is community agreement that this representation must be revisited. Nonetheless,

this scheme remains used in some models, including the community model WRF-Chem

(see an intercomparison of dry deposition schemes in Galmarini et al., 2021). Jarvis-based

stomatal conductance representations are successfully applied in ozone impact assessments,

but model parameters carry substantial uncertainty (Büker et al., 2012). As a result,

Jarvis-based stomatal schemes are typically outperformed by other schemes in model

intercomparisons (Otu-Larbi et al., 2021; Wu et al., 2018). A-gs models were developed to

represent leaf-level gas exchange, but its implementation in models requires knowledge

on a set of uncertain input parameters. We resolved this in Chapter 3 by deriving a

set of A-gs parameters that optimally reproduce canopy-top CO2 and water vapor flux

measurements. Such an approach has potential to improve the robustness of estimates of

the stomatal component of canopy ozone deposition. These A-gs parameters can also be

estimated from leaf-level eco-physiology measurements performed on a campaign basis

(e.g., Vilà-Guerau De Arellano et al., 2020).

There is potential to constrain stomatal ozone uptake in atmospheric chemistry models using

independent observations. For example, the use of remotely-sensed sun-induced fluorescence
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(SIF, a proxy of stomatal conductance and photosynthesis) from TROPOMI observations

has recently been applied in combination with an observation-driven model of canopy

stomatal conductance to derive high-resolution estimates of stomatal NO2 deposition over

the United States (Delaria et al., 2021). These observations offer constraints on afternoon

(the TROPOMI overpass time is approximately 13:30 LT) stomatal conductance at a high

spatial resolution. Additionally, the use of satellite soil moisture observations has shown

potential to constrain stomatal conductance in atmospheric chemistry models, benefiting

assessments of ozone deposition (Huang et al., 2021).

Currently, policy-relevant assessments of ozone-induced damage to crops and vegetation

apply metrics based on exposure to ambient ozone (i.e., exposure-based metrics). However,

this metric is not indicative of stomatal ozone fluxes. Flux-based metrics combine the

exposure to ozone with an estimate of stomatal uptake, and a species-specific detoxification

threshold above which plants are no longer able to counteract the negative effect of ozone

(Mills et al., 2011b; Musselman et al., 2006). Current assessments of ozone damage with

flux-based metrics generally apply Jarvis-based stomatal conductance estimates (e.g.,

Büker et al., 2012; Emberson et al., 2000). This stomatal conductance parameterization is

sensitive to uncertain input parameters, limiting their application in impact assessments

(Chapter 3 Otu-Larbi et al., 2021). Stomatal conductance estimates that include a more

mechanistic description of plant eco-physiology contain a more realistic stomatal response

to external stimuli and therefore have potential for vegetation ozone impact assessments.

Additionally, these parameterizations can simulate the separate effects of ozone on stomatal

conductance and photosynthesis (Lombardozzi et al., 2013). The uncertainty associated

with the detoxification level, the level below which plants can mitigate ozone’s harmful

impacts on the plant’s interior, is also considerable (Musselman et al., 2006). Substantial

progress towards the establishment of robust flux-based ozone impact metrics may be

made by improved observational constraints on stomatal ozone uptake, by performing

intercomparisons of different (stomatal) deposition parameterizations (currently underway

in the AQMEII4 project, Galmarini et al., 2021), by investigating the use of model

ensembles (Wu et al., 2018) and by investigating possibilities of inverse methods for

parameter optimization in stomatal conductance models (Bosman and Krol, 2022).

6.3.3 Non-stomatal deposition

Non-stomatal removal processes in vegetation canopies are incompletely understood, which

limits their inclusion in dry deposition parameterizations. Most big leaf and multi-layer

parameterizations still rely on application of the first-order, often constant estimates of non-

stomatal uptake resistances (Wesely, 1989). However, accumulating observational evidence

suggests substantially different non-stomatal removal and with large temporal variability,

such as for wet leaf deposition (e.g., Chapter 3; Altimir et al., 2006) and soil uptake (e.g.,

Fumagalli et al., 2016; Stella et al., 2019; Stella et al., 2011). Some parameterizations
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include variable resistances as a function of LAI or friction velocity (Zhang et al., 2002),

but such schemes do not necessarily reproduce non-stomatal conductance substantially

better compared to constant-resistance approaches (Chapter 3).

Other non-stomatal processes are even more poorly constrained. For example, turbulent

mixing between canopy and surface layer and within the canopy is a crucial first step in

delivering the reactive compound to the surface where (non-)stomatal removal occurs. Yet,

big leaf parameterizations only take into account in-canopy transport for soil deposition.

Often-applied parameterizations of in-canopy turbulence suggest enhanced in-canopy

vertical mixing with increasing above-canopy turbulent mixing intensity (Van Pul and

Jacobs, 1994). However, as shown in Chapter 4, there can be distinct differences between

in-canopy and above-canopy vertical mixing conditions. Multi-layer chemistry models need

to resolve reduced in-canopy vertical transport towards the soil, but they might not always

realistically represent specific features that control in-canopy turbulent transport, such

as effects of in-canopy stability (Chapter 4). Additionally, the contribution of in-canopy

chemical reactions to in-canopy ozone removal is uncertain (Clifton et al., 2020b). Not

taking into account the drivers of non-stomatal ozone deposition leads to underestimated

temporal variability in dry deposition in model simulations (Clifton et al., 2017).

Several avenues can be identified to improve process understanding and modelling of

non-stomatal ozone deposition. Firstly, a meta-analysis of available long-term data records

of ozone flux measurements may help to better understand the drivers of non-stomatal

deposition across sites (e.g., temperature, vapour pressure deficit, soil moisture content).

Secondly, model intercomparison projects focused on dry deposition help to quantify and

reduce the uncertainty of dry deposition estimates. This effort is already in progress in the

AQMEII4 project (Galmarini et al., 2021). Thirdly, targeted campaign-based observations

of non-stomatal deposition processes can help to develop process understanding. This can

be supported by process-based modelling of non-stomatal removal in turbulence-resolving

models that resolve canopy processes (Clifton and Patton, 2021; Patton et al., 2016;

Pedruzo-Bagazgoitia et al., 2022, in review).

6.4 Perspectives on bridging spatial and temporal

scales

The analyses of aspects relevant to understanding ozone deposition in this thesis consider

a range of spatial and temporal scales. For example, in Chapters 3 and 4, we used flux

measurements with a footprint of typically less than 1×1 km2 in forests that do not all

span the size of a grid cell in the regional air quality model used in Chapter 2 (20×20 km2).

These simulations do not necessarily represent the local conditions that affect surface ozone

and the micro-meteorological variables relevant for ozone deposition. The LES model
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Figure 6.2: Visualization of a model hierarchy approach to bridge the gap in spatial scales

between canopy processes and larger-scale air quality modelling. Arrows indicate processes

that can be parameterized in coarser models based on higher-resolution models (image showing

a stomate retrieved from: https://en.wikipedia.org/wiki/Stoma#/media/File:Tomato_

leaf_stomate_1-color.jpg).

applied in Chapter 5 bridges the gap in spatial scales between the regional air quality

model applied in Chapter 2 and the point-scale field observations and canopy-atmosphere

exchange model used in Chapters 3 and 4. However, this LES model is currently only

equipped with a big leaf parameterization of dry deposition.

The regional air quality model in Chapter 2 used information on land cover properties at

the resolution of the model, i.e., the surface-atmosphere exchange processes of each grid

cell were resolved based on one single value for land cover properties such as LAI and

aerodynamic roughness length. The effects of subgrid-scale heterogeneity in land cover

on surface deposition was not resolved in Chapter 2. Additionally, Chapter 5 gives an

initial estimate of the effect of jointly resolving land surface heterogeneity and turbulence

on domain-integrated dry deposition totals. The results suggest that this phenomenon

is potentially important in the vicinity of strong emission sources that affect vertical

gradients of the depositing tracers.

Figure 6.2 presents a model hierarchy approach to bridge the gap in spatial scales between

detailed canopy processes and regional to global air quality models. We recommend the use

of high-resolution LES or DNS models that explicitly resolve canopy-atmosphere exchange

processes (Fig. 6.2, left panel). The setup of these models has horizontal and vertical

resolutions on the order of several meters. Initial developments focus on exchange of

carbon dioxide (Pedruzo-Bagazgoitia et al., 2022, in review) or include ozone as a passive

tracer only subject to loss by dry deposition (Clifton and Patton, 2021). A development
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of the canopy exchange representation in these models requires the representation of drag

elements in the canopy and a description of the exchange processes per layer (affected by

vertical profiles of LAI, radiation, temperature, humidity, etc.). This will enable the explicit

simulation of all in-canopy ozone sinks and how they interact with in-canopy turbulence,

with a large potential to advance process understanding of ozone deposition. An initial

application of high-resolution LES models would be to derive updated formulations of

in-canopy aerodynamic resistance for use in big leaf or multi-layer canopy dry deposition

parameterizations used in coarser-scale models, and to investigate how the presence

of in-canopy decoupled conditions may affect canopy-atmosphere exchange under more

generalized circumstances compared to the observations in Chapter 4.

The currently applied high-resolution LES models assume horizontal heterogeneity in forest

properties. In reality, land surface properties display spatial heterogeneity (as studied in

Chapter 5). Even within forests, this assumed homogeneity is an oversimplification of

reality (Bannister et al., 2022). This heterogeneity affects the air flow and the properties of

turbulent mixing, and therefore also forest-atmosphere exchange. Quantifying these effects

is important to understand canopy-atmosphere exchange and its effect on dry deposition.

Therefore, the high-resolution, canopy-resolving LES models should be complemented

by analyses on slightly coarser spatial resolutions (e.g., 100×100 m2, center panel in Fig.

6.2) focused on the effects of land surface heterogeneity. High-resolution canopy-resolving

models can serve for parameterization development of canopy-atmosphere exchange in

coarser-scale LES simulations, which in turn can be used to parameterize effects of land

surface heterogeneity (and associated processes such as turbulent mixing and deposition)

in coarser kilometer-scale air quality models used for assessments of ozone air pollution

and its harmful effect on ecosystems (Fig. 6.2, right panel).

The development of canopy-resolving modelling capacity can best be supported by ad-

vancements in observational infrastructure aiding the understanding of ozone deposition.

In this respect, the addition of above-canopy (and ideally also in-canopy) fast ozone

sensors to flux measurement towers is a good opportunity. One particular example is the

recently renovated Loobos flux tower operated by the Meteorology and Air Quality group

at Wageningen University. The Loobos site is already equipped with measurements of

CO2 and water vapour fluxes and ancillary (micro-)meteorological variables. Additionally,

long-term ozone flux datasets are essential to understand the drivers of temporal variability

in ozone deposition and its response to climatic extreme events such as droughts. To make

optimal use of long-term measurement records, these developments should be supported

by short-term intensive field campaigns that aim to collect more detailed measurements re-

garding the behavior of plant stomata and its link with plant eco-physiology from leaf-level

observations, various non-stomatal ozone sinks (e.g., leaf uptake and chemical removal by

NO and BVOCs), and meteorological measurements to understand how deposition links

to boundary layer dynamics. Additionally, the availability of ozone flux measurements
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may contribute to understanding how ecosystem carbon uptake is affected by stomatal

ozone uptake.
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Hodzic, L. Honzak, O. Jorba, C. Knote, J. J. Kuenen, P. A. Makar, A. Manders-Groot,
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Jenerette, and J. Wang (2021). “Impacts of Soil NOx Emission on O3 Air Quality

in Rural California”. Environmental Science and Technology 55.10, 7113–7122. doi:

10.1021/acs.est.0c06834.

Sillman, S., J. Logan, and S. Wofsy (1990). “The sensitivity of ozone to nitrogen oxides

and hydrocarbons in regional ozone episodes”. Journal of Geophysical Research 95.D2,

1837–1851. doi: 10.1029/JD095iD02p01837.

Sillman, S. (1999). “The relation between ozone, NOx and hydrocarbons in urban and

polluted rural environments”. Atmospheric Environment 33, 1821–1845. doi: 10.1016/

S1474-8177(02)80015-8.



180 References

Silvern, R. F., D. J. Jacob, L. J. Mickley, M. P. Sulprizio, K. R. Travis, E. A. Marais,

R. C. Cohen, J. L. Laughner, S. Choi, J. Joiner, and L. N. Lamsal (2019). “Using

satellite observations of tropospheric NO 2 columns to infer long-term trends in US NO

x emissions: the importance of accounting for the free tropospheric NO 2 background”.

Atmos. Chem. Phys. Discuss. 2. doi: 10.5194/acp-2019-168.

Simpson, D. and S. Darras (2021). “Global soil NO emissions for Atmospheric Chemical

Transport Modelling: CAMS-GLOB-SOIL v2.2”. Earth System Science Data Discussions,

1–35. doi: 10.5194/essd-2021-221.

Sindelarova, K., C. Granier, I. Bouarar, A. Guenther, S. Tilmes, T. Stavrakou, J.-F. Müller,

U. Kuhn, P. Stefani, and W. Knorr (2014). “Global data set of biogenic VOC emissions

calculated by the MEGAN model over the last 30 years”. Atmospheric Chemistry and

Physics 14.17, 9317–9341. doi: 10.5194/acp-14-9317-2014.

Sindelarova, K., J. Markova, D. Simpson, P. Huszar, J. Karlicky, S. Darras, and C.

Granier (2022). “High-resolution biogenic global emission inventory for the time period

2000-2019 for air quality modelling”. Earth System Science Data 14.1, 251–270. doi:

10.5194/essd-14-251-2022.

Sitch, S., P. M. Cox, W. J. Collins, and C. Huntingford (2007). “Indirect radiative forcing

of climate change through ozone effects on the land-carbon sink.” Nature 448.August,

791–794. doi: 10.1038/nature06059.

Skiba, U., S. Medinets, L. M. Cardenas, E. J. Carnell, N. J. Hutchings, and B. Amon (2021).

“Assessing the contribution of soil NOxemissions to European atmospheric pollution”.

Environmental Research Letters 16.2. doi: 10.1088/1748-9326/abd2f2.

Solazzo, E., R. Bianconi, R. Vautard, K. W. Appel, M. Moran, C. Hogrefe, B. Bessagnet,

J. Brandt, J. H. Christensen, C. Chemel, I. Coll, H. Denier van der Gon, J. Ferreira, R.

Forkel, X. V. Francis, G. Grell, P. Grossi, A. B. Hansen, A. Jeričević, L. Kraljević, A. I.
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y por toda la alegŕıa durante nuestro visito a Peru!

Ten laatste wil ik graag mijn familie bedanken. Nienke, Yorrick, Toon, papa en mama,

bedankt voor alle gezellige momenten samen in Onnen, Utrecht en Wageningen. Papa

en mama, jullie hebben me altijd gestimuleerd om mijn interesses te volgen en om mijn

talenten te ontplooien. Bedankt daarvoor! And finally, Daniela, your love and care during

the last years have been incredible. Doing a PhD comes with many ups and downs. I

am happy that we could share the positive moments and I am grateful for your support

during the difficult times. Much́ısimas gracias!





About the author

Auke Visser was born on September 1st, 1993, in

Schiedam. He spent most of his youth in Haren,

Groningen, where he moved with his parents at the

age of 8.

At high school, Auke developed a broad interest

in the natural sciences. This led him to apply for

a Liberal Arts and Sciences Bachelor program at

Amsterdam University College. Here, he combined

a major in environmental and earth sciences with

courses in computer programming and mathematics.

After graduating, Auke started a Master program in

Climate Studies at Wageningen University, originally

thinking about focusing on hydrology and water

management. His interest in atmospheric chemistry

was sparked by the course ‘Atmospheric Composition

and Air Quality’ taught by Folkert Boersma and

Maarten Krol. After a year of courses in Wageningen, he went on a six-month Erasmus
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