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A B S T R A C T   

Using fertilisers is indispensable for closing yield gaps in Sub Saharan Africa. Current fertiliser recommendations, 
however, are often blanket recommendations which do not take spatial variation in soil conditions within a 
region or country into account. Soil maps can potentially support fertiliser recommendations at a higher spatial 
resolution. The QUantitative Evaluation of the Fertility of Tropical Soils (QUEFTS) model is a decision support 
tool that predicts crop yields as an indicator of soil fertility and can be used to evaluate yield responses to 
fertilisers. It was designed for field level output and runs on field-specific soil information. The aim of this study 
was to compare two methods for developing maps of QUEFTS output, i.e. maize yield and the yield-limiting 
nutrient, with Rwanda as a case study. We used a database containing soil analysis results of 999 samples 
collected across Rwanda. Transfer functions were applied to predict the required P-Olsen and Exchangeable K 
input for QUEFTS based on the soil data. For the “Calculate-then-Interpolate” (CI) method, transfer functions and 
QUEFTS were applied to point data, and the final output was then interpolated using random forest modelling. 
For the “Interpolate-then-Calculate” (IC) method, maps of the soil parameters were developed first, before 
applying calculations. Implications of the chosen method (i.e. CI or IC) on QUEFTS predictions on a national 
scale were evaluated using set-aside locations. Results showed low precision and accuracy of QUEFTS maize yield 
predictions across Rwanda. The CI method performed better in predicting QUEFTS yield and yield-limiting 
nutrient than the IC method. Correlations between mapped yield predictions and predictions on set-aside 
evaluation locations were similar for the CI (r = 0.444) and IC (r = 0.439) methods. The poorer performance 
of the IC method was mostly due to overestimation of yields, which was most likely caused by the effect of 
smoothing on the soil maps used as input for QUEFTS. We conclude that the CI method is the preferred method 
for spatial application of QUEFTS.   

1. Introduction 

Agricultural productivity in Sub Saharan Africa should increase in 
order to sustain its growing population. In African soils, often multiple 
nutrients are depleted and the use of fertilisers is indispensable for 
closing yield gaps (Giller et al., 2011; Ichami et al., 2019; Shehu et al., 
2019). Current fertiliser recommendations are often blanket recom-
mendations that do not take into account spatial heterogeneity of soils 
and other site-specific factors, leading to either a waste of resources or 
low productivity of land (Giller et al., 2011; Vanlauwe et al., 2015). Site- 
specific fertiliser recommendations based on soil testing have been 
shown to lead to increased revenues over blanket recommendations 
(Njoroge et al., 2015). However, high costs, limited access to soil testing 
services and difficulty in interpreting results (Chianu et al., 2012), as 

well as uncertainties associated with sampling and analytical procedures 
(Schut and Giller, 2020) complicate the use of soil testing to increase 
productivity on a large scale. 

Soil maps in combination with information on crop response to 
nutrient availability can potentially be used to refine blanket fertiliser 
recommendations. The QUantitative Evaluation of the Fertility of Trop-
ical Soils (QUEFTS) model is a simple yet versatile tool that can be used to 
predict yield and yield response to fertilisers, taking interactions among 
nitrogen (N), phosphorus (P) and potassium (K) into account (Janssen 
et al., 1990; Sattari et al., 2014). QUEFTS requires few input parameters: 
soil pH, soil organic carbon (SOC), P measured in an Olsen extract (P- 
Olsen), exchangeable K measured in an ammonium acetate extract (Exch- 
K) and crop-specific physiological efficiency parameters. It has been 
developed and validated for a wide range of crops and regions (e.g. Das 
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et al., 2009; Ezui et al., 2017; Shehu et al., 2019; Tabi et al., 2008) and has 
proven adequate for developing fertiliser recommendations (e.g. Maiti 
et al., 2006; Mesfin et al., 2021; Xu et al., 2013). QUEFTS was designed 
for field level output and runs on field-specific soil information, but can 
be applied to soil maps as well (Leenaars et al., 2018b). In this study, 
different methods will be explored to arrive at maps of maize yield and 
the yield-limiting nutrient at a country level using QUEFTS. 

There are two pathways to develop maps of a target variable: model 
calculations can be applied to soil maps or to the point data underpin-
ning these maps. When models are applied to data points, the model 
output is calculated for each data point, followed by spatial interpola-
tion of these points to develop a map of the target variable. When models 
are applied to soil maps, the point data underpinning the maps are 
interpolated before applying model calculations. Both methods were 
previously described as the calculate-then-model and model-then- 
calculate methods (Kempen et al., 2019; Orton et al., 2014) or 
calculate-then-interpolate and interpolate-then-calculate methods 
(Heuvelink and Pebesma, 1999). We will refer to both methods as the 
calculate-then-interpolate (CI) and interpolate-then-calculate (IC) 
methods. The IC method is computationally more intensive, but appli-
cation of the CI method may be limited in case of missing point data for 
one or more input parameters, or when only maps are available as input 
data and not the underpinning data points (Orton et al., 2014). 

The aim of this work is to evaluate the implications of the chosen 
method (i.e. CI or IC) on QUEFTS predictions on a national scale, using 
Rwanda as a case study. In our case, two consecutive steps of model 
calculations are needed: First, transfer functions developed by Breure 
et al. (2022) are used to calculate QUEFTS input parameters P-Olsen and 
Exch–K from available data. Second, QUEFTS model calculations are 
made. Minor differences between outcomes of the CI and IC methods 
have been reported for simple linear models (Kempen et al., 2019; Orton 
et al., 2014; Styc and Lagacherie, 2019), but substantial differences for 
non-linear models (Addiscott and Tuck, 1996). Based on Heuvelink and 
Pebesma (1999), we hypothesise that the IC method will result in the 
most accurate spatial predictions. As QUEFTS is a non-linear model 
involving several interacting calculation steps, we expect that results of 
the CI and IC methods will differ more compared to the work of Kempen 
et al. (2019), Orton et al. (2014) and Styc and Lagacherie (2019). The 
outcomes of this work will help to evaluate whether QUEFTS can be 
used to develop fertiliser recommendations at scale. 

2. Materials & methods 

2.1. Data availability 

A geo-referenced dataset containing 999 topsoil (0–20 cm) samples 
with a good spatial coverage across Rwanda (Fig. 1) was provided by the 
International Fertiliser Development Center (IFDC). Soils were sampled 
in 2014 as part of the CATALIST-2 programme and analysed by the Crop 
Nutrition Laboratory Services, Nairobi, Kenya. The dataset contained 
pH-H2O measured in a 1:2 soil:water suspension, organic matter content 
(%) determined with the Walkley-Black method and several nutrients 
measured in a Mehlich 3 extraction (mg kg− 1). SOC values were calcu-
lated from organic matter, assuming 50% of organic matter is carbon 
(Pribyl, 2010). The dataset was randomly split into a calibration (n =
699) and evaluation (n = 300) dataset. Part of the data were excluded 
based on selection criteria (Fig. 1; sections 2.3 and 2.4). 

In addition, 134 covariate layers at 250 m spatial resolution were 
available for random forest modelling that we used for spatial interpo-
lation (Section 2.5). These layers were previously prepared for and 
described in Kempen et al. (2015). Briefly, the covariate layers were 
acquired from six sources: the Africa Soil Information Service (AfSIS), 
ISRIC WorldGrids, USGS Africa Ecosystems Mapping database, Soil and 
Terrain database of Central Africa (SOTERCAF), soil and terrain data-
base for north-eastern Africa (SOTERNEA) and the Multipurpose Afri-
cover Databases on Environmental Resources (MADE). Covariate layers 

contained information on soil type, terrain, climate, land cover, vege-
tation indices, primary production, spectral reflectance, albedo and soil 
moisture. 

2.2. Workflow 

Two methods were used to develop maps with QUEFTS for Rwanda, 
in a two-step approach (Fig. 2). In Step 1, QUEFTS input data were 
derived from available data. Besides pH-H2O and SOC (in g kg− 1), 
QUEFTS requires P-Olsen (in mg kg− 1) and Exch-K (in mmol kg− 1) 
measured in ammonium acetate at pH 7.0, which were not available in 
the dataset and were therefore predicted using transfer functions (Sec-
tion 2.3). In Step 2, QUEFTS was applied to compute yield and the most 
yield-limiting nutrient (considering N, P and K), based on pH, SOC, 
P–Olsen and Exch-K data (Section 2.4). QUEFTS was run for the situa-
tion that no fertilisers are applied. 

For the CI method, Steps 1 and 2 were applied to the calibration 
dataset. The yield and most yield-limiting nutrient predictions at these 
locations were spatially interpolated using random forest modelling 
(Section 2.5). For the IC method, the input parameters of the transfer 
function and QUEFTS model were first interpolated (using the calibra-
tion dataset) to produce maps for each of these parameters. Subse-
quently, Steps 1 and 2 were applied to the soil maps to derive maps of 
maize yield and the yield-limiting nutrient. 

2.3. Transfer functions for QUEFTS inputs 

P-Olsen and Exch-K were estimated from available Mehlich 3 (M3) 
data using the transfer functions of Breure et al. (2022), as presented in 
Equations 1 and 2. Note that Eq. (1) was adjusted from Breure et al. 
(2022) to estimate Exch-K values in mmol kg− 1 instead of mg kg− 1. 

Exch − K
(
mmol kg− 1) = 0.028*K − M3

(
mg kg− 1)+ 0.015 (1)  

ln(P − Olsen) = 0.769*ln(P − M3) + 0.620*ln(Al − M3)
+0.131*ln(Fe − M3) + 0.095*ln(Ca − M3)
− 0.191*pH − 4.307 (2) 

Fig. 1. Distribution of calibration, evaluation and excluded data points across 
Rwanda. Note that the white areas are lake Kivu (west) and national parks 
(south-west and east). 
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The nutrients in Mehlich 3 (P, Al, Ca and Fe; in mg kg− 1) were 
transformed to natural logarithms for application of the P transfer 
function (Equation 2). The predicted P-Olsen values were obtained by 
back-transformation of the ln(P-Olsen) predictions following Lark and 
Lapworth (2012): 

P − Olsen = exp
(

ln(P − Olsen) + 0.5 *σ2
pred

)
(3)  

where ln(P-Olsen) is the predicted value with the P transfer function and 
σ2

pred denotes the prediction error variance. For the CI method, where the 
transfer function was applied to the data points, the prediction error 
variance was computed using Equation (4): 

σ2
pred = σ2(ŷ) + σ2

ε (4)  

where σ2(ŷ) is the variance of the regression estimate ŷ and σ2
ε the re-

sidual variance (Hastie et al., 2009 Chapter 3, Eq. 3.22). The prediction 
error variance is specific for each calibration point, its magnitude 
depending on the values of the input parameters of the P transfer 
function. For the IC method the prediction error variance was approxi-
mated using a quantile regression forest (Equation (6); Section 2.5). 

The transfer functions of Breure et al. (2022) were derived from data 
within certain ranges. It is currently unknown whether application of 
the transfer functions to data outside these ranges leads to reliable Exch- 
K and P–Olsen predictions. Limits were therefore applied to the data 

Fig. 2. Two methods of applying P and K transfer functions and QUEFTS to data points: Calculate-then-Interpolate (vertical pathway on the left) or Interpolate-then- 
Calculate (right). Black horizontal arrow indicates the process of spatial interpolation of data points to maps. Red arrows represent input that is used for either the P 
and K transfer functions (Step 1) or for QUEFTS (Step 2). 
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used in this study to select only those data points that fell within the 
transfer function calibration range. All data points fell within the ranges 
of Breure et al. (2022) for Al-M3 and Al-Fe, though some data points 
exceeded the maximum calibration values for P-M3 (950 vs 94 mg kg− 1) 
and Ca-M3 (9800 vs 3283 mg kg− 1). Therefore, cut–off values of 150 mg 
kg− 1 for P-M3 and 3500 mg kg− 1 for Ca-M3 were applied, which were 
somewhat higher than the maximum values in the P transfer dataset, but 
minimised data exclusion. Although K-M3 values in the dataset extended 
beyond the range of the K transfer function data (2960 vs 710 mg kg− 1), 
no limit was applied, as relations between K-M3 and Exch-K are ex-
pected to be linear also for higher concentrations (Mamo et al., 1996). 
Finally, pH limits of 4.0 – 8.0 were also applied to the data. 

For the CI method, applying these limits led to exclusion of 70 cali-
bration and 31 evaluation data points. This left 629 samples as input for 
Step 2 in the workflow; a number of 269 samples remained for evalua-
tion. For the IC method, limits were applied to the maps that were 
developed based on the calibration data. As a consequence of applying 
these limits, no P-Olsen predictions could be made for 2.2% of the total 
number of grid cells. 

2.4. QUEFTS 

The latest version of QUEFTS calibrated for maize was used here 
(Sattari et al., 2014). QUEFTS calculates nutrient-limited yield and does 
not account for other potentially yield-limiting factors, such as water 
availability or presence of pests and diseases. On a site level, these 
factors can be accounted for by reducing the maximum yield (Ymax) 
parameter. In this study however, Ymax was fixed at 10 Mg ha− 1 across 
Rwanda. The yield-limiting nutrient was calculated using QUEFTS 
output and Eq. (5) (Heinen, pers. comm., 2020): 

DFX =
UX − UXd

UXa − UXd
=

UX − Y
dX

− rX
Y
aX

− Y
dX

(5) 

DFX is the dilution factor of nutrient X (i.e. N, P or K), ranging be-
tween 0 and 1. UX refers to uptake of nutrient X (kg ha− 1). UXd refers to 
the uptake of X in the case this nutrient is maximally diluted in the crop, 
which is calculated as yield (Y) divided by the maximum physiological 
efficiency parameter d for X, corrected with r. Parameter r refers to the 
minimum uptake of a nutrient needed to produce any yield. UXa refers to 
the uptake of X in the case this nutrient is maximally accumulated in the 
crop, which is calculated as yield (Y) divided by the minimum physio-
logical efficiency parameter a for X, corrected with r. The crop-specific a, 
d and r values specified by Sattari et al. (2014) for maize were used. The 
principle behind Equation 5 is to estimate how much the shoot con-
centrations differ from the physiological minimum. The nutrient with 
the lowest dilution factor is considered to be yield-limiting. 

A second set of limits was applied to the data, according to the limits 
set for application of QUEFTS (Janssen et al., 1990): SOC < 70 g kg− 1, P- 
Olsen < 30 mg kg− 1 and Exch-K < 30 mmol kg− 1. For the CI method, 
applying these limits left 591 calibration and 251 evaluation data points. 
For spatial interpolation of the QUEFTS output, predictions were made 
on locations with values outside set limits. Locations of these grid cells 
were identified using the IC maps and values were set to NULL. As a 
consequence, for the IC method, together with previously applied limits 
to the P–Olsen and Exch-K maps, QUEFTS predictions could not be made 
for 2.3% of the total number of grid cells. 

2.5. Random forest modelling 

Gridded maps of the yield and the most yield-limiting nutrient for the 
CI method, and P-M3, Al-M3, Ca-M3, Fe-M3, K-M3, pH and SOC for the 

IC method were developed using random forest modelling (Breiman, 
2001; Strobl et al., 2009). A model was fitted for each variable using the 
data points included in the calibration dataset and the 134 covariate 
layers that served as the explanatory variables. 

It is considered good practice to remove redundant covariates (i.e. 
covariates with limited predictive power) prior to modelling, for 
instance using recursive feature elimination (RFE) (Hounkpatin et al., 
2018; Poggio et al., 2021). In addition, correlated covariates should 
preferably be removed (Poggio et al., 2021). Redundant covariates were 
not removed in this study, as this would increase the computational load 
substantially without having direct benefits. First, removing redundant 
covariates can have computational advantages when data sets are large, 
which is not the case here. Second, when one aims to understand what 
drives the model it can be advantageous to remove redundant variables 
so that these do not confound predictive relationships. Eliciting and 
understanding predictive relationships, however, is outside the scope of 
this study. Last, Poggio et al. (2021) show that the effect of removing 
redundant covariates with RFE on model performance is only very 
marginal. We therefore do not expect relevant differences in this study in 
the performance of models fitted with the full covariate stack and 
models fitted with a reduced stack. 

Subsequently, the fitted random forest models were applied to the 
stack of covariate layers to predict each target variable across Rwanda at 
250 m spatial resolution. Each fitted random forest model was composed 
of 1000 trees. The number of randomly selected candidate covariates for 
splitting a node was set as the square root of the total number of cova-
riates (default setting of the mtry argument of the ranger function in R). 
Model residuals were inspected for presence of spatial correlation 
(Oliver and Webster, 2015); variogram analysis, however, indicated 
residual kriging was not required. 

Variables P-M3, Ca-M3 and K-M3 were transformed to natural log-
arithms before fitting random forest models, as these maps had better 
evaluation statistics than maps based on models fitted to variables on the 
original scale. Maps of the log-transformed variables were back- 
transformed using Eq. (3). Unlike kriging methods, the random forest 
model does not provide an estimate of the prediction error variance 
required for back-transformation of log-scale predictions to the original 
scale (Lark and Lapworth, 2012). The variance was therefore approxi-
mated using the values of the 0.05 (Q0.05) and 0.95 (Q0.95) quantile 
outputs of a quantile regression forest (Meinshausen, 2006), assuming 
the prediction error is normally distributed: 

variance =

(
Q0.95 − Q0.05

1.645*2

)2

(6) 

For the IC method, the P and Ca maps on log-scale were used directly 
as input for the P transfer function, which requires log-transformed 
input for the nutrients measured in M3. 

2.6. Evaluation 

To evaluate the maps, grid predictions at the set-aside evaluation 
locations were compared to the observed (predicted for P-Olsen, Exch-K, 
yield and yield-limiting nutrient) values. No grid predictions could be 
derived at 29 out of 251 evaluation locations, which were located 
outside the prediction area. The remaining 222 evaluation locations 
were used to compute a set of evaluation statistics, including the mean 
error (ME) which is a measure of prediction bias, the root mean squared 
error (RMSE) as a measure for prediction accuracy, and the Modelling 
Efficiency Coefficient (MEC; Janssen and Heuberger, 1995). The MEC is 
a unitless goodness-of-fit statistic that measures the deviation of the 
predicted values from the 1:1 line and allows comparison with similar 
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models from other studies. The MEC is a measure of how well the model 
performs compared to using the mean of the calibration dataset as a 
predictor (Equation (7)): 

MEC = 1 −
∑(

Pi − Oj
)2

∑
(Oi − O)

2 (7) 

In which P refers to grid predictions extracted on evaluation loca-
tions i, Oi refers to values observed at evaluation locations i, and Ō to the 
mean value of the calibration data. 

2.7. Software 

All analyses for this study were done with the statistical software R 
(version 3.6.3; R core team, 2020). Plots were made using the spplot (sp 
package, version 1.4–2; Bivand et al., 2013; Pebesma and Bivand, 2005) 
and ggplot (ggplot2 package, version 3.3.2; Wickham, 2016) functions. 
For application of the P and K transfer functions and the random forest 
models, the generic predict function of the stats package (version 3.6.2), 
was used. Random forest models and quantile regression forests were 
fitted with the ranger package (version 0.12.1; Wright and Ziegler, 
2017). Spatial data processing was done with the sp and raster (version 
3.3–13; Hijmans, 2020) packages. 

3. Results 

3.1. Input point data 

Data points that were excluded based on P-M3, Ca-M3, pH or 
QUEFTS limits, were located across Rwanda, but tended to be clustered 
in the north-west and centre (Fig. 1). Calibration and evaluation data 

represented the total dataset well in terms of spatial coverage. Data 
distributions of the soil parameters were similar between the calibration 
and evaluation datasets (Table 2); distributions were furthermore rela-
tively similar to the total dataset (Table 1), except for Ca-M3 and P-M3, 
of which most descriptive values were lower than the original dataset 
because of the application of limits. 

3.2. Soil maps 

For the IC method, the degree to which the individual soil parame-
ters could be predicted from available covariates, varied substantially 
(Table 3). Variation in Ca-M3 and Fe-M3 was described best, with MEC 
values above 0.50, followed by pH (MEC = 0.45), Al-M3 (MEC = 0.39) 
and SOC (MEC = 0.37). Variation in K-M3 and P-M3 was described less 
well, with MEC values of 0.23 and 0.07 respectively. For most proper-
ties, ME values were small compared to the mean values in the cali-
bration and evaluation sets (Table 2) and relatively small compared to 
the RMSEs. For some soil properties, such as Ca and pH, the ME was 
relatively large compared to the RMSE. RMSE values furthermore are 
relatively high compared to mean values in the calibration and evalu-
ation sets (Table 2), especially for P, K and Ca, indicating predictions are 
associated with large uncertainty. 

3.3. Application of transfer functions 

For the CI method, the P and K transfer functions were applied to the 
calibration data. The median predictions were 7.8 mg kg− 1 for P-Olsen 
and 4.0 mmol kg− 1 for Exch-K (Table 5 and Fig. 4). For the IC method, P- 
Olsen and Exch. K maps were developed by applying the transfer func-
tions to maps of the input soil properties. Evaluation of the P-Olsen map 
showed that 16% of the variation in the (modelled) P-Olsen observations 
was explained (MEC = 0.16; Table 4), compared to a MEC of 0.07 for P- 
M3 (Table 3), the main parameter in the P transfer function. P-Olsen 
predictions had a ME of − 1.2 mg kg− 1, indicating that they were some-
what underestimated. P-Olsen predictions were furthermore associated 
with a high degree of uncertainty, as the RMSE of 11.1 mg kg− 1 is higher 
than the mean value of P-Olsen predictions (9.8 mg kg− 1, Table 5). Exch-K 
predictions were a linear transformation of the K-M3 grid. Not surpris-
ingly, the MEC value of Exch-K predictions (0.22; Table 4) was almost 
identical to that of K-M3 (0.23; Table 3). Exch-K predictions were slightly 
underpredicted with an ME of − 0.07 mmol kg− 1. Similar to P-Olsen, the 
accuracy of Exch–K predictions was low, with RMSE being higher than 
the mean of predicted values (7.3 vs 5.9 mmol kg− 1). 

Table 1 
Descriptive statistics of the soil parameters in the original IFDC dataset 
(n = 999).   

- g kg− 1 in Mehlich 3 (mg kg− 1)  

pH SOC P K Al Ca Fe 

Minimum  3.2  2.2 0.2 14 342 51 61 
1st Q  4.9  16.8 5.4 83 913 398 125 
Median  5.6  20.6 9.3 153 1140 792 177 
Mean  5.6  21.1 29.6 226 1182 1192 201 
3rd Q  6.2  25.2 22.1 267 1400 1480 260 
Maximum  8.5  42.2 950 2960 2590 9800 764  

Table 2 
Descriptive statistics of Al, Ca, Fe, P and K in Mehlich 3, pH and SOC of the calibration (C; n = 591) and evaluation (E; n = 251) datasets.   

mg kg− 1 - g kg− 1  

Al Ca Fe P K pH SOC  

C E C E C E C E C E C E C E 

Minimum 342 379 57 107 61 66 0.2  1.2 14 31  4.0  4.0  2.2  9.4 
1st Q 939 875 389 360 123 128 5.0  5.0 80 79  4.9  4.9  16.5  16.5 
Median 1160 1160 705 691 171 178 8.2  8.2 142 145  5.4  5.4  19.9  20.2 
Mean 1190 1184 913 898 195 195 13.7  12.7 194 185  5.5  5.5  20.7  20.4 
3rd Q 1410 1465 1275 1220 255 248 15.9  16.2 246 215  6.0  5.9  25.0  23.8 
Maximum 2590 2390 3330 3490 533 449 105  66.2 1070 952  7.9  7.9  42.2  34.4  

Table 3 
Evaluation statistics for the maps developed with the interpolate-then-calculate (IC) method. Statistics for K, P and Ca are given on log-transformed and original scale, 
after back-transformation. K, P, Al, Ca and Fe in Mehlich 3 (in mg kg− 1).   

ln(K) ln(P) ln(Ca) K P Al Ca Fe pH SOC 

ME  0.03  0.07  0.07 1.4  0.26 − 7.1 123 2.3  0.10  0.03 
RMSE  0.75  1.04  0.73 257  71.6 324 927 72  0.70  4.7 
MEC  0.27  0.24  0.47 0.23  0.07 0.39 0.51 0.53  0.45  0.37  
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3.4. Application of QUEFTS 

3.4.1. Data distribution 
Spatial predictions show that pH values are lowest (between 4.2 and 

5.2) in the west and highest (between 6.1 and 7.2) in the east of Rwanda 
(Fig. 3). Regions with the highest SOC values (between 25 and 

38 mg kg− 1) are clustered in the south-west, north-west and south-east. 
For a large proportion of the surface area of Rwanda (51%), P-Olsen 
predictions are below the critical value of maize of 10 mg kg− 1 (Bai 
et al., 2013; Ussiri et al., 1998), whereas for Exch-K, only a negligible 
part of the predictions are below the critical value of 2 mmol kg− 1 

(0.03%; Chilimba et al., 1999). Smoothing is visible for the gridded 
maps of each of the four QUEFTS input parameters: compared to the 
calibration data of the CI method, distributions have become narrower 
as the lowest and highest values are under-represented compared to 
mean values (Fig. 4). As a consequence of smoothing, median values of 
SOC (20.6 vs 19.9 g kg− 1), pH (5.53 vs 5.44), P–Olsen (8.8 vs 7.8 mg 
kg− 1) and Exch-K (5.0 vs 4.0 mmol kg− 1) were higher for the gridded 
maps than for the calibration data (Table 5). Similar to the QUEFTS 
input parameters, gridded maps of the QUEFTS yield showed smoothing 
and a higher median value than direct QUEFTS predictions on the 
calibration points (4.0 vs 3.4 Mg ha− 1). 

Table 5 
Data distribution of input for QUEFTS and predicted yield values at calibration locations (C; n = 591) and extracted from the grids at the calibration locations.   

SOC (g kg− 1) pH ( − ) P-Olsen (mg kg− 1) Exch-K (mmol kg− 1) Yield (Mg ha− 1)  
C Grid C Grid C Grid C Grid C Grid 

Minimum  2.2  11.5  4.02  4.40  0.4  1.3  0.4  1.3  0.4  1.2 
1st Q  16.5  18.1  4.91  5.10  5.2  6.7  2.3  3.7  2.3  3.1 
Median  19.9  20.6  5.44  5.53  7.8  8.8  4.0  5.0  3.4  4.0 
Mean  20.7  21.1  5.51  5.53  9.8  9.8  5.5  5.9  3.5  4.0 
3rd Q  25.0  23.9  6.05  5.96  12.5  12.0  6.9  7.1  4.4  4.7 
Maximum  42.2  37.7  7.86  7.01  29.8  23.8  29.9  20.8  7.8  7.4  

Table 4 
Evaluation statistics for the P-Olsen (mg kg− 1) and Exch-K (mmol kg− 1) maps 
developed with the interpolate-then-calculate (IC) method. Statistics for P-Olsen 
are given on log-transformed and original scale, after back-transformation.   

ln(P-Olsen) P-Olsen Exch.K 

ME  0.15  − 1.2  − 0.07 
RMSE  0.70  11.1  7.3 
MEC  0.19  0.16  0.22  

Fig. 3. Spatial plots of pH (A), SOC (B), P-Olsen (C) and Exch-K (D) inputs required by QUEFTS, for the interpolate-then-calculate (IC) method. Class boundaries are 
based on the quantile distribution of the grid values, except for the P-Olsen map, where boundaries were adjusted to clearly represent values below the critical limit 
for maize (10 mg kg− 1). 
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Fig. 4. Density plots of SOC (A), pH (B), P–Olsen (C) and Exch-K (D) inputs and 
yield (E) on calibration locations of the calculate-then-interpolate (CI) method, 
and extracted from the interpolate-then-calculate (IC) maps at calibration lo-
cations. Vertical lines represent median values. 

Fig. 5. Yield predictions for (A) the calibration data (n = 591) and for maps 
developed with (B) the calculate-then-interpolate (CI) and (C) interpolate-then- 
calculate (IC) methods. Categories are based on the quantile distribution of the 
calibration points. Note that distributions have different minimum and 
maximum values. 
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3.4.2. Yield predictions 
Yield maps produced with the CI and IC methods show similar pat-

terns, with lower yields in the west of Rwanda and higher yields in the 
east (Fig. 5). The low-yielding locations in the west are under- 
represented in both maps however, compared to the yield predictions 
at the calibration locations, while for the IC method, the high-yielding 
locations in the east are overrepresented. The median yield prediction 
of the maps developed with the IC method was substantially higher than 
for maps developed with the CI method (4.5 vs 3.6 Mg ha− 1, respec-
tively; Table 6). In addition, despite smoothing of each of the four 
QUEFTS input variables for the IC method (Fig. 4), the interquartile 
range in yield predictions was broader compared to the CI method (i.e. 
3.0–4.0 vs 3.6–5.0 Mg ha− 1; Table 6). 

The patterns of spatial yield predictions correspond strongly with the 
distribution of pH predictions across Rwanda, and to some extent with 
Exch-K predictions (Fig. 5 vs Fig. 3). The lowest yields (below 2.3 Mg 
ha− 1) are found in areas with low pH, and low P-Olsen and Exch-K 
values. The high yield predictions in the east of Rwanda furthermore 
correspond to high pH, SOC and Exch-K values. 

The IC method overpredicted maize yields (Fig. 6), resulting in a ME 
of 0.8 Mg ha− 1, compared to a relatively small overestimation of 0.04 
Mg ha− 1 for the CI method. Evaluation statistics furthermore indicate 
that IC yield predictions are less accurate compared to results of the CI 
method (MEC = -0.03 vs 0.28 and RMSE = 1.54 vs 1.27 Mg ha− 1 

respectively). Despite the poor MEC and RMSE results for IC, which are 
mostly caused by overprediction of yields, correlation coefficients of 
both evaluation plots are similar, with 0.444 and 0.439 for the CI and IC 
methods, respectively (Fig. 6). This indicates that the IC and CI methods 
differentiate equally well between higher and lower yielding locations. 
In accordance with the data distribution of the grids, yield predictions 
by the IC method at the evaluation locations furthermore spanned a 
broader range than for those by the CI method (Table 6). 

3.4.3. Yield-limiting nutrient 
For both the CI and IC methods, P was predicted most often as the 

yield-limiting nutrient, for 76% and 65% of the grid cells, respectively 
(Fig. 7). These are higher percentages compared to the calibration data, 
for which P was predicted to be yield-limiting at 52% of the locations. N 
and K were yield-limiting at 22% and 26% of the calibration locations. 
The CI method underestimated both N and K as yield-limiting nutrient 
compared to the calibration data, as only 12% of the grid cells were 
predicted to be yield-limiting for each nutrient. The IC method over-
estimated N as yield-limiting (34%), but strongly underpredicted K as 
yield-limiting (2%). 

Patterns of P-Olsen predictions strongly overlap with predictions of 
the yield-limiting nutrient (Fig. 7 vs Fig. 3). Generally speaking, P was 
identified as yield-limiting in regions with P-Olsen values below 12.5 
mg kg− 1, irrespective of soil pH and SOC. In areas with P-Olsen values 
above 12.5 mg kg− 1, N tended to be yield-limiting. Although K was 
strongly underpredicted to be yield-limiting, areas with K as yield- 
limiting nutrient tended to have SOC values above 22 g kg− 1. 

Evaluation of QUEFTS yield-limiting nutrient predictions showed 
that the CI method predicted the yield-limiting nutrient correctly at 133 
out of 222 (60%) evaluation locations, whereas IC predicted the yield- 
limiting nutrient correctly at 120 out of 222 (54%) evaluation loca-
tions (Tables 7 and 8). The CI method predicted P as yield-limiting more 
accurately than the IC method (110 vs 87 out of 126 locations), whereas 
the opposite was true for N (17 vs 31 out of 56 locations). Both methods 
perform poorly when it comes to predicting K as the yield-limiting 
nutrient, with only 6 and 2 out of 40 cases predicted correctly for the 
CI and IC method, respectively. 

Table 6 
Data distributions of the yield predictions on the point data (total dataset, 
calibration locations C, evaluation locations E), as well as the CI and IC pre-
dictions of the grids and on evaluation locations.  

Yield (Mg ha− 1) Point data CI IC 

Total C E Grid E Grid E 

Minimum 0.4 0.4 0.8 1.3 1.8 1.2 2.1 
1st Q 2.3 2.3 2.4 3.0 3.0 3.6 3.5 
Median 3.4 3.4 3.3 3.6 3.5 4.5 4.3 
Mean 3.5 3.5 3.5 3.5 3.5 4.3 4.2 
3rd Q 4.4 4.4 4.3 4.0 4.0 5.0 4.9 
Maximum 8.2 7.8 8.2 6.0 4.8 7.5 5.9 
n 842 591 251 355,178 251 355,178 251  

Fig. 6. Evaluation plots of yield predictions by the (A) calculate-then-interpolate (CI) and (B) interpolate-then-calculate (IC) methods. The x-axis represents grid 
predictions extracted on evaluation locations. Line represents the 1:1 line. 
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4. Discussion 

4.1. Comparing methods 

This study showed three main findings: i) the choice of method has 
large effect on the outcomes: predicted yields and the yield-limiting 
nutrient were more accurate for the CI method than the IC method, as 
the latter method caused a large overprediction of yields across Rwanda, 
ii) the range in yield predictions was wider for the IC method than for 
the CI method, and iii) large errors were associated with spatial pre-
dictions of both methods. 

Compared to Kempen et al. (2019) and Orton et al. (2014), differ-
ences between the CI and IC methods were more pronounced. This 
confirmed our hypothesis and is most likely related to the non-linear 
nature of QUEFTS (Heuvelink and Pebesma, 1999). In contrast to our 
findings, Heuvelink and Pebesma (1999) argued that the IC method will 
generally lead to more accurate results than the CI method. They attri-
bute this to the optimal use of available information, as each input 
parameter of the IC method has a specific correlation structure with the 
covariates. The CI method does not take these individual correlation 
structures into account, as only the model output is interpolated. 
Although in this study the IC method performed worse than the CI 
method, due to an overprediction of yields, we hypothesise that the 
broader range in yield predictions can be attributed to the more optimal 
use of covariate data. 

We hypothesise that the CI method performed better than the IC 
method, because of the effects of smoothing and applications of limits 
(Sections 4.1.1 and 4.1.2). However, although spatial yield predictions 
of the CI method were better compared to the IC method, RMSE still was 
1.27 Mg ha− 1. This level of error corresponds to variability of maize 
yields within smallholder farms (Tittonell et al., 2007; Vanlauwe et al., 
2006). This raises the question whether spatial application of QUEFTS, 
can be used to develop fertiliser recommendations on a national scale. 

4.1.1. Smoothing 
A striking difference between both methods was that IC yields were 

overestimated compared to CI yield predictions (Table 6). We believe 
this is caused by smoothing: data distributions of predictions (i.e. the soil 
maps) were more narrow than the datasets on which the predictions 
were based. For IC, smoothing as a result of spatial interpolation 
occurred early on in the workflow (Fig. 2) and for each of the seven soil 
parameters used as input for the transfer functions and QUEFTS. For the 

Fig. 7. Predicted yield-limiting nutrient for (A) the calibration locations (n =
591) and for maps developed with (B) the calculate-then-interpolate (CI) and 
(C) interpolate-then-calculate (IC) method. Percentages indicate the proportion 
of data being yield-limited by N, P or K. 

Table 7 
Confusion matrix of the observed versus predicted yield-limiting nutrient at the 
evaluation locations for the CI method.  

Yield-limiting nutrient - CI Predicted   

N P K Total Total 

Observed N 17 32 7 56 25%  
P 6 110 10 126 57%  
K 3 32 5 40 18%  
Total 26 174 22 222   
Total 12% 78% 10%  59%  

Table 8 
Confusion matrix of the observed versus predicted yield-limiting nutrient at the 
evaluation locations for the IC method.  

Yield-limiting nutrient - IC Predicted   

N P K Total Total 

Observed N 31 25 0 56 25%  
P 38 87 1 126 57%  
K 11 27 2 40 18%  
Total 80 139 3 222   
Total 36% 63% 1%  54%  
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CI method, on the other hand, smoothing occurred only once, at the end 
when the final yield and yield-limiting nutrient predictions at the cali-
bration locations were interpolated. 

Smoothing led to a smaller range in predictions for the QUEFTS input 
parameters, but also to higher median values for P–Olsen (7.8 vs 8.8 mg 
kg− 1) and Exch-K (4.0 vs 5.0 mmol kg− 1; Table 5). Although smoothing 
had a limited effect on median pH and SOC values, predictions were 
relatively more centred around the median after spatial interpolation. 
Low pH values (<4.7) are unfavourable for N availability, high pH 
values (greater than6.8) are unfavourable for K availability and P 
availability is suboptimal below pH 6 and above pH 6.7 (Sattari et al., 
2014). After interpolation, the data distribution had become centred 
around pH 5.0–6.5, which could be considered the optimal range for 
availability of each of the three nutrients. In combination with the 
overestimation of the lowest P–Olsen and Exch-K values, we hypothesise 
that smoothing of pH predictions is the main reason that yields were 
overpredicted for the IC method compared to the CI method. 

The way and extent to which smoothing affects spatial predictions, 
depends on the predictive power of the covariates. In regression, vari-
ation in the data is explained as the sum of the variation among the 
regression estimates and the residual variation (Snedecor and Cochran, 
1989). In case covariate data explain the variation of a soil parameter 
completely, the residual variance equals zero and the variance of the 
predictions thus equals the variance of the data, hence no smoothing will 
occur. In other words, the lower the degree of variation in the target 
variable that can be explained by the covariates (i.e. MEC), the higher 
the degree of smoothing. The MEC value was 0.37 for SOC, 0.45 for pH, 
0.16 for P-Olsen and 0.22 for Exch-K, while the MEC of the QUEFTS 
yield predictions with the CI method was 0.28. Variation in QUEFTS 
yield is thus explained less well by the covariates than variation in SOC 
and pH, but better than variation in P–Olsen and Exch-K. As SOC and pH 
play a prominent role in QUEFTS yield predictions, we hypothesise that 
the relatively good predictability of these soil characteristics is the 
reason for the wider range in yield predictions for the IC method. 

From an agronomic perspective, predicting low P-Olsen and Exch-K 
values accurately is more relevant than predicting high values accu-
rately. Although depending on other soil and agro-ecological properties 
that control crop yield, the critical P-Olsen concentration below which P 
is expected to be yield-limiting for maize, is 10 mg kg− 1 (Bai et al., 2013; 
Ussiri et al., 1998). The Exch K concentration below which K is expected 
to be yield-limiting is 2 mmol kg− 1 (Chilimba et al., 1999). Smoothing 
thus led to an overprediction of values in the agronomically relevant 
range. As a consequence, QUEFTS P and K fertiliser recommendations in 
those regions would be inadequate for sustainably increasing yields. 

Smoothing can be avoided by using stochastic simulation (Heuvelink 
and Pebesma, 1999). Such approach, however, requires a geostatistical 
modelling framework instead of machine learning and was beyond the 
scope of the current study. 

4.1.2. Data limits 
Application of data limits for use of the transfer functions and 

QUEFTS increased differences between outcomes of both methods. For 
the CI method, application of limits led to the exclusion of 108 out of 699 
data points for the calibration set (591 points remaining). For the IC 
method, maps were developed based on all 699 calibration data points 
and limits were applied to the maps. Application of limits mostly led to 
exclusion of data points with high values. Basing maps based on the 
complete calibration set thus resulted in higher yield predictions for the 
IC method. Developing soil maps based on the subset of 591 calibration 
points, resulted in a lower overprediction of yields for the IC method, 
although the average yield still exceeded that of the CI method (results 
not presented). The yield predictions by the IC method furthermore still 
spanned a broader range than the yields predicted by the CI method, 
indicating that it is smoothing rather than application of limits that 
caused the relatively narrow range in CI yields. 

4.2. Limitations 

4.2.1. Evaluation 
To evaluate the extent to which QUEFTS spatial predictions corre-

spond to reality, external evaluation of the yield maps developed in this 
study is indispensable. To this end, a dataset with unfertilised maize 
yields from a substantial number of replicated, geo-referenced field 
trials is needed. Trial locations should ideally be spread across Rwanda, 
covering a wide range in values for each of the relevant soil properties. 
Such dataset for Rwanda was not available to us and compiling an 
evaluation dataset from literature is complicated by e.g. different study 
designs or missing information. As more data are becoming (publicly) 
available, evaluation of QUEFTS spatial predictions may be possible in 
the future. 

4.2.2. Sources of uncertainty 
In the process of developing maps with QUEFTS, several sources of 

uncertainty can be identified. Although error propagation analysis was 
considered outside the scope of this study, the different sources of un-
certainty will be discussed here. 

Firstly, soil analysis data contain measurement errors, which can be 
attributed to e.g. varying measurement conditions, methods and 
measuring instruments (Van Leeuwen et al., 2021). As a consequence, 
lab results can differ among laboratories. Uncertainty associated with 
the Mehlich 3 extraction method is of considerable importance for this 
study, as five of the seven soil properties (P, Al, Ca, Fe and K) used as 
input for QUEFTS were determined with this analytical procedure. As 
part of a different study, a small subset (n = 19) of the IFDC samples was 
analysed at the CBLB laboratory of Wageningen University for M3 
extractable nutrients using the same protocol as Breure et al. (2022). 
Mehlich 3 measurements by CropNuts were roughly 5% (P), 23% (Al), 
10% (Ca) and 17% (Fe) higher compared to CBLB results. For K, no 
significant differences were found. Application of the P transfer function 
to the IFDC data led to an 19% overestimation of P-Olsen predictions 
compared to using CBLB measurements. This confirms that inter- 
laboratory variability for a given method, when used as input for 
models, can have a substantial effect on model output, as also shown by 
Schut and Giller (2020). 

Secondly, the accuracy of random forest predictions were modest to 
poor for most soil properties, as RMSE values were relatively high 
compared to mean values (Tables 2 and 3). Available covariate data 
generally explained variation in soil properties only to a limited extent. 
In line with Hengl et al. (2017a), variation in P–M3 was described poorly 
compared to other nutrients. Reasons may include historic management 
which can affect P availability (Njoroge et al., 2019), P fixation in 
tropical soils (de Campos et al., 2018) and other soil properties which 
affect P extractability, such as pH (e.g. Penn et al., 2018). As P-M3 is the 
most relevant parameter in the P transfer function, P-Olsen predictions 
were not modelled well (MEC = 0.16). Exch-K predictions were only 
slightly better (MEC = 0.22). Although variation in pH (MEC = 0.45) 
and SOC (MEC = 0.37) was explained better based on covariate data, the 
combination of uncertainty associated with each of the QUEFTS input 
parameters culminated in a large error in yield predictions (RMSE of 
1.54 Mg ha− 1; Fig. 5). 

Thirdly, the use of transfer functions is necessary in case required 
input data are not available, but introduce additional uncertainty 
(Heuvelink and Pebesma, 1999). The uncertainty associated with the P 
and K transfer functions used in this study, can cause deviations in 
QUEFTS yield of more than 10%, compared to using measured P-Olsen 
and Exch-K values (Breure et al., 2022). Finally, QUEFTS yield pre-
dictions contain uncertainty; when observed maize yields were 
compared to QUEFTS predictions, MEC values of 0.84 and 0.67 were 
reported by Tabi et al. (2008) and by Shehu et al. (2019) after partial 
reparameterization of QUEFTS. 
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4.2.3. Spatial-temporal heterogeneity 
Agronomic practices such as fertiliser application, liming and 

organic matter management impact soil nutrient availability, pH and 
SOC and can differ between farmers depending on socio-economic sta-
tus, as well as within a farm depending on distance from the homestead 
(Chikowo et al., 2014; Zingore et al., 2007). The work of Njoroge et al. 
(2019) furthermore has shown that historic management can impact 
yields even seven growing seasons after changing practices. These dif-
ferences in management practices, that typically vary at short spatial 
scales, are difficult to capture with (spatially exhaustive) environmental 
covariates. Hence it is very challenging to capture the effect of man-
agement on soil conditions in digital soil mapping models. Lack of soil 
management related information contributes to the poor performance of 
the prediction models for the soil nutrients. Soil maps developed at 
regional or national level may therefore lack the precision to describe 
short-distance spatial heterogeneity (Vanlauwe et al., 2015) and one 
should be careful to use these to derive information at field level. Maps 
furthermore are not able to capture temporal change and maps of soil 
parameters that are subject to short-term change should be used and 
interpreted with caution (Hengl et al., 2017b). 

4.2.4. Data transformation 
Adding half the prediction variance is required to ensure an unbiased 

estimation of the mean (Lark and Lapworth, 2012) when back- 
transforming a log-transformed variable. In some situations, existing 
soil maps are available, but not the underpinning data points. If these 
maps were created by back-transformation of log-scale predictions, 
variables would be log-transformed a second time in the process of 
applying the P transfer function. As a consequence, distributions of these 
log-scale predictions will have a higher mean than the initial log-scale 
predictions. In this study, log-scale predictions of P-M3 and Ca-M3 
were used directly as input for the P transfer function. When using 
log-transformed P-M3 and Ca-M3 grid predictions on the original scale 
(after back-transformation) as input for the P transfer function, the 
median P-Olsen predictions increased from 9.9 to 16.8 mg kg− 1. The 
critical P-Olsen range, below 10 mg kg− 1 for maize is thus strongly 
under-represented as a result of this ‘transformation error’ and may 
potentially have a large effect on fertiliser recommendations. The 
magnitude of this error depends on which and how many nutrients were 
log-transformed twice. As P–M3 is the most relevant parameter in the P 
transfer function (Breure et al., 2022), it had a substantial effect. When 
using maps developed with unknown methods as input for the P transfer 
function, or any model that requires log-transformed parameters as 
input, one should take into account that the model output may be sub-
stantially overestimated as a result of the transformation error. 

4.3. Opportunities 

Several developments may improve QUEFTS spatial predictions of 
yield and most yield-limiting nutrient. The large error associated with 
spatial yield predictions can mainly be attributed to the low predictive 
power of the covariates to explain variation in the soil and (for this study 
modelled) yield observations. As high (50–100 m) resolution covariate 
layers are becoming more and more available, spatial prediction models 
for soil and agronomic variables are likely to be improved (Hengl et al., 
2017b; Poggio et al., 2021). 

QUEFTS spatial predictions can also improve strongly in case P-Olsen 
measurement data become available. Variation in P–Olsen predictions 
was described least well of the four QUEFTS input parameters. This can 
partly be attributed to the use of a transfer function rather than mea-
surements, and due to the uncertainty associated with each of the input 
maps for the P transfer function. Alternatively, Shehu et al. (2019) 
reparametrized QUEFTS using P-M3 instead of P–Olsen, which enables 
(spatial) application of QUEFTS without the use of the P transfer 
function. 

QUEFTS spatial predictions can be adjusted to local conditions by 

using covariate layers directly as input. In this study, the QUEFTS 
maximum yield (Ymax) was assumed to be constant at 10 Mg ha− 1, but is 
likely to vary strongly in practice depending on local growing condi-
tions. Covariate layers containing information on e.g. rooting depth, 
water availability or expected yield gap, currently not accounted for in 
this study, could be used to adjust the Ymax parameter to local condi-
tions, thereby improving the accuracy of QUEFTS predictions (Leenaars 
et al., 2018a; Leenaars et al., 2018b; Steinbuch et al., 2016). 

5. Conclusions 

Spatial predictions of QUEFTS yield and yield-limiting nutrient were 
more accurate for the CI method than the IC method. The IC method 
overestimated yields, caused by the effect of smoothing on the distri-
butions of the QUEFTS input (soil) parameters. Based on the results of 
this study, the CI method would thus be the preferred method for spatial 
application of QUEFTS. However, although the CI method performed 
better than the IC method, yield predictions were associated with large 
errors in our case study. This indicates that QUEFTS should be applied 
spatially with caution. 

The large error of QUEFTS spatial predictions is caused by the low 
predictive power of the covariates to explain variation in the QUEFTS 
input parameters. When higher quality input soil maps become avail-
able, spatial application of QUEFTS could provide a low-cost, science- 
based alternative to national blanket recommendations. Evaluation with 
independent geo-referenced field data of measured yields remains 
necessary however, to gain insights in the current performance, as well 
as opportunities for improvement of QUEFTS spatial predictions. 
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