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Propositions 
 
 
1. The use of marginal water in agricultural irrigation does not necessarily lead to crop 

or environmental contamination. 
(this thesis) 

 
2. The effectiveness of various managed aquifer recharge systems scales with 

system size and operational history in most but not all cases. 
(this thesis) 

 
3. Sustainable agriculture is an oxymoron. 

 
4. The arbitrary demarcation between economics and ecology is yen and bananas. 

 
5. The philosophy of science is incomplete without existentialism. 

 
6. All phenomena are emergent phenomena. 

 
7. Freedom is an illusion under the shadow of big data. 

 
8. Communicating ideas is easier than facts. 
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1.1 Water scarcity and marginal water in agriculture 

History progresses through the adaptation of new technologies and practices. The agricultural revolution, 

which was an important factor in the emergence of organized society, brought about stability and 

consistency in the provision of food, one of the most fundamental needs of society. Due in part to large 

and growing human populations, the demand for water across many sectors of societal function such as 

industry, transport, and agriculture is increasing. Hence, we now live in an era where water scarcity 

poses an ever larger risk to the sustainability of society and the environment. As water stress 

exacerbates across the world, it has become a matter of dire urgency to allocate available water 

resources more efficiently. To ensure that supplies of freshwater never fall below the amount necessary 

for human consumption and essential industrial applications, it is paramount that methods of utilizing 

alternative sources of water are developed where possible. Presently, the single largest global consumer 

of freshwater resources is agricultural irrigation (Valipour and Singh, 2016). It is therefore important to 

reduce the freshwater usage of agriculture.  

 

Even in humid temperate regions, seasonal variabilities in freshwater availability frequently lead to 

agricultural soils that are too dry for optimal crop growth in the summer, due to excess evaporation or 

equivalently, insufficient precipitation, even though such shortages do not occur when considered on an 

annual scale (Klijn et al., 2011). This is most severe during dry years, but poses a problem even on an 

‘average’ year, possibly drying out the root zone and lowering the groundwater table during the summer, 

leading to a deterioration in crop quality or yields (Klijn et al., 2011). Hence, it is necessary to irrigate 

the fields during such dry periods. In coastal areas, which are agriculturally important in the Netherlands, 

this issue is further exacerbated by saltwater intrusion, resulting in severe decline in soil quality (Vermue 

et al., 2013) and causing as much as five hundred million euros in crop damage on an especially dry year 

(Klijn et al., 2011). In the future, variability in soil moisture content is expected to increase as a result of 

climate change, bringing about more periods of both extreme wet and dry conditions, in effect amplifying 

variations in soil moisture conditions, and negatively affecting crop yields (Knapp et al., 2008). To tackle 

these challenges, legislators, regulators, researchers and stakeholders in agriculture and water 

management will have to devise methods to use and allocate water resources more efficiently.  

 

One route towards efficient water resource allocation is to use less freshwater and more recycled water 

where possible, bearing in mind that recycled water tends to be of marginal quality. The use of marginal 

water for irrigation is by itself not new; crops have been irrigated with marginal water through traditional 

surface irrigation methods, often improperly in hindsight with regards to health and environmental risks, 

by the ancient Greeks as early as the Bronze Age (Jaramillo and Restrepo, 2017). Treated domestic and 

industrial wastewater is a potentially abundant source of marginal water that may satisfy a significant 

proportion of agricultural water demand in certain regions (Narain-Ford et al., 2021; Pronk et al., 2021). 

The treated wastewater is not sufficiently pure to be used for all purposes requiring freshwater, but it 

may possibly be used for agricultural irrigation.  

 

1.2 Contaminants of emerging concern  

Treated wastewater contains contaminants that were not fully eliminated by the treatment process, 

including contaminants of emerging concern (CECs), which refer to a list of substances with adverse 

environmental and health effects whose toxicity and ecotoxicity are not yet well understood. Such 

substances include pharmaceuticals and industrial solvents. Benefits of treated wastewater reuse in 

irrigation in general include a decrease in the stress on freshwater resources, avoiding the cost of 

extracting groundwater resources, savings on fertilizer due to nutrients naturally present in wastewater, 

reducing the cost of fresh water going towards human consumption.  
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Ensuring that crops and agricultural workers are not directly exposed to the treated wastewater is 

important. Wastewater, including treated wastewater, contains biological (bacteria, viruses, protozoans) 

and chemical (sewage, hydrocarbons, heavy metals) pollutants, including CECs (pharmaceuticals, 

antibiotics, hormones), which contemporary treatment technologies are unable to completely eliminate. 

Their toxicological effects, especially on humans, are yet to be fully understood (Jaramillo and Restrepo, 

2017; Moermond et al., 2016; Loos et al., 2013; Loos et al., 2009). CEC toxicity, ecotoxicity, and 

behavior in the soil, water, and overall environment are largely unknown for reasons such as novelty and 

rarity. What is known is that CECs have shown to produce immunological and endocrine disruption 

effects on various aquatic organisms, and lead to the proliferation of antibiotic resistant microorganisms 

in water bodies (Jaramillo and Restrepo, 2017). Hence, preventing crops from taking up CECs is highly 

important, as it would be difficult to evaluate the public health implications of CEC exposure through the 

food chain.  

 

Accordingly, although the use of marginal water in irrigation is not novel, it has not been popular due to 

the possible contamination of crops with toxic substances, and adverse health effects on agricultural 

workers, who may be directly exposed to the marginal water. Therefore, marginal water tends to be used 

in irrigation only in poorer regions, where freshwater may be costly or inaccessible due to high demand 

and inadequate infrastructure. The development and implementation of a system of marginal water 

irrigation that is able to avoid or minimize exposing crops and agricultural workers to the contaminants 

contained within the marginal water would enable freshwater to be diverted to more pressing uses, such 

as drinking water. This would also allow farmers who are unable to afford freshwater for irrigation to 

apply low cost marginal water to their fields, without compromising their safety and crop quality. With 

subsurface irrigation, which may be more efficient per unit of water used and per unit area of arable land 

depending on the application method and regional hydrogeology (Dastorani et al., 2010), these 

advantages could be magnified. The relative water inefficiency of surface irrigation implies that much of 

the irrigated water is lost to evaporation or runoff, meaning that the contaminants contained within the 

irrigated water end up either in the root zone of soils (Al-Nakshabandi et al., 1997) or in nearby surface 

water bodies (Pedersen et al., 2005), polluting the environment and contaminating crops. 

 

1.3 Subsurface irrigation with treated wastewater 

Treated wastewater irrigation with minimal risks of crop and human exposure may be accomplished by 

subsurface irrigation through pipes buried some distance beneath the root zone. Conveniently, such 

pipes are already present beneath many agricultural fields for drainage purposes. Many such drainage 

systems have already been implemented in humid regions such as the Netherlands, in order to drain 

away excess water in the soil before it causes any damage to crops. As the pipes in these systems are 

usually buried far beneath the root zone of agricultural crops, this system allows for the possibility of 

fulfilling (part of) the agricultural water demand by applying marginal water resources, such as treated 

wastewater of industrial or domestic origin, to the soil through these pipes, without directly exposing 

crop roots to the contaminants possibly contained within the effluent. This is because the subsurface 

irrigation system does not directly inject effluent into the root zone; instead, as they are buried deeper in 

the soil, the irrigation system maintains soil moisture levels in the root zone during dry periods by 

maintaining higher phreatic groundwater levels, which translate to higher hydraulic heads in the root 

zone (Figure 1.1). The existing drainage capabilities of these drainage systems can be complemented 

with irrigation capabilities easily by applying water to them at a pressure higher than that of the soil 

matrix. Since such a subsurface irrigation system would often make use of existing pipes, and since the 

water to be applied would be of marginal quality and hence low cost, the system is financially accessible 

as it requires low initial investment costs and low operational costs. 
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Figure 1.1: An illustration of the subsurface irrigation and drainage system (Narain-Ford et al., 2020). 

 

The subsurface irrigation and drainage system described above is a new method of irrigation, that differs 

significantly from other existing types of subsurface irrigation systems, such as subsurface drip irrigation, 

in which water is injected directly into root zone soil. With the use of treated wastewater, the new 

system has the potential to significantly reduce the agricultural usage of freshwater resources such as 

groundwater. However, it also poses risks to crops and the environment, due to the spreading of CECs in 

the subsurface. Aside from the possible public health implications of crop contamination, it is also 

possible that the CECs pollute deep groundwater and surface water bodies at the outlet of the 

groundwater shed. The deep groundwater aquifers and surface water bodies that are at risk of 

contamination may be bodies of freshwater, and the contamination of these waters would defeat the 

freshwater-saving purpose of subirrigation with treated wastewater. Therefore, it is necessary to better 

understand the risks and benefits of such a subirrigation system. 

 

With subsurface irrigation, much of the CECs contained in the treated wastewater could instead be 

degraded or transformed in the subsurface through chemical (Mueller et al., 1992) or biological (Jenks et 

al., 1998) processes, collectively known as natural attenuation (Röling et al., 2002), or at the very least, 

be immobilized in the soil matrix through mechanisms such as adsorption and filtration (Grassi et al., 

2012). Furthermore, the potential of the soil to eliminate CECs introduced into it by subsurface irrigation 

or otherwise can be enhanced by altering the physical (Tratnyek et al., 2006), chemical (Amos et al., 

2005), or biological (Thomas and Ward, 1989) properties of the soil system to favour the elimination 

processes. Since natural attenuation allows the spread of CECs in the soil to become more manageable 

under subsurface irrigation than under traditional irrigation management methods such as surface spray 

irrigation and drip irrigation, the subsurface irrigation and drainage system proposed here may provide a 

feasible means by which treated wastewater may be reused in agriculture. Therefore, it is important to 

study the extent to which natural attenuation can make the use of subsurface irrigation with treated 

wastewater attractive from the perspective of public health, environmental concerns and economic 

benefit.  

 

As treated wastewater is typically discharged into rivers and other surface channels, which ultimately 

flow to the sea, subsurface irrigation with treated wastewater may reduce environmental water pollution, 

as more wastewater used for agriculture implies less wastewater directly discharged into surface water 

bodies (Jaramillo and Restrepo, 2017). Monitoring analyses in the European Union have shown that there 

are no fewer than 125 CECs present in wastewater treatment plant effluents (Loos et al., 2013) that are 

deliberately released into surface water bodies for the purpose of waste disposal, resulting in the 

contamination of around 90% of rivers (Loos et al., 2009). With subsurface irrigation, some of the CECs 
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would be naturally attenuated in the soil before the irrigated treated wastewater enters surface water at 

the end of the groundwater aquifer, thereby achieving superior environmental outcomes compared to 

directly discharging the treated wastewater to surface water. Simulations of direct CEC emission to 

surface water (Coppens et al., 2015) have reaffirmed their adverse environmental effects, while models 

of sub-surface natural attenuation have produced encouraging results (Bertelkamp et al., 2016; Laws et 

al., 2011). Nevertheless, given the current novelty of the system, subsurface irrigation with treated 

effluent has to be approached with caution, especially over long time periods that cannot yet be 

experimentally investigated, because some CECs may be highly persistent in the sub-surface 

environment (Hamann et al., 2016). Promisingly, however, studies have shown that most CECs present 

in the effluent do not readily disperse in the soil (Nham et al., 2015; Ternes et al., 2007), reaching 

neither the root zone nor deep groundwater in significant quantities even when considering relatively 

mobile substances such as metformin (Bartholomeus et al., 2016). 

 

Currently, detailed models that characterize the effects of subsurface irrigation with treated wastewater 

on agriculture and the environment, and that pay heed to spatio-temporal heterogeneity, seasonality and 

other dynamic processes are not yet available in the literature. Furthermore, although the ambition is to 

eventually be able to evaluate subsurface irrigation with treated wastewater for large scale regional use, 

empirical investigations can at the moment only be conducted at the laboratory or single field scale. It is 

therefore important to fill this gap by constructing generalizable models that are able to widely 

characterize such subsurface irrigation systems, so as to overcome the perceived risks and uncertainties 

that currently preclude widespread adoption of this innovative agricultural technology. Accordingly, the 

analysis of a pilot experimental implementation, and the construction of numerical and analytical models 

characterizing the subsurface irrigation and drainage system and the associated risks of crop and 

environmental contamination, is one of the goals of this thesis. To this end, the system is currently being 

tested and evaluated in an experimental agricultural field in the Netherlands; data and findings from the 

experimental site will be used in this thesis to support the analyses and models constructed in this 

thesis. Furthermore, widespread adaptation of subsurface irrigation and drainage with treated 

wastewater is necessary for the new method of irrigation to have an appreciable impact on water scarcity 

worldwide. Hence, to evaluate the feasibility of implementing similar systems in regions with geographic 

and hydrogeological characteristics different from the experimental site, it is also necessary to perform 

sensitivity analyses on these models.   

 

Various fates are possible for the irrigated CECs, which for example may be taken up by crops, 

biodegraded in the soil, recovered by the subsurface irrigation and drainage system, leached to deeper 

groundwater aquifers, or discharged to surface water at the end of the groundwater aquifer. While all of 

the outcomes listed here are studied to some extent in this thesis, special attention is paid to in-situ 

biodegradation, and recovery by the drains, as these two outcomes may be the most desirable amongst 

the listed possibilities. Unlike the other listed possibilities, the CECs cease to exist upon transformation, 

whereas they are merely transported to various locations under the other possibilities. Furthermore, the 

water recovered by the drainage system would contain a smaller concentration of CECs that are more 

biodegradable, compared to the irrigated effluent, because CECs that are more biodegradable would 

have been attenuated to a larger extent in the soil. The recovered water, with its lower biodegradable 

CEC load, can then be more easily and safely subjected to further treatment or disposal, compared to the 

originally irrigated effluent. Hence, recovery by the drainage system is an important means by which the 

environmental impact of non-biodegradable CECs contained within the treated wastewater may be 

limited. Therefore, insight into such subsurface irrigation and drainage with treated wastewater may be 

obtained from other engineering applications in groundwater aquifers that involve the injection and 

subsequent recovery of water, which are collectively known as managed aquifer recharge and have a 

much longer history of research compared to subsurface irrigation and drainage.  
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1.4 Managed aquifer recharge 

Managed aquifer recharge (MAR) refers to the intentional recharge of groundwater aquifers either to 

achieve certain environmental objectives, or to store water of a certain quality for later extraction and 

use whilst ensuring that the water quality either improves or retains its quality over time (Zhang et al., 

2020). Subsurface irrigation and drainage with treated wastewater is a form of managed aquifer 

recharge, as it fulfils both purposes: the maintenance of relatively high phreatic groundwater levels to 

ensure that sufficient moisture is delivered to the root zone through capillary rise, and attenuation of the 

contaminants possibly contained within the treated wastewater. Several other forms of MAR exist, an 

example being aquifer thermal energy storage (ATES), in which for example warm or hot water is 

pumped into aquifers for storage during the summer and later pumped out during the winter to be used 

for indoor heating. An example in the context of water scarcity is aquifer storage and recovery (ASR), 

where freshwater is stored in groundwater aquifers to preserve its quality over time and later extracted 

for purposes such as irrigation (Maliva et al., 2006). Managed aquifer recharge has also been used as a 

method of water treatment, by using groundwater aquifers as bioreactors, in which degraded water is 

transformed by microorganisms present within the subsurface (Istok et al., 2004). In addition to 

research on the crop and environmental risks of the subsurface irrigation and drainage system, this 

thesis also studies abstracted and generalized representations of MAR systems, so as to advance the 

general theory that can be applied to all types of MAR systems. 

 

MAR systems may be implemented for multiple purposes: for example, ASR systems in coastal areas 

may serve the dual purpose of freshwater storage and the reduction of saltwater intrusion. The larger 

hydraulic heads in the aquifers due to the injection of freshwater slows down the rate at which saltwater 

intrudes inland. However, the dual purpose may complicate the design and operation of the ASR system, 

as it is also necessary to ensure that the stored freshwater does not become too brackish for its intended 

use through salt dispersion from the intruding saltwater. Hence, ASR in coastal aquifers is a rewarding 

yet technically challenging problem that has received a significant amount of attention in the literature 

(Maliva et al., 2020). 

 

As discussed in section 1.3, subsurface irrigation and drainage with treated wastewater serves a dual 

purpose. A balance has to be struck between the target groundwater level and the spread of the effluent, 

when determining the volume and rate of irrigation. The larger the irrigated volume, the higher the 

groundwater level maintained, enabling a larger amount of moisture to reach the root zone. 

Furthermore, the larger the irrigated volume, the more CECs may be transformed in the soil. However, a 

larger irrigated volume also implies that more effluent is irrigated into the subsurface, and that the CECs 

in the effluent would spread further from the pipes towards the crops and the wider environment. Aside 

from extracting water from the soil when the groundwater level is too high, the presence of drainage 

capabilities in the irrigation and drainage system also allows for previously injected but yet to be 

attenuated CECs to be subsequently recovered from the subsurface either after the crop has been 

harvested, or on particularly wet days during the crop season. Hence, the drainage capabilities of the 

subsurface irrigation and drainage system are also integral in managing the balance between maintaining 

optimal groundwater levels and the spreading of CECs in the subsurface. 

 

A key performance metric of a managed aquifer recharge system in general is the recovery efficiency, 

which is the fraction of the injected freshwater (ASR) or thermal mass (ATES) that can be subsequently 

extracted from the aquifer. It is not possible to recover all of the injected freshwater or thermal mass, as 

the injected water interacts with the surrounding groundwater due to various dispersion processes. For 

example, stored hot water loses its heat to the surrounding groundwater due to mechanical dispersion 

and thermal diffusion, while contaminants or salt from the surrounding groundwater disperses into the 

stored freshwater due to mechanical dispersion and molecular diffusion. In the case of subsurface 
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irrigation and drainage, the recovery efficiency quantifies how much of the injected (non-biodegraded) 

CECs are subsequently recovered during drainage, and how much is lost to the environment due to 

factors such as dispersion, which has implications on the spreading of CECs to crops and the 

environment. 

 

The various solute dispersion processes, such as mechanical dispersion, molecular diffusion, and 

macrodispersion, have magnitudes that are dependent to different extents on the flow velocity of water, 

which is in turn affected by other factors in the design and operation of the MAR system, such as the flow 

path geometry, spatial heterogeneity, the injection rate, the injection duration, and the injected volume. 

In most analytical studies on the performance of MAR systems currently available in the literature, the 

effects of one of either mechanical dispersion or molecular diffusion on the recovery efficiency, 

concentration, or temperature are studied. The most crucial difference between these dispersion 

processes is the extent to which they depend on the velocity of water flow. One of the aims of this thesis 

is thus to investigate how the velocity dependence of a dispersion process itself affects the performance 

of MAR systems, so that future analyses will not be limited to one of the above dispersion processes, 

which may both occur simultaneously. If the velocity-dependence of a dispersion process can be linked 

directly to the performance of a MAR system, then this will yield a general theory that is similarly 

applicable to all commonly studied dispersion processes, meaning that future studies will be less limited 

to the investigation of the effects of one specific dispersion process. 

 

In aquifers with spatially heterogeneous physical properties such as the hydraulic conductivity, 

groundwater flow paths may become spatially heterogeneous, splitting up into fast and slow flow zones, 

such that macrodispersion becomes an important determinant of the spreading and fate of the injected 

water. Macrodispersion is a complex dispersion process whose velocity-dependence may vary nonlinearly 

with the flow velocity, unlike mechanical dispersion, whose velocity-dependence is generally accepted to 

be linear, and unlike molecular diffusion, which is thought to have no velocity dependence. In addition, 

the velocity dependence and strength of macrodispersion is related to the extent and type of spatial 

heterogeneity, the distance travelled by the contaminant plume, and the geometry of the streamlines 

advecting the contaminant plume (Indelman, 2004). These complexities in the determination of the 

strength and velocity-dependence of macrodispersion imply that it is a much more complex phenomena 

than the aforementioned dispersion processes with simpler velocity-dependence. Another aim of this 

thesis is thus to provide a clearer link between the complex velocity-dependence of the magnitude of 

macrodispersion and the recovery efficiency of MAR systems.  

 

1.5 Biodegradation and fate of CECs under complex transport phenomena 

In light of the above discussion, how CECs disperse and attenuate after being injected into the 

subsurface, and to what extent they can be recovered, is an important topic of research. The key to a 

better understanding of the environmental and crop contamination risks of the subsurface irrigation and 

drainage system is to better understand the processes that affect the transport, attenuation, and fate of 

the CECs. Although many simple models of solute spreading in the subsurface make use of models with 

spatially homogeneous soil and aquifer properties subject to steady-state flow, in reality soils and 

aquifers may be highly spatially heterogeneous and subject to transient flow. As previously mentioned, 

spatial heterogeneity substantially affects the various dispersion processes and groundwater flow paths, 

which in turn have large impacts on the quantity and reach of the irrigated solutes. Temporal 

heterogeneity in flow, due to transient flow stemming from the occurrence of rainfall events, the 

physiological requirements of crop root water uptake, and irrigation water influx, also determine the fate 

of the irrigated CECs.  
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Aside from the complexities that spatial heterogeneity or transient flow alone bring to the 

characterization of solute fate, they also interact to give rise to higher-order complexities. In unsaturated 

zone soils with spatially heterogeneous physical properties, which may be encountered in agricultural 

soils, the spatial distribution of fast and slow flow zones depends on the average flow velocity. With a 

small average flow velocity, high conductivity zones permitting relatively fast flow tend to be located in 

fine-textured regions of the soil, and with a large average flow velocity, high conductivity zones 

permitting relatively fast flow zones tend to be located in coarse-textured regions of the soil. This is 

because the relationship between the hydraulic conductivity and matric head vary with soil texture (Roth, 

1995). Hence, under transient flow, the positions and fluxes of fast and slow flow zones may change 

dynamically over time in response to changing weather conditions or irrigation input. The effects of 

transient flow on CEC transport are therefore especially important in the vadose zone, where soil physical 

properties are dynamically dependent on flow characteristics. 

 

In addition to the effects of the above complex transport phenomena on the spreading of CECs in the 

soil, they also affect attenuation processes in the soil such as CEC biodegradation. Biodegradation is a 

primary consideration in the implementation of subsurface irrigation and drainage systems, as it is 

directly related to the two goals of the system: 1) irrigation with treated wastewater without adverse 

environmental effects, and 2) further attenuation of the CECs contained within the treated wastewater. 

Biodegradation of organic contaminants in the soil often requires soil microbes to metabolize the 

contaminants in the presence of electron acceptors such as oxygen. In other words, the rate of CEC 

attenuation might depend on the concentrations of the various components of the biodegradation 

reaction: CECs, microbes, and electron acceptors. Hence, in determining the fate of CECs in the 

subsurface, it is not only important to be able to characterize the transport of CECs, but also how and 

where they mix with other substances that may be present in the soil or groundwater. The spatially and 

temporally heterogeneous flow paths present in unsaturated heterogeneous soils subject to transient 

infiltration rates therefore render the dispersion, spreading and mixing of the various reaction 

components, and the biodegradation process itself, highly complex phenomena. As few studies so far 

have studied the biodegradation of contaminants governed by multicomponent reaction kinetics in soils 

subject to spatio-temporally varying flow fields, this will be one of the issues studied in this thesis.  

 

1.6 General outline 

In order to better evaluate the risks and benefits of the subsurface irrigation and drainage system, this 

thesis reports on and discusses research that has been conducted on an experimental implementation of 

the system that has been in operation in the Netherlands since 2015 (chapters 2 and 3). As the 

experimental subsurface irrigation and drainage system is a form of managed aquifer recharge, the 

above research is complemented by general theoretical research on the dispersion and recovery of 

solutes in MAR systems (chapters 4 and 5). Due to the importance of contaminant biodegradation in 

determining the fate of the irrigated CECs, and the sensitivity of the biodegradation process to spatio-

temporal heterogeneity, contaminant biodegradation in the subsurface subject to spatio-temporal flow 

heterogeneity is also studied (chapter 6). The main methods of investigation throughout this thesis is the 

numerical modelling and mathematical analysis of abstract and general representations of the subsurface 

irrigation and drainage system and other MAR systems, as the goal is to obtain results that are general 

and widely applicable to MAR applications beyond the field experiment discussed in chapter 2.  

 

In chapter 2, the risks to crops and the environment of the experimental subsurface irrigation and 

drainage system, are modelled, analyzed, and validated with data from the field experiment. This 

provides a general theoretical overview and analysis of how such a system is expected to behave, and 

how a system like the experimental system might perform in the long-term, with regard to the risks of 

environmental and crop contamination due to CECs. In chapter 3, an extensive sensitivity analysis is 
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performed on the model of the subsurface irrigation and drainage system. The sensitivity analysis 

investigates the effects of variations and heterogeneity in the hydrogeological parameters of the 

subsurface, climate parameters of the agricultural plot, biogeochemical parameters of the irrigated 

contaminants, and irrigation parameters such as the injection pressure and irrigation drain placement. 

Thus, chapter 3 extends the findings of chapter 2 by providing insight into how the subsurface irrigation 

and drainage system might perform if it were to be implemented in a region characterized by different 

marginal water quality and type, hydrogeological parameters, climates, and extent of hydrogeological 

and climactic variability across space and time. Furthermore, the sensitivity analysis of the irrigation 

parameters will elucidate how and to what extent it is possible to make up for suboptimality in 

hydrogeological and climactic factors with optimized irrigation system design and management. 

Altogether, the aims of chapters 2 and 3 are to characterize the theoretical underpinnings, risks, 

optimization, and wider adaptation potential of the subsurface irrigation and drainage system when fed 

with water of marginal quality, in the context of crop and environmental contamination. 

 

In chapter 4, theoretical aspects of managed aquifer recharge governing the dispersion and recovery of 

injected water are derived and discussed for simple homogeneous aquifers, and validated with numerical 

models. The aspects of managed aquifer recharge studied in chapter 4 include how the recovery 

efficiency varies with the injection-extraction flux rate, the period of the injection-extraction cycle, the 

injected volume of water, the number of injection-extraction cycles, the geometry of flow paths in the 

aquifer when the system is in operation, and the type of solute dispersion processes (e.g. mechanical 

dispersion and molecular diffusion) that occur. The geometry of the flow paths under forcing from the 

injection-extraction wells differ, depending on the geometry of the wells (e.g. fully-penetrating well, or 

point-source), and on the geometry of the aquifer. Thus, this general theoretical analysis of chapter 4 

enable the recovery efficiency of managed aquifer recharge systems to be analytically determined for 

simple systems under a wide range of scenarios, whereas this previously required the use of numerical 

models, whose results cannot easily be generalized.  

 

The results of chapter 4 are extended to aquifers with spatially heterogeneous physical properties in 

chapter 5 using mathematical analyses and numerical modelling, with a focus on the effects of 

heterogeneity-induced macrodispersion on solute dispersion. Chapter 5 also elaborates on how the wells 

and theoretical considerations used for managed aquifer recharge may be used to perform push-pull 

tests, which yield recovery efficiency data that allow hydrogeological properties of the aquifer to be 

characterized. Performing aquifer characterization prior to subsurface irrigation will allow practitioners to 

better determine whether a specific subsurface is hydrogeologically suitable for a MAR or subsurface 

irrigation and drainage system, and whether there is a significant risk of injected contaminants spreading 

beyond the agricultural plot untransformed.  

 

Chapter 6 employs numerical simulations to study how spatial heterogeneity in soil physical properties in 

the unsaturated zone may interact with complexities that often arise in agricultural settings. These are 

namely transient flow, and multicomponent reactions whose reaction rates depend on the electron 

acceptor concentration and microbial biomass density, in determining the effectiveness of the soil as a 

bioreactor for contaminant attenuation. The soil microbial biomass density is spatially heterogeneously 

distributed, and changes over time due to biomass growth that occurs when the contaminants and other 

organic compounds in the soil are metabolized by the microorganisms. Through numerical simulations, 

the influences of various parameters such as the initial contaminant concentration, initial microbial 

biomass density, and transient flow regime on contaminant biodegradation outcomes are investigated. At 

the moment, the fate of biodegradable contaminants in such problems can only be characterized 

numerically, not analytically, and the spatio-temporal complexity of the problem implies that large 

computational times are necessary to solve a single scenario. Therefore, another goal of this chapter is 

to uncover whether it is possible for certain aspects of the complexity, such as spatial heterogeneity or 
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transient flow, to be omitted from numerical or analytical treatments of the problem in certain regions of 

parameter space. For example, if the biodegradation rate is highly unsensitive to the electron acceptor 

concentration and the microbial biomass density, then the biodegradation outcomes may be 

characterized with simpler models that invoke monocomponent decay kinetics, whose responses to 

transient flow or spatial heterogeneity have been widely studied in the past. The main results and 

implications of this thesis are summarized and discussed in chapter 7, and recommendations are 

provided for the direction of future scientific research and policymaking regarding managed aquifer 

recharge in general, and the specific example of subsurface irrigation and drainage with treated 

wastewater. 
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Abstract 

Managed aquifer recharge with marginal water allows for contaminants of emerging concern (CECs) to be 

attenuated in-situ, and for water to be more efficiently used. In phreatic aquifers underlying agricultural 

fields, this also increases water availability for crops. Existing drainage systems may be adapted for both 

injection (subirrigation) and extraction (drainage). We address subirrigation with treated domestic 

wastewater by considering numerical simulations and an experimental field site implemented as a proof-

of-concept. The transport, adsorption, and biodegradation of tracers, and relatively mobile and persistent 

CECs (using carbamazepine as an example), are analyzed. For this scenario, almost all non-biodegraded 

solutes irrigated into the soil are advected laterally towards surface water channels by regional 

groundwater flow. During the crop season, tracers may rise to the root zone, but only directly above 

irrigation drains. Accordingly, although up to 10% of tracers irrigated over four years are passively taken 

up by crops, this is concentrated in the plants situated directly above irrigation drains. No significant 

spreading of carbamazepine to the root zone occurs, and <1% of the total irrigated amount is taken up 

by crops after four years. Due to the annual precipitation surplus, solutes that are not very mobile are 

unlikely to enter the root zone even after decades of irrigation, because the length of the short-term 

precipitation shortage (crop season) is insufficient for them to rise to the root zone. Furthermore, 

carbamazepine biodegrades almost completely before being advected any significant distance from the 

drains. As carbamazepine is a relatively mobile and persistent CEC, the risks of crop, soil and surface 

water contamination by most other CECs is even smaller. The fraction of the irrigated CEC mass that 

seeps into surface water channels from the phreatic aquifer decreases exponentially with the distance 

between the agricultural plot and the channel, and increases exponentially with the agricultural plot 

width. Thus, the studied subsurface wastewater irrigation system reduces the environmental impacts of 

marginal water discharge and agricultural water use, with minimal risk of crop and environmental 

contamination.  



Managed aquifer recharge for irrigation and marginal water treatment 

13 
 

2.1. Introduction 

Even in temperate humid regions, periodic shortages of fresh water resources may constrain irrigation. 

Use of treated wastewater for irrigation may be an effective strategy to balance regional fresh water 

supply and agricultural water demand (Dingemans et al., 2021, Pronk et al., 2021, Narain-Ford et. al 

2021). Water stress caused by climate change exacerbates the need to re-use treated wastewater (Elliott 

et al., 2014). Moreover, the treated wastewater may contain nutrients, which enriches the soil (Lubello 

et al., 2004). However, wastewater treatment does not remove all impurities from the water, such as 

pharmaceuticals, pathogens, and other contaminants of emerging concern (CECs) (Yang et al., 2017; 

Richardson and Ternes, 2018). Surface irrigation with treated wastewater may cause adverse health 

effects amongst farm workers and the general public through direct exposure or crop contamination 

(Qadir et al., 2010; Devaux et al., 2001). It may also adversely affect soil fertility because it induces 

nutrient leaching (Dole et al., 1994) and alters the pH and composition of root zone water (Mohammad 

and Mazahreh, 2003). Meanwhile, treated industrial and domestic wastewater is often discharged via 

surface water channels towards the sea, spreading contaminants along these discharge paths (Beard et 

al., 2019). Accordingly, utilizing treated wastewater in subsurface irrigation may reduce these risks 

(Narain-Ford et al., 2020). In the Netherlands, it is logistically plausible for 78% to 84% of all treated 

wastewater to be used in subirrigation, which would reduce freshwater demand in agriculture by 17% to 

24% (Narain-Ford et al., 2021). 

 

Managed aquifer recharge refers to the intentional recharge of aquifers to maintain or enhance 

groundwater levels or quality, such as river bank filtration (Dillon et al., 2019) and aquifer storage and 

recovery (ASR) (Hartog and Stuyfzand, 2017). Subsurface irrigation and drainage of phreatic aquifers 

using marginal water as water supply, is a new method of managed aquifer recharge that allows for 

treated wastewater to undergo further in-situ filtration and remediation in the soil, while simultaneously 

ameliorating crop water stress. In such a subirrigation system, the subirrigation pipes are buried in the 

phreatic zone some distance below the root zone, thereby preventing direct exposure of crop roots to 

CECs (Bern et al., 2013a). Subirrigation is applied using controlled drainage systems, which can drain 

excess water (prevent waterlogging) and recharge the phreatic aquifer (subirrigation) when necessary 

(Figure 2.1). Water is fed into the soil to raise the groundwater level and thereby increase capillary 

fluxes towards the root zone, and vice-versa when the soil moisture content exceeds optimal levels. 

Controlled drainage may also reduce nutrient losses from the root zone caused by high groundwater 

levels (Bonaiti and Borin, 2010; Peng et al., 2015; Borin et al., 2001; Borin et al., 1998), and reduce the 

spreading of the CECs contained in the effluent. Buried drains that are already present in agricultural 

fields for the purpose of drainage may be modified to work as subirrigation systems, making this a 

flexible and widely adaptable option.  

 

Many CECs, being organic compounds, are biodegradable by soil microbes (Greskowiak et al., 2017). 

Subsurface irrigation with treated wastewater enables effluent CECs to be biodegraded in the subsurface 

while avoiding direct crop exposure. This concept uses the soil, groundwater, and rainwater between the 

drains and root zone as a biofilter or buffer zone for biodegradation and adsorption, similar to river bank 

filtration, managed aquifer recharge, and constructed wetlands (Narain-Ford et al., 2020). Due to 

biodegradation and adsorption, the soil also functions as a bioreactor: water recovered by the drains will 

be of higher quality than the injected effluent as it would contain lower concentrations of CECs, because 

of biodegradation, adsorption, and dilution. Still, CECs may enter the root zone through dispersion and 

capillary rise, or be advected further into the environment by regional groundwater flow. In this system, 

the exposure of crops to CECs is indirect, while the groundwater is directly exposed, which is opposite to 

traditional surface irrigation systems. Therefore, it is important to investigate the risks of both crop and 

environmental contamination specific to subirrigation systems.  
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In this paper we construct a numerical model to investigate effluent transport in the subsurface and the 

risks of crop and environmental contamination with CECs in subirrigation systems. We build upon a 

controlled drainage and subsurface irrigation system fed with treated domestic wastewater in the 

Netherlands that has been monitored from 2015 onwards. The field site is briefly described, including the 

data that are used to obtain realistic boundary conditions for the model (e.g. realistic values for solute 

concentrations in effluent). We emphasize however, that the numerical model constructed here is not 

meant to closely recreate the field site, but rather, meant to illustrate the fate of CECs in a generic 

controlled drainage-subirrigation system that represents a simplified form of the field site.  

 

The processes that affect the fate of solutes contained within the effluent (tracers and geochemically 

reactive CECs that undergo adsorption and biodegradation) are characterized. The solute transport model 

is validated against CEC concentration data from soil water samples obtained from the field site. With the 

model, we quantify solute mass balances, breakthrough curves, and plume transport. The solute mass 

balance considered is split between crop solute uptake, advection in the phreatic groundwater, leaching 

to deeper groundwater, biodegradation, soil water, and drainage by the drainage system. The 

partitioning of the irrigated solutes in the mass balance ultimately determines the extent of crop and 

environmental contamination. Furthermore, we also use the model to investigate the potential of the 

subirrigation system to lead to adverse environmental effects in the long-term, such as long-term 

accumulation of CECs in the soil.  

 

 

Figure 2.1: Schematic of the subsurface irrigation system and the downstream environment, including an 

adjacent grass field and body of surface water, considered in the model and subsequent analysis. 

 

2.2 Methods: Field experiment and numerical model 

The subsurface irrigation and drainage system we use as an example is implemented in a 58500 m2 field 

site in Haaksbergen, the Netherlands, and is the only such system in operation as far as we are aware. 

Maize grain destined to be livestock fodder is grown. Treated wastewater from the Haaksbergen 
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municipal wastewater treatment plant, which processes domestic waste from residential sewerage, is fed 

into the subsurface irrigation system. The experimental system has been in operation since May 2015. 

Samples of soil water were taken at the observations points three to four times per year during the crop 

season, and just before the start and during subirrigation, and analyzed for Cl:Br levels, electrical 

conductivity (EC) and carbamazepine concentrations. We assume that Cl:Br (Davis et al., 1998) and EC 

(Chaali et al., 2013; Scott et al., 2020) behave as tracers of the effluent, and carbamazepine as a 

reactive solute that undergoes instantaneous equilibrium adsorption and first-order biodegradation 

(Durán-Álvarez et al., 2012; Williams et al., 2014; Williams et al., 2006).  

 

The subsurface irrigation/drainage system was numerically modeled with HYDRUS-2D (Šimůnek et al., 

2016). Many studies in the literature have shown that HYDRUS-2D is suitable for simulating subirrigation 

(Cai et al., 2019; Saefuddin et al., 2019; Siyal et al., 2013) and drainage (Kacimov and Obnosov, 2021) 

systems. The simulation period of the model is four years, starting from the crop season of 2016. 

Additional details on the field site, the numerical model, and validation and calibration of the model, are 

provided in the supplementary material. 

 

2.3. Results and discussion 

2.3.1 Cl:Br and EC 

The results presented in sections 2.3.1 and 2.3.2 refer to the base model with a regional head gradient 

of 0.0014m/m. The simulated breakthrough curves (Figure 2.2) for the base model show that the solute 

concentrations in the root zone (0.6m depth and above) resets to nearly background levels before the 

start of every crop season, with no evidence of accumulation over time, due to the large excess 

precipitation that occurs outside the crop season. Hence, long term simulations spanning multiple years 

are not necessary to determine the root zone effluent concentration and the extent of root solute uptake.  

 

During the crop season, the effluent plume moves upwards due to capillary rise when crop water 

requirements are not fulfilled by atmospheric fluxes. Therefore, the upper part of the effluent plume rises 

in the summer to above drain level, then sinks back to drain level during the drainage season, and may 

be partially drained away. For EC, where we assumed that the maximum root uptake concentration is the 

rainwater level, the root zone concentration may significantly exceed the effluent concentration during 

the crop season. This is because the ions that contribute to EC are left behind in the soil when water is 

absorbed by crops, increasing the EC of the remaining soil water, as was also previously observed by 

Siyal et al (2013) and Fujimaki et al (2006). In our simulations, this is observed only in the soil directly 

above a drain, and not in the root zone soil midway between drains (Figure 2.2a), because little effluent 

reaches the root zone midway between drains, even while the roots there have access to sufficient water 

due to the presence of freshwater (rainwater and ambient groundwater) pushed upwards by the effluent 

injection. Therefore, if the effluent is very saline, there is a possibility that the irrigation system causes 

crops directly above drains to experience salinity stress during dry years (Heidarpour et al., 2007), even 

though it reduces the chance of water stress. Such large EC levels will decrease to ambient levels by the 

start of the following crop season, and thus should not result in long-term salt accumulation, though 

long-term issues related to sodicity may occur (van de Craats et al., 2020; Assadian et al., 2005). This 

implies that any crop contamination that might occur during any one irrigation period would not carry 

over to the following years, regardless of whether they accumulate in the root zone (EC) or not (Cl:Br). 
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a  

b  

c  

Figure 2.2: Simulation data for 

(a) EC at the shallowest observation points (left) directly above drains and (right) midway between 

drains. 

(b) Carbamazepine concentrations at the shallowest observation points (left) directly above drains and 

(right) midway between drains. 

(c) Carbamazepine concentrations at the deepest observation points (left) directly below drains and 

(right) midway between drains. 
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2.3.2 Carbamazepine  

We compare carbamazepine against a generic tracer (with identical effluent concentration timeseries) to 

illustrate the effect of adsorption and biodegradation on solute transport; their detailed mass balances 

are presented in the supplementary material (Table 2S.2). No downwards vertical discharge of 

carbamazepine from the model domain occurs, due to the effects of adsorption and biodegradation. For 

the generic tracer, the amount of downwards vertical solute discharge from the domain is finite but 

essentially negligible. Furthermore, less than 10% of the generic tracer and 1% of carbamazepine are 

taken up by the crop. Hence, we emphasize that most of the subirrigated solutes, whether tracers or 

carbamazepine, is advected laterally out of the domain along with regional groundwater flow. 

 

Small amounts carbamazepine spread through capillary rise to the soil directly above (Figure 2.2b) 

within four years, while comparatively much smaller amounts of carbamazepine spread to the soil 

midway between drains at identical depths. At the deepest observation points simulated, the opposite 

applies: the carbamazepine concentrations are higher midway between drains than directly below drains 

(Figure 2.2c), except in the simulation with zero regional head gradient, because of lateral advection in 

the saturated zone. The mass influx of the generic tracer and carbamazepine at the drains varies 

between 0mg to 10-2mg per day during subirrigation. The generic tracer mass flux at the downstream 

lateral boundary reaches 10-3mg per day by the first crop season, and remains above that level for most 

of the rest of the simulation. However, carbamazepine mass fluxes at the downstream lateral boundary 

never exceeds 10-3mg per day, and only reaches 10-4mg per day during the second crop season. No 

significant levels of the generic tracer nor carbamazepine reaches the bottom boundary even after four 

years. In the phreatic groundwater, carbamazepine spreads less than 3m from the drains after four 

years. Hence, the transport of carbamazepine is highly limited compared to that of the tracer.  

 

When drainage occurs during the crop season, the concentrations of tracer and carbamazepine in the 

drained water are similar. When drainage occurs outside the crop season, the concentration of 

carbamazepine drained is larger than the tracer, despite carbamazepine undergoing biodegradation, 

because adsorption keeps the carbamazepine plume close to the drains. This explains why 30% more 

carbamazepine than tracer is drained in total, even though carbamazepine biodegrades in the soil but not 

the tracer. 

 

Differences in the mobility of the tracer and carbamazepine results in different spatial distributions of 

root solute uptake: the root zone directly above drains receives the most solutes due to capillary rise. 

The relative amounts of total root solute uptake differs with the horizontal position and depth of the 

roots. For the tracer, the roots at the nodes at 0.2m depth take up roughly four times as much tracer as 

the roots at 0.6m depth, even though solute concentrations are 10% higher at 0.6m depth, because the 

root density is four times larger at 0.2m depth. The roots directly above drains take up roughly four 

times as much tracer as the roots midway between drains, because solute concentrations directly above 

drains are two to four times larger. These patterns are also observed for carbamazepine. Carbamazepine 

uptake directly above drains is over ten times that midway between drains, because adsorption arrests 

the spreading of carbamazepine. Therefore, most root uptake of tracer and carbamazepine occurs 

directly above drains, and this spatial heterogeneity in root solute uptake is stronger for less mobile and 

less persistent solutes.  

 

Unlike the tracer, for which appreciable levels of root solute uptake (11%), horizontal discharge (78%) 

and vertical discharge (<1%) were observed (89% in total), very little carbamazepine had been taken up 

by crops (<1%) or discharged from the domain horizontally (9%) or vertically (0%) by the end of the 

simulation (10% in total), while 67% was biodegraded. Solute concentrations in the root zone essentially 
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reset on an annual basis due to the annual precipitation surplus, which means that the crop solute 

uptake of carbamazepine is not expected to increase with the number of years of operation of the 

subirrigation system. Since less than 1% of the irrigated carbamazepine is taken up by crops, and since 

most crop solute uptake of carbamazepine is concentrated in roots directly above the drains, 

carbamazepine levels in crops is likely negligible everywhere except directly above drains. However, this 

also implies that the system studied here might not be suitable for irrigation in a climate with an annual 

precipitation shortage. 

 

Field data from the experimental site are in agreement with the results of the model presented above, 

and will be briefly presented here. Further details will be made available in Narain-Ford et al (in prep.). 

Of the 55 CECs found in the wastewater effluent but not in the control field beside the experimental plot, 

the fraction of CECs classified as mobile and persistent (MP CECs) is 19/55. In the surface water stream 

located 1m from the end of the agricultural plot, and in deep groundwater under the agricultural plot, the 

average detected concentrations of MP CECs as a fraction of the effluent concentrations was smaller than 

0.01 in deep groundwater and in the surface water stream on all sampling occasions. An exception was 

that in the middle of the crop season during the drought of 2018, somewhat elevated levels (average 

relative concentration of 0.5) of MP CECs were detected at the surface water stream, but not in deeper 

groundwater. When correcting for the effect of dilution by precipitation, groundwater and surface water, 

less than 1% of MP CECs reaches deeper groundwater in the field site, which is in agreement with our 

model. In addition, from the field data we observe that the concentrations of all CECs in the root zone, 

regardless of mobility or persistence, reset to background levels by the start of the following year’s crop 

season, except if there is a period of severe drought such as that of the summer of 2018.  

 

2.3.3 Regional groundwater flow 

Despite the large effect of the regional head gradient on the breakthrough curves, varying the regional 

head gradient had little effect on the relative partitioning of solute mass balances. Most importantly, in 

the simulations with high and zero regional head gradients, the main findings of the base model continue 

to apply: Crop solute uptake is around 10% for tracers and 1% for carbamazepine, little tracer mass 

seeps to deeper aquifers, no carbamazepine seeps to deeper aquifers, little solute mass is drained by the 

drainage system, and the rest of the irrigated solute mass is discharged horizontally out of the simulated 

domain. Therefore, uncertainty in the regional head gradient does not undermine the findings of the 

study. In fact, we have shown that while the regional head gradient may affect the rate at which CECs 

are laterally advected, it does not significantly change our conclusions relating to the overall mass 

balance of the CECs. Since there is an annual precipitation surplus, the average annual transport 

direction of the CECs can only be laterally downstream and/or vertically downwards, even when the 

regional groundwater head gradient is zero. Since the calibrated lateral flow resistance is effectively 

much lower than the downwards flow resistance, the transport of CECs is primarily lateral even in the 

absence of regional flow. This explains why the solute mass balance partitioning is not sensitive to the 

regional head gradient.  

 

When the regional head gradient is low, the natural groundwater level is lower, therefore requiring a 

higher irrigation flux to maintain target water table levels. In the base model (0.0014m/m head 

gradient), 16.3mg of carbamazepine was irrigated over the four year simulation period. The 

corresponding values in the model with no regional flow (0 m/m) and high regional flow (0.0022m/m) 

were 25.4mg and 10.9mg respectively, which implies that even such a large uncertainty in regional head 

gradient would translate only to a 50% difference in the irrigated solute mass. Nevertheless, in practice 

it is easy to monitor the absolute volume of water used by the irrigation system. Therefore, knowledge of 

the solute mass balance partitioning, which is not sensitive to the regional head gradient, is sufficient to 

evaluate the fate of the irrigated CECs. 
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2.3.4  Environmental impact beyond the agricultural plot 

The fact that most of the effluent leaves the crop field by lateral advection enables a simple analysis of 

the main implications for the longer term environmental impact. For this analysis, we approximate the 

aquifer as a one-dimensional horizontal flow domain, where all flow occurs along the x-axis illustrated in 

Figure 2.1. Regional groundwater flow of flux 𝐹𝑖𝑛 enters the unconfined aquifer of height 𝐻 and porosity 𝜃 

underneath a subirrigated field of length 𝑊, which experiences a net recharge (precipitation plus 

irrigation, minus evapotranspiration, drainage, and leaching) flux equal to 𝑅. Downstream of the 

subirrigated crop field is an unirrigated grass field of length 𝐿 with a net recharge of 𝑅0. An outlet, 

representing for example a surface water body such as a stream or river, lies at the lateral downstream 

extremity of this aquifer. Parameter values used for the following analysis are 𝜃 = 0.41,𝐻 = 3𝑚,𝑊 =

500𝑚, 𝐿 = 1000𝑚, 𝐹𝑖𝑛 = 0.0019𝑚,𝑅 = 0.000767𝑚,𝑅0 = 0.0001𝑚 unless otherwise specified. The parameter 

L=1000m used in this example is meant to illustrate a generic scenario, and does not approximate the 

experimental field site, as it represents a trivial case of L=1m. 

 

Neglecting dispersion, the travel time of effluent solute particles to the outlet may be calculated 

according to Leray et al (2019). The flow rate at position 𝑥 is 

𝐹(𝑥 ≤ 𝑊) =  ∫ 𝑅(𝑢)
𝑥

0

𝑑𝑢 =  𝐹𝑖𝑛 + 𝑅𝑥 

𝐹(𝑥 ≥ 𝑊) = 𝐹𝑖𝑛 + 𝑅𝑊 + 𝑅0𝑥. (2.1) 

For solutes entering the soil at position 𝑥, the travel time 𝑡1 to the end of the subirrigated field, and the 

travel time 𝑡2 of solutes from the end of the subirrigated field to the outlet, are respectively 

𝑡1(𝑥) = 𝜃𝐻 ∫
1

𝐹(𝑢)
𝑑𝑢

𝑊

𝑥

=
𝜃𝐻

𝑅
ln (

𝐹𝑖𝑛 + 𝑅𝑊

𝐹𝑖𝑛 + 𝑅𝑥
) , (2.2) 

𝑡2 =
𝜃𝐻

𝑅0
 (

ln[𝐹𝑖𝑛 + 𝑅𝑊 + 𝑅0𝐿]

ln[𝐹𝑖𝑛 + 𝑅𝑊]
) . (2.3) 

where 𝑢 is a dummy variable for integration. The total travel time of solutes from position 𝑥 to the outlet 

is 

𝑡(𝑥) = 𝑡1(𝑥) + 𝑡2. (2.4) 

As 𝐿 increases, the travel time t increases (Figure 2.3a). As 𝑊 increases from zero, 𝑡(𝑥) first decreases to 

a minimum at around 𝑊 = 1000, then increases as 𝑊 increases further (Figure 2.3b). This non-

monotonicity occurs because increasing 𝑊 increases two competing factors: the travel distance from 𝑥 to 

the outlet, and the groundwater flow velocity. 

 

Denote the shortest and largest possible travel times, which are 𝑡(𝑥 = 𝑊) and 𝑡(𝑥 = 0) respectively, by 𝑡𝑎 

and 𝑡𝑏 respectively. To compute the effluent travel time distribution 𝜋(𝑡), we invert the travel time 

expression, yielding 

𝑥(𝑡) =
𝐹𝑖𝑛 + 𝑅𝑊

𝑅 ∙ exp [
𝑅
𝜃𝐻

𝑡 −  
𝑅
𝑅0

 (
ln[𝐹𝑖𝑛 + 𝑅𝑊 + 𝑅0𝐿]

ln[𝐹𝑖𝑛 + 𝑅𝑊]
)]

−
𝐹𝑖𝑛

𝑅
, (𝑡𝑎 ≤ 𝑡 ≤ 𝑡𝑏)(2.5)

 

which may be used to compute the tracer travel time distribution 𝜋∗(𝑡) 

𝜋∗(𝑡) = 𝜋(𝑥) |
𝑑𝑥

𝑑𝑡
| =

𝐹𝑖𝑛 + 𝑅𝑊

𝑊𝜃𝐻
exp [

𝑅

𝑅0
 (

ln[𝐹𝑖𝑛 + 𝑅𝑊 + 𝑅0𝐿]

ln[𝐹𝑖𝑛 + 𝑅𝑊]
) − 

𝑅

𝜃𝐻
𝑡] . (𝑡𝑎 ≤ 𝑡 ≤ 𝑡𝑏)(2.6) 
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Here, 𝜋(𝑥) is the probability of a solute particle entering the soil at position 𝑥, and is equal to 1/W at 0 ≤

𝑥 ≤ 𝑊 and 0 everywhere else, since we have assumed uniform irrigation rates across the entire crop 

field. For solutes with biodegradation rate constant 𝜇, where 𝜇 is defined as the inverse of the 

biodegradation half-life, the probability that a particle reaches the outlet without being biodegraded can 

be expressed as a function of the particle’s travel time to the outlet 

𝜋𝑜𝑢𝑡(𝑡) = exp(−𝜇 ln(2) 𝑡) . (2.7) 

The travel time distribution 𝜋(𝑡) of biodegradable solute particles that arrive at the outlet is thus 

𝜋(𝑡) = 𝜋𝑜𝑢𝑡(𝑡)𝜋
∗(𝑡) =

𝐹𝑖𝑛 + 𝑅𝑊

𝑊𝜃𝐻
exp [

𝑅

𝑅0
 (

ln[𝐹𝑖𝑛 + 𝑅𝑊 + 𝑅0𝐿]

ln[𝐹𝑖𝑛 + 𝑅𝑊]
) − (

𝑅

𝜃𝐻
+ 𝜇 ln(2)) 𝑡] . (𝑡𝑎 ≤ 𝑡 ≤ 𝑡𝑏)(2.8) 

The normalized cumulative travel time distribution Π(𝑡) of particles arriving at the outlet is 

Π(𝑡) =
∫ 𝜋(𝑡)𝑑𝑡

𝑡

𝑡𝑎

∫ 𝜋(𝑡)𝑑𝑡
𝑡𝑏
𝑡𝑎

= 
1 − exp [(

𝑅
𝜃𝐻

+ 𝜇 ln(2)) (𝑡𝑎 − 𝑡)]

1 − exp [(
𝑅
𝜃𝐻

+ 𝜇 ln(2)) (𝑡𝑎 − 𝑡𝑏)]
. (𝑡𝑎 ≤ 𝑡 ≤ 𝑡𝑏)(2.9) 

Figure 2.3c and Figure 2.3d illustrate 𝜋(𝑡) and Π(𝑡) respectively, and shows that as 𝜇 increases, only the 

contaminant particles that have shorter travel times reach the outlet.  

 

Effluent will first reach the outlet at time 𝑡𝑎 after the onset of subirrigation, and the solute flux at the 

outlet will reach steady-state at time 𝑡𝑏. Given that the orders of magnitude of 𝑅 and 𝜃𝐻 ln(2) do not 

deviate significantly from 0.001 and 1 respectively in this problem, whereas 𝜇 of CECs span a range of 0 

to 10 (Nham et al., 2015), the travel time distribution of CEC particles arriving at the outlet is 

predominantly determined by 𝜇. At steady-state, for conservative solutes, the solute flux at the outlet 

equals the total irrigated solute flux. For biodegradable CECs, the fraction 𝑓 of the total irrigated solute 

mass that arrives unbiodegraded at the outlet is 

𝑓 =
∫ 𝜋(𝑡)𝑑𝑡

𝑡𝑏
𝑡𝑎

∫ 𝜋∗(𝑡)𝑑𝑡
𝑡𝑏
𝑡𝑎

=
exp [− (

𝑅
𝜃𝐻

+ 𝜇 ln(2)) 𝑡𝑎] − exp [−(
𝑅
𝜃𝐻

+ 𝜇 ln(2)) 𝑡𝑏]

exp [−
𝑅
𝜃𝐻

𝑡𝑎] − exp [−
𝑅
𝜃𝐻

𝑡𝑏]
. (2.10) 

Figure 2.3e shows that as 𝐿 increases, 𝑓 decreases because the travel distance becomes larger, and that 

this decrease is more rapid for larger 𝜇. Figure 2.3f shows that as 𝑊 increases, 𝑓 increases meaning that 

less biodegradation occurs overall, because the groundwater velocity increases as the crop field 

lengthens. These figures show that the fraction of the irrigated CEC mass that seeps into surface water 

channels from the phreatic aquifer decreases exponentially with the distance between the agricultural 

plot and the channel, and increases exponentially with the agricultural plot width. The distance between 

the crop field and outlet has a stronger effect on the fate of solutes with higher biodegradation rates. For 

the parameter values used, 𝑓 only varies meaningfully (i.e. between 0.01 and 0.9) within one order of 

magnitude of 𝜇, namely 0.0001 ≤ 𝜇 ≤ 0.001. Hence, any solute with a smaller biodegradation rate than this 

range may be assumed to behave conservatively, while any solute with a larger biodegradation rate may 

be assumed to be fully biodegraded by the time it reaches the outlet. In the case of carbamazepine, for 

which 𝜇 = 0.008 𝑑𝑎𝑦−1, no significant levels will be detected at the outlet.  

 

We have shown the that significant levels of crop, soil and groundwater contamination due to 

carbamazepine was unlikely, and that carbamazepine is unlikely to contaminate the surface water 

channel downstream of the aquifer. Therefore, even for an outlet located a relatively short distance 

(1000m) from the subirrigated field, only CECs significantly more persistent than carbamazepine will 

seep into the surface environment. If the expected CEC content of the wastewater to be used for 

irrigation, and its biodegradability in soil, is known in advance, then the distance between the agricultural 

plot and the downstream outlet L can be a parameter in the design of such subirrigation systems.  
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In Ternes et al’s (2007) study of 54 CECs present in treated domestic wastewater in Germany, 

carbamazepine was found to be one of the most persistent and mobile CECs in the soil. Therefore, the 

spreading of other CECs in the environment is likely to be even more limited than what we have 

observed for carbamazepine. Since the effluent would have likely been directly discharged into surface 

water in the absence of the subirrigation system, the subirrigation system therefore ultimately reduces 

the adverse environmental impacts associated with treated wastewater discharge, thereby leading to 

better surface water quality in the vicinity of the treatment plant. However this might also lead to an 

increase in metabolites which may be more toxic than the parent CEC (Murrell et al., 2021).   
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a b  

c d  

e f  

Figure 2.3: Solute particle travel time as a function of entry location, for various values of (a) L and (b) 

W. (c) Travel time distribution and (d) cumulative travel time distribution of solute particles that arrive at 

the outlet, for various values of 𝜇. Irrigated solute mass fraction that arrives at the outlet, for various 

values of 𝜇, as a function of (e) L and (f) W.  
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2.4 Conclusion and outlook 

The results and analyses of the model have provided additional understanding of how effluent is 

transported and how CEC concentrations in the subsurface develop over time and space under 

subsurface irrigation and drainage in phreatic aquifers, a new method of managed aquifer recharge. The 

soil water Cl:Br ratio and EC were studied as tracers of the effluent, while carbamazepine was studied as 

an example of a relatively mobile and persistent CEC. In the long term, effluent contamination in both 

the root zone and the phreatic zone within the agricultural plot becomes periodically steady-state, with 

large concentrations during the crop season and low concentrations during the drainage season. The long 

term severity of contamination within the agricultural plot depends mainly on the efficiency with which 

the annual net recharge and regional flow pushes the contaminants downstream in the aquifer, and the 

mobility and degradability of the contaminants.  

 

For the modelled case study, transport of contaminants from the phreatic zone to deeper groundwater 

accounts for a negligible portion of the solute mass balance. As around 90% of the effluent tracer leaves 

the simulated domain along with lateral advection by regional groundwater flow, most of the effluent 

would end up discharged to the surface water body at the end of the aquifer if not biodegraded or 

leached to deeper groundwater along the way. A brief analysis of solute travel times in the phreatic 

groundwater revealed that CECs that are equally or less persistent than carbamazepine, which is 

considered mobile and persistent, would be fully biodegraded before travelling a relatively small distance 

from the confines of the agricultural plot. Hence, when the phreatic groundwater is eventually discharged 

to surface water, much of the CECs contained within the treated wastewater leaving the treatment plant 

would no longer be present, due to biodegradation and adsorption in the soil. Furthermore, no long-term 

accumulation of CECs in the root zone occurs under an annual precipitation surplus.  

 

The subirrigation and drainage system is effective in preventing crop damage from insufficient or excess 

moisture, by maintaining the groundwater level within a narrow range suitable for capillary-fed 

evapotranspiration. Without the system, or if the supply of treated wastewater becomes insufficient to 

meet demands, the groundwater level drops to deeper levels, with drought damage as a result. 

Conversely, excessive precipitation may lead to waterlogging in the absence of the drainage system. 

While drainage is effective at preventing excessive soil moisture, it does not remove significant amounts 

of CECs from the soil. There is some risk that CECs, especially tracer-like CECs, will be absorbed by crop 

roots during particularly dry crop seasons, or that particularly saline effluent would cause the crops to 

experience salinity stress. Concentrations of carbamazepine in the entire root zone remained low 

throughout the simulated period. Accordingly, less than 10% of total irrigated tracer mass and 1% of 

carbamazepine was taken up by crop roots over four years, and this appears to not be significantly 

dependent on the regional groundwater flow rate. Despite the possibility of crop contamination by mobile 

CECs, most of the crop solute uptake occurred for crops located directly above drains, whereas crops 

located midway between drains are barely exposed even to irrigated tracers. Hence, it may be prudent to 

consider diverting crops located directly above drains to non-food uses, or to plant non-food crops there. 

Regardless of crop contamination during any particular crop season, tracer levels in the root zone 

decrease to nearly zero before the start of every subsequent crop season due to the precipitation 

surpluses that occur during the rest of the year, possibly unless extreme precipitation shortages occur. 

Therefore, long-term accumulation of CECs in the subsurface over a time scale exceeding one year will 

not occur, perhaps except for CECs that are significantly more immobile and persistent than 

carbamazepine, and even then these CECs will not rise to the root zone unless prolonged droughts occur. 

The above model results are supported by data from the experimental field site.  

 

Using the treated wastewater in subsurface irrigation therefore leads ultimately to superior 

environmental outcomes in surface water, compared to the alternative of direct discharge of the treated 
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wastewater into rivers and canals. Furthermore, such a system of subsurface irrigation with treated 

wastewater may be implemented using existing subsurface drainage pipes, while also allowing less 

freshwater to be used in agriculture. Hence, this system has the potential to significantly reduce 

anthropogenic environmental damage associated with agriculture and biological waste at a low difficulty 

and initial investment cost. Despite the initial investment costs, the reduction in freshwater usage, 

improvements in the quality of the surrounding environment, and increased crop yields and quality due 

to improved crop access to water, may lead to financial returns in the long term.  
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2S Supplementary material 

2S.1 Field site description 

Here we provide only the details most pertinent to the construction of the two-dimensional numerical 

model, which will be described below. Further descriptions of the experimental implementation are 

available in Bartholomeus et al (2016), Bartholomeus et al (2017) and Stofberg et al (2021).  The 

primary soil types in the root zone and phreatic zone are sandy soils with slight loam content. The 

perforated polyethylene subsurface drains have an outer diameter of 6cm and are installed 1.2m beneath 

the soil surface, with a 6m drain spacing.  

 

Field measurements of water balances, soil pressure heads, and solute concentrations in both effluent 

and soil water were collected during the four crop seasons (May to September) from 2016 till 2019. 

There are 51 sampling points present at various depths in the experimental plot, some directly above or 

beneath drains, and some located midway between two drains. Thus far, no effluent has been detected 

at the 21 sampling points (minifilters) located 4m beneath the surface or deeper, based on 

measurements of the chloride-bromide ion ratio Cl:Br, which behaves as a tracer (Davis et al., 1998). 

Therefore, we validate our model with data from the 30 shallower sampling points: MacroRhizons at 

0.2m, 0.6m, and 1.0m beneath the soil surface (three locations per depth), and minifilters at 0.25m, 

0.8m, and 1.3m beneath drain level (seven locations per depth). Some of the shallower sampling points 

might lack data on certain sampling dates because the soil was too dry for any water to be extracted. 

 

The greatest determinant and the largest source of uncertainty regarding solute fate is arguably the 

adsorption coefficient and the biodegradation rate, as they span multiple orders of magnitude, are highly 

uncertain in the field, and vary not only with CEC identity but also environmental parameters. The effect 

of these parameters is studied by comparing the transport of Cl:Br, EC, and carbamazepine. However, 

aside from these biogeochemical parameters, the regional groundwater head gradient has a large and 

direct effect on solute breakthrough curves, especially at the observation points located at a larger 

distance from the drains. This is caused by the direct impact of regional groundwater head on the lateral 

advection velocity, and because it is responsible for a much larger proportion of the flux passing through 

the simulated domain than any other flux source or sink. Since detailed information on the regional head 

gradient over the measurement period is unavailable, the regional head gradient also has a significant 

contribution to uncertainty in the model parameterization. The combination of relatively large uncertainty 

in a relatively impactful parameter might manifest as uncertainty in the simulation results. To identify 

the extent to which uncertainty in the regional head gradient would affect the accuracy of the simulation 

results, we briefly investigate the effect of varying the regional head gradient on the simulated 

breakthrough curves. In the base model, a single constant value of the regional head gradient 

(0.0014m/m) was used. We repeated the numerical simulations with two other regional flow scenarios, 

namely zero head gradient (0 m/m) and high regional head gradient (0.0022m/m). 

 

2S.2 Numerical model setup 

An overview of the parameter values can be found in Table 2S.1. The 13m by 4m model domain (Figure 

2S.1) represents the subsurface to a depth of 4m from the soil surface, with a root zone of the maize 

crop that reaches a depth of 0.6m, and two drainage/irrigation pipes buried 1.2m beneath the surface 

spaced 6m apart. We insert breakthrough curve observation points at the same approximate locations as 

in the field experiment (0.2m, 0.6m, 1.0m beneath the soil surface, and 0.25m, 0.8m, 1.3m beneath 

drain level), with one column of observation points directly above and below the downstream irrigation 

drain, and one column midway between the two drains, for a total of twelve points. Three indicators of 

effluent spreading are analyzed for model validation: the Cl:Br ratio, solution EC, and concentrations of 

the antiepileptic pharmaceutical carbamazepine.  
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For all substances except EC, we assume that all solutes in soil water are taken up by crop roots along 

with the water regardless of concentration; this is reasonable for CECs, which are present in trace 

amounts. As Cl:Br is a ratio of trace elements, not a concentration, it is reasonable that root uptake does 

not affect levels in the soil water. Since root salt uptake rates increase linearly with soil salinity up to 

some physiological threshold (Moya et al., 1999), we assume for simplicity that the maximum root 

uptake concentration of the ions that contribute to EC is the rainwater concentration. The rainwater ionic 

content is small compared to groundwater and effluent, thus our implementation is in principle similar 

but slightly more realistic than other studies in the literature (e.g. Siyal et al., 2013) that assume no ions 

are taken up by roots. In the simulations, excess ionic content in the soil water beyond the rainwater 

concentration is left behind in the soil water, where it accumulates and increases the EC.  

 

The top boundary for water flow is an atmospheric boundary that represents precipitation; excess 

precipitation beyond the soil’s infiltration capacity is lost to runoff (Šimůnek et al., 2016). Daily 

precipitation and reference evapotranspiration data (calculated according to Makkink, 1957) were 

obtained from the Dutch meteorological institute (KNMI). The daily potential evapotranspiration of the 

root zone during the crop season was calculated by multiplying the reference evapotranspiration with a 

weekly crop factor for Dutch grain maize crops (LAGO, 1984). Outside of the crop season, the reference 

evapotranspiration was used as the potential evapotranspiration. 

 

The root zone is modelled with an exponentially decreasing root density from the surface to the bottom 

of the root zone. The potential evapotranspiration rate is partitioned across each node in the root zone 

proportionally to the root density at each node (Šimůnek and Hopmans, 2009). The actual root water 

uptake flux is then determined with the pressure head reduction function of Feddes et al (1978), with the 

parameters for corn (Wesseling et al, 1991) that are pre-programmed into Hydrus 2D. Crop solute 

uptake is assumed completely passive for all species except EC, as previously described. 

 

The bottom boundary is a deep drainage boundary condition: an imposed flux boundary whose 

magnitude depends on the groundwater level (Hopmans and Stricker, 1989). The left (upstream) 

boundary for water flow is an imposed head gradient boundary representing the regional head gradient. 

The right (downstream) boundary is a Cauchy boundary condition whose parameter values were 

obtained by calibrating the simulated groundwater levels (simulated without irrigation and crops) against 

field data obtained from a grassfield 1km Northeast of the experimental plot, with a post-calibration 

Nash-Sutcliffe efficiency of 0.61, which is considered good (Moriasi et al., 2007).  

 

Each irrigation drain is modelled as a circular opening with a 4cm internal diameter and 8cm external 

diameter. The crop season in the model lasts for 150 days every year starting from the first of May, while 

the drainage season occurs the rest of the time. The irrigation drains have imposed pressure head 

boundaries during the crop season, and ‘seepage face’ boundary conditions (Liu et al., 2021) outside the 

crop season.  

 

Concentration flux boundary conditions were applied for solute transport at all boundaries. Daily effluent 

Cl:Br ratio, EC, and carbamazepine concentrations from the field site were interpolated from the two to 

four effluent samples measured per year and used as realistic input values for the model analysis. Daily 

effluent EC values became available after June 2018, and were incorporated into the simulations. The 

Cl:Br ratio of rainwater is estimated at 100 from samples taken from the shallow soil in 2016, and agrees 

roughly with the literature (e.g. Davis et al, 1998). The EC of rainwater is estimated at 100 μS/cm from 
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early shallow soil samples, and also agrees in general with the literature (e.g. Zdeb et al (2018)). 

Groundwater Cl:Br (300) and EC (800 μS/cm) were estimated from field samples obtained from 4m 

beneath the soil surface or deeper, as they both are uniformly and constantly measured at these 

respective values over the entire subsurface profile deeper than 4m, during the measurement period. 

These values are also in approximate agreement with various studies in the literature on ambient Cl:Br 

and EC values (e.g. Alcalá and Custodio, 2008; Van den Brink et al., 2007). Groundwater and rainwater 

carbamazepine concentrations are assumed to be zero.  

 

The initial conditions for water flow were set to hydrostatic equilibrium relative to a water table depth of 

1m, corresponding to measurement data from the unirrigated field on the day before the crop season of 

2016 began. Initial conditions for solutes were set as the rainwater concentration at the top boundary, 

the groundwater concentration at the bottom boundary, and a linear distribution with depth within the 

model domain. 

 

Test simulations with a generic tracer with a constant input concentration during the irrigation season 

show that the tracer reaches the root zone within the first crop season (Figure 2S.2a), and achieves an 

annual periodic steady-state at the end of the drainage season in terms of effluent plume shape, 

location, size (Figure 2S.2b), solute concentrations, and solute mass balances within four years. A test 

simulation with a larger model domain suggests that the plume would maintain the same shape and 

linear direction of movement indefinitely if it does not encounter a boundary condition. Therefore, the 

size of the model domain and a simulation period of four years is sufficient for long-term analyses of the 

system, regardless of the extent of solute mobility or persistence. 

 

2S.3 Model comparison with field data 

The field data and simulated breakthrough curves, for Cl:Br and EC show good agreement in general 

(Figure 2S.3 – 2S.8). The fit between simulation data and field measurements appears slightly better for 

Cl:Br than for the EC, especially at the measuring points midway between drains. This is consistent with 

Cl:Br being likely a more reliable tracer than EC, because Cl:Br is more conservative (Davis et al., 1998) 

than EC (Pellerin et al., 2008).  

 

Adsorption coefficients and biodegradation rates of carbamazepine available in the literature vary over 

orders of magnitude, depending on environmental factors and in-situ physical and biochemical conditions 

(Durán-Álvarez et al., 2012; Williams et al., 2014; Williams et al., 2006). Therefore, we calibrated these 

biochemical parameters so that the simulated breakthrough curves match the observed field data. This 

resulted in a half-life of 125 days (biodegradation rate coefficient of 0.008 day-1) and an adsorption 

coefficient of 1 L/kg, implying a retardation factor of 2.5, falling well within the range provided in the 

literature. With these parameters, the simulated breakthrough curves for carbamazepine generally agree 

with the field data.  

 

The measurement points located 0.8m and 1.3m beneath drain level, directly below the drains, are 

among the deepest measurement points where effluent has been detected in the field site. For these two 

measurement points, the base model consistently and significantly underestimates concentrations of 

Cl:Br, EC, and carbamazepine. Concentrations of carbamazepine at the measurement points 0.8m and 

1.3m directly below a drain display significantly larger concentrations than the simulations predict. These 

measured concentrations are almost identical to effluent concentrations, which implies that 

carbamazepine did not experience adsorption as it was transported from the irrigation drains to those 

points, despite showing signs of retardation across the rest of the domain. The fast downwards transport 
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of solutes described above is consistent with solute transport in large macropores or fractures, which 

have small surface-area-to-volume ratios and hence less adsorption sites, thereby causing effluent to 

travel vertically downwards much faster than simulated. Therefore, a likely explanation for the elevated 

levels of carbamazepine, Cl:Br, and EC at 0.8m and 1.3m beneath drains is the presence of vertical 

preferential flow in the field. In addition, note that on many sampling dates, there are large spreads in 

measured levels of effluent observed at different sampling points located at the same depths and same 

position relative to drains. This suggests a significant presence of spatial heterogeneity in soil hydraulic 

properties in the field. Core samples show that low conductivity loam layers are present at depths of 3m 

to 4m in some parts of our experimental plot, which may contribute to the absence of effluent at 

sampling points deeper than 4m. Such structural heterogeneity may greatly affect wetting patterns, 

water fluxes, and effluent fates. Since the large disagreement occurs only for two observation points out 

of twelve, and since these two points are located at the same direction from the drains suggesting a 

common unknown cause, we conclude that the model mimics the field data well in general.  

 

Despite the complications arising from possible aquifer heterogeneity, the base model agrees well, but 

not perfectly, with the field data. It is also possible that other complexities unaccounted for in the 

simulations are present in the field, such temporal heterogeneity in environmental conditions, and slight 

differences in subirrigation periods and pressures applied in the field. Another possible explanation is that 

in the field site, the angle between the length of the drains and the regional flow vector is not perfectly 

perpendicular. Nevertheless, the model successfully captures the general flow and solute transport 

patterns observed in the field, as will be further elaborated upon in the results and discussion section. 

Therefore, further analyses of the system is possible with the model. 

 

2S.4 Effects of the regional head gradient on model validation 

The breakthrough curves from the base model has overall the best fit with the field data. The simulations 

with a high regional head gradient result in breakthrough curves that are not highly different from those 

of the base model, but at all observation points the field data fits better with the base model than with 

the high head gradient simulations. The simulations with no regional head gradient result in 

breakthrough curves that deviate more significantly from the base model, especially at observation 

points between drains.  

 

In general, the simulations with no head gradient lead to poorer fits with experimental data compared to 

the base model. However, at the two observation points where the base model tends to fit poorly with 

the experimental data (directly beneath drains, 0.8m and 1.3m below drain level), the simulations with 

no regional head gradient have better fits with the experimental data than the base model. Since the 

base model has better fits with the data when considering all other observation points, and since even 

the extremely unrealistic situation of a regional head gradient of 0 does not lead to a good fit at the two 

observation points in question, it is unlikely that overestimation of the regional head gradient is 

responsible for the base model’s poor fitting at 0.8m and 1.3m directly beneath drains. This reinforces 

the hypothesis that other mechanisms, such as aquifer heterogeneity, are more likely to be the cause of 

the rapid increase in effluent concentrations 0.8m and 1.3m directly beneath drains during the crop 

season.  
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Table 2S.1: Parameters used in the simulations. Soil 1 is present from field level to 0.2m depth. Soil 2 is 

present from 0.2m to 0.6m depth. Soil 3 makes up the bulk of the aquifer. Sources of parameter values: 

1) Heinen et al (2020); 2) Dutch geological survey (TNO); 3) Ernst and Feddes (1979); 4) Calibrated to 

experimental data; 5) Estimates 

Parameter Value Source 

θr (soil 1,2,3) 0.01 1 

θs (soil 1,2,3) 0.42 1 

𝛼 (soil 1,2,3) [1/m] 2 1 

n (soil 1,2,3) 1.5 1 

Ks (soil 1) [m/day] 0.5 1 

Ks (soil 2) [m/day] 2 1 

Ks (soil 3) [m/day] 5 1 

L (all soils) 0.5 1 

Regional head gradient 0.0014 2 

Reference depth [m]* 0 3 

𝐴 [m/day]* 0.0025 3 

𝐵 [1/m]* -1.250 3 

Water table depth at 

downstream boundary [m] 

1.6 4 

Conductivity of downstream 
boundary [m/day] 

0.02 4 

Irrigation drain conductivity 
[m/day] 

0.025 4 

Irrigation pressure [m] 0.3 4 

Drainage backpressure [m] 0.3 4 

Longitudinal dispersivity 𝐷𝑙 

[m] 

0.2 5 

Transverse dispersivity 𝐷𝑡 

[m] 

0.02 5 

Soil bulk density 𝜌 [kg/L] 1.5 5 

*Deep drainage boundary parameter 
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Table 2S.2: Water and solute mass balances over the duration of the model scenarios used for model 

validation against field data. Water balances are expressed in millimeters for comparison with rainfall 

volumes. Since each observation node is a zero-dimensional object with no volume, the crop solute 

uptake at each node is dimensionless. Therefore, the crop solute uptake values per observation node are 

normalized (separately for each solute) to observation point at 0.2m depth directly above a drain. 

Water balances Irrigated 
water 
(mm) 

Drained 
water 
(mm) 

Crop 
water 
uptake 
(mm) 

Rainfall 
(mm) 

Lateral 
flow in 
(mm) 

Lateral 
flow out 
(mm) 

Vertical flow out (mm) 

Field data 
 

1828 280 – 3150 – – – 

Base model 
 

1895 269 1916 3150 2785 4041 1004 

Solute mass balances Irrigated 
solute 
(mg) 

Drained 
solute 
(mg) 

Crop 
solute 
uptake 
(mg) 

Crop 
solute 
uptake 
fraction 

Horizontal 
solute 
discharge 
(mg) 

Vertical 
solute 
discharge 
(mg) 

Biodegraded solute 
fraction 

Base model 
(generic tracer) 

16.3 0.520 1.75 0.107 12.7 0.0330 0 

Base model 
(Carbamazepine) 

16.3 0.689 0.136 0.00833 1.46 0 0.666 

Total root solute 
uptake at observation 

node 

Directly above 
drain 

Midway between 
drains 

 

0.2m 
depth 

0.6m 
depth 

0.2m 
depth 

0.6m 
depth 

Base model 
(generic tracer) 

1 0.291 0.281 0.0818 

Base model 
(Carbamazepine) 

1 0.663 0.0566 0.0487 
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Figure 2S.1: (b) Cross-section of the numerical model domain showing the locations of sampling points 

(red points), the drains (yellow circles), and the four boundary conditions (orange and green lines). 

Regional groundwater flow flows from left to right. 
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a  

b  

Figure 2S.2: (a) Tracer plume in the base model at the end of the first crop season. (b) Periodic steady-

state tracer plume at the end of the fourth drainage season, for the base model. Red represents a 

relative concentration of 1 (relative to the input concentration), blue a relative concentration of 0, and 

the intermediate colors represent intermediate relative concentrations. 
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b  

c d  

e f  

 

Figure 2S.3: Field data and simulation data for Cl:Br at observation points by drains. 
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Figure 2S.4: Field data and simulation data for Cl:Br at observation points between drains. 
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a b  

c d  

e f  

Figure 2S.5: Field data and simulation data for EC at observation points by drains. 
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Figure 2S.6: Field data and simulation data for EC at observation points between drains. 
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a b  
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Figure 2S.7: Field data and simulation data for carbamazepine at observation points by drains. 
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e f  

Figure 2S.8: Field data and simulation data for carbamazepine at observation points between drains. 
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Abstract 

Reuse of treated wastewater in irrigation allows for scarce freshwater to be conserved. Deep subsurface 

irrigation and drainage systems allow marginal water to be used in irrigation, without directly exposing 

crops to soluble contaminants of emerging concern (CECs), though CECs gradually disperse towards the 

crops over time. Through numerical modelling, we perform analyses on the fate of irrigated effluent 

solutes. We investigate how variations and heterogeneities in physical hydrogeological parameters (soil 

and aquifer properties, and environmental fluxes), irrigation parameters, and CEC biogeochemical 

properties, affect the fate and mass balances of the CECs. These determine the effect on crops and the 

environment, of using effluent for subirrigation. In general, the CEC mass discharged into the saturated 

zone varied more greatly across scenarios than the crop CEC uptake. CEC biogeochemical parameters 

most greatly affected the solute mass balances, followed by physical parameters. Amongst the physical 

parameters, those that most strongly affect groundwater flow (regional head gradient, aquifer 

conductivity, and aquifer boundary resistances) have the greatest impact. Aquifer heterogeneity 

increased solute discharge in the saturated zone, to a greater extent under stronger heterogeneity, but 

had no effect on average on crop solute uptake. Atmospheric flux balances have moderate impacts, while 

irrigation parameters have the smallest impact on solute mass balances. Therefore, the viability of 

effluent subirrigation is primarily determined by geography: unfavorable hydrogeological conditions and 

effluent types, which are specific to regional geography, cannot be offset by optimizing the irrigation 

parameters.



Sensitivity analysis of subsurface irrigation with marginal water 
 

41 
 

3.1. Introduction 

Deep subsurface irrigation and drainage is increasingly receiving attention as a method of agricultural 

water management and managed aquifer recharge, that prevents crop water stress caused by 

insufficient and excessive soil moisture. In a deep subirrigation system, porous drains are laid some 

distance below the root zone, in contrast to subsurface drip irrigation. During dry periods, water is fed 

into the soil through the drains to maintain the water table at levels high enough for capillary rise fluxes 

to compensate for any inadequacy in rainfall. The system is climate-adaptive, thus during extremely wet 

periods, water is drained away to prevent waterlogging of crops. It allows for the use of treated 

wastewater for irrigation while minimizing the risks of crop and environmental contamination that might 

otherwise occur with methods such as sprinkler or drip irrigation (Narain-Ford et al., 2021). The soil 

between the drains and the root zone, and the background groundwater naturally present in the 

subsurface, act as a buffer separating the crops from the effluent. Many contaminants in the effluent are 

organic contaminants of emerging concern (CEC) that would undergo adsorption and microbe-induced 

biodegradation within this buffer zone (Narain-Ford et al., 2020). After the crop season, the drains 

remove soil water during wet periods, which prevents CECs and other contaminants present in the 

groundwater from moving to root zone soil. As some CECs biodegrade in the soil, the irrigated effluent 

gradually contains an increasingly larger proportion of non-biodegradable contaminants such as salts and 

heavy metals than it initially did. Subsequent drainage thus reduces the accumulation of persistent 

contaminants in the soil.  

 

If not used for subirrigation, the treated wastewater would have likely been directly discharged towards 

rivers. When used for subirrigation, biodegradation due to soil microbes would have reduced the 

contaminant load by the time the effluent is transported to an ecotoxicologically important location, such 

as the root zone, deep groundwater aquifers, or surface water. Hence, using treated wastewater for deep 

subsurface irrigation and drainage may ultimately lead to superior environmental outcomes than the 

current practice of discharging to surface water. As deep subsurface irrigation and drainage, using 

marginal water, is a relatively new method of irrigation, there are neither existing guidelines for its 

design and operation, nor studies on hydrogeologically and climactically suitable conditions for 

implementation. Hence, it is important to be able to systematically characterize the fate of CECs under 

such a system, provide physical explanations for these behaviors, and describe how variations in 

environmental conditions may affect outcomes. Such knowledge is also instrumental for understanding 

the viability of future adaptation of such subirrigation systems to agricultural settings with different 

climates, hydrogeological conditions, and effluent origins. Additionally, understanding the risks of 

subsurface irrigation using marginal water is needed in order to define risk management plans, as 

necessitated by the EU regulations (Alcade-Sanz & Gawlik, 2017) regarding water reuse for agriculture.     

 

In chapter 2, we described an experimental plot of the system in the Netherlands, that was irrigated with 

treated domestic wastewater. We constructed a numerical model to characterize the system, validated 

the model against the experiment, and described the fate of some tracers and solutes that the effluent 

contains. The subirrigation system is illustrated in Figure 3.1. A key finding was that most irrigated 

solutes were laterally advected away from the agricultural plot along with regional groundwater flow. 

Through an analysis of contaminant fate in the phreatic groundwater, based on realistic estimates of 

regional groundwater fluxes and groundwater recharge rates, we found that CECs that are not highly 

persistent would be almost fully biodegraded before traveling more than several hundred meters laterally 

from the agricultural plot. Hence, upon reaching the outlet of the aquifer, much of the CECs in the 

effluent would have been attenuated. Less than 10% of irrigated tracer mass and less than 1% of a 

relatively mobile and persistent CEC (carbamazepine) were passively taken up by crop roots. Even in 

homogeneous soils, crop solute uptake was mostly concentrated in the roots situated directly above 

irrigation drains, whereas crop solute uptake was insignificant for roots midway between drains. Overall, 
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the risks of crop and environmental contamination, both in the long and short term, are significant only 

for extremely persistent contaminants that biodegrade very slowly or not at all.  

 

 

Figure 3.1: Illustration of the subirrigation system and the subsurface. 

 

The objective of this paper is to perform a sensitivity analysis of effluent solute fate using the model 

described and validated in chapter 2, which quantitatively characterizes a climate adaptive subsurface 

irrigation and drainage system implemented in the Netherlands. The analysis involves soil and 

hydrogeological parameters, environmental fluxes, boundary resistances, irrigation parameters, CEC 

biogeochemical parameters, and also an analysis of random soil heterogeneity. The range of soil types, 

hydrogeological parameters, environmental fluxes, and biogeochemical parameters investigated span a 

wide and realistic range that represents diverse geographic and climactic conditions. The outcomes 

considered in the analysis include the solute mass balance (root solute uptake, effluent drainage with the 

drains, effluent discharge in the saturated zone), solute transport direction, irrigation water use, root 

zone solute concentrations, and breakthrough curves.  

 

While many studies on solute leaching, crop contamination, and environmental risks in agricultural 

contexts exist in the literature (e.g. Cheviron and Coquet, 2009; Spurlock et al., 2013; van den Berg et 

al., 2008; Gärdenäs et al, 2005; Cornelissen et al., 2021), none of them specifically study a deep 

subsurface irrigation and drainage system. Currently, in regulatory frameworks such as the EU 

regulation, subsurface application of marginal water is not explicitly considered. Therefore, it is important 

to gain knowledge on risks and benefits of the system, which has many peculiarities that are absent from 

other forms of irrigation, so that the potential for future implementation can be better determined. For 

subirrigation systems that have previously been studied extensively, such as drip irrigation, irrigated 

water enters the unsaturated root zone directly, and crops are immediately exposed to contaminants 

contained within the irrigated water, regardless of persistence or mobility. However, with deep 

subirrigation and drainage, the irrigated water is instead delivered through capillary rise from the 
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phreatic zone. Furthermore, deep irrigation and drainage involves two-dimensional flow fields, and 

frequently fluctuating water and solute flux directions both in the unsaturated and saturated zones, along 

both the horizontal and vertical axes. Thus, the spreading and distribution of CECs in the subsurface, and 

its sensitivity to environmental conditions, would differ greatly from that of other irrigation methods.  

 

3.2 Methods 

3.2.1 Numerical model 

The model of the subsurface irrigation system was created with HYDRUS-2D (Šimůnek et al., 2016). The 

model domain, and the parameter values used in the base configuration of the model, are identical to 

that in chapter 2. The base model is calibrated and validated against field observations made at an 

experimental plot in Haaksbergen, the Netherlands, as described in chapter 2. The base model, and the 

field data it was validated against, corresponds to the four years spanning 2016 to 2020. The base model 

characterizes essentially the subirrigation of a sandy-loamy soil under a temperate climate with an 

annual precipitation excess but temporary precipitation shortage during the crop season, with moderate 

regional groundwater fluxes. Details (boundary and initial conditions) on the model are available in the 

original study, and will not be reproduced here.  

 

In addition to the solute mass balances, concentrations, and breakthrough curves, which were 

considered in chapter 2, in this study the travel direction of the effluent is characterized with a proxy 

indicator, the ratio of total horizontal to vertical solute discharge (H/V ratio) from the model domain. A 

scenario with a larger H/V ratio has a plume that travels in a more horizontal direction, and a scenario 

with a smaller H/V ratio has a plume that travels in a more vertical direction.  

 

3.2.2 Sensitivity analyses 

The sensitivity analyses performed are listed in Table 3.1. In the sensitivity analyses where two or three 

parameters are simultaneously varied, all possible combinations are simulated, except for root zone soils, 

where certain combinations typical of very coarse sands caused numerical instabilities associated with 

extremely sharp wetting fronts. Nevertheless, all common soil textures were represented in the 

parameter analysis, including soils associated with moderately sharp wetting fronts. The analyses on soil 

and aquifer hydraulic properties, on regional groundwater flow, and on hydrodynamic dispersion, involve 

broad realistic parameter ranges that encompass a wide range of soil types, geological compositions, and 

hydrogeological situations.  
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Table 3.1: List of sensitivity analyses.  

Analysis of: Parameters varied: Range 

Atmospheric fluxes Precipitation and 
evapotranspiration [mm/day] 

Daily timeseries from 1990 to 
2020. 

   

Lateral inwards flux Regional head gradient [m] 0 – 0.0035 

   

Irrigation pressure Irrigation pressure [m] 0.1 – 0.6 

   

Drainage backpressure Drainage backpressure [m] 0 – 0.5 

   

Irrigation pipe conductivity Irrigation pipe conductivity 
[m/day] 

(0.005 0.025 0.125 0.625 3.125 
15.625) 

   

Right boundary conductivity Ks [m/day] (0.005 0.01 0.02 0.04 0.08 0.16 
0.32 0.64 1.25 2.5 5 10) 

   

Vertical water discharge A [m/day] (-0.00125, -0.0025, -0.005) 

 B [1/m] (-1, -1.25, -2, -5) 

   

Root zone soil hydraulic 
properties 

𝐾𝑠 [m/day] Between 0.05 and 5 

 𝛼 [1/m] Between 0.5 and 4 

 𝑛 [–] Between 1 and 2.5 

   

Aquifer hydraulic properties 𝐾𝑠 [m/day] (1, 5, 25) 

 𝛼 [1/m] (0.5, 1, 2, 3) 

   

Solute dispersivity 𝐷𝑙 [m] (0.02, 0.2, 2) 

 𝐷𝑡 [m] (0.002, 0.02, 0.2, 2) 

   

Biogeochemical parameters 
(λa=0) 

Kd [L/kg] 10^(-2, -1, 0, 1, 2, 3) 

 λs [1/day] 10^(-3.5, -3, -2.5, -2, -1.5, -1) 

   

Biogeochemical parameters 
(λa= λs) 

Kd [L/kg] 10^(-2, -1, 0, 1, 2, 3) 

 λs [1/day] 10^(-3.5, -3, -2.5, -2, -1.5, -1) 

   

Random soil heterogeneity Standard deviation of log10(𝑚) (0.25, 0.75) 

 Horizontal correlation length 

[m] 

2 

 Vertical correlation length [m] 0.5 

 

 

For the analyses on atmospheric fluxes, daily precipitation and reference evapotranspiration data are 

available from the Dutch meteorological institute (KNMI) for 1990 till 2020. Since such subsurface 

irrigation systems are capital-intensive, meaning that they are expected to be used for many years after 

installation, and since the base model achieves periodic steady-state after four years chapter 2, most of 

the variation in outcomes arising from operating the system is expected to materialize during the four-

year start-up phase. Hence, we simulate every possible period of four years (i.e. four crop – drainage 

cycles) that occurs between 1990 to 2020, for a total of 27 simulations.   

 

The range of adsorption coefficients 𝐾𝑑 and solute phase biodegradation rates 𝜆𝑠 used in the analysis on 

biogeochemical parameters are realistic values representative of a wide variety of CECs (Williams et al., 

2009; Kodesova et al 2016; Nham et al., 2015). However, the ability for biodegradation to occur in the 

adsorbed phase (Poeton et al., 1999; Gamerdinger et al., 1997; Scow and Johnson, 1996; Woo et al., 

2001) are uncertain for many substances. Therefore, we perform the analysis of biogeochemical 
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parameters in two separate sets of simulations: one without and one with adsorbed phase 

biodegradation, setting the adsorbed phase biodegradation rate to 𝜆𝑎 = 𝜆𝑠.  

 

In addition to the analyses of irrigation parameters listed in Table 3.1, the 27 simulations with different 

atmospheric flux time series were repeated for irrigation drains placed at a depth of 1.8m, which is 0.6m 

lower than in the base model, and separately, also for drains spaced 12m apart, which is double the 

spacing of the base model.  

 

Roth (1995) found that the spatial structures of soil hydraulic properties (water retention, pressure head, 

and flow velocity) became highly sensitive to random heterogeneity in the scaling factor 𝑚 if the 

standard deviation of log10(𝑚), 𝜎𝑚, is larger than 0.7. Therefore, we perform simulations with random 

soil heterogeneity, based on Miller-Miller similitude (Miller and Miller, 1956). To simulate mild random 

spatial heterogeneity, we simulate the base model with 30 random fields of the scaling factor 𝑚, with 

𝜎𝑚 = 0.25, and horizontal and vertical autocorrelation lengths of 2m and 0.5m respectively. The 

simulations with mild heterogeneity are contrasted against simulations with strong heterogeneity, with 

𝜎𝑚 = 0.75.  

 

3.3. Results  

3.3.1 Environmental fluxes 

3.3.1.1 Atmospheric fluxes 

Across the 27 simulations with different atmospheric flux timeseries, root solute uptake is strongly 

positively correlated (Pearson correlation) with the net solute mass injected (total injected minus 

drained) (Figure 3.2a) and strongly negatively correlated with the excess precipitation (rainfall minus 

evapotranspiration for each four year period) (Figure 3.2b). This is because the net solute mass injected 

is strongly negatively correlated with the excess precipitation. Note that the total solute mass injected 

scales proportionally with the irrigation water use, because the effluent solute concentration is constant. 

Hence, scenarios with large solute mass influxes also have large irrigation water usage, which translates 

into a low water use efficiency if target crop yields are to be fixed. Figure 3.2c shows that since the 

solute mass drained away is a very small fraction of the total solute influx, the total and net solute mass 

injected are very similar in all simulations. This close relationship between solute mass injected and root 

solute uptake enables the prediction of relative crop contamination risks from irrigation volume data.  
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Figure 3.2: Scatter plot of root solute uptake and the H/V ratio against the (a) net solute mass injected 

and (b) excess precipitation, in the sensitivity analysis of atmospheric fluxes. (c) Root solute uptake and 

drainage, and (d) saturated zone solute discharge outcomes as a function of the starting year of the 

atmospheric flux timeseries. (e) Root solute uptake and drainage, and (f) saturated zone solute 

discharge outcomes as a function of the regional head gradient. 

 

Unlike the root solute uptake, the H/V ratio is weakly correlated with the solute mass injected, and 

essentially uncorrelated with the excess precipitation implying that wetter conditions increase the 

horizontal and vertical solute discharge in the saturated zone by similar extents. Figure 3.2d shows that 

the horizontal and vertical solute discharges in the saturated zone, and the H/V ratio, are relatively 
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insensitive to the atmospheric flux timeseries. The horizontal solute discharge remained within 5% of the 

mean of around 15000mmol in all 27 four-year simulations, while little vertical solute discharge occurred 

in all cases. We note that the peak in solute injected and root solute uptake in Figure 2c in the simulation 

beginning in 2016 reflects the effects of the extreme dry years 2018-2020. 

 

A correlation matrix of the outcomes concerning water balances and solute fate, concerning the 27 

starting years, is presented in Figure 3.3. The drained solute mass is positively correlated with the 

irrigated solute mass: more solute is available to be drained away if more solute is irrigated. Indeed, the 

drained solute mass increases more than linearly in proportion to the increase in irrigated solute mass 

(see Tang and van der Zee, 2021). It is noteworthy that in contrast, the drained water volume is 

uncorrelated with the irrigated water volume, because the irrigated water volume accounts for a small 

proportion of the overall water balance of the system. 

 

a  

Figure 3.3: Correlation matrix of simulation outcomes for the sensitivity analyses over 66 different four 

year periods. AbsContIn = absolute injected solute mass; NetContIn = net injected solute mass (injected 

– drained), ContDrain = drained solute mass, ContOutRight = horizontal solute discharge, ContOutDown 

= vertical solute discharge, ContRoot = total root solute uptake, Precipitation = total rainfall volume, 

Irrigation = total irrigation volume, Drainage = total drainage volume, Evapotranspiration = total 

evapotranspiration volume, Deep = vertical water discharge, Right = horizontal water discharge, P-ET = 

excess precipitation, H/V = H/V ratio (ContOutRight/ContOutDown).  

 

The correlation matrix also shows that the root solute uptake and lateral solute discharge is strongly 

positively correlated to the irrigation volume and negatively correlated to the excess precipitation, while 

the solute mass drained is positively correlated with the volume of water drained. Hence, these 

important solute fate outcomes are strongly correlated to easily measurable quantities. However, the 

vertical solute discharge and H/V ratio are not strongly correlated to any easily observable or calculable 

quantities. The H/V ratio has a strong correlation with only the vertical solute discharge mass, but it is 

neither easily observable nor calculable in the field. Since the denominator of the H/V ratio varies across 

a larger relative range (19 to 42 mmol) than the numerator (13500 to 17000 mmol), it is the vertical 
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solute discharge that ultimately controls the H/V ratio. The H/V ratio and vertical solute discharge are 

moderately correlated with the solute mass drained, but not with the amount of water drained. Hence, it 

may be possible to estimate the H/V ratio by monitoring the solute mass drained through a readily 

monitorable tracer, such as electrical conductivity (EC) or temperature (Cox et al., 2007). Nevertheless, 

it is the lateral solute discharge that comprises the bulk of the absolute solute mass balance. More 

discussion on the fate of CECs that are horizontally discharged in the phreatic aquifer is analyzed to 

greater detail in chapter 2. 

 

Since this parameter analysis concerns the precipitation and evapotranspiration timeseries, and since the 

H/V ratio and vertical solute discharge have little correlation with the total precipitation, 

evapotranspiration, or excess precipitation volumes, it follows that these outcomes must be primarily 

affected by the actual sequences, magnitudes, and variances of individual rainfall events within those 

timeseries. This is also a logical consequence of the fact that the H/V ratio is determined primarily by the 

vertical solute discharge, and that the vertical discharge of water and solutes is a nonlinear function of 

the groundwater level.  

 

The strong dependence of irrigation fluxes and root solute uptake, and weak dependence of saturated 

zone solute discharge, on atmospheric fluxes, can also be seen from the simulated breakthrough curves. 

The variance between the breakthrough curves is large in the root zone (Figure 3.4a,3.5a), but small in 

the saturated zone (Figure 3.4b,3.5b). This is because pressure heads, water fluxes and moisture 

contents are most sensitive to varying weather conditions at the topsoil, and become less sensitive with 

depth (Salvucci and Entekhabi, 1994). The breakthrough curve variance is also, in general, larger the 

closer the observation point is to an irrigation drain, because the fluxes there are more significantly 

affected by the frequently alternating flux velocities and directions at the drain.  

 

In addition to varying the rainfall timeseries as previously discussed, we also simulated the base model 

with the extreme situation of zero precipitation over the entire simulated period. The solute mass 

balance of the base model corresponds to the results for starting year 2016 in Figure 3.2c and Figure 

3.2d. With zero precipitation, the water and solute mass injected was 50% higher and the root solute 

uptake was seven times that of the base model, but the horizontal solute discharge was a quarter less 

and the vertical solute discharge was unchanged. Less saturated zone solute discharge occurs than in the 

base model, because a much larger portion of all irrigated effluent moves up towards the root zone. An 

outcome unique to this scenario is that large quantities of solutes accumulate in the topsoil over time 

because large amounts are transported to the root zone but not volatilized when soil water evaporates. 

After four years, the tracer concentration in topsoil water reached 7.5 times the irrigated concentration. 

Therefore, care should be taken if the subirrigation system is used in regions or periods with long-term 

precipitation shortages.  
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Figure 3.4: Breakthrough curves at observation points directly above and below drains, in the sensitivity 

analysis of (a,b) environmental fluxes, (c,d) regional head gradient (The red curve is for zero regional 

head gradient, the green curve is for the base model with regional head gradient of 0.0014, and the blue 

curve is for the highest regional head gradient of 0.0035.), (e,f) root zone soil parameters. (The colored 

lines refer to the outlier soil types.), and (g,h) mild spatial heterogeneity. Each line represents an 

individual simulation. 

 

3.3.1.2 Regional head gradient 

Increasing the regional head gradient decreases the volume of water and solute mass injected (Figure 

3.2e). It also increases the mass of solutes recovered, except at very high regional head gradient where 

injected solutes are immediately advected away from the drains. Although it might be expected that a 

larger regional head gradient predominantly leads to a smaller recovered solute fraction due to solutes 

being displaced horizontally away from the drains, the larger regional head gradient also raises the water 

table higher, thereby pushing effluent upwards. Therefore, the effluent may be more easily intercepted 

by the drains as it subsequently moves downwards due to gravity and excess precipitation, thereby 

increasing the recovery fraction. Thus, the solute fraction taken up by crop roots and drained away is 

higher with high regional head gradient, but the absolute mass of root solute uptake is higher with low 

regional head gradient, because the total irrigation volume is much larger with a low regional head 

gradient.  

 

The lateral and horizontal solute discharge both decrease as the regional head gradient increase, 

because less effluent is irrigated. As the regional head gradient increases, the vertical solute discharge 

decreases faster than the lateral solute discharge, causing the H/V ratio to greatly increase (Figure 3.2f). 

Comparing Figure 3.2c with Figure 3.2e, and Figure 3.2d with Figure 3.2f, it is evident that root solute 

uptake is similarly sensitive to the simulated ranges of atmospheric fluxes and regional head gradient, 

but solute fate in the saturated zone is much more sensitive to the regional head gradient than to 

atmospheric fluxes. 

 

Unlike for the atmospheric fluxes, the breakthrough curves are highly sensitive to the regional head 

gradient at all observation points, regardless of depth or distance from the drains (Figure 3.4c,3.4d; 

Figure 3.5c,3.5d). It is interesting to note that in general, the breakthrough curves under zero regional 

head gradient (red lines) and under the highest regional head gradient (blue lines) do not bound the 

breakthrough curves for the intermediate head gradients. This is because regional flow occurs primarily 

along only one dimension, whereas the breakthrough curves depend on the transient two-dimensional 

flow originating from the interactions between regional fluxes, atmospheric fluxes, and irrigation and 

drainage.  
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Figure 3.5: Breakthrough curves at observation points midway between drains, in the sensitivity analysis 

of (a,b) environmental fluxes, (c,d) regional head gradient, (e,f) root zone soil parameters, and (g,h) 

mild spatial heterogeneity. See Figure 4 for explanation of colors.  

f 

3.3.2 Irrigation and drainage parameters 

3.3.2.1 Irrigation pressure 

As the irrigation pressure (i.e. the head difference between the SSI tank and the soil) increases, the 

injected water, injected solute mass, drained solute mass, and root solute uptake increases (Figure 

3.6a). As the irrigation pressure increases, the horizontal and vertical saturated zone solute discharge 

increase and the H/V ratio decreases (Figure 3.6b). Thus, as more water is irrigated, the fraction of 

water that sinks downwards increases, compared to water that is advected laterally. 

 

3.3.2.2 Drainage backpressure 

Imposing a higher drainage backpressure (by lowering the drainage crest in the SSI system) greatly 

reduces the amount of solutes drained, thereby greatly increasing the net injected solutes. While the 

drained solute mass decreases from 3600mmol to 400mmol when the drainage backpressure increases 

from 0m to 0.5m, the root solute uptake increases by merely 250mmol or 10% (Figure 3.6c). The 

drainage backpressure hardly affects root solute uptake because most of the solutes that come within 

the capture zone of the drains do so during the drainage season, on their way downwards from the soil 

above drain level. Hence, the decrease in solutes drained due to higher drainage backpressures is mostly 

compensated by the increase in saturated zone solute discharge (Figure 3.6d). The H/V ratio appears to 

be independent of the drainage backpressure (note scale), because the drainage volume is in all 

scenarios an order of magnitude smaller than the environmental flow or irrigation volumes.  

 

3.3.2.3 Drain conductivity 

At low drain conductivities, an increase in drain conductivity increases root solute uptake because more 

effluent is injected. However, at high drain conductivities, an increase in drain conductivity does not 

cause more effluent to be injected because lower drain conductivities are already sufficient to maintain 

the target groundwater level (Figure 3.6e). At higher drain conductivities, further increasing drain 

conductivity decreases root solute uptake. When the excess precipitation is large, highly conductive 

drains quickly remove large volumes of effluent from the root zone, thus effluent residence times in the 

root zone become shorter. As drain conductivity increases, the saturated zone horizontal and vertical 

solute discharges also increase (Figure 3.6f). 
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Figure 3.6: Root solute uptake and drainage as a function of (a) irrigation pressure, (c) drainage 

backpressure, and (e) irrigation drain conductivity. Saturated zone solute discharge outcomes as a 

function of (b) irrigation pressure, (d) drainage backpressure, and (f) irrigation drain conductivity. 

 

3.3.2.4 Drain depth  

With drains located deeper than in the base model, the maintained groundwater level, and the amount of 

water and solute irrigated and drained remain similar to the base model. Root solute uptake is 

approximately halved, but as a tradeoff, the amount of vertical solute discharge in the saturated zone 

increased by about 10%. The optimal drain depth is therefore determined by the relative subjective 

hazard posed by root solute uptake and solute discharge to deeper aquifers. Note that we modelled 

biodegradation as a spatially homogeneous first-order process here. In practice, the biodegradation rate 
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may sometimes be smaller with depth because microbial populations tend to be concentrated near the 

topsoil (Hickman and Novak, 1989). Thus, to maximize the biodegradation of CECs in effluent with high 

organic matter content (e.g. domestic wastewater), it might be advantageous to place the irrigation 

drains shallower in the soil. On the contrary, effluent with primarily non-biodegradable contaminants 

such as metal ions (e.g. industrial wastewater) might be better irrigated from deeper depths, to minimize 

crop contamination and salinity stress.  

 

3.3.2.5 Drain spacing 

With doubly wide spacing between drains, the amount of water and solute irrigated per unit area of the 

agricultural plot is about 25% smaller than in the base model, because the irrigation flux at each drain is 

limited by the drain conductivity. This causes the maintained groundwater level to be lower than in the 

base model. Hence, when reducing the number of drains, one must be careful to ensure that the reduced 

irrigation capacity can provide sufficient moisture for the crops. The optimal drain spacing thus depends 

on the drain conductivity, and also the soil conductivity, which determines the extent of capillary rise. 

Therefore, the drain spacing must be calibrated for each agricultural plot. The amount of root solute 

uptake per unit field area decreased by 30% to 50%, depending on the starting year of the atmospheric 

flux timeseries. Similarly to the base model, most root solute uptake occurs immediately above the 

irrigation drains, whereas the root zone midway between drains has low effluent concentrations 

throughout the crop season. Accordingly, since there are fewer drains per unit length of the agricultural 

field than in the base model, the decrease in root solute uptake is comparatively larger than the decrease 

in effluent influx.  

 

In the case of the base model with 6m spacing between drains, the effluent plume from the upstream 

irrigation drain is in-phase with effluent plume originating from the downstream drain during the 

following crop season. Hence, the old plume from the upstream drain merges with the new plume from 

the downstream drain, and the effluent is more concentrated. Conversely, with 12m between drains, the 

effluent plumes of the upstream and downstream drains are out of phase, and do not merge, causing the 

effluent in the subsurface to be more diluted. Whether effluent plumes from each drain are in-phase or 

out of phase with the plumes from adjacent drains depends on the (non-integer) number of drain 

spacings that the effluent plume horizontally traverses every year. Therefore, effluent solute 

concentrations in the groundwater, and the spatial heterogeneity of these concentrations, depend on the 

groundwater flow rate, distance between drains, and mobility of the solutes.  

 

3.3.3 Boundary parameters 

3.3.3.1 Lateral discharge resistance 

Increasing the conductivity of the Cauchy boundary condition at the right boundary greatly increases the 

amount of solutes injected, root solute uptake (Figure 3.7a), and the amount of horizontal and vertical 

solute discharge (Figure 3.7b). This is because higher irrigation fluxes are necessary to maintain the 

groundwater level at the target position, as the high boundary conductivity causes irrigated water to be 

quickly removed from the domain. When the right boundary conductivity is large, further increases do 

not increase the amount of solute injected and discharged any further, because then solute injection is 

limited by the irrigation drain’s conductivity.  
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a b  

c d  

Figure 3.7: (a) Root solute uptake and drainage, and (b) saturated zone solute discharge outcomes as a 

function of the right boundary conductivity. (c) Root solute uptake and drainage, and (d) saturated zone 

solute discharge outcomes as a function of the vertical water discharge (due to variations in the deep 

drainage boundary parameters). 

 

3.3.3.2 Vertical discharge resistance 

As the two deep drainage boundary parameters are varied, the amount of vertical water discharge 

changes. Figure 3.7c and Figure 3.7d are scatterplots of simulation outcomes with respect to the total 

vertical water discharge of the simulation. The most direct effect of increasing the vertical water 

discharge is that the vertical solute discharge increases, while the H/V ratio decreases. Furthermore, the 

solute mass injected and root solute uptake increases because more irrigation is required to maintain the 

groundwater level at its target position. However, the amount of solutes drained decreases, because the 

natural equilibrium groundwater level decreases, resulting in less water drained, and also causing solutes 

to sink downwards more quickly. 

 

3.3.4 Hydrogeological parameters 

3.3.4.1 Root zone soil hydraulic properties 

Root zone soil hydraulic parameters were found to weakly affect outcomes. A distinct trend in increasing 

vertical solute discharge is observed as the soil texture moves from clayey to loamy to sandy. This trend 

is associated with increasing horizontal water discharge, decreasing drained solute mass, and slightly 

increasing root solute uptake (Figure 3.8a; Figure 3.8b). This is because sandy soils are less water 
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retentive, thereby allowing quicker downwards discharge of water from the root zone, consequently 

requiring more irrigation.  

 

a b  

c d  

e f  

Figure 3.8: (a) Root solute uptake and drainage, and (b) saturated zone solute discharge outcomes as a 

function of the vertical water discharge (due to variations in the root zone soil hydraulic parameters). (c) 

Root solute uptake and drainage, and (d) saturated zone solute discharge outcomes as a function of the 

horizontal water discharge (due to variations in the aquifer hydraulic properties) [Colors black, red, 

green, blue correspond to 𝛼 = 0.5, 1, 2, 3 respectively]. (e) Root solute uptake and drainage, and (f) 

saturated zone solute discharge outcomes as a function of the mechanical dispersivity [Colors black, red, 

green, blue correspond to 𝐷𝑡 = 0.002, 0.02, 0.2, 2 respectively]. 
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Three outlier soil types are visible in the data: these are soils with large 𝛼, large 𝑛, and low 𝐾𝑠. The van 

Genuchten parameter 𝛼 is an increasing function of the modal pore size, while 𝑛 is related to the pore 

size distribution variance (Ghezzehei et al., 2007). These outlier soils have hydraulic properties that are 

characteristic of hydrophobic coarse sandy soils (e.g. Lamparter et al., 2006). Very little capillary rise 

occurs in these soils, which reduces actual evapotranspiration (i.e. crop yield), and consequently also 

reduces crop solute uptake. The large reduction of actual evapotranspiration decreases the total volume 

of water and solute mass injected and taken up by crops. As actual evapotranspiration is reduced, the 

average downwards vertical velocity increasing, thereby decreasing the vertical solute discharge and 

increasing the H/V ratio.  

 

Aside from the outlier root zone soils mentioned above, the breakthrough curves under all simulations 

are almost identical (Figure 3.4e,3.4f; Figure 3.5e,3.5f), even in the root zone. Therefore, the effect of 

root zone soil properties on solute fate appears to be a discrete, threshold-like function of soil texture. 

Only when the aforementioned low conductivity coarse soils are present in the root zone, do the 

breakthrough curves throughout the entire domain deviate significantly from the other simulations, 

including deep in the saturated zone.  

 

3.3.4.2 Aquifer hydraulic properties 

As the hydraulic conductivity of the aquifer increases, the natural groundwater level rises because the 

incoming regional flow flux from the imposed head gradient boundary increases. Therefore, as the 

aquifer hydraulic conductivity increases, the amount of solute injected and root solute uptake decreases 

significantly (Figure 3.8c). The vertical solute discharge decreases while the H/V ratio increases as the 

conductivity increases (Figure 3.8d), because more horizontal groundwater flow occurs. The downwards 

flux however is not significantly affected due to the deep drainage (i.e. head-dependent imposed flux) 

bottom boundary. At a conductivity of 25 m/day, the natural groundwater level is high enough that no 

irrigation flux occurs for most of the simulated period, resulting in negligible solute injection. 

 

Varying the aquifer hydraulic parameter 𝛼 has minimal effect on the model outcomes. It affects the water 

retention curve and maximum capillary rise height of the groundwater, but not the saturated 

conductivity. Therefore it has negligible effects on the fluxes at the left and right boundaries: only the 

part of the aquifer above the water table and below the root zone is affected by 𝛼. Hence, the saturated 

conductivity is by far the most important hydraulic property for parts of the subsurface beneath the 

target water table.  

 

3.3.4.3 Mechanical dispersivity 

Capillary fluxes bring irrigated effluent upwards to the root zone, alternating with periods where 

precipitation excesses push root zone effluent downwards in a largely one-dimensional manner. 

Therefore, an increase in longitudinal dispersivity significantly increases solute dispersion to the root 

zone and hence root solute uptake (Figure 3.8e). In contrast, the effect of transverse dispersivity is a 

small, higher-order effect that does not have a significant impact on solute fate.  

 

An increase in longitudinal dispersivity decreases the horizontal solute discharge but appears to have 

little effect on the vertical solute discharge (Figure 3.8f). Note that the decrease in horizontal solute 

discharge resulting from an increase in longitudinal dispersivity is of a similar magnitude as the resulting 

increase in crop solute uptake. Since the advection velocity is relatively large in the saturated zone 
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compared to the unsaturated zone, the magnitudes of the mechanical dispersivities have relatively little 

effect on where solutes in the saturated zone are discharged to. This means that the decrease in 

horizontal solute discharge is just a mass balancing result of the increase in crop solute uptake.  

 

Generally, increasing the transverse dispersivity decreases the horizontal solute discharge but increases 

the vertical solute discharge, thereby decreasing the H/V ratio. This is because the primary direction of 

advection in the saturated zone is horizontal. The solute mass injected increases very slightly as either of 

the dispersivities increase, because of the concentration-flux solute boundary condition at the irrigation 

drains that allow solutes to not only be advected, but also be dispersed from the drains into the soil.  

 

3.3.5 Spatial heterogeneity 

Summary statistics boxplots of the simulations with mild random heterogeneity (Figure 3.9a) show that 

the medians and means of the outcomes are very close to the homogeneous base model. The simulated 

heterogeneity is responsible for less than a half-order of magnitude variation in outcomes. At most one 

outlier occurred for each of the outcomes. Hence, in an heterogeneous agricultural plot that is large 

enough to be ergodic relative to the autocorrelation lengths, crop solute uptake and saturated zone 

discharge should on average be similar to that of a homogeneous soil, except that breakthrough curves 

and contaminated crops will be more unevenly spatially distributed in the heterogeneous soil. However, 

spatially uneven distribution of crop solute uptake is already a feature of the subsurface irrigation system 

even in homogeneous soils, as most crop solute uptake occurs directly above the individual drains, 

whereas crops located midway between drains take up little solute (chapter 2).  

 

Strong heterogeneity, on the other hand, led to significantly worse outcomes compared to the base 

model (Figure 3.9b). On average, about twice as much effluent had to be irrigated into the system to 

maintain the target groundwater levels. More saturated zone solute discharge occurred, while less solute 

was drained away. However, the total root solute uptake, and solute discharge direction (i.e. H/V ratio), 

were similar as in homogeneous soils. Thus, most of the additional irrigated effluent caused by soil 

heterogeneity is discharged into the saturated zone through high conductivity channels. Consequently, 

effluent in the saturated zone has a farther reach and larger mass, which may render subirrigation 

unfeasible in strongly heterogeneous soils. It is also noteworthy that of all the key simulation outcomes, 

root solute uptake had the lowest variance across realizations, for both mild and strong heterogeneity. 

Therefore, even though spatial heterogeneity was present both in the root zone and beneath the root 

zone, most of its effects were concentrated in the saturated zone. 
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a  

b  

Figure 3.9: Summary statistics boxplots of the 30 simulations with (a) mild and (b) strong spatial 

heterogeneity, normalized against the values of the homogeneous base model. The boxes represent the 

interquartile range, whiskers represent 1.5x interquartile range, the plusses are outliers, the red lines are 

the medians, and the diamonds are means. See Figure 3 for an explanation of variable names. 
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For both mild and strong random heterogeneity, breakthrough concentrations and times varied 

significantly across random realizations, especially at observation points midway between drains (Figure 

3.5g, Figure 3.5h). At observation points in the saturated zone (Figure 3.4h, Figure 3.5h), the 

breakthrough curves varied both in shape and amplitude. However, breakthrough curves in the root zone 

varied mostly in amplitude, and not in shape (Figure 3.4g, Figure 3.5g). This suggests that capillary rise 

is less sensitive to heterogeneity than advective flow in the saturated zone, which is congruent with root 

solute uptake having the lowest variance across realizations. 

 

3.3.6 Biogeochemical parameters 

Solute fate is highly sensitive to the biogeochemical parameters, regardless of whether the solute is able 

to biodegrade in the adsorbed phase. The fraction of injected solute drained by the irrigation drains is a 

non-monotonic function of the adsorption coefficient, with a maximum around Kd=10 (Figure 3.10a, 

3.10b). When Kd increases from 0.01 to 10, the drained fraction increases because the effluent plume 

remains closer to the irrigation drains, such that solute-rich water is preferentially drained whenever 

drainage occurs. When Kd increases beyond 10, the drained water contains very little contaminant, as 

most of the contaminant although situated near the drains are in the adsorbed phase, thereby 

decreasing the drained solute fraction.  

 

Root solute uptake is a monotonically decreasing function of both Kd and λs (Figure 3.10c, 3.10d), which 

is a straightforward consequence of the fact that less mobility and increased biodegradability decreases 

the solute mass reaching the root zone. The H/V ratio is also a monotonically decreasing function of both 

Kd and λs (Figure 3.10e, 3.10f). The H/V ratio increases as λs increases because the contaminant travel 

time from the drains to the right boundary is shorter than the travel time to the bottom boundary, hence 

solute particles moving downwards have more time to biodegrade.  
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a b  

c d  

e f  

Figure 3.10: Contour plots of the (a) drained solute fraction, (c) root solute uptake, and (e) H/V ratio as 

a function of the biodegradation rate and adsorption coefficient, for scenarios with biodegradation only in 

the solute phase. The same is illustrated in (b,d,f) for scenarios with biodegradation in the solute and 

adsorbed phases. 

 

The H/V ratio increases as Kd increases partly because solute retardation magnifies the aforementioned 

travel time difference between rightwards and downwards travelling solute particles, therefore giving 

solutes moving downwards more time to biodegrade. However, the same pattern is observed in test 

simulations with no biodegradation, which warrants an additional explanation. Increased solute residence 

times due to adsorption causes a higher order effect that further increases solute residence times. During 

the drainage season, water and solutes in the subsurface generally travel downwards due to low 
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potential evapotranspiration rates. If injected solute has not exited the domain by the start of the 

following year’s crop season, then the water and solutes within the subsurface begin to move upwards 

again, due to large precipitation shortages that result in net upwards flow. This causes the position of the 

solute plume to oscillate up and down, thereby significantly reducing downwards solute discharge. 

Conversely, the solute plume’s direction of travel along the horizontal axis is always rightwards along 

with regional flow. In summary, retardation causes an increase in solute residence times, during which 

its average downwards velocity decreases more significantly than its average rightwards velocity, 

thereby increasing the H/V ratio. 

 

The ability of solutes to biodegrade in the adsorbed phase leads to more biodegradation, less solute 

drainage, less root solute uptake, and a higher H/V ratio. The increase in total biodegradation due to 

adsorbed phase biodegradation is largest for large Kd, because more contaminant exists in the adsorbed 

phase, and small λs, because the biodegraded mass as a function of time spent biodegrading has 

diminishing returns. Root solute uptake and the drained solute mass are reduced by biodegradation in 

the adsorbed phase, especially for large Kd and large λs, relative to the scenario with no adsorbed phase 

biodegradation. The H/V ratio is increased by adsorbed phase biodegradation, especially for large Kd and 

large λs, because the additional biodegradation amplifies the reduction in vertical solute discharge 

discussed in the previous two paragraphs. 

 

As also noted in chapter 2, biodegradation decreases breakthrough concentrations, while adsorption 

causes breakthrough curves to be smoother and vary less rapidly over time. This is because solute in the 

adsorbed phase acts as a buffer for solute in the solution phase, hence any change in solute phase 

concentrations due to unsteady flow caused by sudden fluctuations in atmospheric fluxes are dampened 

by desorbing solutes. Therefore, under erratic weather conditions, immobile solutes may better reflect 

the true long-term travel direction of the effluent plume and act as a better ‘tracer’ than a true tracer, 

assuming that the adsorption parameters are known. This is especially relevant for subsurface irrigation 

and drainage systems, where the predominant water flux direction switches often, with varying 

frequencies of oscillation, across multiple boundary conditions. 

 

3.4 Discussion 

3.4.1 Solute mass balances 

Across the simulated range of adsorption coefficients and biodegradation rates, both have similarly large 

effects on solute mass balances in the simulations, spanning multiple orders of magnitude. However, if 

considering the ultimate fate of solutes in the overall environment, then the biodegradation rate is 

arguably a more important factor than the adsorption coefficient. This is because biodegradation 

transforms contaminants into potentially harmless compounds, whereas adsorption merely delays 

transport from one point to another. Adsorption, however, plays an important role in reducing the overall 

extent of CEC dispersion into the environment, if biodegradation can occur in the adsorbed phase. 

 

The analyses, which were conducted with realistic ranges of model parameters, may be summarized to 

classify the parameters that important outcomes are more sensitive to. Typically, solute fate was 

sensitive to model parameters in the following order: 1) biogeochemical parameters, 2) physical 

parameters (hydrogeological parameters and environmental fluxes) and mechanical dispersivity, and 3) 

irrigation parameters, as evident in figure 3.11. Therefore, biogeochemical parameters are the primary 

determinant of solute fate. Uncertainties arising in the field also follow this hierarchy: the biogeochemical 

parameters of individual solutes may be uncertain by orders of magnitude (Nham et al., 2015), while 

those of aquifer properties and environmental fluxes tend to be known somewhat more accurately. 
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Uncertainties in irrigation parameters are the smallest, as they are directly controlled variables. Hence, 

the parameters that solute fate are more sensitive to, are also parameters that are more uncertain in the 

field. This means that understanding the effluent to be used in irrigation is of utmost importance. 

 

The physical parameters that have the greatest effects on solute mass balances notably belong to the 

hydrogeological parameters: the regional head gradient, aquifer conductivity, and right boundary 

conductivity (Figure 3.11). Amongst the solutes that have been advected away from the agricultural plot 

by regional flow, accounting for around 90% of the total irrigated solute mass, the extent of groundwater 

mobility is also the main determinant of solute fate chapter 2. Hence, it can be concluded that the extent 

of groundwater mobility in the subsurface is by far the most impactful physical parameter on the fate pf 

irrigated solutes, both inside and outside the agricultural plot. These findings contrast with those for 

surface irrigation and shallow drip irrigation, where amongst the physical parameters, the atmospheric 

flux timeseries and root zone soil properties are the primary determinants of solute fate: residence times 

in the root zone, root solute uptake, and leaching to groundwater (Schotanus et al., 2013; van der Zee 

and Boesten, 1991). Since the key factors influencing the viability of deep subsurface irrigation are 

different from those of other irrigation methods, deep subsurface irrigation may be a good alternative in 

areas where other irrigation methods are unsuitable. 
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Figure 3.11: Range of outcomes for (a) net contaminant injected, (b) root solute uptake, and (c) the H/V 

ratio for each individual parameter analysis. 
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3.4.2 Groundwater mobility 

Denote the relaxation time of the system as the time required for fluxes to equilibrate and for the water 

table to reach its new equilibrium position whenever changes in boundary fluxes occur, such as 

precipitation and evapotranspiration. This relaxation time is controlled by the wetting pattern of the 

subsurface irrigation and drainage system. The wetting pattern in turn is controlled by the various 

hydrogeological parameters, such as the hydraulic conductivity and water retention of the soil, the 

resistances of the boundaries, and also the design parameters of the subsurface irrigation system such 

as drain depth, the spacing between drains, drain conductance, drain material, and drain pressure heads 

(Siyal and Skaggs, 2009; Naglic et al., 2014; Saefuddin et al., 2019 Cai et al., 2017; Obnosov and 

Kacimov, 2018).  

 

The larger the relaxation time of the subsurface moisture distribution, the higher the water efficiency of 

the irrigation system, and the lower the total solute mass injected into the soil, as effluent fed into the 

subsurface requires more time to be discharged towards the environs. Hence, a larger relaxation time 

allows the target groundwater level to be maintained with less irrigation water input. For example, if a 

low conductivity substratum underlies the irrigation drains, then the relaxation time of the system is 

decreased (Mohammad et al., 2014), and smaller irrigation fluxes (and less effluent injection) are 

sufficient to maintain the groundwater level at a specified height (Obnosov and Kacimov, 2018). 

 

Amongst the pressure head timeseries illustrated in Figure 3.12a and Figure 3.12b, the simulations with 

large relaxation times are those that have large fluctuations in pressure head over time, in response to 

transient variability in atmospheric fluxes and irrigation fluxes. Scenarios with smaller relaxation times 

have nearly constant pressure heads, because the irrigation fluxes respond instantly to changes in 

pressure heads caused by changes in atmospheric fluxes, and the pressure heads in turn respond 

instantly to changes in irrigation fluxes. Simulations with large relaxation times tend to have high 

resistance to flow, thus they are scenarios with small aquifer conductivities and high boundary 

resistances. Figure 3.12c shows that all simulations with different drain conductivities have similar 

pressure head timeseries, thus drain conductivity does not significantly affect the relaxation time. Hence, 

the relaxation time can also be understood as the irrigation and drainage system’s effective response 

time to perturbations in the atmospheric fluxes.  
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a  

b  

c  

Figure 3.12: Pressure heads over time in the root zone for the sensitivity analysis simulations with (a) 

varying aquifer conductivity, and (b) varying right boundary conductivity, and (c) varying irrigation drain 

conductivity. Each line represents an individual simulation within the sensitivity analysis, and many lines 

may overlap, as in Figure 12c.  

 

It is also evident that parameters that affect the relaxation times more significantly are the same 

parameters that affect solute mass balances more significantly (as discussed in section 3.3), and vice-

versa. Hence it can be deduced that the hydrogeological parameters affect groundwater mobility and 

solute fate most strongly amongst the physical parameters for the same fundamental reason: they 

strongly determine the relaxation time of the subsurface moisture distribution. Furthermore, this also 

suggests that pressure head timeseries, which are easier to measure than solute concentrations and 
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mass balances and provide an indication of the relaxation time, may serve as a proxy variable for 

gauging the sensitivity of solute fate to changes in system parameters.  

 

3.4.3 Solute breakthrough curves 

Solute breakthrough curves are complementary to solute mass balances in assessing environmental risk, 

as elevated solute concentrations may have adverse consequences on water potability (EC, 2006) and 

water quality scores (e.g. Alexakis, 2020). Solute breakthrough curves in the root zone are sensitive to 

the atmospheric fluxes, and also to the regional head gradient. The breakthrough curves at observation 

points very close to the drains depend heavily on the irrigation and drainage fluxes and are thus most 

sensitive to parameters that directly affect the water balance (i.e. atmospheric fluxes, and the regional 

head gradient). Breakthrough curves elsewhere in the saturated zone are highly sensitive to parameters 

that affect regional flow, such as the regional head gradient and aquifer conductivity, but not to the 

atmospheric fluxes. Root zone soil properties do not significantly affect breakthrough curves anywhere in 

the domain, not even in the root zone, except when soil properties cross some threshold of low 

conductivity and poor water retention (e.g. hydrophobicity), in which case breakthrough curves in the 

root zone and in the saturated zone differ significantly from simulations with other soils.  

 

Generally, the breakthrough curves at observation points directly above and below drains (Figure 3.4) 

were more greatly affected by changes in parameters than those midway between drains (Figure 3.5). 

This is because breakthrough curves at points closer to drains would be more greatly affected by 

differences in irrigation or drainage fluxes caused by said differences in other parameters. By the time 

the effluent plume reaches the observation points midway between drains, the solutes would have had 

ample time to undergo hydrodynamic dispersion, which smooths out spatial differences in concentration, 

thereby reducing the variability in breakthrough curves across simulations with different parameter 

values. 

 

While mild soil heterogeneity had little impact on solute mass balance outcomes on average, it had a 

large effect on solute breakthrough curves in both the saturated zone and root zone. Naturally, variation 

in breakthrough curves across heterogeneous realizations is greater for strong heterogeneity than for 

mild heterogeneity. 

 

The relatively large influence of the regional head gradient and soil heterogeneity on breakthrough 

curves may hinder the characterization of effluent transport, since regional flow may be transient and soil 

heterogeneity is difficult to fully characterize. This has relatively minor consequences on solute transport 

in the saturated zone in an idealized two-dimensional domain: the general transport direction is always 

clear because the upstream and downstream directions are unmistakable except if the regional head 

gradient reverses. However, in real three-dimensional soils, there is an additional degree of freedom in 

movement, and regional flow vectors may rotate across the cardinal directions over time as regional 

climates change. Hence, effluent transport directions may be misjudged unless observed at sufficiently 

frequent temporal and spatial intervals. Accordingly, it may be useful to monitor soil water EC or 

temperature to continuously track the transport of effluent. 

 

Comparing the breakthrough curves also reveal that tracer concentrations in the root zone are much 

larger directly above drains (Figure 3.4) for all scenarios than midway between drains (Figure 3.5). This 

was also observed for the base model chapter 2. Thus, crop solute uptake is always spatially 

heterogeneous, even in homogeneous soils. Thus, it is important to take this into account when 
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determining the placement of crops in the field, if attempting to minimize possible ecotoxicological 

consequences. 

 

3.5. Conclusions 

In this study of a subirrigation system that uses marginal water for irrigation, we perform a sensitivity 

analyses on a numerical model, with realistic parameter ranges that reflect real-world possibilities and 

uncertainties. Thirty years of weather data, and random spatial heterogeneity in soil hydraulic 

parameters, were also simulated to characterize the impact of temporal and spatial heterogeneity in the 

system. Important outcomes we considered include breakthrough curves, solute concentrations, and the 

mass balances of the irrigated solutes, such as the root solute uptake and the solute mass drained by the 

drainage system, and the amount and direction of solute discharge in the saturated zone.  

 

Altogether, the fate of solutes in the effluent is primarily determined by factors that are primarily 

determined by the geography (i.e. effluent type, CEC content of the effluent, soil properties, and 

hydrogeological properties) of the agricultural plot. Factors that may be engineered (i.e. irrigation 

parameters) only minimally affect the hazards of subirrigation with treated wastewater. Since the 

availability of effluent in agricultural areas with more favourable soil and aquifer properties is limited by 

the cost efficiency of transporting effluent and by the geography of human settlement (Narain-Ford et 

al., 2021), the placement of treatment plants and agricultural zones is therefore an important factor in 

the implementation of subirrigation systems. Hence, overcoming barriers towards wider adoption of deep 

subirrigation systems may ultimately be an urban planning challenge. 
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Chapter 4 

 

Dispersion and Recovery of Solutes and Heat 

under Cyclic Radial Advection 
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Abstract 

For cyclic injection-extraction wells with various radial flow geometries, we study the transport and 

recovery of solute and heat. We derive analytical approximations for the recovery efficiency in closed-

form elementary functions. The recovery efficiency increases as injection-extraction flow rates increase, 

dispersion decreases, and spatial dimensionality decreases. In most scenarios, recovery increases as 

cycle periods increase, but we show numerically and analytically that it varies non-monotonically with 

cycle period in three-dimensional flow fields, due to competing effects between diffusion and mechanical 

dispersion. This illustrates essential differences between the spreading mechanisms, and reveals that for 

a single well it may be impossible to optimize recovery of both solute and heat simultaneously. Whether 

retardation increases or decreases recovery thus depends on aquifer geometry and the dominant 

dispersion process. As the dominant dispersion process heavily determines the sensitivity of the recovery 

efficiency to other parameters, we introduce the dimensionless kinetic dispersion factor 𝑆𝑇, to distinguish 

whether diffusion or mechanical dispersion dominates. We also introduce the geometric dispersion factor 

𝐺, which is derived from our full solution for the recovery efficiency and improves upon the concept of 

the area-to-volume ratio (A/V), often used in analysing well problems. Unlike A/V, 𝐺 accounts for spatio-

temporal interactions between dispersion and flow field geometry, and can be applied to determine 

recovery efficiencies across a wider range of scenarios. It is found that A/V is a special case of 𝐺, 

describing the recovery efficiency only when mechanical dispersion with linear velocity dependence is the 

sole mechanism of spreading. 
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4.1 Introduction 

Wells in geological porous media are used in cyclic injection-extraction processes, otherwise named 

push-pull processes, in many applications. These include aquifer thermal energy storage (ATES) (Lee, 

2010), aquifer storage and recovery (ASR) (Lowry & Anderson, 2006), subsurface irrigation with excess 

moisture drainage (Narain-Ford et al., 2020), hydraulic fracturing (Penny et al., 1983), air sparging (van 

Dijke & van der Zee, 1998), aquifer characterization (Istok et al., 1997; Haggerty et al., 1998; Schroth 

et al., 2000; Gouze et al., 2008; Anderson, 2005), the treatment of drinking water production aquifers 

(Van Halem et al., 2011), and gasoline spill remediation (van Dijke and van der Zee, 1998). Natural 

forces also drive oscillatory environmental flows: coastal aquifers experience oscillatory flows due to 

tidal, seasonal and glacial cycles, resulting in the oscillatory transport of salinity (Pool et al., 2016) 

across freshwater lenses. Another example of oscillatory environmental flow is barometric pumping: 

subsurface gases and vapors are periodically drawn upwards and forced downwards due to seasonal 

variations in atmospheric pressure (Stauffer et al., 2019; Nilson et al., 1991; Scotter & Raats., 1968). 

Oscillatory flows also result from a combination of human and natural factors. For example, soils in semi-

arid regions receive sodium ions from capillary rise in the dry season, which are subsequently flushed 

downwards by infiltrating rain and irrigation (van de Craats et al., 2020; van der Zee et al., 2014).  

 

In many of these oscillatory flow problems, an interface separates two bodies of water of different 

quality, a classical example being the freshwater lens. With aquifer storage systems, the interface 

separates the injected freshwater or hot water from background groundwater. A chemical or thermal 

gradient, which undergoes transport due to advection and hydrodynamic dispersion, is responsible for 

the difference in water quality across the interface. In light of the wide variety of applications, especially 

regarding water, environmental, and energy sustainability, fundamental research into the general 

behavior of solute and heat transport under oscillatory conditions has recently received a significant 

amount of engagement (e.g. Laemmel et al., 2019; Stauffer et al., 2019; van Duijn & van der Zee., 

2018; Dey & Sekhar., 2016; Pauw et al., 2016; Sanz-Prat et al., 2016; Cirkel et al., 2015; Eeman et al., 

2015; Wang & Chen., 2015; Lu et al., 2011). Amongst the various oscillatory flow scenarios, managed 

aquifer recharge systems such as ASR and ATES are unique in that they are concerned with not only the 

spreading of solutes and heat in the subsurface, but also the recovery of freshwater or heat.  

 

In this study, we characterize the performance of aquifer storage systems. A key performance metric of 

an injection-extraction system is the recovery efficiency of injected solutes or heat, which is the 

proportion of injected solute mass or thermal energy that can be recovered during the extraction phase. 

Solutes and heat spread around the injected water front due to hydrodynamic dispersion processes, that 

are partly advection velocity-dependent, such as mechanical pore-scale dispersion, and partly velocity-

independent, such as molecular and thermal diffusion. The types of dispersion process that occur, the 

relative strengths of the dispersion processes, the strength of dispersion relative to advection, and a 

number of other factors such as flow field geometry and injection rate determine the recovery efficiency. 

We employ analytical methods to derive simple solutions for the recovery efficiency as a function of these 

parameters, and discuss the implications of well design, well operational parameters, and aquifer 

characteristics on the recovery efficiency. 

 

4.2 Literature Review 

Many prior analytical characterizations of injection-extraction systems make use of exact solutions (e.g. 

Yang et al., 2010; Yates, 1990; Chen, 1987; Veling, 2012; Aichi & Akitaya, 2018), and are valid for 

specific scenarios. For example, they might apply only to specific flow field geometries, or omit either 

mechanical dispersion or molecular diffusion. Some, giving non-closed form functions that require 

numerical integration, may be somewhat less transparent for directly comparing different geometrical or 

dispersion properties. Furthermore, no exact analytical solutions are available for some scenarios such as 
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wells modelled as point sources. Quite a number of analytical solutions are available, including studies 

with closed-form analytical solutions (e.g. Pophillat et al., 2020a; Gelhar and Collins, 1971), but they 

currently describe only the spatial distribution of concentration and temperature, but not the recovery 

efficiency. A large body of literature on direct numerical simulations of the recovery efficiency exists, 

(e.g. Doughty et al., 1982; Sommer et al., 2013; Sommer et al., 2015; van Lopik et al., 2016; 

Bloemendal and Hartog, 2018; Pophillat et al., 2020a; Pophillat et al., 2020b). However, such numerical 

studies are computationally intensive and specific to certain combinations of parameter values and 

aquifer geometry, which makes their findings difficult to generalize. To overcome these limitations, we 

turn to analytical approximations to describe the recovery efficiency with elementary mathematical 

functions. Such closed-form analytical approximations allow for straightforward sensitivity analysis, rapid 

evaluation of a vast parameter space, and identification of suitable regions within parameter space for 

further in-depth investigation with more exact methods. They also give more insight in synergistic and 

antagonistic effects of different parameters, and they are fast to evaluate. 

 

The area-to-volume ratio (A/V) is a popular approximate method for estimating the recovery efficiency of 

radial transport systems (e.g. Sommer et al., 2015; Schout et al., 2014; Novo et al., 2010; Forkel & 

Daniels., 1995). It is based on a simple principle: in three spatial dimensions “the volume of a storage 

unit increases as the cube of the characteristic dimension (i.e. storage radius), and its area for heat loss 

increases as the square, so increasing the size reduces the loss-to-capacity ratio” (Duffie and Beckman, 

2013). Similar considerations apply to problems of any number of spatial dimensions. However, the A/V 

is a purely geometric argument that does not consider other factors within the system, such as those 

previously described. These other aspects of the system also interact with flow field geometry in 

determining the recovery efficiency, thus the validity of the A/V ratio in characterizing recovery efficiency 

hinges upon these other factors. For instance, the evolution of the A/V ratio with time depends on the 

flow field geometry and injection rate at the well, and so does the Peclet number (Kim et al., 2010). 

While the A/V ratio might decrease over time as the storage radius increases and indicate a larger 

recovery efficiency, the magnitude of dispersion relative to advection might in some cases increase with 

the storage radius thereby suggesting a smaller recovery efficiency. Therefore, the A/V ratio as an 

indicator of recovery efficiency ignores aspects of complexity that are instrumental to the problem. 

 

Gelhar and Collins’ (1971) classical model of concentration profiles around injection wells remains 

instrumental today in characterizing aquifer-well systems (Pophillat et al., 2020a). Furthermore, Gelhar 

and Collins’ model for the concentration profiles continues to be applied and modified in recent years 

(e.g. Shi et al., 2020; Guimerà, 2007; Schroth and Istok, 2005). Hence, we derive approximate solutions 

for the recovery efficiency, taking into account the interactions between flow field geometry, 

hydrodynamic dispersion, and the recovery efficiency, that are ignored with the A/V ratio, by extending 

the model of Gelhar and Collins (1971), and validating our analytical results with numerical models. For 

notational convenience and brevity, we proceed with solute transport terminology. Under the assumption 

that density differences induced by chemical and thermal gradients are negligible, the analysis is 

mathematically analogous and fully applicable to heat transport (Lee, 1998). 

 

4.3 Methods 

In homogeneous aquifers with negligible background flow, flow fields around wells can be described as 

radially axisymmetric flow around a point source. Radial flow in one, two, and three dimensions implies a 

linear, disk-shaped, and spherical flow field, respectively. These three radial geometries correspond 

respectively to 𝑑 = 1, 2, 3 in the mathematical construct of a 𝑑-dimensional sphere. The radially 

axisymmetric advection-dispersion equation (ADE) describing conservative solute and heat transport in 

any number of dimensions is (Gelhar & Collins, 1971) 
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𝜕𝑐

𝜕𝑡
= 𝛼𝑣

𝜕2𝑐

𝜕𝑟2
− 𝑣

𝜕𝑐

𝜕𝑟
+ 𝐷𝑚 (

𝜕2𝑐

𝜕𝑟2
−

1

𝑣

𝜕𝑣

𝜕𝑟

𝜕𝑐

𝜕𝑟
) , (4.1) 

where 𝑟 is the radial positional coordinate, 𝑐 is the dimensionless concentration of the solute, 𝑡 is time, 𝑣 

is the flow velocity, 𝛼 is the longitudinal mechanical dispersivity, and 𝐷𝑚 is the molecular (or thermal) 

diffusion coefficient. Chemical and thermal retardation is implicitly considered, as it implies only a linear 

re-scaling of time. 

 

The pore water velocity 𝑣(𝑟), and therefore also the mechanical dispersion, is position-dependent for 𝑑 > 1 

in view of mass continuity, where 𝑑 denotes dimensionality. For 𝑑-dimensional axisymmetric radial flow, 

𝑣(𝑟, 𝑑) =
𝐴𝑑

𝑟𝑑−1
, (4.2) 

𝐴𝑑 =
𝑄

𝜃
[
2𝜋

𝑑
2

Γ (
𝑑
2
)
]

−1

, (4.3) 

where 𝜃 is the porosity, 𝑄 is the injection or extraction rate, 𝐴𝑑 is the 𝑑-dependent shape constant, where 

the term in square brackets is the surface area of a 𝑑-dimensional sphere of unit radius, and Γ is the 

gamma function. Essentially, (4.2) and (4.3) force mass continuity by requiring that the rate of 

volumetric expansion (contraction) of the body of injected water is equal to the injection (extraction) 

rate.  

 

In practice, for injection/extraction in groundwater aquifers, the 𝑑 = 2 situation of a fully penetrating well 

seems to be quite common. The confining layers below and on top of the aquifer may affect the flow 

pattern somewhat if they are not completely impermeable. For leaky aquifers or wells that do not 

penetrate fully, a  𝑑 = 3 point injection may be a more appropriate limiting case. The one-dimensional 𝑑 =

1 case reflects an infinite row of fully penetrating wells, in which case the flow of injected water occurs 

rectilinearly along one dimension (e.g. Molinari and Peaudecerf, 1977; Sauty, 1977). A graphic 

illustration of these flow field geometries is presented in Figure 4.1. Note that although Figure 4.1 

illustrates 3D rectangular and cylindrical flow fields for the 1D and 2D cases respectively for the sake of 

visualization, these cases are identical to 1D line and 2D disk flow fields under the assumption that no 

dispersion or flow occurs into the confining layers.  
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Figure 4.1: Conceptual image of (left) 1D, (middle) 2D, and (right) 3D radial flow in a horizontal aquifer. 

 

Substituting the hydrodynamic dispersion coefficient  

𝐷(𝑟) = 𝐷𝑚 + 𝛼𝑣(𝑟), (4.4) 

into the ADE (4.1) allows us to rewrite the ADE in a simpler form:  

𝜕𝑐

𝜕𝑡
= 𝐷(𝑟)

𝜕2𝑐

𝜕𝑟2
+ [(𝑑 − 1)

𝐷𝑚

𝑟
− 𝑣(𝑟)]

𝜕𝑐

𝜕𝑟
 . (4.5) 

 

In the base model scenario, at the well, a duration 𝑇 of injection rate 𝑄 alternates with the same duration 

𝑇 of extraction rate –𝑄, in a step-cyclic manner in a 𝑑-dimensional infinite domain. We henceforth refer 

to this base scenario as the standard cycle. The standard cycle consists of equal volumes of injected and 

extracted water during each phase, 𝑉𝑖𝑛 = 𝑉𝑒𝑥. Later, we also investigate the effects of varying the ratio of 

extraction to injection volume. The flow field achieves steady-state instantaneously upon switching 

between injection or extraction. The well injects a total mass 𝑀 = 𝑐0𝑄𝑇 of solute, and recovers 𝑀𝑟(𝑖), over 

the i-th injection period. Therefore, the recoverable proportion 𝐹𝑟 of solute over the i-th injection-

extraction cycle is 

𝐹𝑟(𝑖) =
𝑀𝑟(𝑖)

𝑀
. (4.6) 

The cumulative solute recovery efficiency after 𝑛 cycles, 𝐹𝑐, is  

𝐹𝑐(𝑛) =
1

𝑛
∑

 𝑀𝑟(𝑖)

𝑀

𝑛

𝑖=1

= 
1

𝑛
∑𝐹𝑟(𝑖)

𝑛

𝑖=1

. (4.7) 

The initial and boundary conditions that describe this problem are 

𝑐(𝑟, 0) = 0, (4.8) 

𝑐(0, 𝑡)𝑖𝑛 = 𝑐0, (4.9) 

𝜕𝑐

𝜕𝑟
(0, 𝑡)𝑒𝑥 = 0, (4.10) 

where subscripts 𝑖𝑛 and 𝑒𝑥 refer to the injection and extraction phases respectively. For analytical 

tractability, we disregard heterogeneity and interactions with the overlying or underlying low hydraulic 
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conductivity layers and flow driven by density gradients, and comment on these simplifications at the 

end. We also disregard storage periods, where the injection and extraction phases are separated by a 

period where neither occurs. 

 

Numerical simulations were performed using MODFLOW-2005 (Harbaugh, 2005) and MT3DMS (Langevin 

& Guo, 2006), for flow and solute transport, respectively. For the computation of the flow field, the initial 

hydraulic head in the entire domain was set to a uniform value. The boundaries of the numerical domain 

are set as uniform constant-head boundaries, which imply an absence of background flow. The geometry 

of the numerical domains are identical to that of the flow field being modelled (i.e. line-, disc-, and 

sphere-shaped domains for 1D, 2D, and 3D, respectively). The solute boundary condition at the edge of 

the domain is 

𝜕𝑐

𝜕𝑟
= 0, (4.11) 

to preserve the continuity of 𝑐(𝑟) and minimize dispersive spreading caused by the boundary. To 

minimize the influence of numerical edge effects on the transport of water and solutes in a semi-infinite 

domain 0 ≤ 𝑟 < ∞, we placed the boundary sufficiently distant from the source, as checked in pilot 

simulations. Parameter values used in examples validated with numerical simulations are, unless 

otherwise specified, 𝑄 = 2𝑑, 𝑇 = 16, 𝛼 = 0.1, 𝐷𝑚 = 0.1, 𝑛 = 50. A summary of the parameters and variables 

referred to in this chapter is provided in Table 4.1. 
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Table 4.1: List of variables. The symbols L, T and M under units represent units of length, time and mass 

respectively.  

Symbol Units Description 
𝐴𝑑 [LdT-1] Shape constant 
𝑏 Varies Placeholder in equation 22 

𝑐 [ML-d] Solute concentration 
𝑐0 [ML-d] Injected solute concentration 

𝑐𝑐𝑟𝑖𝑡 [ML-d] Critical solute concentration 
𝑑 [–] Dimensionality 

𝐷 [L2T-1] Hydrodynamic dispersion coefficient 
𝐷𝑚 [L2T-1] Molecular diffusion coefficient 
𝐹𝑐 [–] Cumulative recovery efficiency 

𝐹𝑒𝑓𝑓 [–] Effective recovery efficiency 

𝐹𝑟 [–] Recovery efficiency 
𝐺 [LxdTy-x] Geometric dispersion factor 

𝑖 [–] i-th cycle 
𝑚 [M] Solute mass lost by the end of the injection phase 
𝑚𝑐 [M] Solute mass lost by the end of a cycle 
𝑀 [M] Injected solute mass 

𝑀𝑟 [M] Recovered solute mass 
𝑛 [–] Number of cycles 
𝑄 [LdT-1] Injection rate 
𝑟 [L] Radial coordinate 

𝑟′ [L] Hydraulic front position 
𝑟𝑚 [L] Storage radius 
𝑆𝑇 [–] Kinetic dispersion factor 
𝑡 [T] Time 

𝑇 [T] Injection duration 
𝑇𝑚 [T] Injection duration that optimizes 𝐹𝑟 in 3D flow fields 

𝑣 [LT-1] Flow velocity 
𝑉 [Ld] Volume of a d-dimensional sphere 
𝑉𝑖𝑛 [Ld] Injected water volume 

𝑉𝑒𝑥 [Ld] Extracted water volume 
𝑥 [–] Exponent for computing 𝐹𝑟 and 𝐺 

𝑦 [–] Exponent for computing 𝐹𝑟 and 𝐺 

𝑧 [–] Exponent for computing 𝐹𝑟 

𝛼 [L] Mechanical dispersivity 

Δ [–] Placeholder in equation 35 
𝜁 Varies Placeholder in equation 35 
𝜂 [–] Exponent of power-law mechanical dispersion 
𝜃 [–] Saturation 

𝜔 [–] Sub-function for the calculation of concentration profiles 

 

4.4 Theory 

4.4.1 Frontal Spreading 

The volume of injected water at time 𝑡 is 𝑉𝑖𝑛(𝑡) = 𝑄𝑡, and the position of the injected water front (i.e. 

hydraulic front), is given by 

𝑟′ = (𝑑𝐴𝑑𝑡)
1
𝑑 , (𝑡 ≤ 𝑇) 

𝑟′ = (𝑑𝐴𝑑(2𝑇 − 𝑡))
1
𝑑. (𝑡 > 𝑇) 

(4.12) 

where the expression takes on a different form for 𝑡 > 𝑇 as injection switches to extraction. 

 

Gelhar and Collins (1971) showed the expression for 𝑐(𝑟, 𝑡) to be 
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𝑐(𝑟, 𝑟′(𝑡)) =
1

2
𝑐0 erfc [

𝑟𝑑 − 𝑟′𝑑

𝑑𝐴𝑑√4𝛼𝜔
] , (4.13) 

𝜔 = ∫
𝑣(𝑟) + 𝐷𝑚/𝛼

𝑣3(𝑟)
𝑑𝑟

𝑟′

0

. (4.14) 

The solution for the concentration during the injection phase 𝑡 ≤ 𝑇, found by substituting (4.2), (4.12) 

and (4.14) into (4.13), is 

𝑐(𝑟, 𝑡) =
1

2
𝑐0 erfc

[
 
 
 (𝑟𝑑 − (𝑑𝐴𝑑𝑡))

√4𝑑2𝛼(𝑑𝐴𝑑𝑡)
2𝑑−1

𝑑

√
(3𝑑 − 2)(2𝑑 − 1)𝛼𝐴𝑑

(3𝑑 − 2)𝛼𝐴𝑑 + (2𝑑 − 1)𝐷𝑚(𝑑𝐴𝑑𝑡)
𝑑−1
𝑑

]
 
 
 

. (4.15) 

Expansions of (4.15) for specific scenarios are given in Table 4.2. 
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Table 4.2: Table of functions describing some limiting cases of transport.  

Limiting 
scenario 

Shape 
constant 

𝐴𝑑 

Concentration profile 𝑐(𝑟, 𝑡) Flow exponent 
𝑥 

Period 
exponent 𝑦 

Area-to-volume 
ratio A/V 

Geometric 
dispersion factor 

𝐺 = 𝑄𝑥𝑇𝑦 

1D 
𝐷 = 𝛼|𝑣| 

𝐴1 =
𝑄

2𝜃
 

1

2
𝑐0 erfc [

(𝑟 − 𝐴1𝑡)

√4𝛼𝐴1𝑡
] −

1

2
 −

1

2
 

2𝜃(𝑄𝑇)−1 𝑄−1/2𝑇−1/2 

 

1D 
𝐷 = 𝐷𝑚 

1

2
𝑐0 erfc [

(𝑟 − 𝐴1𝑡)

√4𝐷𝑚𝑡
] 

−1 𝑄−1𝑇−1/2 

1D 
𝐷 = 𝛼|𝑣2| 

1

2
𝑐0 erfc [

(𝑟 − 𝐴1𝑡)

√4𝛼𝐴1
2𝑡

] 
0 𝑇−1/2 

2D 
𝐷 = 𝛼|𝑣| 

𝐴2 =
𝑄

2𝜋𝜃
 1

2
𝑐0 erfc [

(𝑟2 − 2𝐴2𝑡)

(2𝐴2𝑡)3/4
√

3

16𝛼
] 

−
1

4
 −

1

4
 2√𝜋𝜃(𝑄𝑇)−1/2 𝑄−1/4𝑇−1/4 

2D 
𝐷 = 𝐷𝑚 

1

2
𝑐0 erfc [

(𝑟2 − 2𝐴2𝑡)

4𝐴2𝑡
√

𝐴2

𝐷𝑚
] 

−
1

2
 

0 𝑄−1/2 

2D 
𝐷 = 𝛼|𝑣2| 

1

2
𝑐0 erfc [

(𝑟2 − (2𝐴2𝑡))

√16𝛼𝐴2
2𝑡

]  
0 

−
1

2
 

𝑇−1/2 

3D 
𝐷 = 𝛼|𝑣| 

𝐴3 =
𝑄

4𝜋𝜃
 1

2
𝑐0 erfc [

(𝑟3 − 3𝐴3𝑡)

(3𝐴3𝑡)5/6
√

5

36𝛼
] 

−
1

6
 −

1

6
 

3 (
4𝜋𝜃

3
)

1
3
(𝑄𝑇)−1/3 

𝑄−1/6𝑇−1/6 

3D 
𝐷 = 𝐷𝑚 

1

2
𝑐0 erfc [

(𝑟3 − 3𝐴3𝑡)

(3𝐴3𝑡)7/6
√

7𝐴3

36𝐷𝑚
] 

−
1

3
 

1

6
 

𝑄−1/3𝑇1/6 

3D 
𝐷 = 𝛼|𝑣2| 

1

2
𝑐0 erfc [

(𝑟3 − (3𝐴3𝑡))

√36𝛼𝐴3
2𝑡

] 
0 

−
1

2
 

𝑇−1/2 

    

4.4.2 Recovery efficiency 

The dispersion processes ensure that all solute mass or thermal energy that has escaped beyond the 

hydraulic front is irrecoverable in a standard cycle. Let 𝑚 be this irrecoverable solute mass or thermal 

energy, at the time when the front is at 𝑟′. To quantify 𝑚 outside 𝑟′ during the injection phase 𝑡 ≤ 𝑇, we 

integrate the concentration (4.15) beyond the hydraulic front, as follows: 

𝑚(𝑡) = ∫ 𝑐(𝑟, 𝑡)
𝑉(𝑟=∞)

𝑉(𝑟′)

𝑑𝑉 =  ∫ 𝑐(𝑟, 𝑡)
𝑑𝑉(𝑟)

𝑑𝑟

∞

𝑟′

𝑑𝑟, (4.16) 

where 𝑉(𝑟) is the volume of a 𝑑-dimensional sphere of radius 𝑟. Integrating over 𝑟 the area of a 𝑑-

dimensional sphere (see Equation 4.3) gives   

𝑉(𝑟) =
2𝜋

𝑑
2

𝑑 ∙ Γ (
𝑑
2
)
𝑟𝑑 (4.17) 

Substituting 𝑡 = 𝑇 into (4.16) yields the total solute mass lost at the end of the injection phase: 

𝑚(𝑡 = 𝑇) = √
1

(3𝑑 − 2)(2𝑑 − 1)𝜋
(𝐴𝑑)−

3
2𝑄𝑐0 

√(3𝑑 − 2)𝛼(𝐴𝑑)
3𝑑−1

𝑑 (𝑇𝑑)
2𝑑−1

𝑑 + (2𝑑 − 1)𝐷𝑚(𝐴𝑑)
3𝑑−2

𝑑 (𝑇𝑑)
3𝑑−2

𝑑 (4.18) 

 

Let the storage radius 

𝑟𝑚 = 𝑟′(𝑇) = (𝑑𝐴𝑑𝑇)
1
𝑑 (4.19) 

be the furthest position of the hydraulic front attained during a cycle. Recall that the flow field is 

modelled as a sequence of successive steady states. Since 𝜔 is a path integral over the travel history of 
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the hydraulic front, and since the indefinite integral in 𝜔 during the extraction phase is negative of that 

during the injection phase (Gelhar and Collins, 1971), 𝜔 for the complete cycle is: 

𝜔 = ∫
𝑣(𝑟) + 𝐷𝑚/𝛼

𝑣(𝑟)3
𝑑𝑟

𝑟𝑚

0

− ∫
𝑣(𝑟) + 𝐷𝑚/𝛼

𝑣(𝑟)3
𝑑𝑟

0

𝑟𝑚

= 2∫
𝑣(𝑟) + 𝐷𝑚/𝛼

𝑣(𝑟)3
𝑑𝑟

𝑟𝑚

0

. (4.20) 

Repeating the steps from (4.13) to (4.18), and using (4.20) for 𝜔, yields the total solute mass that 

disperses out of the hydraulic front by the end of a complete cycle, 𝑚𝑐 = √2𝑚. 

 

The recovery efficiency over a cycle, which is the ratio of mass not lost to dispersion, to the total solute 

or thermal mass injected 𝑀, is 𝐹𝑟(𝑄, 𝑇) = 1 −
𝑚𝑐

𝑀
, which yields 

𝐹𝑟(𝑄, 𝑇) = 1 − [√
2

(3𝑑 − 2)(2𝑑 − 1)𝜋
(𝐴𝑑)−

3
2𝑇−1 √(3𝑑 − 2)𝛼(𝐴𝑑)

3𝑑−1
𝑑 (𝑇𝑑)

2𝑑−1
𝑑 + (2𝑑 − 1)𝐷𝑚(𝐴𝑑)

3𝑑−2
𝑑 (𝑇𝑑)

3𝑑−2
𝑑 ] . (4.21) 

Expansions of (4.21) for specific scenarios are presented in Table 4.3.  
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Table 4.3: Expansions of 𝐹𝑟 and 𝑆𝑇 for various scenarios.  

Scenario Single cycle recovery efficiency 𝐹𝑟(𝑄, 𝑇) Kinetic 

dispersion factor 
𝑆𝑇 

𝑑-dimensions 
𝐷 = 𝐷𝑚 + 𝛼|𝑣| 1 − [√

2

(3𝑑 − 2)(2𝑑 − 1)𝜋
(𝐴𝑑)−

3
2𝑇−1 √(3𝑑 − 2)𝛼(𝐴𝑑)

3𝑑−1
𝑑 (𝑇𝑑)

2𝑑−1
𝑑 + (2𝑑 − 1)𝐷𝑚(𝐴𝑑)

3𝑑−2
𝑑 (𝑇𝑑)

3𝑑−2
𝑑 ] 

(3𝑑 − 2)𝛼𝑣

(2𝑑 − 1)𝐷𝑚
 

1D 
𝐷 = 𝐷𝑚 + 𝛼|𝑣| 1 − [√

2

𝜋
(
2𝜃

𝑄
)

3
2
√𝛼 (

𝑄

2𝜃
)
2

𝑇−1 + 𝐷𝑚

𝑄

2𝜃
𝑇−1] 

𝑄𝛼

2𝜃𝐷𝑚
 

2D 
𝐷 = 𝐷𝑚 + 𝛼|𝑣| 1 − [√

2

12𝜋
(
2𝜋𝜃

𝑄
)

3
2
 √2𝛼 (

𝑄

𝜋𝜃
)

5
2
𝑇−1/2 + 3𝐷𝑚 (

𝑄

𝜋𝜃
)
2

] 

 

4𝛼

3𝐷𝑚
(

𝑄

4𝜋𝜃𝑇
)

1
2
 

 

3D 
𝐷 = 𝐷𝑚 + 𝛼|𝑣| 1 − [√

2

35𝜋
(
4𝜋𝜃

𝑄
)

3
2
 √

7

3
𝛼 (

3𝑄

4𝜋𝜃
)

8
3
𝑇−1/3 + 5𝐷𝑚 (

3𝑄

4𝜋𝜃
)

7
3
𝑇1/3] 

7𝛼

5𝐷𝑚
(

𝑄

36𝜋𝜃𝑇2
)

1
3
 

𝑑-dimensions 
𝐷 = 𝐷𝑚 + 𝛼|𝑣2| 1 − [√

2

(3𝑑 − 2)𝜋
(𝐴𝑑)−

3
2𝑇−1 √(3𝑑 − 2)𝛼(𝐴𝑑)3𝑇 + 𝐷𝑚(𝐴𝑑)

3𝑑−2
𝑑 (𝑇𝑑)

3𝑑−2
𝑑 ] 

(3𝑑 − 2)𝛼𝑣2

(𝑑)𝐷𝑚
 

1D 
𝐷 = 𝐷𝑚 + 𝛼|𝑣2| 1 − [√

2

𝜋
(
2𝜃

𝑄
)

3
2
√𝛼 (

𝑄

2𝜃
)
3

𝑇−1 + 𝐷𝑚

𝑄

2𝜃
𝑇−1] 

𝑄2𝛼

4𝜃2𝐷𝑚
 

2D 
𝐷 = 𝐷𝑚 + 𝛼|𝑣2| 1 − [√

2

8𝜋
(
2𝜋𝜃

𝑄
)

3
2
 √𝛼 (

𝑄

𝜋𝜃
)
3

𝑇−1 + 4𝐷𝑚 (
𝑄

𝜋𝜃
)
2

] 

 

𝛼

𝐷𝑚
(

𝑄

4𝜋𝜃𝑇
) 

3D 
𝐷 = 𝐷𝑚 + 𝛼|𝑣2| 1 − [√

2

21𝜋
(
4𝜋𝜃

𝑄
)

3
2
 √

7

9
𝛼 (

3𝑄

4𝜋𝜃
)
3

𝑇−1 + 3𝐷𝑚 (
3𝑄

4𝜋𝜃
)

7
3
𝑇1/3] 

7𝛼

3𝐷𝑚
(

𝑄

36𝜋𝜃𝑇2
)

2
3
 

𝑑-dimensions 
𝐷 = 𝐷𝑚 + 𝛼|𝑣𝜂| 

1 −

[
 
 
 
 

√
2

(3𝑑 − 2)(3𝑑 − 2 + 𝜂 − 𝜂𝑑)𝜋
(𝐴𝑑)−

3
2𝑇−1 ∙

√(3𝑑 − 2)𝛼(𝐴𝑑)
3𝑑−2+𝜂

𝑑 (𝑇𝑑)
3𝑑−2+𝜂−𝜂𝑑

𝑑 + (3𝑑 − 2 + 𝜂 − 𝜂𝑑)𝐷𝑚(𝐴𝑑)
3𝑑−2

𝑑 (𝑇𝑑)
3𝑑−2

𝑑 ]
 
 
 
 

 

 

(3𝑑 − 2)𝛼𝑣𝜂

(3𝑑 − 2 + 𝜂 − 𝜂𝑑)𝐷𝑚
 

 

We plotted (4.21) together with the numerical results for the recovery efficiency of the first cycle in 

Figure 4.2a and 4.2b. The solutions agree excellently with the numerical results for all cases, but deviate 

moderately for 3D flow fields when molecular diffusion dominates at larger 𝑇. In this case, (4.21) is not a 

proper expression for 𝐹𝑟, because expression (4.21) becomes negative at large 𝑇,, which is physically 

impossible. This deviation occurs because the approximation (4.15) is appropriate only when the scale of 

transport due to hydrodynamic dispersion is not larger than that of advection (Gelhar and Collins, 1971). 

In 3D, advective transport scales with 𝑟′ ∝ 𝑡1/3 (see Equation 4.12), and thus so does mechanical 

dispersion. In contrast, displacement due to molecular diffusion scale with 𝑡1/2 regardless of 

dimensionality (Woess, 2000). Therefore, (4.15) and (4.21) are accurate in all modelled scenarios except 

in 3D if molecular diffusion is dominant. 
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a  

b  

c d  

 

Figure 4.2: Dashed lines with markers are numerical results, while solid lines are analytical solutions. (a) 

First cycle 𝐹𝑟(𝑇) using (21). (b) First cycle 𝐹𝑟(𝑄) using (21). (c) First cycle 𝐹𝑟(𝑇) extrapolated using (24), 

(d) 𝐹𝑐(𝑇) after 50 cycles extrapolated using (24). Extrapolations use 𝑇0 = 1 as reference.  

 

Several important characteristics of the system are revealed in (4.21): 𝐹𝑟 increases monotonically as 𝑄 

increases, and as 𝐷 decreases. Remarkably, if 𝛼 ≠ 0 and 𝐷𝑚 ≠ 0, in 1D and 2D 𝐹𝑟 increases monotonically 

as 𝑇 increases, but varies non-monotonically in 3D with a maximum. These observations can be 

explained in further detail, by considering the following scenarios, which we will refer to as limiting 

scenarios. 
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Notice that the rightmost root term (4.21) contains the sum of a mechanical dispersive and a diffusive 

component. In limiting cases where one hydrodynamic dispersion process completely dominates (i.e. 

either 𝐷 = 𝛼|𝑣| or 𝐷 = 𝐷𝑚), then (4.21) simplifies to  

𝐹𝑟(𝑄, 𝑇) = 1 − [𝑏√𝛼|𝑄𝑥|𝑇𝑦], (4.22𝑎) 

𝑥 = −
1

2𝑑
, (4.22𝑏) 

𝑦 = −
1

2𝑑
, (4.22𝑐) 

for 𝐷 = 𝛼|𝑣|, and 

𝐹𝑟(𝑄, 𝑇) = 1 − [𝑏√𝐷𝑚|𝑄𝑥|𝑇𝑦], (4.23𝑎) 

𝑥 = −
2

2𝑑
, (4.23𝑏) 

𝑦 =
𝑑 − 2

2𝑑
, (4.23𝑐) 

for 𝐷 = 𝐷𝑚, where all terms in (4.21) not explicitly written in (4.22a) and (4.23a) are lumped into 𝑏 for 

brevity. Essentially, 𝑏 is a function of dimensionality, and the identity (but not magnitude) of the 

dominant dispersion process. Values of 𝑥 and 𝑦 in scenarios of all spatial dimensions are included in Table 

4.2. In all limiting cases, 1 − 𝐹𝑟 ∝ √𝛼 or 1 − 𝐹𝑟 ∝ √𝐷𝑚, regardless of dimensionality. Note however that 

when both 𝛼 and 𝐷𝑚 are non-zero, the relationship 1 − 𝐹𝑟 ∝ √𝛼𝑄 + 𝐷𝑚 does not hold. As follows from the 

above equations, the period exponent 𝑦 and flow exponent 𝑥 are crucial in determining how both 

concentration profile and dispersive loss are affected by 𝑇 and 𝑄. In the limiting cases described by (4.22 

– 4.23), 𝐹𝑟(𝑑 = 2, 𝐷 = 𝐷𝑚) is independent of 𝑇, and 𝐹𝑟(𝑑 = 3,𝐷 = 𝐷𝑚) decreases as 𝑇 increases. In all other 

limiting cases, 𝐹𝑟 increases as 𝑇 increases and as 𝑄 increases. The fact that 𝐹𝑟(𝑑 = 3,𝐷 = 𝐷𝑚) decreases as 

𝑇 increases, whereas 𝐹𝑟(𝑑 = 3,𝐷 = 𝛼|𝑣|) increases as 𝑇 increases, explains why 𝐹𝑟(𝑑 = 3, 𝐷 = 𝛼|𝑣| + 𝐷𝑚) 

varies non-monotonically with 𝑇. Many problems in practice can be reduced to such limiting cases. For 

example, thermal diffusion typically dominates heat transport (Anderson, 2005; Vandenbohede et al., 

2009), while mechanical dispersion typically dominates solute transport (Anderson, 1984). 

 

Direct estimation with (4.21) is inaccurate if the hydrodynamic dispersion coefficient is sufficiently large 

to result in a single cycle 𝐹𝑟 smaller than 0.7. The reason is that in scenarios with smaller 𝐹𝑟, the scale of 

dispersive transport becomes large relative to advection. Nevertheless, in practice aquifer storage 

systems typically have recovery efficiencies of 0.7 or higher (Drijver et al., 2012) except for systems 

with very large concentration or thermal gradients where density effects play a significant role in 

transport (Schout et al., 2016), thus (4.21) remains applicable to real systems. (4.21) is also inaccurate 

in predicting the cumulative recovery efficiency 𝐹𝑐 if the number of cycles is larger than 1. In these two 

cases, it is possible to gain insight on 𝐹𝑟(𝑄, 𝑇) and the cumulative recovery efficiency 𝐹𝑐(𝑄, 𝑇) by 

extrapolation, even if 𝛼 and 𝐷𝑚 are unknown, provided it is a limiting case where either mechanical 

dispersion or molecular diffusion completely dominates. If 𝐹𝑟(𝑄0, 𝑇0) or 𝐹𝑐(𝑄0, 𝑇0) of some reference 

injection rate 𝑄0 and injection period 𝑇0 is known, then the recovery efficiency for any 𝑄, 𝑇 can be 

approximated using 

𝐹𝑟(𝑄, 𝑇) = 1 − [1 − 𝐹𝑟(𝑄0, 𝑇0)] (
𝑄

𝑄0
)

𝑥

(
𝑇

𝑇0
)

𝑦

. (4.24𝑎) 

𝐹𝑐(𝑄, 𝑇) = 1 − [1 − 𝐹𝑐(𝑄0, 𝑇0)] (
𝑄

𝑄0
)

𝑥

(
𝑇

𝑇0
)

𝑦

. (4.24𝑏) 
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Figure 4.2c shows a good agreement for the single cycle recovery efficiency 𝐹𝑟, and Figure 4.2d for the 

cumulative recovery efficiency 𝐹𝑐 after 50 cycles. A comparison of Figure 4.2c and Figure 4.2d suggests 

that the accuracy of the extrapolation improves as the number of elapsed cycles increases. Here too, the 

solution is inaccurate in 3D scenarios where molecular diffusion dominate, but (4.24) nevertheless 

reveals the qualitatively valid outcome that 𝐹𝑟 decreases as 𝑇 increases.   

 

A retardation factor representing linear adsorption implies a linear re-scaling of time. Thus, for a fixed 

injection duration 𝑇, an increase in the retardation factor implies a decrease in recovery for scenarios 

where 𝑦 < 0, and vice versa. This means that the linear retardation of diffusion-dominated transport 

hinders recovery in 1D flow fields, has no effect in 2D flow fields, and enhances recovery in 3D flow 

fields. 

 

4.4.3 Multiple cycles  

Consider a scenario in which the total operational duration of the injection-extraction well is prescribed, 

whereas the total number of cycles 𝑁 is a variable. Assume that one standard cycle operated with an 

injection duration of 𝑇0 results in a total solute mass loss of 𝑚𝑐(𝑇 = 𝑇0, 𝑁 = 1) = 𝑚0,0. In the low frequency 

multiple cycle scenario (𝑇 = 𝑛𝑇0, 𝑁 = 1), where 𝑛 > 1 is an arbitrary integer, the total solute mass loss is 

𝑚𝑛,0 = 𝑛𝑦𝑚0,0. The high frequency multiple cycle case is (𝑇 = 𝑇0, 𝑁 = 𝑛), and has an identical total duration 

as the low frequency multiple cycle case. We approach the high frequency case by first assuming that 

𝑚0,𝑛 = (𝑛)𝑧𝑚0,0, where 𝑧 is a constant. Then, the upper bound of the cycle exponent 𝑧 can be inferred by 

assuming that 𝑐(𝑟) = 0 at the onset of each new cycle, whereupon 𝑚0,𝑛 = 𝑛𝑚0,0 exactly, and 𝑧 = 1. If this 

assumption is omitted, then 𝑚0,𝑛 < (𝑛)𝑧𝑚0,0, thus we can conclude 𝑧 < 1.  

 

A lower bound for 𝑧 is found if after the first injection phase, the boundary condition at the well is 

(
𝜕𝑐

𝜕𝑟
(0, 𝑡) = 0) instead of (𝑐(0, 𝑡) = 𝑐0), so that previously extracted water is re-injected, without mixing in 

the well. In this case, multiplying the number of cycles by 𝑛 implies that 𝜔 is also multiplied by 𝑛, which 

yields 𝑚0,𝑛 = √𝑛𝑚0,0, or 𝑧 = 1/2. Under the original boundary condition (𝑐(0, 𝑡) = 𝑐0), new solute is injected 

into the system, therefore 𝑧 > 1/2 necessarily.  

 

In summary, we have found for the cycle exponent that 
1

2
< 𝑧 ≤ 1. Using 𝑚0,𝑛 = 𝑛𝑧𝑚0,0, we obtain the 

recovery efficiency of the 𝑛-th cycle 

𝐹𝑟(ℎ) = 1 −
𝑚0,0𝑛

𝑧

𝑀0,0𝑛
= 1 − (1 − 𝐹𝑟,0)𝑛

𝑧−1, (4.25) 

where 𝐹𝑟,0 is the recovery efficiency of the first cycle. Numerical results using empirically fitted 𝑧 agree 

excellently with (4.25) (Figure 4.3), and fitted 𝑧 values fall within the bounds predicted 
1

2
≤ 𝑧 ≤ 1. Figure 

4.3 also shows that although the fitted value of 𝑧 increases slightly with the number of cycles, the 

difference is small even when data from 5 and 50 cycles is compared. This shows the added value that 

only a minimal amount of data is required to empirically calibrate 𝑧.  
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a b  

c  d  

Figure 4.3: Recovery efficiency 𝐹𝑟 as a function of the n-th cycle, fitted to (25) after (a,c) 5 cycles and 

(b,d) 50 cycles, showing the effect of (a,b) spatial dimensionality and (c,d) dispersion parameters in a 

2D scenario. 

 

The manner by which the upper and lower bounds for the cycle exponent 𝑧 have been derived, suggest 

that 𝑧 can be interpreted as a measure of how much the recovery efficiency of a cycle is affected by all 

preceding cycles. The larger the value of 𝑧, the smaller this memory effect. Figure 4.3 a,b illustrates this, 

showing that 𝑧 increases as the spatial dimensionality increases. This occurs because in each subsequent 

cycle, the ambient chemical gradient enveloping the new injection water front dissipates more rapidly 

when the spatial dimensionality is large, thus weakening the memory effect. Similarly, Figure 4.3 c,d 

shows that a larger dispersion coefficient 𝐷 = 𝐷𝑚 + 𝛼𝑣 leads to faster dissipation of ambient solute, 

resulting in a larger 𝑧. Comparing all the scenarios shown in Figure 4.3 reveals that 𝑧 is inversely related 

to 𝐹𝑟 of the first cycle; this is logical in that a complete recovery implies no memory effect, and vice-

versa. 

 

Combining (4.24) and (4.25), 𝐹𝑟(𝑄, 𝑇, 𝑛) can be extrapolated from a reference operation with known 

𝐹𝑟(𝑄0, 𝑇0, 𝑛0), by using 

𝐹𝑟(𝑄, 𝑇, 𝑛) = 1 − [1 − 𝐹𝑟(𝑄0, 𝑇0, 𝑛0)] (
𝑄

𝑄0
)

𝑥

(
𝑇

𝑇0
)

𝑦

(
𝑛

𝑛0
)

𝑧−1

. (4.26) 

From (4.26), we can deduce how cycle frequency affects dispersive losses. If 𝑦 > 𝑧 − 1, then high 

frequency operations under a prescribed total time result in larger 𝐹𝑟, and vice-versa. Since 𝑧 > 1/2, it 

means that in 1D where 𝑦 = 1/2, more dispersive losses occur for high than for low frequencies (Figure 

4.4a). Since 𝑧 ≤ 1, it follows that for 𝑦 ≥ 1, more dispersive losses occur in low than for high frequencies. 

Therefore, for 𝐷 = 𝐷𝑚 in 2D (𝑦 = 1) (Figure 4.4b) and 3D (𝑦 = 7/6) (Figure 4.4c), 𝐹𝑐 decreases as 𝑇 

increases in the case of a fixed total time. This is in contrast with the case of 𝐷 = 𝐷𝑚 for a fixed 𝑇, where 

𝐹𝑐 is independent of 𝑇 in 2D, and decreases as 𝑇 increases in 3D. If 𝑦 ≈ 𝑧 − 1, then recovery is roughly 
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independent of frequency; this is most likely to occur in general in 2D, where −
1

4
≤ 𝑦 ≤ 0 and −

1

2
≤ 𝑧 − 1 ≤

0, and the ranges of 𝑦 and 𝑧 − 1 overlap closely (e.g. curves for 𝐷 = 𝛼|𝑣| in Figure 4.4b).  

 

a  

b  

c  

 

Figure 4.4: Numerical results for the variation of the cumulative recovery efficiency 𝐹𝑐 against cycle 

period for fixed total time with 2𝑛𝑇 = 512 after 50 cycles, in a (a) 1D, (b) 2D, and (c) 3D homogeneous 

medium. 

 

 



Chapter 4 

86 
 

4.4.4 Kinetic dispersion factor 

In 𝑑 = 1, the velocity and hence hydrodynamic dispersion coefficient is the same everywhere. For 𝑑 > 1, 

since 𝑅 ∝ 𝑇1/𝑑, the cycle period influences the relative lengths of time for which dispersive loss is 

primarily controlled by either mechanical dispersion or molecular diffusion. The relative contribution from 

mechanical dispersion 𝛼|𝑣| to the dispersion coefficient 𝐷 = 𝐷𝑚 + 𝛼|𝑣| decreases with 𝑅 and 𝑇1/𝑑 as 

distance increases, because |𝑣| decreases with distance. Therefore, in 𝑑 > 1, the dominant process of 

spreading of solutes around the plume front increasingly shifts towards molecular diffusion, with distance 

from the well. Field evidence has shown that thermal breakthrough curves are highly sensitive to 

mechanical dispersivity at early times of the injection phase, due to the large 𝑣(𝑅) associated with small 

plume volumes (Vandenbohede et al., 2011). This means that some ATES systems are controlled by 

mechanical disperson (Lin et al., 2019) although heat transport is predominantly controlled by thermal 

diffusion in uniform flow fields. Hence, it is important to be able to determine the relative strengths of 

diffusion and mechanical dispersion as a function of well operational parameters. 

 

Dispersive losses attributable to 𝛼|𝑣|, relative to 𝐷𝑚, can be obtained by taking the ratio of their 

contributions to 𝐹𝑟 in (4.21), and yields  

√𝑆𝑇 = √
(3𝑑 − 2)𝛼(𝐴𝑑)

3𝑑−1
𝑑 (𝑇𝑑)

2𝑑−1
𝑑

(2𝑑 − 1)𝐷𝑚(𝐴𝑑)
3𝑑−2

𝑑 (𝑇𝑑)
3𝑑−2

𝑑

. (4.27) 

where we introduce the dimensionless kinetic dispersion factor 𝑆𝑇. Writing this in terms of 𝑣(𝑅) yields 

𝑆𝑇 =
(3𝑑 − 2)𝛼𝑣(𝑅)

(2𝑑 − 1)𝐷𝑚
. (4.28) 

which is a weighted form of the ratio 
𝛼𝑣(𝑅)

𝐷𝑚
 of the components of 𝐷(𝑟) = 𝐷𝑚 + 𝛼𝑣(𝑅). The unweighted ratio 

omits the contribution of the term (𝑑 − 1)
𝐷𝑚

𝑟

𝜕𝑐

𝜕𝑟
 to the ADE (4.5). In 1D, (𝑑 − 1)

𝐷𝑚

𝑟

𝜕𝑐

𝜕𝑟
 vanishes and the 

weighted ratio becomes equal to the unweighted ratio. As spatial dimensionality increases, so does 𝑆𝑇, 

which suggests that the effects of velocity-dependent and velocity-independent dispersion are 

increasingly different in higher dimensional spaces. Expansions of 𝑆𝑇 are presented in Table 4.3. 

Concepts similar to 𝑆𝑇 have been used in prior studies to determine relative contributions of the 

dispersion processes in radial flow. Hoopes and Harleman (1967) obtained a weighted ratio, 
4𝛼𝑣(𝑅)

3𝐷𝑚
, which 

is (4.28) with 𝑑 = 2 specifically, while Bloemendal and Hartog (2018) applied the unweighted ratio 

𝛼𝑣(𝑅)/𝐷𝑚 to a two-dimensional radial problem, which underestimates the contribution of mechanical 

dispersion.  

 

In 3D scenarios, 𝐹𝑟(𝑇) increases monotonically for 𝐷 = 𝛼|𝑣|, yet decreases monotonically for 𝐷 = 𝐷𝑚. Thus, 

a logical reason for the non-monotonicity of 𝐹𝑟(𝑇) in 3D (Figure 4.5a) is that the relative strengths of 𝛼|𝑣| 

and 𝐷𝑚 at the hydraulic front change with 𝑇. Solving 
𝜕𝐹𝑟(𝑇)

𝜕𝑇
= 0 in (4.21) yields 𝑆𝑇 = 1; this agrees with the 

numerical results for 𝐹𝑟 (Figure 4.5b). Therefore, the optimum period 𝑇𝑚 that corresponds to the 

maximum 𝐹𝑟(𝑇) can be found by solving substituting 𝑇 = 𝑇𝑚, 𝑑 = 3, and 𝑆𝑇 = 1 in (4.27), and solving for 

𝑇𝑚: 

𝑇𝑚 = √(
7𝛼

5𝐷𝑚
)
3 𝑄

36𝜋𝜃
. (4.29) 

(4.29) agrees excellently with numerical results for the first cycle (Figure 4.6). Empirically, we observe 

that 𝐹𝑐 after 50 cycles also peaks close to 𝑆𝑇 = 1 (Figure 4.5c). However, the presence of ambient solute 

in the aquifer causes (4.29) to overestimate 𝑇𝑚 for multiple cycles (Figure 4.6), as only the first cycle 
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recovery efficiency was considered in deriving (4.29). Nevertheless, Figure 4.6 shows that the 

proportional relationship 𝑇𝑚 ∝ (
𝛼

𝐷𝑚
)
3/2

  remains valid even after 50 cycles.  

 

               a  

b  

c  

Figure 4.5: The relationship between (a) 𝑇 and 𝐹𝑟 for the first cycle, (b) 𝑆𝑇 and 𝐹𝑟 for the first cycle, and 

(c) 𝑆𝑇 and 𝐹𝑐 after 50 cycles, for 3D injection-extraction from a point source; 𝐷𝑚 = 0.1. 
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Figure 4.6: The numerically obtained and analytically approximated (Eq. 35) optimum cycle period 𝑇𝑚, 

corresponding to (crosses) maximum 𝐹𝑟 for the first 1 cycle, and (circles) maximum 𝐹𝑐 after 50 cycles.  

 

4.4.5 Geometric dispersion factor 

Recall that 𝐴𝑑 ∝ 𝑄. The area-to-volume ratio (A/V), which was previously discussed in the introduction, is 

𝐴

𝑉
=

𝑑

(𝑑𝐴𝑑𝑇)
1
𝑑

∝ (𝑄𝑇)−
1
𝑑 , (4.30) 

which suggests that either 𝑄 or 𝑇 should be maximized, to minimize losses through the surface area.  

 

While A/V is identical for any combination of 𝑄 and 𝑇 that yield identical 𝑄𝑇, the recovery efficiency can 

significantly differ for different combinations of 𝑄 and 𝑇. Doughty et al (1982) found that when the total 

solute mass injected 𝑐0𝑄𝑇 was kept constant, in a system with 𝐷 = 𝐷𝑚, the recovery efficiency was higher 

under large 𝑄 small 𝑇 operation, than under small 𝑄 large 𝑇 operation. Bloemendal and Hartog (2018) 

investigated heat storage in a system with a 2D flow field. They concluded from sensitivity analyses of 𝑄 

that 1 − 𝐹𝑟 ∝ 𝐴/𝑉 approximately when thermal diffusion dominates, which agrees superficially with our 

findings for 2D flow fields that 1 − 𝐹𝑟 ∝ 𝑄−
1

2𝑇0 (Equation 4.23), because 𝐴/𝑉 ∝ (𝑄𝑇)−
1

2. Since 𝑇 was not 

tested, framing the solution in terms of A/V might lead to ambiguity in interpretation. The principle 

behind A/V does not consider that the rate of velocity dependent and independent dispersive loss depend 

differently on plume area and volume, and flow field dimensionality.  

 

The recovery efficiency can be expressed as a function of 𝑄 and 𝑇 in the limiting cases previously 

discussed where a single dispersion process dominates, namely 1 − 𝐹𝑟 ∝  𝑄𝑥𝑇𝑦 (4.22 – 4.23), which is 
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similar in form to 𝐴/𝑉 ∝ (𝑄𝑇)−
1

𝑑. Therefore, as an alternative to A/V, we propose the geometric dispersion 

factor 𝐺: 

𝐺 = 𝑄𝑥𝑇𝑦, (4.31) 

The curves in Figure 4.2a and Figure 4.2b for scenarios with a single dominant dispersion process 

illustrate the dependence of 𝐺 on 𝑇 and 𝑄 respectively. Unlike A/V, the exponents of 𝑄 and 𝑇 in 𝐺 are not 

necessarily identical. Essentially, 𝐺 generalizes A/V, by considering spatio-temporal (as opposed to solely 

spatial) interactions between plume geometry and hydrodynamic dispersion. Table 4.2 shows that 𝐺 is a 

function of A/V, namely 𝐺 ∝ √𝐴/𝑉, only when the velocity-independent dispersion process is omitted. 

Hence, 𝐺 should replace A/V in the characterization of aquifer-well systems, as it provides deeper insight 

into how recovery varies with well operation parameters. 

 

4.4.6 Production and recovery 

By substituting (4.12) into (4.13), and using the form of 𝜔 appropriate for the extraction phase (Gelhar 

and Collins, 1971), 

𝜔 = ∫
𝑣(𝑟) + 𝐷𝑚/𝛼

𝑣(𝑟)3
𝑑𝑟

𝑟𝑚

0

+ ∫
𝑣(𝑟) + 𝐷𝑚/𝛼

−𝑣(𝑟)3
𝑑𝑟

𝑟′

𝑟𝑚

(4.32) 

the production concentration or temperature at the well during the extraction phase 𝑐(𝑟 = 0, 𝑡 > 𝑇) is 

found to be 

𝑐 =
1

2
𝑐0 erfc

[
 
 
 
 
−[2𝑇 − 𝑡]

√4𝑑2𝛼 √

(3𝑑 − 2)(2𝑑 − 1)𝛼𝐴𝑑

(3𝑑 − 2)𝛼𝐴𝑑(𝑑𝐴𝑑)
−1
𝑑 {2𝑇

2𝑑−1
𝑑 − [2𝑇 − 𝑡]

2𝑑−1
𝑑 } + (2𝑑 − 1)𝐷𝑚(𝑑𝐴𝑑)

𝑑−2
𝑑 {2𝑇

3𝑑−2
𝑑 − [2𝑇 − 𝑡]

3𝑑−2
𝑑 }

]
 
 
 
 

(4.33) 

 

In order to analyze the production concentration and recovery efficiency in non-standard cycles where 
𝑉𝑒𝑥

𝑉𝑖𝑛
≠ 1 we seek to express (4.33) as a function of 𝑉𝑖𝑛 = 𝑄𝑇 and 𝑉𝑒𝑥 = 𝑄 ∙ (𝑡 − 𝑇), where 𝑄 in (4.33) originates 

from 𝐴𝑑. This yields, for limiting case where 𝐷 = 𝛼𝑣, 

𝑐(𝑟 = 0, 𝑡 > 𝑇) =
1

2
𝑐0 erfc

[
 
 
 
 
 
 

(
𝑉𝑒𝑥

𝑉𝑖𝑛
− 1) [

𝑉𝑖𝑛Γ (
𝑑
2
)𝑑

2𝜃𝜋
𝑑
2

]

1
2𝑑

 
√

(2𝑑 − 1)

4𝑑2𝛼 [2 − |1 −
𝑉𝑒𝑥

𝑉𝑖𝑛
|

𝑑−1
𝑑

(1 −
𝑉𝑒𝑥

𝑉𝑖𝑛
)]

]
 
 
 
 
 
 

. (4.34𝑎) 

where the absolute function ensures that 𝑐(𝑟 = 0, 𝑡 > 𝑇) remains real and continuous for 𝑉𝑒𝑥 ≥ 𝑉𝑖𝑛. For the 

opposite limiting case, when 𝐷 = 𝐷𝑚, 

𝑐(𝑟 = 0, 𝑡 > 𝑇) =
1

2
𝑐0 erfc

[
 
 
 
 
 
 

(
𝑉𝑒𝑥

𝑉𝑖𝑛
− 1) [

𝑉𝑖𝑛Γ (
𝑑
2
)𝑑

2𝜃𝜋
𝑑
2

]

2−𝑑
2𝑑

√

(3𝑑 − 2)𝐴𝑑

4𝑑2𝐷𝑚 {2 − |1 −
𝑉𝑒𝑥

𝑉𝑖𝑛
|

2𝑑−2
𝑑

(1 −
𝑉𝑒𝑥

𝑉𝑖𝑛
)}

]
 
 
 
 
 
 

. (4.34𝑏) 

 

We can rewrite the production concentrations of the two limiting cases (4.34) in the form 
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𝑐 (𝑟 = 0,
𝑉𝑒𝑥

𝑉𝑖𝑛
) =

1

2
𝑐0 erfc

[
 
 
 
 
 

𝜁
(
𝑉𝑒𝑥

𝑉𝑖𝑛
− 1)

√{2 − |1 −
𝑉𝑒𝑥

𝑉𝑖𝑛
|
Δ

(1 −
𝑉𝑒𝑥

𝑉𝑖𝑛
)}

]
 
 
 
 
 

, (4.35) 

where the exponent Δ ranges from 0 ≤ Δ ≤
4

3
 depending on the spatial dimensionality and dominant 

hydrodynamic dispersion process, and the other terms are lumped into the constant 𝜁 for readability. 

Figure 4.7a shows that for a fixed value of 𝜁, the influence of varying the exponent Δ on the production 

concentration is negligible. Therefore, 
𝑉𝑒𝑥

𝑉𝑖𝑛
 is effectively the only independent variable in (4.35) if 𝜁 is 

fixed. Physically, this implies that at any given production concentration, the marginal effect on the 

production concentration of increasing  
𝑉𝑒𝑥

𝑉𝑖𝑛
 is almost independent of flow field dimensionality and the 

dominant hydrodynamic dispersion process. Therefore, the recovery efficiency as a function of 
𝑉𝑒𝑥

𝑉𝑖𝑛
 can be 

obtained by numerically integrating (4.35) with respect to 
𝑉𝑒𝑥

𝑉𝑖𝑛
, the outcomes of which for Δ =

1

2
 are shown 

in Figure 4.7b.  
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a  

b  

c  

Figure 4.7: (a) Production concentration 𝑐(𝑟 = 0) against the extraction ratio 
𝑉𝑒𝑥

𝑉𝑖𝑛
 when 𝜁 = 2. (b) Recovery 

efficiency 𝐹𝑟 against 
𝑉𝑒𝑥

𝑉𝑖𝑛
, for Δ =

1

2
. (c) Effective recovery efficiency 𝐹𝑒𝑓𝑓 against 

𝑉𝑒𝑥

𝑉𝑖𝑛
 for 𝑐𝑐𝑟𝑖𝑡 =

1

4
𝑐0. 

 

 

The concavity of the curves in Figure 4.7b implies that the marginal benefit to 𝐹𝑟 of increasing 
𝑉𝑒𝑥

𝑉𝑖𝑛
, has 

diminishing returns in all cases. Where 𝜁 is small (e.g. 3D scenarios, or scenarios with large 𝐷), 𝐹𝑟 of a 

symmetric cycle 
𝑉𝑒𝑥

𝑉𝑖𝑛
= 1 is small. In these cases, using a longer extraction period 

𝑉𝑒𝑥

𝑉𝑖𝑛
> 1 can increase 𝐹𝑟 

significantly (Figure 4.7b), because there remains relatively large amounts of solute mass deposited 
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immediately outside the hydraulic front. However, where 𝜁 is large, the marginal benefit to 𝐹𝑟 is small 

when 
𝑉𝑒𝑥

𝑉𝑖𝑛
 is increased beyond 1. This agrees with Sauty et al’s (1982) conclusion that symmetric cycles 

yield an optimum balance between cost (𝑉𝑒𝑥) and benefit (𝐹𝑟). 

 

In some applications, the recovered hot water in ATES is too cold for heating, or in ASR is of marginal 

quality for drinking or irrigation, if the production concentration or temperature falls below a critical value 

𝑐𝑐𝑟𝑖𝑡. Hence, we may define the effective recovery efficiency as 

𝐹𝑒𝑓𝑓 =
∫[𝑐(𝑟 = 0) − 𝑐𝑐𝑟𝑖𝑡]𝑑𝑉𝑒𝑥

(𝑐0 − 𝑐𝑐𝑟𝑖𝑡)𝑉𝑖𝑛
. (4.36) 

An example 𝐹𝑒𝑓𝑓 as a function of 
𝑉𝑒𝑥

𝑉𝑖𝑛
, solved numerically, is presented in Figure 4.7c, with Δ =

1

2
 and 𝑐𝑐𝑟𝑖𝑡 =

1

4
𝑐0. If 

𝑉𝑒𝑥

𝑉𝑖𝑛
= 1, then 𝐹𝑒𝑓𝑓 is simply equal to 

𝐹𝑟−(𝑐𝑐𝑟𝑖𝑡/𝑐0)

1−(𝑐𝑐𝑟𝑖𝑡/𝑐0)
. Once 𝑐(𝑟 = 0, 𝑡 > 𝑇) < 𝑐𝑐𝑟𝑖𝑡, extraction should cease, 

because the remaining water is unusable and the marginal benefit of increasing 
𝑉𝑒𝑥

𝑉𝑖𝑛
 becomes negative. 

Extraction of additional water beyond this point will degrade the quality of the earlier extracted water, if 

they mix. The marginal benefit to 𝐹𝑒𝑓𝑓, of increasing 
𝑉𝑒𝑥

𝑉𝑖𝑛
, becomes smaller for larger 𝑐𝑐𝑟𝑖𝑡, because 

[𝑐(𝑟 = 0) − 𝑐𝑐𝑟𝑖𝑡] monotonically decreases as 𝑐𝑐𝑟𝑖𝑡 increases. These diminishing returns can become 

negative returns if 𝑐𝑐𝑟𝑖𝑡 is non-zero, as illustrated in Figure 4.7c. 

 

4.4.7 Generalizations 

Since all derived expressions (i.e. 𝐹𝑟, 𝑆𝑇, 𝐺) can be written as functions of 𝑑, the preceding analyses can 

be generalized to non-integer dimensions. Non-integer dimensions are primarily used to describe porous 

media with fractal pore-scale geometry. Dispersive transport in fractal geometry is a distinct aspect of 

research into pore-scale connectivity and percolation (Bouchard & Georgess, 1990), fractured porous 

media (Sahimi, 2011), and multi-phase transport (Hunt et al., 2014). Figure 4.8a shows that if all other 

parameters are kept constant, the recovery efficiency mostly decreases monotonically as dimensionality 

increases. Interestingly however, in the range of small 𝑑 and small 𝑄, 𝐹𝑟(𝑑) is non-monotonic, with a 

maximum. Whether this non-monotonicity, and non-integer dimensional radial flow in general, describe 

meaningful physical phenomena, or are mathematical artefacts, remains to be investigated. Figure 4.8b 

shows that curves of 𝐹𝑟(𝑑) for different 𝑇 intersect at some point at 𝑑 > 2. This implies that 𝐹𝑟(𝑇) can be 

non-monotonic in any 𝑑 > 2; amongst all model parameters, such behavior is unique to 𝑇. In Section 

4.4.2, we discussed 𝑑 = 3, a specific instance of this.  
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a  b  

c d   

Figure 4.8: Recovery as a function of 𝑑 when (a) 𝑄, 𝛼, 𝐷𝑚 is varied, and (b) 𝑇 is varied. Recovery as a 

function of 𝜂, when (c) 𝛼 is varied, and (d) 𝑄 is varied. Unless otherwise specified, 𝜂 = 1, 𝑑 = 1, 𝑇 = 1, 𝑄 =

1, 𝛼 = 0.1, 𝐷𝑚 = 0.1. 

 

Analyses under other definitions of hydrodynamic dispersion are also possible, using the methods we 

have presented. For example, power-law mechanical dispersion 𝛼|𝑣𝜂|, with 0 ≤ 𝜂 ≤ 2 not necessarily an 

integer. Molecular diffusion corresponds to 𝜂 = 0, and standard mechanical dispersion to 𝜂 = 1. Other 

suggested values of 𝜂 include 𝜂~1.2 for Peclet numbers 5 < 𝑃𝑒 < 300 (Sahimi., 1993), 𝜂~1.25 when large 

spatial variances exist in the pore-scale velocity field, (Salles et al., 1993), and 𝜂 = 2 in media with solute 

particle traps (Bouchaud & Georges., 1990), Taylor dispersion (Taylor., 1953), or large tortuosities or low 

saturations (de Gennes, 1983). Salles et al (1993) also found that 𝜂 varies continuously with porosity.  

 

The generalized radially axisymmetric ADE for 𝐷 = 𝐷𝑚 + 𝛼|𝑣𝜂| is (see Appendix A for derivation) 

𝜕𝑐

𝜕𝑡
= 𝐷(𝑟)

𝜕2𝑐

𝜕𝑟2
+ [

(𝑑 − 1)

𝑟
[𝐷𝑚 − (𝜂 − 1)𝛼𝑣𝜂] − 𝑣(𝑟)]

𝜕𝑐

𝜕𝑟
. (4.37) 

Then, applying the same steps as in Section 4.3 and Section 4.4.1, with 𝜔 = ∫
𝑣𝜂(𝑟)+𝐷𝑚/𝛼

𝑣3(𝑟)
𝑑𝑟

𝑟′

0
, results in 

𝑐(𝑟, 𝑡) =
1

2
𝑐0 erfc

[
 
 
 (𝑟𝑑 − (𝑑𝐴𝑑𝑡))

√4𝑑2𝛼(𝑑𝐴𝑑𝑡)
2𝑑−1

𝑑

√
(3𝑑 − 2)(3𝑑 − 2 + 𝜂 − 𝜂𝑑)𝛼𝐴𝑑

(3𝑑 − 2)𝛼𝐴𝑑
𝜂(𝑑𝐴𝑑𝑡)

𝜂+𝑑−1−𝜂𝑑
𝑑 + (3𝑑 − 2 + 𝜂 − 𝜂𝑑)𝐷𝑚(𝑑𝐴𝑑𝑡)

𝑑−1
𝑑

]
 
 
 

. (4.38) 
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If 𝜂 = 2, 𝐷𝑚 = 0 is substituted into (4.38), the solutions for 𝑐(𝑟, 𝑡) in 1D, 2D and 3D found by Philip (1994) 

are recovered (see Table 4.2), with two differences. Philip’s exact solutions include an additional term 

that vanishes for large 𝑄 or 𝑡, and Philip imposed Robin boundary conditions at the well, whereas we use 

Dirichlet boundary conditions. Differences in outcomes originating from different boundary conditions 

also vanish rapidly as 𝑡 (Philip, 1994; Chen, 1987) or 𝑄 (Aichi & Akitaya, 2018) increases.  

 

The generalized exponents in the geometric dispersion factor 𝐺 = 𝑄𝑥𝑇𝑦 are 

𝑥 = [η − 2] (
1

2𝑑
) , (4.39) 

𝑦 =
(𝑑 − 1)[1 − η] − 1

2𝑑
. (4.40) 

Full expansions of 𝐹𝑟(𝜂 = 2) and 𝐹𝑟(𝑑, 𝜂) and the corresponding kinetic dispersion factors, derived from 

(4.38) in the same manner as in Section 4.4.1 and Section 4.4.2, are available in Table 4.3. Figure 4.8c 

and 4.8d illustrate the behavior of 𝐹𝑟(𝜂) when 𝛼 and 𝑄 respectively are varied. Remarkably, when 𝜂 = 2 

and 𝐷 = 𝛼|𝑣𝜂|, 1 − 𝐹𝑟 ∝ 𝑇−1/2 regardless of spatial dimensionality, and recovery is independent of the 

injection rate. Comparing (4.39) and (4.40) reveals an additional limitation of the area-to-volume ratio: 

𝐹𝑟 is a function of A/V (i.e. 𝑥 = 𝑦) only when 𝐷 = 𝛼|𝑣|, and never for 𝐷 = 𝛼|𝑣𝜂| with any 𝜂 ≠ 1. Furthermore, 

when 𝐷 = 𝛼|𝑣𝜂|  with 𝑑 =
2−𝜂

1−𝜂
, then 1 − 𝐹𝑟 ∝ 𝑄

𝜂−2

2𝑑 , and recovery is independent of the injection period. In 

Section 4.2, we discussed a specific instance of this, namely 𝑑 = 2, 𝜂 = 0.  

 

4.5 Discussion 

Our more general results agree with specific scenarios discussed in the literature. Several numerical 

studies (e.g. Bakker, 2010; Lu et al., 2011; Chen, 2014; Barker et al., 2016; Majumdar et al., 2021) 

showed that in 2D and with 𝐷𝑚 = 0, the recovery efficiency can be increased by increasing the injection 

period, or the injection rate, which agrees with the exponents we found for the geometric dispersion 

factor 𝐺. The fact that the recovery efficiency increases as 𝑄 or 𝑇 increases for 𝑑 = 2 has also been 

observed in practice (e.g. Bloemendal and Hartog, 2018; Kastner et al., 2017). Bakker (2010) modelled 

an ASR system in a 2D cylindrical flow field in a homogeneous medium, and investigated how varying the 

injection and storage duration affected the recovery efficiency of freshwater. They demonstrated that the 

recovery efficiency increases sub-linearly with the number of cycles. The sub-linear increase of the 

recovery efficiency with cycle number was also observed in practice (Bakr et al., 2013; Kastner et al., 

2017) and in other numerical studies (Sommer et al., 2013; Zeghici et al., 2015; Lu et al., 2011; 

Majumdar et al., 2021). These findings in the literature agree with the bounds we derived for the cycle 

exponent, 
1

2
≤ 𝑧 ≤ 1.  

 

It is possible for a single well to function both as an ATES (heat storage) and ASR (freshwater storage in 

a brackish aquifer) system simultaneously (Miotlinski and Dillon, 2015). Given that, as previously 

elaborated, heat spreading is primarily controlled by thermal conduction while solute spreading depends 

mostly on mechanical dispersion, the optimal operational parameters of the well for recovering heat and 

solutes will differ. When spreading occurs in three dimensions, increasing 𝑇 might increase the recovery 

efficiency of freshwater, but decrease that of heat. Therefore, it is impossible to optimize for the recovery 

efficiency for both heat and solutes simultaneously.  

 

Single well push-pull tracer tests are often used to determine various hydrogeological properties of 

aquifers, such as porosity (Hall et al., 1991), in-situ microbial activity (Istok et al., 1997), fracture 

geometry (Klepikova et al., 2016), and geochemical reaction rates (Haggerty et al., 1998), by 
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interpreting breakthrough data at the well during the extraction phase (Schroth et al., 2000). Equations 

(4.33) and (4.35) may be used to interpret data from push-pull tests using the methodology of Schroth 

and Istok (2005). Schroth and Istok’s results pertain only to solute transport in 2D and 3D radial flow 

fields with a more limited model of dispersion, defined as 𝐷 = 𝛼|𝑣|, whereas our results apply to a wider 

range of dispersion models, and also in the presence of multiple coexisting dispersion mechanisms (e.g. 

𝐷 = 𝐷𝑚 + 𝛼|𝑣|).  

 

In this study, to enable an analytical approach, we omitted several aspects. These include heterogeneity 

in aquifer physical properties, background regional flow, diffusion of heat and solute into confining layers, 

density driven convection. Nevertheless, these omissions do not negatively affect the ability of simple 

approximate analyses like that discussed in this study from accurately predicting the behavior of well-

aquifer systems under a wide range of realistic conditions (Pophillat et al., 2020a). The assumption of 

homogeneity has been found to be appropriate for aquifers where the log-conductivity field is 

autocorrelated and has a variance smaller than 0.25 (Wang et al., 2018). In some systems, the injection 

and extraction regimes are separated by a stand still storage phase, thus some adaptation may be 

needed if the velocity-independent component of hydrodynamic dispersion is significant and if the 

storage phase is long. With low or no regional groundwater flow, the storage period reduces the recovery 

efficiency by only around 0.5 percentage points per month (Majumdar et al., 2021), and thus has 

minimal impact. All of these omitted factors would cause a decrease in the recovery efficiency, if they 

were accounted for. Therefore, our analysis forms a theoretical upper bound of the recovery efficiency of 

some real applications.  

 

Witt et al (2021) presented injection-extraction experiments of density driven flow with several fully-

penetrating and partially-penetrating well configurations, where freshwater was injected into a 

laboratory-scale brackish aquifer. Experimentally, doubling the injection-extraction rate and halving the 

injection-extraction duration (maintaining the total volume) led to an increase in recovery efficiency. For 

three well shapes that create 2D radial flow fields, the recovery efficiency increases they observed were 

from 0.39 to 0.55, 0.40 to 0.61, and 0.55 to 0.69. They calibrated the hydrogeological parameters based 

on experimental data, yielding 𝐷𝑚 = 8.8 ∙ 10−8𝑚/𝑚𝑖𝑛 and 𝛼 = 7 ∙ 10−3𝑚. With injection rates around 2 ∙

10−6𝑚3/𝑚𝑖𝑛 to 5 ∙ 10−6𝑚3/𝑚𝑖𝑛, and injection durations of around 60 minutes, we obtain 𝑆𝑇 = 28. This value 

suggests that mechanical dispersion dominates over molecular diffusion. However, they also noted that 

density driven convection dominated over hydrodynamic mixing in the transport of the salinity gradient. 

Hence the effect of hydrodynamic dispersion was weaker than that of density driven convection. When 

we insert their hydrogeological parameters into our equation (4.26), and set 𝑥 = −1/2, 𝑦 = 0 to account 

for velocity-independent spreading in 2D, the calculated increases in recovery efficiency would be from 

0.39 to 0.57, 0.40 to 0.58, and 0.55 to 0.69, which agrees almost exactly with their experimental 

results. Our power-law relationship between number of cycles and recovery efficiency also agrees well 

with their results, which show diminishing marginal returns as the number of cycles increases (compare 

our Figure 4.3 with Witt et al’s Figure 9). The agreement between our results for spreading under 

molecular diffusion, and their results for density driven convection, suggests that the effects of density 

driven convection on recovery efficiencies, might be similar to the effects of molecular diffusion in some 

idealized problems. This is possibly because density driven convection is a form of velocity-independent 

spreading (at these low viscosities) that results in a radial plume shape (i.e. conical shape, see Witt et 

al’s Figure 2h). 

 

The modelled flow field geometries often arise as small or large time limiting cases in other flow field 

geometries. For example, a point source in a typical vertically confined aquifer generates a 3D spherical 

solute plume at small times, and a 2D spherical solute plume (i.e. cylindrical) at large times when the 

size of the plume has grown large (e.g. Schroth and Istok, 2005). From field data, Bloemendal and 

Hartog (2018) found that when the outlet screen height of a fully penetrating well in a confined aquifer is 
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reduced, the recovery efficiency of heat decreases. This is because the flow field of a non-fully-

penetrating well is three-dimensional at small times, and that losses are larger when spatial 

dimensionality 𝑑 increases (see Equation 4.21). For space-use efficiency, often multiple wells are 

spatially distributed in a single large aquifer, such as with zonation patterns (e.g. Sommer et al., 2015). 

In such implementations, the dimensionality of the flow field essentially depends on whether the 

neighboring wells mutually interfere (Kandelous et al., 2011), thus a transitional time scale also exists 

for such systems.  

 

During transitional regimes when solute plumes transition from, for example, a 3D to 2D geometry, the 

dispersive behavior is bounded by the solutions for 2D and 3D systems. This is because the radial 

velocity of the plume front, which affects the plume size, surface area, and mechanical dispersion, is 

bounded from above by the 2D solution, and from below by the 3D solution. Consequently, it appears 

plausible that a mathematical description of dispersion and recovery during transitional times can be 

obtained by setting 2 < 𝑑 < 3 in the analysis, and is a topic for further research. If and only if 𝑑 > 2, the 

recovery efficiency varies non-monotonically with well parameters, and retardation may increase the 

recovery efficiency instead of decreasing it. Hence, systems that undergo transitional regimes experience 

profound differences in parameter sensitivity across the small, transitional, and large time scales.   

 

4.6 Conclusions 

In our analysis, we approximated solute and heat transport, towards the recovery efficiency of injected 

solute and heat in 1D, 2D, and 3D homogeneous aquifers under cyclic radial flow. These new analytical 

solutions are broadly applicable in sensitivity analyses, as they comprise simple closed-form expressions. 

These expressions enable to determine the effect on the recovery efficiency of varying the: (i) 

mechanical dispersion and diffusion parameters, (ii) aquifer hydrogeological parameters, (iii) injection 

and extraction duration, (iv) injection and extraction rate, (v) flow field geometry, (vi) number of 

operating cycles and (vii) extraction volume relative to injection volume. Hence, a first-order assessment 

of aquifer-well systems can be conducted with minimal computational demand, e.g. to pave the way for 

further focussed evaluations with numerical modelling or exact analyses, by enabling the identification of 

interesting regions in parameter space. As discussed, our solutions are in broad agreement with various 

analytical, experimental, and numerical modelling studies in the literature. 

 

Key factors that determine the recovery efficiency are the flow field geometry, and whether mechanical 

dispersion or diffusion dominates. Whereas in 1D and 2D flow fields, recovery efficiency is a non-

decreasing function of the injection-extraction duration and rate, in 3D flow fields, it increases with the 

duration of the cycle when velocity-dependent mechanical dispersion dominates, but decreases if 

velocity-independent diffusion dominates. Consequently, if velocity-dependent and independent 

dispersion are of comparable magnitude in 3D spreading, recovery varies with cycle duration non-

monotonically, peaking at a maximum. Therefore, as solute and heat injection/extraction are dominated 

by different dispersion processes, it may be impossible to optimize for the recovery efficiency of both 

simultaneously. Another consequence is that that when diffusion dominates over mechanical dispersion, 

chemical or thermal retardation leads to decreased recovery in 1D and 2D flow fields, but increased 

recovery in 3D flow fields. We generalized this to non-integer dimensional flow fields, and for mechanical 

dispersion processes that have an arbitrary power-law dependence on advection velocity. 

 

As the sensitivity of the recovery efficiency to parameters is highly dependent on the dominant 

dispersion process, we introduce the kinetic dispersion factor, for identifying the dominant dispersion 

process. We also introduce the geometric dispersion factor, a simplified form of our full solution for 

recovery efficiency, that applies if the spreading of solutes or heat may be described by a single 



Dispersion and recovery of solutes and heat under cyclic radial advection 
 

97 
 

dispersion process. We show that the classical Area-to-Volume ratio is a special case of the geometric 

dispersion factor that characterizes the recovery efficiency only in the specific scenario where mechanical 

dispersion with linear velocity dependence is the sole mechanism of spreading. 
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Appendix A: Derivation of the Advection-Dispersion Equation for Nonlinear Mechanical 

Dispersion 

To derive the ADE for the generalized power-law dispersion case 𝐷(𝑟) = 𝐷𝑚 + 𝛼𝑣𝜂(𝑟), we begin from a 

modified form of Equation 3 and Equation 4 of Gelhar and Collins (1971): 

𝜕𝑐

𝜕𝑡
+ 𝑣

𝜕𝑐

𝜕𝑟
=

𝛼

ℎ2ℎ3

𝜕

𝜕𝑟
[ℎ2ℎ3𝑣

𝜂
𝜕𝑐

𝜕𝑟
] +

𝐷𝑚

ℎ2ℎ3

𝜕

𝜕𝑟
[ℎ2ℎ3

𝜕𝑐

𝜕𝑟
] , (𝐴1) 

1

ℎ2ℎ3

𝜕

𝜕𝑟
[ℎ2ℎ3𝑣] = 0, (𝐴2) 

where ℎ2 and ℎ3 are scale factors of the curvilinear coordinates orthogonal to the primary coordinate 𝑟, 

and the condition (A2) implies the incompressibility of water.  

 

Rewriting (A1) in the following form 

𝜕𝑐

𝜕𝑡
+ 𝑣

𝜕𝑐

𝜕𝑟
=

𝛼

ℎ2ℎ3

𝜕

𝜕𝑟
[ℎ2ℎ3𝑣𝑣𝜂−1

𝜕𝑐

𝜕𝑟
] +

𝐷𝑚

ℎ2ℎ3

𝜕

𝜕𝑟
[ℎ2ℎ3𝑣

1

𝑣

𝜕𝑐

𝜕𝑟
] (𝐴3) 

and substituting (A2) into (A3) yields 

𝜕𝑐

𝜕𝑡
+ 𝑣

𝜕𝑐

𝜕𝑟
= 𝛼𝑣

𝜕

𝜕𝑟
[𝑣𝜂−1

𝜕𝑐

𝜕𝑟
] + 𝐷𝑚𝑣

𝜕

𝜕𝑟
[
1

𝑣

𝜕𝑐

𝜕𝑟
] , (𝐴4) 

which can be fully expanded to 

𝜕𝑐

𝜕𝑡
+ 𝑣

𝜕𝑐

𝜕𝑟
= 𝛼(𝜂 − 1)𝑣

𝜕𝑐

𝜕𝑟

𝜕𝑣

𝜕𝑟
𝑣𝜂−2 + 𝛼𝑣𝜂

𝜕2𝑐

𝜕𝑟2
+ 𝐷𝑚𝑣 [

1

𝑣

𝜕2𝑐

𝜕𝑟2
−

1

𝑣2

𝜕𝑣

𝜕𝑟

𝜕𝑐

𝜕𝑟
] , (𝐴5) 

 

Substituting the following into (A5) (see Section 3), 

𝑣(𝑟, 𝑑) =
𝐴𝑑

𝑟𝑑−1
, 

𝜕𝑣

𝜕𝑟
= (1 − 𝑑)

𝐴𝑑

𝑟𝑑
= (1 − 𝑑)

𝑣

𝑟
, 

yields the general ADE (37): 

𝜕𝑐

𝜕𝑡
= 𝐷(𝑟)

𝜕2𝑐

𝜕𝑟2
+ [

(𝑑 − 1)

𝑟
[𝐷𝑚 − (𝜂 − 1)𝛼𝑣𝜂] − 𝑣(𝑟)]

𝜕𝑐

𝜕𝑟
. (𝐴6) 

Setting 𝜂 = 1 recovers the specific case described in (5), where 𝐷(𝑟) = 𝐷𝑚 + 𝛼𝑣(𝑟). 



 

99 
 

Chapter 5 

 

Macrodispersion and Recovery of Solutes and 

Heat in Heterogeneous Aquifers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on: 

Tang, D. W. S., & Van Der Zee, S. E. A. T. M. (2022). Macrodispersion and Recovery of Solutes and Heat 
in Heterogeneous Aquifers. Water Resources Research, 58(2), e2021WR030920.  



 

100 
 

Abstract 

The recovery efficiency of aquifer storage systems with radial flow fields are studied for heterogeneous 

aquifers. Macrodispersion, arising from spatially heterogeneous hydraulic conductivity, is modelled as a 

scale-dependent mechanical dispersion process. Approximate solutions for the recovery efficiency as a 

function of local dispersion and macrodispersion parameters, the injection-extraction rate 𝑄 and duration 

𝑇, and storage cycle count, are derived and validated against numerical simulations. If macrodispersion 

dominates and the macrodispersion coefficient scales linearly with distance, the recovery efficiency is 

independent of both 𝑄, 𝑇. For sublinear and superlinear scalings, recovery increases and decreases 

respectively if 𝑄, 𝑇 increases. However, if local dispersion dominates, increasing 𝑄, 𝑇 always increases 

recovery. As macrodispersion becomes increasingly dominant with scale, the recovery efficiency may be 

a non-monotonic function of 𝑄, 𝑇 – with a maximum. In homogeneous aquifers, non-monotonicity does 

not occur for 1D and 2D radial flow, but occurs for 3D radial flow fields only as a function of 𝑇, not 𝑄. 

These methods may also be used for fitting local dispersion and macrodispersion parameters with push-

pull tests using recovery data, with advantages in scope of applicability and ease of data acquisition and 

interpretation, compared to existing push-pull test methods, which fit to breakthrough curves and do not 

consider macrodispersion. Furthermore, characterizing macrodispersion with push-pull tests may be 

advantageous over methods that use observation wells, as observation well placement may be 

challenging in highly heterogeneous aquifers. The results show that the macrodispersion parameters are 

not innate aquifer hydraulic properties, as their values vary with flow field geometry.  
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5.1. Introduction 

Wells in groundwater aquifers are used in cyclic injection-extraction processes, otherwise named push-

pull processes, in a variety of applications related to the storage of water of some particular quality 

(Dillon et al., 2019). Examples include fresh water supplies that are of drinking or irrigation quality, and 

hot or cold water to be used for indoor heating or cooling. Water that is stored in an open environment, 

such as within a dam or reservoir, will interact with the atmosphere and surface runoff, thereby gradually 

diminishing its thermal quality through heat exchange, and its chemical quality through contamination 

with environmental aerosols, soluble gases, and runoff of marginal quality. This has led to a pressing 

need for research into efficient means of large capacity seasonal thermal (Rad & Fung, 2016) and 

freshwater (Misssimer et al., 1992) storage, amongst which geological storage exhibits the most 

immediate economic potential and technological feasibility (Xu et al., 2014; Misssimer et al., 2012). 

Confined groundwater aquifers, which permit minimal interaction between groundwater and the external 

environment (e.g. the vadose zone and the atmosphere), are increasingly being used as geological 

storage vessels for water. Aquifer Thermal Energy Storage (ATES) (Fleuchaus et al., 2018) and Aquifer 

Storage and Recovery (ASR) (Pyne, 2017) are two aquifer storage technologies currently in widespread 

usage for the storage of heat and freshwater, respectively.  

 

A crucial performance metric of an aquifer storage system is the recovery efficiency of the injected 

solutes or thermal gradient, which is the fraction of injected solutes or heat that can be recovered at the 

end of a storage cycle. During the injection and extraction phases, solutes and/or heat spread around the 

injected water front due to hydrodynamic dispersion processes. Local hydrodynamic dispersion, which 

governs the rate of dispersive losses, comprises the flow velocity-dependent mechanical dispersion, and 

the flow velocity-independent molecular or thermal diffusion (for solutes and heat, respectively). For 

storage systems in homogeneous aquifers, the dependence of the recovery efficiency on hydrodynamic 

dispersion parameters, well operational parameters, and flow field geometry were analyzed in chapter 4. 

In heterogeneous aquifers, with a spatially heterogeneous distribution of the hydraulic conductivity, an 

additional mechanism of dispersion has to be considered, namely macrodispersion.  

 

Heterogeneity creates preferential flow paths that bypasses some of the surrounding aquifer, leading to a 

larger interface between injected and ambient water, which increases the area-to-volume ratio (A/V) of 

the injected plume. As dispersive losses occur through the surface of the injected plume that comes into 

direct contact of ambient water, the surface area of the injected body of water affects the magnitude of 

spreading due to local dispersion (Kitanidis, 1994). In homogeneous aquifers, a larger injected volume 

corresponds to a smaller A/V. Accordingly, in most cases dispersive losses decrease as the injected 

volume increases (chapter 4). In heterogeneous aquifers, where flow fields are nonuniform, a larger 

injected volume might increase the number and the extent of the preferential flow channels, thereby 

increasing A/V. Spatially nonuniform solute advection, caused by the heterogeneous flow field, is 

described in the literature as macrodispersion. Macrodispersion increases A/V, which thereby enhances 

local dispersion, resulting in increased plume spreading.  

 

Prior studies characterized solute and heat spreading in random autocorrelated heterogeneous aquifers 

with solute mass moments and ensemble statistics (e.g. Dagan, 1988; Indelman and Dagan, 1999; 

Indelman, 2004). Deterministic mathematical analyses of concentration distributions in heterogeneous 

aquifers are seldom possible, except for the simplest heterogeneity structures such as one-dimensional 

flow in layered aquifers (e.g. Lauwerier 1955; van Duijn and van der Zee, 1986; Leij et al, 1991; Jury 

and Utermann, 1992; Zhan et al, 2009). Despite these difficulties in characterizing the concentration 

distributions, the recovery efficiency may be more easily characterized, as it is related to the 

concentration profile’s zeroth spatial moment.  
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In the existing literature, no general analysis of the effects of heterogeneity on recovery efficiency is 

available. Studies employing numerical simulations have reported that heterogeneity results in 

significantly greater dispersive losses in ASR systems (e.g. Maliva et al., 2019; Maliva et al., 2006; Guo 

et al, 2015) and ATES systems (e.g. Winterleitner et al., 2018; Visser et al., 2015; Possemiers et al., 

2015; Sommer et al., 2013; Ferguson, 2007). However, numerical simulations are computationally 

intensive, especially for heterogeneous aquifers, and their output is highly situation-specific and not 

easily generalized. Our aim is thus a general analysis of the recovery efficiency as affected by aquifer 

heterogeneity. In section 5.2, the problem is defined in detail, and our methods and approach are 

presented. In section 5.3, we develop an general analytical expression that relates the recovery 

efficiency of aquifer storage systems to the parameters related to dispersion, aquifer properties, flow 

field geometry, and well operation. In section 5.4.1 to 5.4.3, the expression is verified with numerical 

simulations, and the relationships between the simulation parameters and the fitted macrodispersion 

parameters are verified against existing literature. In section 5.4.4, we discuss the application of the 

methods introduced in this paper to push-pull tests. In section 5.4.5, we derive and verify the 

relationship between the number of storage cycles and 𝐹𝑟.  

 

5.2. Methods 

5.2.1 Problem statement 

We use solute transport terminology, but note that the analysis is mathematically analogous and fully 

applicable to heat transport (Lee., 1998): molecular diffusion in solute transport is equivalent to thermal 

diffusion in heat transport, while mechanical dispersion applies similarly to both heat and solute 

transport. Linear chemical and thermal retardation, that occur when solutes adsorb onto the pore matrix, 

and when the heat capacity of the solid and liquid phases differ, respectively, are implicitly considered as 

both can be captured through a linear rescaling of time.  

 

Consider the geometry of flow fields originating from wells in homogeneous aquifers with negligible 

background flow. The flow fields investigated in this study are the 𝑑-dimensional spheres. A commonly 

studied conceptualization of ASR and ATES is that of a fully penetrating well in a confined aquifer, 

corresponding to a cylindrical flow field. Since the well is fully penetrating, the cylindrical flow field is 

equivalent to a disc-shaped field, which is a 2D sphere. Figure 5.1 illustrates that other radially 

axisymmetric macroscopic flow field configurations are possible in a 3D space: unidirectional planar flow 

is a 1D radial flow field, while spherical flow from a point source is a 3D radial flow field.  
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Figure 5.1: Conceptual image of (left) 1D, (middle) 2D, and (right) 3D radial flow in a horizontal aquifer. 

 

 

In heterogeneous aquifers, flow around wells can be described as radially axisymmetric flow around a 

point source, perturbed by velocity field fluctuations at a smaller spatial scale (Neuweiler et al., 2001). 

The flow velocity �̃�(𝑟1, … , 𝑟𝑑) in a 𝑑-dimensional heterogeneous flow field can therefore be approximated as 

the sum of the macroscopically-averaged axisymmetric velocity 𝑣(𝑟) and a spatially dependent fluctuation 

𝑣𝜖(𝑟1, … , 𝑟𝑑) (Indelman, 2001; Dagan, 1988):  

�̃�(𝑟1, … , 𝑟𝑑) = 𝑣(𝑟) + 𝑣𝜖(𝑟1, … , 𝑟𝑑), (5.1) 

where 𝑟 = √∑ 𝑟𝑖
2𝑑

𝑖=1  is the radial position and the 𝑟1, … , 𝑟𝑑 are the Cartesian coordinates. For small-scale 

fluctuations with zero mean, the macroscopic flow field is radially-aligned, and the macroscopically-

averaged axisymmetric velocity obeys  

𝑣(𝑟) =
𝐴𝑑

𝑟𝑑−1
, (5.2) 

𝐴𝑑 =
𝑄

𝜃
[
2𝜋

𝑑
2

Γ (
𝑑
2
)
]

−1

, (5.3) 

Γ(𝜉) ≡  ∫ 𝛾𝜉−1 exp(−𝛾) 𝑑𝛾
∞

0

 

where 𝑄 is the injection rate, 𝜃 is the porosity of the aquifer, Γ(𝜉) is the gamma function, and 𝜉, 𝛾 are 

arbitrary variables. 𝑑 is the spatial dimensionality of the macroscopically-averaged radial flow field (e.g. 

𝑑 = 1 for planar, 𝑑 = 2 for disc, and 𝑑 = 3 for spherical flow). 𝐴𝑑 is shape coefficient of the injected water 

front, whose component within square brackets is the surface area of a 𝑑-dimensional sphere of unit 

radius. 
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The governing advection-dispersion equation (ADE) that describes the transport of solutes and heat in 

homogeneous soils is (chapter 4) 

𝜕𝑐

𝜕𝑡
= 𝐷(𝑟)

𝜕2𝑐

𝜕𝑟2
+ [(𝑑 − 1)

𝐷𝑚

𝑟
− 𝑣(𝑟)]

𝜕𝑐

𝜕𝑟
, (5.4) 

𝐷(𝑟) = 𝐷ℎ(𝑟) = 𝐷𝑚 + 𝛼𝑣(𝑟) (5.5) 

where 𝐷 is the dispersion coefficient, 𝐷𝑚 is the molecular diffusion coefficient, 𝛼 is the longitudinal 

mechanical dispersivity constant, and 𝐷ℎ is the hydrodynamic dispersion coefficient. Since no transverse 

dispersion occurs under radial flow in homogeneous aquifers (Gelhar and Collins, 1971), we assume that 

the effects of transverse mechanical dispersion in heterogeneous aquifers are captured through 

macrodispersion, which will be introduced later. Lessoff and Indelman (2004) found that varying the 

transverse dispersivity has only a minor impact on overall dispersion. Hence, in the numerical 

simulations that follow, the transverse mechanical dispersivity constant 𝛼𝑇 is set as equal to 𝛼 to 

maximize computational efficiency. 

 

We consider a problem in which at the well, a duration 𝑇 of injection rate 𝑄 alternates with the same 

duration 𝑇 of extraction rate –𝑄, in a step-cyclic manner in a 𝑑-dimensional infinite domain. Assume that 

the flow field immediately achieves steady-state as the injection switches to extraction or vice versa. The 

injected volume 𝑉𝑖𝑛 = 𝑄𝑇 and extracted volume 𝑉𝑒𝑥 = 𝑄𝑇 are equal. The water injected by the well contains 

a solute at some dimensionless reference concentration 𝑐 = 𝑐0, while the ambient water surrounding the 

well initially contains solute at 𝑐 = 0. The well injects a total mass 𝑀 = 𝑐0𝑄𝑇 = 𝑐0𝑉𝑖𝑛 of solute, and extracts 

𝑉𝑒𝑥 of water, recovering 𝑀𝑟 of solute. The recovery efficiency 𝐹𝑟 of solute is 

𝐹𝑟 =
𝑀𝑟

𝑀
. (5.6) 

 

5.2.2 Numerical model 

The problem described above is solved with MODFLOW-2005 (Harbaugh, 2005) and MT3DMS (Langevin 

& Guo, 2006) for flow and solute transport, respectively. The finite difference flow calculations were 

performed using the pre-conjugated gradient (PCG) package of MODFLOW in block-centered numerical 

grids. Solute transport in MT3D was solved with the third-order ULTIMATE TVD scheme. A uniform head 

initial condition was imposed across the numerical domain, and an imposed head boundary condition 

(magnitude equal to the initial condition) was imposed at the edges of the domain, to simulate the 

absence of background flow. Imposed flux boundary conditions were used at the well, with the flux 

uniformly distributed along the well screen, during both the injection and extraction phases. The initial 

and boundary conditions that describe solute transport are 

𝑐(𝑟, 0) = 0,  

𝑐(0, 𝑡)𝑖𝑛 = 𝑐0,  

𝜕𝑐

𝜕𝑟
(0, 𝑡)𝑒𝑥 = 0,  

𝜕𝑐

𝜕𝑟
(𝑟𝑚𝑎𝑥 , 𝑡) = 0, (5.7) 

where subscripts 𝑖𝑛 and 𝑒𝑥 refer to the injection and extraction phases respectively and 𝑟𝑚𝑎𝑥 is the r-

coordinate at the edge of the numerical domain. The zero-gradient boundary condition at the well during 

the extraction phase implies that the concentration immediately inside the wellbore is equal to that 

immediately outside, and reflects the assumption that mixing within the wellbore is negligible. 
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The radial flow fields and aquifer geometries considered in the numerical simulations are planar flow (𝑑 =

1) in a two-dimensional domain and in a three-dimensional domain, and cylindrical flow fields (𝑑 = 2) in a 

three-dimensional domain. Solute transport in these flow fields with three types of heterogeneity 

structures were modelled: a) spatially autocorrelated heterogeneity with exponential covariance; b) 

white noise heterogeneity; and c) layer stratification. In the two-dimensional simulations, a 256x256 

numerical grid with horizontal and vertical dimensions 𝐿𝑥 = 75, 𝐿𝑦 = 50 was used. In the three-

dimensional simulations, a 128x128x64 numerical grid was used, with 𝐿𝑥 = 75, 𝐿𝑦 = 50, 𝐿𝑧 = 10. Grid cells 

along the edges of the square (two-dimensional) and cubic (three-dimensional) numerical grids were de-

activated so that the active area of the numerical grid resembled a circle (two-dimensional) or sphere 

(three-dimensional) as closely as possible, to prevent edge effects caused by simulating radial flow in 

square or cubic domains. For cylindrical flow fields (𝑑 = 2), the well is fully penetrating along the z-axis. 

In both 2D and 3D models with planar flow (𝑑 = 1), the macroscopic flow direction is along the x-axis. 

Dispersion into confining layers of the aquifer is not explicitly considered in this study, because such 

scenarios are essentially specific cases of aquifer stratification with high conductivity variances: one can 

consider high conductivity layers to be aquifer layers, and low conductivity layers to be confining layers. 

 

For the non-autocorrelated (white noise) fields, the log-conductivities were independently drawn at each 

cell. In the stratified aquifers, 16 layers were generated; the hydraulic conductivity is heterogeneous only 

along the y-axis for 2D simulations and z-axis for 3D simulations, with no autocorrelation between 

layers. As such, this model of stratification represents a limiting case of autocorrelated heterogeneity in 

which the correlation length 𝜌 is infinite within the strata and zero across the strata. For the 

exponentially autocorrelated fields Cov(𝑟) = 𝜎𝑘
2 exp(−𝜌), the simulated autocorrelation lengths along each 

axis are 𝜌𝑖 = 𝐿𝑖/10, where i refers to the index of each spatial dimension, to ensure non-trivial structures 

of heterogeneity within the confines of the numerical grid. No assumption of ergodicity is made, as in 

practice, for managed aquifer recharge applications such as ATES and ASR, the storage radius of the 

system may be even smaller than a single integral scale of heterogeneity (e.g. Sommer et al, 2013). For 

example, in the Netherlands, where most presently operating ATES systems worldwide are located, the 

storage radius of wells never exceeds 100m, with most being under 50m (Bloemendal and Hartog, 

2018). Real aquifers reported in many studies in the literature (e.g. Sommer et al (2013), Vereecken et 

al (2000), and Fernandez-Garcia et al (2005)) have horizontal correlation lengths of between 2.5m to 

100m. This means that many aquifer storage systems in practice may not sample a sufficient volume of 

the aquifer they are located in to approach ergodic conditions. Therefore, our choice of a numerical 

domain with 10 integral scales appears to be a good middle-of-the-road choice to show that non-

ergodicity does not preclude the applicability of our findings. The exponentially autocorrelated 

conductivity fields were generated using the RandomFields R package (Schlather et al., 2015). The 

natural logarithms of the hydraulic conductivity at each cell was drawn from a normal distribution with 

mean 1 and four different standard deviations 𝜎𝑘 = {0.5, 1, 1.5,2}. The modelled values of 𝜎𝑘 are field-

realistic values that are spread around those of three experimentally studied aquifers, Cape Cod (0.37 ≤

𝜎𝑘 ≤ 0.49), Borden (0.49 ≤ 𝜎𝑘 ≤ 0.54), and MADE (1.64 ≤ 𝜎𝑘 ≤ 2.12) (Fernàndez‐Garcia et al., 2005). 

 

5.3. Theory 

5.3.1 Scale-dependent macrodispersion 

We define the scale-dependent macrodispersion coefficient as 𝐷𝑘 = 𝛽𝑟𝜆𝑑𝑣 (e.g. Dagan, 1988), where 𝛽 is 

the macrodispersivity constant and 𝜆 is a positional scaling exponent. Such macrodispersion scaling (i.e. 

log𝐷𝑘 ∝ log 𝑟) is frequently reported in the literature (e.g. Wheatcraft and Tyler, 1988; Zech et al, 2015). 

By the principle of conservation of mass, due to the assumed incompressibility of water, the 

macroscopically-averaged radial position 𝑟′ of the injected hydraulic front is related to the injection rate 

𝑄 ∝ 𝐴𝑑 by 
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𝑟′(𝑡) = (𝐴𝑑𝑡𝑑)
1
𝑑. (5.8) 

Thus, the macrodispersion coefficient at 𝑟′ is 

𝐷𝑘(𝑟′) = 𝛽(𝐴𝑑𝑡𝑑)𝜆𝑣(𝑟′). (5.9) 

 

We account for macrodispersion in the dispersion coefficent 𝐷 by adding the macrodispersion coefficient 

𝐷𝑘 to the hydrodynamic dispersion coefficient 𝐷ℎ:  

𝐷(𝑟) = 𝐷ℎ(𝑟) + 𝐷𝑘(𝑟) = 𝐷𝑚 + [𝛼 + 𝛽𝑟𝜆𝑑]𝑣(𝑟). (5.10) 

Adding the macrodispersion coefficient to the hydrodynamic dispersion coefficient, and using the 

macroscopically-averaged velocity 𝑣(𝑟) to model velocity-dependent dispersion terms, is sufficient to 

successfully describe macroscopic spatial moments of plume spreading (Dagan, 1988). The ability to 

additively combine the local dispersion and macrodispersion terms into an overall dispersion term stems 

from the observation that in typical situations where the heterogeneity autocorrelation scale is larger 

than 𝛼, the macrodispersion term and the local dispersion term are independent (Gelhar, 1986).  

 

5.3.2 Recovery efficiency under scale-dependent macrodispersion in planar flow fields 

The recovery efficiency in a planar flow field in a homogeneous aquifer subject to only scale-independent 

mechanical dispersion (i.e. 𝐷 = 𝛼𝑣) is (chapter 4)  

𝐹𝑟 = 1 − √(
4𝛼𝜃

𝜋𝑄𝑇
) . (5.11) 

Here, the recovery efficiency increases as 𝑄, 𝑇 increases. 

 

In the case of Equation (5.4) subject to 𝐷𝑚 = 0, 𝛼 = 0, and 𝜆 = 1, in a planar flow field, under purely 

scale-dependent dispersion 𝐷 = 𝛽𝑟𝜆𝑣, the exact solution for the concentration profile under continuous 

injection is (Pang and Hunt, 2001) 

𝑐(𝑟, 𝑡) = 𝑐0 ∫
1

𝜏Γ(
1
𝛽
)
(

𝑟𝜃

𝛽𝑄𝜏
)

1
𝛽
exp (−

𝑟𝜃

𝛽𝑄𝜏
)𝑑𝜏

𝑡

0

(5.12) 

which yields 

𝑐(𝑟, 𝑡) =
𝑐0

Γ (
1
𝛽
)
Γ (

1

𝛽
,
𝑟𝜃

𝛽𝑄𝑡
 ) (5.13)

 

Γ(𝜉, 𝜒) ≡  ∫ 𝛾𝜉−1 exp(−𝛾)𝑑𝛾
∞

𝜒

(5.14) 

where Γ( , ) is the upper incomplete gamma function and 𝜉, 𝜏, 𝜒, 𝛾 are arbitrary variables. The mass of 

solute (i.e. the zeroth spatial moment) 𝑀𝑙 outside the hydraulic front during the injection phase can be 

found by integrating the concentration profile from the front to infinity and multiplying by the porosity 𝜃:  

𝑀𝑙(𝑡) =
𝑐0𝜃

Γ (
1
𝛽
)
∫ Γ (

1

𝛽
,
𝑟𝜃

𝛽𝑄𝑡
 ) 𝑑𝑟

∞

𝑄𝑡
𝜃

= 
𝑐0𝑄𝑡

Γ (
1
𝛽
)
[𝛽Γ (1 +

1

𝛽
,
1

𝛽
 ) − Γ (

1

𝛽
,
1

𝛽
 )] (5.15)

 

The recovery efficiency of a complete injection-extraction cycle is then approximately given by the 

following expression from chapter 4: 
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𝐹𝑟 =
𝑐0𝑄𝑇 − √2 𝑀𝑙(𝑇)

𝑐0𝑄𝑇
= 1 − 

√2

Γ (
1
𝛽
)
[𝛽Γ (1 +

1

𝛽
,
1

𝛽
 ) − Γ (

1

𝛽
,
1

𝛽
 )] (5.16) 

which is accurate only when dispersion is not too strong relative to advection (i.e. when 𝐹𝑟 ≥ 0.7), 

because it uses a boundary layer solution to the ADE. 

 

Remarkably, in contrast to the position-independent mechanical dispersion (5.11), the recovery 

efficiency is independent of the porosity 𝜃 and the well operational parameters 𝑄, 𝑇 if the dispersion 

coefficient 𝐷 increases linearly with distance from the source, i.e. 𝜆 = 1. In summary, the recovery 

efficiency is independent of 𝑄, 𝑇 for 𝜆 = 1, and the recovery efficiency increases as 𝑄, 𝑇 increases if 𝜆 = 0 

as implied by Equation 5.11. Accordingly, assuming that the function mapping 𝑄, 𝑇 to the recovery 

efficiency is continuous, the recovery efficiency should decrease as 𝑄, 𝑇 increases if 𝜆 > 1. With multiple 

coexisting dispersion processes (e.g. 𝐷 = 𝐷𝑚 + 𝛼𝑣), whether the recovery efficiency increases or 

decreases as 𝑄, 𝑇 increase should then depend on whichever process dominates. This is because 

mechanical dispersion is velocity-dependent, whereas molecular diffusion is not, thus the 𝑟-dependence 

of flow velocity in radial flow fields causes the relative contribution of mechanical dispersion and 

molecular diffusion to solute losses to change with 𝑄, 𝑇. For example, in three-dimensional radial flow in a 

homogeneous aquifer, 𝐹𝑟 increases as 𝑇 increases if mechanical dispersion dominates, but the opposite 

occurs if molecular diffusion dominates (chapter 4). Unfortunately, the solution to the ADE for values of 𝜆 

other than 0 or 1 (Guerrero and Skaggs, 2010), or for higher dimensional flow field geometries (Hunt, 

1998), are too complex to obtain a closed-form solution for the recovery efficiency. Therefore, we seek 

to obtain an approximate solution for the recovery efficiency that applies to a wide range of scenarios. 

 

5.3.3 Approximate general solution for recovery efficiency 

An approximation by Gelhar and Collins (1971) states that the radial concentration profile 𝑐(𝑟) in 𝑑-

dimensional flow in a homogeneous aquifer is  

𝑐(𝑟, 𝑟′) =
1

2
𝑐0 erfc [

𝑟𝑑 − 𝑟′𝑑

𝑑𝐴𝑑√4𝜔
] , (5.17) 

𝜔 = ∫
𝐷ℎ

𝑣3(𝑟)
𝑑𝑟

𝑟′

0

= ∫
𝛼𝑣(𝑟) + 𝐷𝑚

𝑣3(𝑟)
𝑑𝑟

𝑟′

0

 (5.18) 

The approximation is accurate when the average hydraulic front radius 𝑟′(𝑡) is significantly larger than 

the width of the dispersed zone, i.e.  𝑟′ ≫ 𝑣( 𝑟′)√𝜔, or equivalently,  𝑟′𝑑 ≫ 𝐴𝑑√𝜔.  

 

It was previously shown that in radial flow fields, the first spatial moment obtained from the solution of 

the radial ADE (5.4) is able to characterize the first spatial moment of solute concentration in 

heterogeneous aquifers, when the macrodispersion coefficient is substituted for the hydrodynamic 

dispersion coefficient (Adams and Gelhar, 1992). Since the first spatial moment of concentration 

essentially quantifies the total mass of solutes within a certain volume of space, this allows us to 

approximate the recovery efficiency, by first substituting 𝐷 (5.10) for 𝐷ℎ in (5.18), and also expressing 𝑟′ 

using (5.8), which yields  

𝜔 = ∫
𝐷

𝑣3(𝑟)
𝑑𝑟

𝑟′

0

= ∫
𝐷𝑚 + 𝛼𝑣(𝑟) + 𝛽𝑟𝜆𝑑𝑣(𝑟)

𝑣3(𝑟)
𝑑𝑟

𝑟′

0

 (5.19) 

𝑐(𝑟, 𝑡) =
1

2
𝑐0 erfc

[
 
 
 (𝑟𝑑 − (𝐴𝑑𝑡𝑑))

√4𝑑2𝛼(𝐴𝑑𝑡𝑑)
2𝑑−1

𝑑

√𝛼𝐴𝑑 (
𝛼𝐴𝑑

2𝑑 − 1
+

𝐷𝑚(𝐴𝑑𝑡𝑑)
𝑑−1
𝑑

3𝑑 − 2
+

𝛽(𝐴𝑑𝑡𝑑)𝜆𝐴𝑑

𝜆𝑑 + 2𝑑 − 1
)

−1

]
 
 
 

. (5.20) 



Chapter 5 

108 
 

for the macroscopically averaged radial concentration profile of a heterogeneous aquifer.  

 

The storage radius 𝑅 is the maximum extent of the hydraulic front achieved during a cycle, and can be 

found by substituting the injection duration 𝑇 into (5.8), which yields 𝑅 = (𝐴𝑑𝑇𝑑)
1

𝑑. The mass of solute 𝑀𝑙 

dispersed beyond the stored volume may be obtained by spatially integrating (5.20) beyond the storage 

volume: 

𝑀𝑙(𝑇) = ∫ 𝑐(𝑟, 𝑇)
𝑉(𝑟=∞)

𝑉(𝑅)

𝑑𝑉 =  ∫ 𝑐(𝑟, 𝑇)
𝑑𝑉(𝑟)

𝑑𝑟

∞

𝑅

𝑑𝑟, (5.21) 

𝑉(𝑟) =
2𝜋

𝑑
2

𝑑 ∙ Γ (
𝑑
2
)
𝑟𝑑 (5.22) 

where 𝑉(𝑟) is the volume of a 𝑑-dimensional sphere of radius 𝑟. With 𝐹𝑟 =
𝑐0𝑄𝑇−√2 𝑀𝑙(𝑇)

𝑐0𝑄𝑇
 (chapter 4), 

applicable when 𝐹𝑟 ≥ 0.7, 𝐹𝑟 may computed as  

𝐹𝑟(𝑄, 𝑇) = 1 − [√
2

𝜋
(𝐴𝑑)−

3
2𝑇−1√𝛼𝐴𝑑(𝐴𝑑𝑇𝑑)

2𝑑−1
𝑑

2𝑑 − 1
+

𝐷𝑚(𝐴𝑑𝑇𝑑)
3𝑑−2

𝑑

3𝑑 − 2
+

𝛽(𝐴𝑑𝑇𝑑)𝜆𝐴𝑑(𝐴𝑑𝑇𝑑)
2𝑑−1

𝑑

𝜆𝑑 + 2𝑑 − 1
 ] . (5.23) 

 

In the case of 𝐷𝑚 = 0, 𝛼 = 0, 𝑑 = 1, and 𝜆 = 1, as previously discussed in section 5.3.2, the recovery 

efficiency (5.23) becomes  

𝐹𝑟(𝑄, 𝑇) = 1 − √
𝛽

𝜋
(5.24) 

which is independent of 𝐴𝑑(𝜃, 𝑄) and 𝑇, in agreement with (5.16). Comparing 𝐹𝑟 obtained from the 

approximate concentration profile (5.24) to that obtained from the exact profile (5.16) reveals that the 

two approaches of calculating 𝐹𝑟 are effectively identical for low (macro)dispersion and high recovery 

scenarios (regions of low 𝛽 in Figure 5.2).  

 

The implications of (5.16) and (5.24) that the recovery efficiency in this case is independent of 𝑄 and 𝑇 is 

extremely remarkable, therefore we numerically solved this problem (equation 5.4 and equation 5.10 

with 𝑑 = 1, 𝐷𝑚 = 0, 𝛼 = 0, and 𝜆 = 1) with the pdepe routine of MATLAB for the purpose of additional 

verification. The 𝐹𝑟 obtained with equation (5.24) agrees exactly with those numerically obtained for 𝛽 ≤

0.01. More importantly, the numerical results confirm that varying 𝑄 and 𝑇 does not affect the recovery 

efficiency at all for 𝛽 ≤ 0.01. As 𝛽 increases beyond 0.01, (5.16) and (5.24) begin to underestimate the 

numerical result, to a larger extent as 𝛽 becomes larger (i.e. the smaller 𝐹𝑟 becomes) due to the use of 

boundary layer approximations in the derivations, though the relative underestimation remains well 

below 10% at 𝛽~0.1 (Figure 5.2). Laboratory and field evidence suggests that in practice 𝛽 is mostly on 

the order of 0.001 to 0.01 (discussed further in Section 5.4.3), with 0.1 being a soft upper bound. 

Therefore, equation (5.16) and (5.24) are essentially accurate for most situations of practical relevance. 

Figure 5.2 also shows that for larger 𝛽, varying 𝑄 and 𝑇 affects the numerically computed recovery 

efficiency slightly. Simulations with various combinations of 𝑄 and 𝑇 reveal that as the storage volume 

𝑉𝑖𝑛 = 𝑄𝑇 increases, (5.16) underestimates the numerically computed recovery efficiency to a larger but 

still reasonable extent. In summary, the results show that (5.16) is always larger than (5.24), and that 

(5.16) and (5.24) closely approximate the numerical results for 𝛽 < 0.1. Furthermore, (5.16) and (5.24) 

lower bound the numerically computed recovery efficiency for cases with atypically large 𝛽 or 𝑉𝑖𝑛.  
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Figure 5.2: Recovery efficiency 𝐹𝑟 as a function of the macrodispersivity constant 𝛽, computed with 

Equation 5.16, Equation 5.24, and the results from the numerical simulations of the corresponding ADE 

with various values of the parameters Q and T. 

 

From (5.23) it follows that if 𝐷𝑚 = 0, 𝛼 = 0, and 𝜆𝑑 > 1, then the recovery efficiency (5.23) decreases as 

𝑄, 𝑇 increases whereas the opposite is true if 𝜆𝑑 < 1, in agreement with our hypothesis in section 5.3.2. 

Furthermore, from (5.23) it can be deduced that if 𝐷 = 𝛽𝑟𝜆𝑑𝑣, then for all combinations of 𝜆𝑑 = 1 the 

recovery efficiency is independent of 𝑄, 𝑇, and the scenario analyzed above (𝜆 = 1, 𝑑 = 1) is only one of 

many possibilities. Equation (5.23) is also reducible to the solution for the recovery efficiency in 

homogeneous aquifers (chapter 4), by setting 𝛽 = 0. Thus, (5.23) captures the complexity relating 𝐹𝑟 to 

the two empirical macrodispersion parameters 𝛽 and 𝜆, which have to be fitted from observational data 

and are somehow related to the aquifer properties 𝜎𝑘 and 𝜌.  

 

5.3.4 Relation between aquifer structure and macrodispersion parameters 

Both in 3D and 2D domains, when 𝜎𝑘
2 < 2, solute moments can be effectively described with only two 

parameters, namely 𝜎𝑘 and 𝜌, and other characteristics of the structure of heterogeneity are mostly 

inconsequential (Jankovic et al., 2017; Di Dato et al., 2019; Zinn and Harvey, 2003). Therefore, here we 

relate 𝜎𝑘 and 𝜌 to the macrodispersion parameters 𝛽 and 𝜆. 

 

The macrodispersivity constant 𝛽 is related to the heterogeneity of the aquifer, but is not simple to 

derive from the statistics of the conductivity distribution (Fernàndez‐Garcia et al., 2005), and its validity 

in representing true mixing is often disregarded. Expressions have been derived for 𝛽 (Dagan, 1988), 

including expressions specifically concerning cylindrical flow (Attinger et al., 2001; Neuweiler et al., 

2001; Indelman and Dagan, 1999; Indelman, 2004) and spherical flow (Indelman and Dagan, 1999). 



Chapter 5 

110 
 

Mostly, these expressions pertain to the two limiting cases 𝑅 ≫ 𝜌 and 𝑅 ≪ 𝜌 of autocorrelated 

heterogeneity. In these cited studies, the macrodispersion coefficient is shown to be proportional to the 

flow velocity and the variance of the log-conductivity: 

𝐷𝑘 ∝ 𝛽𝑣 ∝ 𝜎𝑘
2𝑣. (5.25) 

Accordingly, 𝛽 decreases to zero if the aquifer is homogeneous (𝜎𝑘 = 0), and no macrodispersion occurs.  

 

For autocorrelated structures, preferential flow paths may be more persistent than under the absence of 

autocorrelation, and this affects 𝜆, which describes the positional scaling of the macrodispersion. 

Therefore, 𝜆 is a function of the autocorrelation length 𝜌, which encodes how disordered or connected the 

structure of the aquifer heterogeneity is (Bianchi & Pedretti, 2017; Trinchero et al, 2008). In aquifers 

with longer autocorrelation ranges or less disorder, such as perfectly stratified aquifers, 𝜆 should be 

larger, as preferential flow channels form and persist over a larger spatial expanse. In aquifers with 

preferential flow channels, the amount of ambient water that the solute-rich injected water encounters 

increases significantly as the volume injected increases, because the surface area of the plume expands 

(Figure 5.3a, 5.3b), allowing more solutes to disperse into relatively immobile channels (Guven et al., 

1985). Furthermore, as stratification represents the extreme case of infinite 𝜌 along the direction of flow, 

𝜆𝑑 is expected to be larger in stratified than in exponentially autocorrelated aquifers. 

 

In contrast, non-autocorrelated heterogeneity gives rise to some degree of ‘surface roughness’ at the 

hydraulic front without persistent preferential flow (Figure 5.3c), with a relatively small surface area of 

interaction with the ambient water. Setting 𝜆 = 0 in (5.23) reduces the macrodispersion term to a scale-

independent mechanical dispersion term. Since macrodispersion under non-autocorrelated heterogeneity 

gives rise to apparently radially axisymmetric concentration fronts which are macroscopically similar to 

those created by mechanical dispersion in homogeneous aquifers aside from some jaggedness at the 

circumference, it is to be expected that 𝜆 is small or close to zero under non-autocorrelated 

heterogeneity, and that 𝜆 increases as 𝜌 increases. The observation that the plume spreading arising 

from non-autocorrelated heterogeneity behaves similarly as from local mechanical dispersion has also 

been made previously (Luther and Haitjema 1988).  
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a  

b  

c  

Figure 5.3: Examples of 2D cross sections of the concentration profile in a heterogeneous aquifer with (a) 

stratified (b) exponentially autocorrelated, and (c) non-autocorrelated heterogeneity for planar flow. 

 

5.4. Results and discussion 
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5.4.1 Recovery efficiency  

The relationship between 𝐹𝑟 and 𝑇 are illustrated in Figures 5.4 and 5.5, and the fitted macrodispersion 

parameters (𝛽0, 𝜆) are listed in Table 5.1, where the reported 𝛽0 is the 𝛽 of the scenario with 𝜎𝑘 = 0.5. 

Fitting of (𝛽0, 𝜆) in each individual scenario (e.g. Figure 5.4a for planar flow in a non-autocorrelated 

heterogeneous 2D domain) was accomplished by substituting 𝛽 = 𝛽0
𝜎𝑘

2

0.52
 into (5.23) and minimizing the 

total RMSE of all four sets of analytical and numerical curves corresponding to all four values of 𝜎𝑘. In 

other words, ∑ 𝑅𝑀𝑆𝐸(𝜎𝑘
2 = 0.5 ∙ 𝑖)4

𝑖=1  is minimized to fit (𝛽0, 𝜆), under the condition that 𝛽 = 𝛽0
𝜎𝑘

2

0.52
. The 

following discussion, and the good agreement between the analytical and numerical outcomes, also apply 

to the relationship between 𝐹𝑟 and 𝑄 (not shown).  

 

Table 5.1: Macrodispersion parameters fitted to the numerical data for the case of 𝜎𝑘 = 0.5.  

 Planar flow field 
(2D grid) 

𝑑 = 1 

𝐷𝑘 ∝ 𝑅𝜆 

Planar flow field 
(3D grid) 

𝑑 = 1 

𝐷𝑘 ∝ 𝑅𝜆 

Cylindrical flow field 
(3D grid) 

𝑑 = 2 

𝐷𝑘 ∝ 𝑅2𝜆 

No autocorrelation 
|𝜌| = 0 

𝛽 = 0.002, 𝜆 = 0.39 
𝐷𝑘 ∝ 𝑅0.39 

𝛽 = 0.005, 𝜆 = 0.1 
𝐷𝑘 ∝ 𝑅0.1 

𝛽 = 0.001, 𝜆 = 0.32 
𝐷𝑘 ∝ 𝑅0.64 

Exponential covariance 
0 < |𝜌| < ∞ 

𝛽 = 0.004, 𝜆 = 1.17 
𝐷𝑘 ∝ 𝑅1.17 

𝛽 = 0.007, 𝜆 = 1.14 
𝐷𝑘 ∝ 𝑅1.14 

𝛽 = 0.004, 𝜆 = 0.49 
𝐷𝑘 ∝ 𝑅0.98 

Layer stratification 
|𝜌| = ∞ 

𝛽 = 0.004, 𝜆 = 1.44 
𝐷𝑘 ∝ 𝑅1.44 

𝛽 = 0.004, 𝜆 = 0.59 
𝐷𝑘 ∝ 𝑅1.18 

 

Figure 4 and Figure 5 show that equation (5.23) characterizes well the numerical recovery efficiency of 

an injection-extraction system, and its sensitivity to the parameters 𝑄, 𝑇, 𝜎𝑘 , 𝑑. Recall the approximate 

theoretical relationship 𝛽 ∝ 𝜎𝑘
2 that was previously discussed. In non-autocorrelated aquifers, 𝛽 ∝ 𝜎𝑘

2 is 

remarkably accurate (Figure 5.4a, 5.4b, 5.5a). Figure 5.4 and Figure 5.5 also shows that 𝛽 ∝ 𝜎𝑘
2 is valid 

but sometimes slightly underpredicts 𝐹𝑟 (i.e. slightly overpredicts 𝛽) for stratified and exponentially 

autocorrelated heterogeneity, in agreement with Sommer et al (2013) and Gelhar and Axness (1983). 

Despite the slight overprediction with 𝛽 ∝ 𝜎𝑘
2, the relative errors |

𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙−𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙
| in Figure 5.4 and Figure 

5.5 do not exceed 10% even though 𝑇 and 𝜎𝑘
2 are varied over an order of magnitude.  

 

In some cases the recovery efficiency varies non-monotonically with injection duration, and attains a 

maximum. For a fixed value of 𝜆, the value of 𝑇 at which the maximum point is located becomes smaller 

as 𝛽 increases, as can be seen in Figure 5.4e and Figure 5.5c. While non-monotonicity in the recovery 

efficiency is only possible under 3D spherical flow in homogeneous aquifers (Equation 5.23; also see 

chapter 4), and only for 𝐹𝑟(𝑇) but not 𝐹𝑟(𝑄), we show here that it is possible in 1D and 2D radial flow in 

heterogeneous aquifers for both 𝐹𝑟(𝑇) and 𝐹𝑟(𝑄) due to the positional scaling of macrodispersion.  
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a b  

c d  

e   

Figure 5.4: Numerical (crossed lines) results and approximate analytical (Equation 5.23, solid lines) 

solutions of the recovery efficiency against time for planar flow in a (top) non-autocorrelated 

heterogeneous conductivity field, (middle) exponentially autocorrelated in a (left) 2D and (right) 3D 

domain, and also for a (bottom) stratified aquifer. In these simulations, 𝛼 = 0.1, 𝐷𝑚 = 0, and 𝑄 = 2. 

Analytical curves for 𝜎𝑘 > 0.5 are estimated from curves for 𝜎𝑘 = 0.5 using the relation 𝛽 ∝ 𝜎𝑘
2. 
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a b  

c   

Figure 5.5: Numerical (crossed lines) results and approximate analytical (Equation 5.23, solid lines) 

solutions of the recovery efficiency against time for cylindrical flow in a (a) non-autocorrelated 

heterogeneous conductivity field, (b) exponentially autocorrelated, and (c) stratified aquifer in a 3D 

domain. In these simulations, 𝛼 = 0.1, 𝐷𝑚 = 0, and 𝑄 = 200. Analytical curves for 𝜎𝑘 > 0.5 are estimated 

from curves for 𝜎𝑘 = 0.5 using the relation 𝛽 ∝ 𝜎𝑘
2. 

 

Macrodispersion is weak compared to local dispersion at small plume travel distances (Molz et al., 1983), 

thus the recovery efficiency increases with 𝑄, 𝑇 (see equation 5.11). In contrast, when macrodispersion 

dominates the spreading at large travel distances, the effects of local dispersion may be disregarded 

(Zhang and Neuman, 1996) and the recovery efficiency may decrease as 𝑄, 𝑇 increases for some 

combinations of 𝛽, 𝑑, 𝜆. Depending on the values of 𝛽, 𝑑, 𝜆, the dominance of macrodispersion over local 

dispersion increases with the distance from the inlet. Therefore, in scenarios where local dispersion 

dominates at small distances from the inlet, the recovery efficiency maximizes at some intermediate 

storage volume. The 𝑄, 𝑇 corresponding to maximum recovery can be found by equating the derivative of 

(5.23) to zero. 

 

The area-to-volume ratio A/V under the assumption of aquifer homogeneity, which is the area-to-volume 

ratio of a uniform d-dimensional sphere calculated as 𝐻 =
𝑑

(𝑑𝐴𝑑𝑇)
1
𝑑

 (chapter 4), is a popular metric for the 

estimation of the recovery efficiency of radial transport systems. Note that 𝐻 is not the actual area-to-

volume ratio that takes into account heterogeneous flow paths. In homogeneous aquifers, an increase in 

the injected volume necessarily leads to a decrease in the actual A/V (which is identical to 𝐻) for 

geometrical reasons. Many studies therefore suggest that an increased injected volume leads to an 

increase in the recovery efficiency (e.g. Bloemendal and Hartog, 2018; Sommer et al., 2015; Schout et 
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al., 2014; Novo et al., 2010; Forkel & Daniels., 1995). In aquifers with heterogeneous hydraulic 

conductivity and scale-dependent macrodispersion, this rule might no longer apply, as increasing 𝑉𝑖𝑛 

would necessarily decrease 𝐻 but possibly lead to an increase in the actual A/V, due to the large 

interfaces that may develop between fast and slow flow zones. Accordingly, we found that increasing 𝑉𝑖𝑛 

beyond some threshold will decrease the recovery efficiency if 𝜆𝑑 > 1, even in scenarios where the 

recovery efficiency would have increased monotonically as 𝑉𝑖𝑛 increased if the aquifer were to be 

homogeneous.  

 

5.4.2 Effects of heterogeneity structure and flow field geometry on macrodispersion 

parameters 

The fitted 𝜆 values support the hypotheses presented in Section 5.3.4: 𝜆 is smallest under non-

autocorrelated heterogeneity, intermediate under exponentially autocorrelated heterogeneity, and largest 

under layer stratification. Indeed, 𝜆 is smallest under non-autocorrelated heterogeneity for all tested 

scenarios. Preferential flow paths in stratified aquifers do not collide or fuse, therefore allowing 

preferential flow paths the greatest extent of persistence. Thus, the positional scaling of macrodispersion 

𝜆 is larger in stratified than in heterogeneous aquifers with a finite autocorrelation length (Indelman and 

Dagan, 1999). Furthermore, the macrodispersion coefficient 𝐷𝑘 appears to converge towards some 

asymptotic value at large advective scales in practice (Zech et al, 2015), which agrees with our 

observation that 𝜆 is small or close to zero for non-autocorrelated heterogeneous aquifers, where the 

advective scale is much larger than the correlation scale of heterogeneity. 

 

For planar flow in exponentially autocorrelated aquifers, if the storage radius 𝑅 is heavily increased such 

that 𝑅 ≫ 𝜌 , the system will eventually approach the limiting behavior of small 𝜆 associated with non-

autocorrelated aquifers. Thus, 𝜆 is a decreasing function of 𝑅 when 𝜌 is neither infinite (stratified aquifer) 

nor zero (non-autocorrelated aquifer). However, at least within the parameter ranges investigated in this 

study, we observe the following. As seen in Figure 5.4c, 5.4d, and 5.5b even when 𝑅 is varied by one 

order of magnitude, modelling the recovery efficiency with a constant 𝜆 yields a good fit with the 

numerical simulations. This means that any variation of 𝜆 with 𝑅 is a higher-order effect that may be 

neglected in the design of aquifer storage systems. For stratified aquifers (i.e. infinite 𝜌) with flow 

parallel to the layers, the macrodispersion coefficient 𝐷𝑘 never converges to an asymptotic value 

(Matheron and De Marsily, 1980). Thus, 𝐷𝑘 grows unboundedly with 𝑅 in stratified aquifers, and 𝜆 never 

converges to zero.  

 

The results listed in Table 5.1 agree with the mathematical analyses of Indelman and Dagan (1999). In 

all simulated heterogeneous aquifers, 𝛽 is larger under planar than cylindrical flow having otherwise 

identical circumstances. The scale-dependence of macrodispersion is larger for planar than for cylindrical 

flow in stratified and exponentially autocorrelated aquifers. Table 5.1 shows that for non-autocorrelated 

heterogeneity, 𝜆𝑑 is larger under cylindrical flow than planar flow. This agrees with Indelman (2004), 

who showed that when 𝑅 ≫ 𝜌, as is the case for non-autocorrelated heterogeneity, the macrodispersion 

coefficient 𝐷𝑘 grows slowly with distance for cylindrical flow but not for planar flow, although we found 

that 𝜆 is small but not exactly zero under planar flow. In summary, for identical heterogeneous aquifers, 

imposing a different flow field results in different fitted macrodispersion parameters 𝛽, 𝜆. Therefore, the 

macrodispersion parameters 𝛽, 𝜆 are emergent properties that arise from the dynamic interactions 

between flow field geometry and aquifer properties 𝜎𝑘, 𝜌. In contrast, the static properties 𝜎𝑘, 𝜌 are 

intrinsic to the structure of aquifer heterogeneity. Hence, the presence of additional factors affecting the 

flow field, such as background flow, multiple interacting wells, or an unconfined upper boundary, can be 

expected to alter 𝛽, 𝜆. 
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5.4.3 Validation of fitted macrodispersion parameters 

Laboratory experiments by Pang and Hunt (2001) suggest that 𝛽 is around 0.005. Review studies have 

shown that 𝛽 fitted to field tracer tests mostly range between 0.001 to 0.1 (Gelhar, 1986; Gelhar et al., 

1992), though a more recent evaluation shows that 𝛽 clusters around 0.01 and below (Zech et al., 

2015). The 𝛽 fitted to the simulation results (Table 5.1) range between 0.001 to 0.008 for 𝜎𝑘 = 0.5, 

leading accordingly to a range between 0.016 to 0.128 for 𝜎𝑘 = 2 based on 𝛽 ∝ 𝜎𝑘
2. Therefore, the range of 

𝛽 explored in this study covers the entire range of 𝛽 encountered in practice. Recall that 𝐷𝑘 = 𝛽(𝐴𝑑𝑡𝑑)𝜆𝑣 ∝

𝑟′𝜆𝑑
. Table 5.1 shows that 𝜆𝑑 is different for different flow field geometries, and that for the simulated 

scenarios, 𝜆𝑑 lies within the range 1.04 to 1.4 (excluding non-autocorrelated aquifers). Zech et al’s 

(2015) review, and Pickens and Grisak’s (1981) numerical study, suggests that 𝜆 appears to vary across 

different geological formations and is thus non-universal. Various studies and reviews of field, laboratory, 

and numerical studies (Arya, 1988; Schulze-Makuch, 2005; Neumann, 1990) have found a range of 

0.755 to 1.46 for 𝜆𝑑 in heterogeneous aquifers, which agrees well with the range of 𝜆𝑑 we found. 

 

The review studies referenced in the previous paragraph obtained 𝛽 and 𝜆𝑑 by fitting a regression line 

between observed longitudinal dispersivity values and aquifer scale from an extensive database of 

numerical and experimental breakthrough curves. The agreement between the range of 𝛽 and 𝜆𝑑 we find 

and the range found in the cited studies indicate that the 𝛽 and 𝜆𝑑 we fit to recovery data, and the 𝛽 and 

𝜆𝑑 those studies have obtained, correspond to the same physical process. Furthermore, our findings that 

𝛽 ∝ 𝜎𝑘
2 approximately, which as previously discussed agrees with the literature, also emphasize that the 

macrodispersion described by our model of recovery efficiency corresponds mathematically and 

physically to the macrodispersion phenomenon observed in breakthrough curves. These agreements thus 

validate the methodology that we have developed for predicting and interpreting the effects of aquifer 

heterogeneity and macrodispersion on recovery efficiency.  

 

For the Cape Cod experiment, Fernàndez‐Garcia et al (2005) report 0.14 ≤ 𝜎𝑘
2 ≤ 0.24, 𝜆 = 1, and 45𝑚 ≤ 𝑟′ ≤

54𝑚. Based on our findings for planar flow in an exponentially autocorrelated aquifer that 𝛽 = 0.004 when 

𝜎𝑘 = 0.5, and using the relationship 𝛽 ∝ 𝜎𝑘
2, we estimate that the macrodispersion coefficient 𝛽𝑟′𝜆 lies 

between 0.1m and 0.21m. Field evidence suggests a value of 0.96m for 𝛽𝑟′𝜆 (Garabedian et al., 1991). 

In contrast, Hess et al (1992) estimated 𝛽𝑟′𝜆 in Cape Cod to be between 0.35m to 0.78m based on the 

significantly more exact and complex methodology of Gelhar and Axness (1983). For the Borden 

experiment, also using data reported by Fernàndez‐Garcia et al (2005), we estimate 𝛽𝑟′𝜆 to be 0.18m to 

0.42m, whereas the field observed 𝛽𝑟′𝜆 is 0.45m to 0.49m, and the estimate based on Gelhar and 

Axness’ method is 0.61m (Sudicky, 1986).  

 

Although our model is somewhat less accurate for the Cape Cod experiment than for the Borden 

experiment, our model nevertheless provides reasonable estimates for both considering the similarly 

large margins of error of Gelhar and Axness’ (1983) more exact and complex method. Other complex 

methods of estimating 𝛽𝑟′𝜆, such as those of Attinger et al (2001), Gelhar (1993), and Chang and Yeh 

(2012), also result in similarly large or even larger margins of error, even when compared against 

numerical simulation data (Sommer et al., 2013) that preclude the influence of measurement errors. We 

thus emphasize that our easily evaluable model provides utility for the characterization of 

macrodispersion despite being approximate. 

 

5.4.4 Push-pull tests 

Aquifer characterization by parameter inversion from single source injection-extraction cycles is known 

as the push-pull test method, and has thus far been successfully employed to determine a variety of 



Macrodispersion and recovery of solutes and heat in heterogeneous aquifers 
 

117 
 

aquifer properties (Ptak et al., 2004), such as the porosity (Hall et al., 1991), in-situ microbial activity 

(Istok et al., 1997), fracture geometry (Klepikova et al., 2016), and geochemical reaction rates 

(Haggerty et al., 1998). The currently established methodology for obtaining field-scale data on 

dispersion and macrodispersion parameters is to measure breakthrough curves downstream of a solute 

source (Gelhar et al., 1992). For intentional solute introduction (with a cylindrical flow field), at least two 

wells are required, one for the injection and another downstream for the observations (e.g. Ptak and 

Teutsch, 1994). Rows of recharge wells can be lined up against rows of pumping wells to simulate forced 

planar flow (Molinari and Peaudecerf, 1977; Sauty, 1977). Furthermore, in heterogeneous aquifers, 

choosing suitable locations to place injection and observation wells is challenging due to possible bypass 

flow, and the scale-dependence of macrodispersion may require more wells to resolve. Gelhar and 

Collins’ (1971) original model based on equation (5.17), which does not account for macrodispersion, has 

been widely used to interpret the results of push-pull tests (e.g. Schroth & Istok, 2005; Schroth et al., 

2000; Wang et al., 2018). For push-pull tests in aquifers with significant heterogeneity and 

macrodispersion, performing parameter estimation with such local-scale dispersion models will result in 

significant inaccuracy (Schroth et al., 2000). Our methods, which extend Gelhar and Collins’ model to 

explicitly consider scale-dependent macrodispersion, may therefore be more appropriate for interpreting 

the results of push-pull tests in heterogeneous aquifers.   

 

Our findings that it is possible to fit these macrodispersion parameters with recovery data suggest the 

possibility of performing tracer tests with recovery data, in addition to solely breakthrough curve data. If 

Equation (5.23) is employed to estimate dispersion parameters, only a single well is required for 

cylindrical flow, and only a single row is required for planar flow, halving the number of required wells. 

While such ‘single-source’ methods do not solve all difficulties related to aquifer characterization, such as 

an inability to resolve changes in the structure of heterogeneity across space, it can simplify the 

problem. If regional flow is negligible, the streamlines during the extraction phase are identical to those 

of the injection phase, but reversed. This ensures that the experiment is less sensitive to well placement, 

reducing the technical complexity and reducing the minimum aquifer size necessary to simulate a (semi-

)infinite domain.  

 

Though using breakthrough curves in push-pull tests imply more flexibility in characterizing observational 

data, in practice the shape of the breakthrough curve is often fixed a-priori by researchers (e.g. Davis et 

al., 2002; Schroth et al., 2000; Snodgrass and Kitanidis, 1998). With only dispersivity to be fitted for a 

designated flow geometry, breakthrough curves lose this advantage over recovery efficiency. While 

measuring the total mass of solutes in the recovered water to calculate the recovery efficiency is 

straightforward, the measurement of concentrations, especially flux-averaged concentrations (Bloem et 

al., 2008), to construct breakthrough curves is more complicated, prone to measurement errors 

(Novakowski, 1992; Moench, 1989; Palmer, 1988), and often involves uncertainty regarding field-

appropriate boundary conditions (Parker and van Genuchten, 1984; Kreft and Zuber, 1978; Ellsworth et 

al., 1996). For push-pull tests with planar flow fields (Molinari and Peaudecerf, 1977; Sauty, 1977), 

using the recovery efficiency instead of breakthrough curves allows the challenging task of temporally 

synchronizing breakthrough curves recorded by a row of observation wells to be avoided. Breakthrough 

curve data is also vulnerable to random errors and limited measurement precision, whereas those would 

be smoothed out in recovery data, as it is essentially the cumulative breakthrough curve. This suggests 

that using the recovery efficiency data of single-source setups may be an attractive method of 

characterizing aquifers. 

 

The main limitation of using the recovery efficiency in a push-pull test is that to resolve 𝛽 and 𝜆, one has 

to obtain 𝐹𝑟 a function of 𝑄 or 𝑇. Thus, multiple cycles with varying 𝑄 or 𝑇 are required, but the plumes of 

the second and subsequent cycles will interact with the residual solutes from the previous cycles, 

convoluting the data. Methods to deal with this disadvantage is a potential avenue for further research, 
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although simply waiting between each cycle to allow the concentration or temperature to return to 

background levels is a possible solution. An alternative is to take into account the effects of multiple 

consecutive cycles in the calculations when estimating the macrodispersion parameters. In addition, as 

the numerical scenarios simulated were meant to represent typical ATES and ASR applications, in which 

the storage radius may not be large enough to sample the aquifer heterogeneity under ergodic 

conditions, we emphasize that the macrodispersion parameters obtained from push-pull tests with the 

described method characterize only the local macrodispersion. The applicability of this method in 

obtaining ergodic macrodispersion parameters may perhaps be clarified through stochastic testing. 

 

5.4.5 Multiple storage cycles 

In scenarios with multiple cycles, the recovery efficiency of the 𝑛-th cycle in homogeneous aquifers is 

given in chapter 4 as: 

𝐹𝑟(𝑛) = 1 − (1 − 𝐹𝑟,0)𝑛
𝑧−1, (5.26) 

where 𝐹𝑟,0 is the recovery efficiency of the first cycle, and 𝑧 is a constant with analytical bounds 
1

2
< 𝑧 ≤ 1. 

In this study, our numerical results show that this relation applies also to heterogeneous aquifers. Figure 

5.6a shows that z increases as hydrodynamic dispersion increases, but does not depend on whether a 2D 

or 3D aquifer is simulated, assuming the conductivity distribution and flow field geometry are identical. 

Figure 5.6b shows that when comparing scenarios with similar 𝐹𝑟,0 but different flow field geometries, z is 

not sensitive to the flow field geometry. Results show that z increases when 𝜎𝑘 increases if 

macrodispersion is dominant (i.e. large T) (Figure 5.6c), but not for small T where macrodispersion is 

weak (Figure 5.6d). Figure 5.6e and Figure 6f show that z increases as the correlation length of 

heterogeneity increases (i.e. z is larger in stratified than in exponentially autocorrelated aquifers) for 

planar and cylindrical flow, respectively. Altogether, the various plots in Figure 5.6 show that (5.26) 

excellently describes the recovery efficiency under multiple cycles.  
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a b  

c d  

e f  

Figure 5.6: Recovery efficiency 𝐹𝑟 of the n-th cycle, with 𝑧 fitted to (26) after 10 cycles, for  

(a) planar flow in 2D (x) and 3D (o) with exponentially autocorrelated heterogeneity, 𝑇 = 5  

(b) cylindrical (x) and planar (o) flow in 3D with exponentially autocorrelated heterogeneity, 𝑇 = 5 

(c) planar flow in 2D with stratification, 𝜎𝑘 = 0.5 (x) and 𝜎𝑘 = 2 (o), 𝑇 = 9 

(d) planar flow in 2D with stratification, 𝜎𝑘 = 0.5 (x) and 𝜎𝑘 = 2 (o), 𝑇 = 1. 

(e) planar flow in 2D with exponentially autocorrelated (x) and stratified (o) heterogeneity, 𝑇 = 9 

(f) cylindrical flow in 3D with exponentially autocorrelated (x) and stratified (o) heterogeneity, 𝑇 = 1 

Parameter values are 𝜎𝑘 = 2, 𝑄 = 2 for planar flow, 𝑄 = 200 for cylindrical flow, unless otherwise stated. 

 

Even when additional complexity such as dispersion to confining layers, multiple wells in a densely 

packed configuration, storage periods without flow, density-driven flow, and regional flow are present, 

the general form of Equation (5.26) agrees with experimental data (see Figure 7 of Bakr et al (2013) and 
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Figure 10b of Kastner et al (2017)), and numerical studies (see Figure 4 of Sommer et al (2013) and 

Figure 5 of Zeghici et al., 2015). In particular, the heat or solute mass lost per cycle decreases rapidly, 

and the recovery efficiency increases sub-linearly with an apparent power-law relation, as the number of 

cycles increases.  

 

The exponent 𝑧 has to be empirically fitted and has a clear physical meaning, as 𝑧 is a measure of how 

much the recovery efficiency of a cycle is affected by all the preceding cycles. The solutes left behind in 

the aquifer after each cycle decreases the concentration gradient between injected and ambient water in 

subsequent cycles, thus decreasing mixing, and increasing the recovery efficiency with each new cycles. 

If 𝑧 = 1, then the recovery efficiency of every cycle is identical, meaning that solutes dissipate away from 

the hydraulic front infinitely quickly. Hence, the larger 𝑧 is, the smaller this memory effect, and it is thus 

physically necessary that 𝑧 ≤ 1. In the numerical results (Figure 5.6), 𝑧 increases as dispersion increases 

because in each subsequent cycle, the ambient chemical gradient enveloping the new injection water 

front dissipates more rapidly, which implies weakening the memory effect. It can also be observed in 

Figure 5.6 that in general, 𝑧 is larger when 𝐹𝑟,0 is smaller, and vice-versa, though there does not appear 

to be a unique relationship between 𝑧 and 𝐹𝑟,0. In our simulations, highly efficient systems with 0.75 <

𝐹𝑟,0 < 1, which are of most interest for actual implementation of aquifer storage systems, correspond to 

0.5 < 𝑧 < 0.65. Additional numerical simulations (not shown) suggest that 𝑧 increases towards 𝑧 ≈ 0.8 as 

𝐹𝑟,0 ≈ 0.5, then 𝑧 ≈ 1 as 𝐹𝑟,0 ≈ 0. This suggests the potential for future research to possibly uncover simple 

analytical or empirical relationships between 𝐹𝑟,0 and 𝑧. 

 

Ward et al (2008) found that if stratified aquifers are simplified and modelled as homogeneous aquifers 

using the harmonic mean conductivity, the recovery efficiency of the simplified model converges to that 

of the actual stratified aquifer after 10 cycles. Figure 5.6 indeed reveals that after 10 cycles, the recovery 

efficiency of all the simulated scenarios converge to approximately 0.9 regardless of the heterogeneity 

structure and flow field geometry. After 10 cycles, the local dispersion parameters 𝛼, 𝐷𝑚 become more 

important than structural and geometrical factors in determining 𝐹𝑟. This can be explained by the fact 

that the large surface area of solute plumes associated with stratified and autocorrelated heterogeneity 

become inconsequential after many cycles, as the ambient water’s concentration between preferential 

flow channels gradually equilibrates with that of the injected water. Note, however, that Ward et al 

simulated only one combination of well operational parameters. As we have shown, the sensitivity of the 

recovery efficiency to 𝑄, 𝑇 may be directionally opposite between aquifers with and without scale-

dependent macrodispersion. Hence, the simplification of stratified aquifers to a homogeneous one using a 

harmonic mean conductivity, or analogously the simplification of exponentially autocorrelated aquifers 

using a geometric mean conductivity (Zinn and Harvey, 2003), should not be applied to studies where 

the effect of varying the injection front position is to be investigated.  

 

5.4.6 Limitations 

A limitation of our methods is that the model of the local mechanical dispersion coefficient used in the 

numerical simulations is 𝛼𝑣(𝑟), but that used in the analytical solution is 𝛼〈𝑣(𝑟)〉, where 〈𝑣(𝑟)〉 refers to the 

ensemble arithmetic mean velocity. When the spatial variance in flow velocity is small (weak 

heterogeneity), 𝛼〈𝑣(𝑟)〉 approximates 𝛼𝑣(𝑟), but the difference between the two models increases as the 

spatial variance in flow velocity increases (e.g. aquifers with strong heterogeneity and/or stratification). 

This may partly explain why the curve fitting under the imposed condition that 𝛽 ∝ 𝜎𝑘
2 leads to the largest 

error for the stratified aquifers, because as 𝜎𝑘 increases the analytical model becomes insufficient to 

account for the effects of heterogeneity on local mechanical dispersion. This error appears to become 

large only for 𝜎𝑘 ≫ 1 (Boso et al., 2013; Jankovic et al., 2006). An analysis of the numerical results shows 

that the fit between the analytical and numerical curves, and the theoretical relationship 𝛽 ∝ 𝜎𝑘
2, are both 

stronger in stratified aquifers when scenarios with 𝜎𝑘 > 1 are excluded from the fitting. Nevertheless, the 
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results of Jankovic et al (2006) suggest that even in aquifers with 𝜎𝑘 ≫ 1, applying an appropriate mean 

(i.e. fitted in the case of this study) 𝛽 and average velocity 〈𝑣(𝑟)〉 to (5.23) will accurately account for 

over 95% of the transported solute mass.  

 

Another limitation of our study is that we were unable to account for the magnitude of transverse 

dispersion in the mathematical analysis. Nevertheless, the recovery curves of numerical scenarios with 

both extremes of transverse dispersion magnitude: relatively small (non-autocorrelated heterogeneity) 

and relatively large (stratified aquifers), were successfully fitted to equation (5.24). Furthermore, the 

extrapolated macrodispersion parameter values presented in section 5.4.3 were reasonable. Therefore, 

we do not expect the omission of transverse dispersion from the mathematical analysis to invalidate our 

findings, at least under the common assumption that the transverse mechanical dispersivity is not larger 

than the longitudinal mechanical dispersivity. We reiterate that the purpose of this study is to argue that 

it is possible to fit the macrodispersivity parameters from recovery data using our methods, and not to 

find the parameter values corresponding to the heterogeneous conductivity distribution we simulated or 

to the field experiments discussed in this section using the most accurate possible method. In real-life 

cases, the intrinsic conductivity distribution and autocorrelation is seldom known, after all, thus it is 

arguably more important to understand the effects of macrodispersion on the recovery efficiency of 

aquifer storage systems, than to mathematically relate one abstract notion (conductivity distribution) to 

another (dispersion parameters). 

 

5.5. Conclusion 

The methods of chapter 4 are extended to calculate the recovery efficiency of an injection-extraction well 

under scale-dependent dispersion, such as macrodispersion in a heterogeneous aquifer. An effective 

dispersion constant 𝐷 is constructed by adding a scale-dependent macrodispersion coefficient 𝐷𝑘 = 𝛽𝑟𝜆𝑑𝑣 

to the local hydrodynamic dispersion coefficient 𝐷ℎ = 𝛼𝑣 + 𝐷𝑚. This general approach is able to 

characterize the recovery efficiency of aquifer storage systems and how they respond to variations in 

well operational parameters, number of recovery cycles, dispersion and macrodispersion parameters, 

aquifer heterogeneity structure, and flow field geometry.  

 

Remarkably, if macrodispersion dominates and 𝜆𝑑 = 1, the recovery efficiency becomes independent of 

both 𝑄 and 𝑇. As 𝑄, 𝑇 increases, if 𝜆𝑑 < 1 then 𝐹𝑟 increases, and if 𝜆𝑑 > 1 then 𝐹𝑟 decreases. Hence, linear 

scaling marks an important threshold in the effects of macrodispersion on recovery. Since 

macrodispersion becomes stronger with displacement, whereas pore-scale dispersion is either scale-

independent (molecular diffusion) or weakens with displacement (mechanical dispersion), the recovery 

efficiency may be a non-monotonic function of the operational parameters 𝑇 and 𝑄 in heterogeneous 

aquifers in 1D and 2D radial flow. In contrast, in homogeneous aquifers, non-monotonicity of the 

recovery efficiency occurs only for 𝐹𝑟(𝑇) under 3D radial flow, and never for 𝐹𝑟(𝑄). 

 

The macrodispersion parameters 𝛽 and 𝜆 may be fitted from recovery efficiency data, and are 

parameters that are not intrinsic to the hydrogeological structure and properties of the subsurface, as 

they depend also on the geometry of the flow field. The expression 𝛽 ∝ 𝜎𝑘
2, derived in several prior 

theoretical studies, agrees quite well with the values fitted to our numerical simulations. In aquifers 

where the heterogeneity has a longer autocorrelation range, such as perfectly stratified aquifers, 𝜆 tends 

to be larger.  

 

Using the recovery efficiency as observational data in single-well tracer tests has several advantages 

over the classical downstream sampling of breakthrough curves. The necessary data is easier to measure 
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and interpret, less vulnerable to erratic data caused by fluctuations in environmental conditions, less 

affected by bypass flow, necessitates fewer well installations, and can be performed in smaller aquifers. 

As far as we are aware, transport data from single well push-pull dispersivity tests have thus far been 

fitted only to local-scale mechanical dispersion models, and not to macrodispersion models in particular. 

Single well push-pull tests based on the recovery efficiency instead of the breakthrough curve have also 

not yet been attempted. The findings of this paper suggest that these two endeavours are possible, 

especially in combination, due to their mutual complementarity.  

 

Our methods for interpreting single well push-pull tests in heterogeneous aquifers readily reveal key 

insights that are complex to uncover with classical methods involving breakthrough curve fitting. Under 

planar or cylindrical flow, if and only if the recovery efficiency is a non-monotonic function of the 

injection rate, duration, or volume, then the macrodispersion coefficient of the tested system increases 

superlinearly with distance from the well, implying the presence of well-connected high conductivity flow 

paths in the aquifer. The possible universality of macrodispersion scaling, as well as whether it is linear, 

sublinear, or superlinear with distance, remains a longstanding unresolved topic of ongoing research. 

While we did not fully resolve this question, we have introduced for the first time important practical 

implications for aquifer storage systems and push-pull tests that arise at the threshold separating 

sublinear, linear, and superlinear macrodispersion scaling. 
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Abstract 

Aerobic biodegradation is an important mechanism of organic contaminant removal by dissipation from 

soils. We simulate nonlinear multicomponent biodegradation and transport of contaminants in 

heterogeneous soils under various transient infiltration conditions. These processes, and their 

interactions, introduce spatio-temporally complex behaviour that affect contaminant travel times, the 

extent of reactant mixing, solute and microbial biomass distributions in the soil, and biodegradation 

outcomes. We find that multicomponent biodegradation is predominantly limited by the extent of 

reactant mixing when infiltration rates are small, contaminant concentrations are high, and electron 

acceptors (e.g. oxygen) are abundant in the soil. Otherwise, biodegradation is mostly limited by the 

reaction rate. Soil heterogeneity and transient flow affect the biodegraded contaminant fraction more 

substantially for mixing-limited than for rate-limited biodegradation. Furthermore, the combined effects 

of soil heterogeneity and transient flow appear additive for rate-limited but not for mixing-limited 

biodegradation. Under transient flow, preferential flow zone switching reduces the spatiotemporal 

heterogeneity of biomass and contaminant concentrations, which accordingly also reduces 

biodegradation variability across random realizations of macroscopically similar heterogeneous soils. 

Therefore, interactions between transient flow and soil heterogeneity give rise to important higher-order 

effects on contaminant fate in the unsaturated zone that cannot yet be reproduced with simpler models. 

However, using a modified form of the Damköhler number, we were able to compute lower and upper 

bounds of the contaminant biodegraded fractions of the simulated scenarios, that apply when 𝐷𝑎 < 𝑂(1) 

and 𝐷𝑎 > 𝑂(1) respectively. 
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6.1. Introduction and literature review 

Contaminants that enter the unsaturated zone at the soil surface will contaminate groundwater (Kass et 

al., 2005) if not transformed on the way down. For organic contaminants, aerobic biodegradation is an 

important mechanism of transformation (Mulligan & Yong, 2004; Singh, 2008). Essential for aerobic 

biodegradation is the necessity that an electron acceptor such as oxygen is simultaneously present with 

the contaminant and the biodegrading micro-organisms. Hence, a multicomponent description of 

transformation necessitates reactant mixing. However, soils are not well-mixed (Li et al., 2006; Acharya 

et al., 2005), thus applying multicomponent interactions at the bulk porous medium scale neglects 

spatial interactions that ultimately determine the fate of contaminants. For biodegradation, this has been 

recognized by Janssen et al. (2006), using insights from Keijzer et al. (2000). Assuming that 

multicomponent Monod biodegradation kinetics (e.g. Blum et al., 2009) apply at the continuum scale, 

mixing of the various reactants is a major factor. Accordingly, mixing-controlled biodegradation in 

aquifers has been widely studied, though the literature largely concerns fully saturated aquifers and 

steady-state flow (e.g. Puyguiraud et al., 2020; Rolle & Le Borgne, 2019; Valocchi et al., 2019; Benson 

et al., 2017; Ding et al., 2013; Freitas et al., 2011; Dentz et al., 2011b; Bauer et al., 2009; Cirpka & 

Valocchi (2007); Seeboonruang and Ginn, 2006; Janssen et al., 2006; Ham et al., 2004). 

 

In the vadose zone, transient flow is more distinct, due to atmospheric forcing and because soil 

saturation and hydraulic properties dependent on the infiltration rate. This leads to fluid pressure waves 

that can travel as much as three orders of magnitude faster than a non-retarded solute front 

(Rasmussen et al., 2000). The pressure wave velocity, or celerity, differs from the shock-front velocity 

(Beven & Germann, 2013). If fast flow follows slow flow (a wetting front), as investigated by Warrick et 

al. (1971), the pressure wave which is always faster than the wetting front (McDonnell & Beven, 2014) 

compresses the envelope of water ahead of the wetting front into a smaller band with larger saturation. 

When slow flow follows fast flow, a negative pressure wave causes the envelope of water to expand. 

Therefore, transient flow dynamically alters the separation of ‘old’ and ‘new’ water in the vadose zone, 

which may be expected to influence the mixing process. Kuntz and Grathwohl (2009) found that steady-

state models are sufficient in characterizing biodegradation in the vadose zone except under extreme 

infiltration events. However, they modelled monocomponent decay kinetics, which has a mixing-

independent reaction rate. With mixing-dependent multicomponent biodegradation, it is plausible that 

greater differences will emerge between steady-state and transient flow situations. 

 

A factor that affects mixing and therefore biodegradation is spatial variability of the flow domain. This 

has been investigated by Cirpka and Valocchi (2007), Janssen et al. (2006), Schotanus et al. (2013), and 

Loschko et al. (2018). Cirpka and Valocchi (2007) analytically considered transversal mixing for 

homogeneous steady flow, and suggested that extending the model to transient and heterogeneous flow 

most likely requires a numerical approach. Schotanus et al. (2013) investigated first-order 

biodegradation in the vadose zone under transient flow and heterogeneous conditions both in the field 

and with numerical simulations, and found that transient flow affects the spatial distribution of solutes. In 

groundwater aquifers, it has been recognised that soil heterogeneity leads to increased mixing between 

contaminants entering aquifers and background groundwater (e.g. Rolle et al., 2009). Spatial 

heterogeneity in hydraulic conductivity leads to bypass flow, which was demonstrated by Gouet-Kaplan 

et al (2012) with laboratory column experiments. This can increase water transport velocities and 

decrease contaminant residence times and biodegradation. These studies considered either the saturated 

zone, where heterogeneity and transient flow have different implications, or mixing-independent 

biodegradation, and are thus not fully applicable to multicomponent biodegradation in the unsaturated 

zone.  
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For the unsaturated zone, soil heterogeneity is typically modelled with heterogeneity in the scaling 

parameter of the hydraulic conductivity and retention function. Heterogeneity complicates the spatial 

flow variability, as was shown for steady flow by Roth (1995): the zones of preferential flow and stagnant 

water that establish under small mean flow rates reverse position under large mean flow rates. Thus, 

under transient flow conditions in the unsaturated zone, preferential flow and relatively stagnant zones 

will vary spatiotemporally, which dynamically changes the spatial distribution of reactants and enhances 

mixing. Figure 6.1, which illustrates a pilot numerical simulation involving two tracers infiltrating one 

after the other, shows that transient flow in a heterogeneous soil enables the two plumes to come in 

contact and mix. This mixing effect depends on soil heterogeneity, the already mentioned Warrick-type 

compression/expansion effect (Warrick et al., 1971), and the shifting pattern of preferential and stagnant 

zones; the last two of which are absent under water-saturated conditions. Therefore, this effect occurs 

only in the unsaturated zone, and requires the presence of both transient flow and soil heterogeneity.  

 

 

Figure 6.1: Pilot simulation of tracer plumes in a heterogeneous soil, which illustrates the how the 

transport of contaminant (blue) and oxygen (red) plumes in the single-transition transient flow scenarios 

studied would appear without biodegradation. The blue plume infiltrated first under a low infiltration rate 

of 0.036mm/h, and the red plume subsequently infiltrated under a high infiltration rate of 11mm/h.  

 

It is clear that the piling up of various complexities (heterogeneity, transient flow, multicomponent 

degradation kinetics) allows for synergistic and antagonistic interactions; trends tend to become less 

clear. Nevertheless, multicomponent biodegradation may only proceed when all of the reactants involved 

in the reaction are present at the same place and time. Therefore, multicomponent biodegradation in 

soils may be limited by two overarching factors to varying extents: the rate of the reaction, and the rate 

of mixing (e.g. Hesse et al., 2009 and Battiato et al., 2009), relative to the soil residence time. The 

extents of these limitations affect the sensitivity of biodegradation outcomes to other model parameters 

(e.g. Song and Seagren, 2008 for saturated porous media). If the rate constant or the biomass 
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concentration is very low, or if the flow rate is very high, then contaminants are likely to leach because 

the reaction is rate-limited: there is insufficient time for the contaminants to biodegrade in the soil 

column. If the various reactants bypass each other in the soil, then biodegradation is limited by 

incomplete mixing. Perfectly rate-limited multicomponent biodegradation would display behavior akin to 

monocomponent biodegradation, of which first-order decay kinetics has been widely studied. However, 

the extent of rate-limitation and mixing-limitation are not mutually exclusive (Bauer et al., 2008; Luo et 

al., 2008). This is because reactant concentrations, the biodegradation rate, and the rate of dispersion 

and mixing are mutually dependent.  

 

To address the effects of heterogeneity on multicomponent mixing-limited biodegradation analytically, 

complexity needs to be reduced. Such analyses have mostly been performed for saturated zone 

problems, and typically exploit some form of homogenization by dimensional reduction. For example, 

with quasi-one-dimensional stochastic-convective concepts, mechanisms such as transverse dispersion 

are neglected (Sanz-Prat et al., 2015; Sanz-Prat et al., 2016; Luo & Cirpka, 2008; Ding et al., 2013), 

though they may sometimes be important (Zhou et al., 2019; Zhou et al., 2020). The use of descriptive 

statistics, such as using average or ‘effective’ parameters to homogenize or upscale the problem (Dentz 

et al., 2011b), may be difficult to parameterize (Schäfer et al., 2020) and uncertain when extrapolated 

(Luo & Cirpka, 2011; Lu et al., 2018). Assuming constant parameters (e.g. van der Zee and Boesten 

(1991)) ignores feedbacks and is thus inappropriate for mixing-limited biodegradation. However, such 

simplifications may be less applicable in the unsaturated zone, as preferential flow switching makes transverse 

dispersion important. Furthermore, the continuous response of soil hydraulic properties to transient flow may 

make analyses involving constant or averaged parameters even more difficult to parameterize and generalize, 

while rendering binary models of heterogeneity (mobile-immobile domains: e.g. Willmann et al., (2010); 

Lu et al (2018)) physically unsuitable. Therefore, as a first step we approach the problem with numerical 

models that do not employ such simplifying methods. 

 

Our objective is to address the combination of nonlinear multicomponent biodegradation (Monod 

kinetics), two-dimensional spatial variability of soil hydraulic conductivity, and transient flow, which has 

received little attention so far in the literature as far as we are aware. We use numerical models to 

investigate scenarios across categorical groups: in heterogeneous soils versus homogeneous soils, under 

transient flow versus steady-state flow, and for rate-limited versus mixing-limited multicomponent 

biodegradation scenarios. We postulate that scenarios within each category are somewhat consistent in 

how they respond to changes in some other parameters. Hence, a qualitative understanding of each 

category of scenarios is possible. The results of this general analysis may also guide the identification of 

important and unimportant parameters and complexities in subsequent studies, allowing the complex 

problem to be simplified if certain conditions are fulfilled.      

 

Transient flow conditions can be very diverse. We emphasize two types of transient flow scenarios. The 

first involves a single flow rate transition, where slow infiltration of contaminant-carrying water is 

followed by a sudden and fast influx of contaminant-free water. This modelled situation is typical for 

infiltration under snow melt conditions where the infiltration rate greatly exceeds that of the preceding 

autumn (French et al., 2001), other situations with distinct seasonality as in Monsoonal climates, or a 

large rainfall season following a dryer season during which a field is irrigated with marginal water. 

Additionally, scenarios with daily precipitation timeseries are also studied, to obtain insights that reflect 

shorter-term highly variable weather.   
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6.2. Methods 

The numerical simulations in this study concern Monod biodegradation of solutes in water that infiltrates 

into two-dimensional heterogeneous soils. The simulations were performed with HYDRUS2D (Simunek et 

al., 2012b) and PHREEQC (Parkhurst & Appelo, 2013) in the HP2 biogeochemical reactive transport 

package (Simunek et al., 2012a). The soil-hydraulic van Genuchten-Mualem functions are used to 

characterize the soil-water retention and the unsaturated hydraulic conductivity functions of soil. 

Scenarios with homogeneous soils were modelled with HP1 (Simunek et al., 2013). With Monod 

biodegradation, the reaction rate depends on the concentration of contaminant, an electron acceptor, 

and biomass. With biomass, in this paper we refer to microbial biomass that participates in, and is 

produced by aerobic transformation of the contaminant (and not to soil organic matter).  

 

Aerobic biodegradation is modelled with Monod kinetics as described by Barry (2002). Although various 

chemical species such as oxygen, nitrate, and manganese can act as the electron acceptor, this is with 

varying levels of preference (Schotanus et al., 2014), and depends on the redox potential of the soil. We 

focus on dissolved oxygen as the electron acceptor. The reaction rates of the modelled reactants are 

𝑑𝐶

𝑑𝑡
= −𝜇

𝐴

𝑘𝐴 + 𝐴

𝐶

𝑘𝐴,𝐶 + 𝐶
𝐵 (6.1) 

𝑑𝐴

𝑑𝑡
=  𝐹𝑋𝐶 (6.2) 

while eliminated contaminant is converted to biomass at the following rate 

𝑑𝐵

𝑑𝑡
= 𝐺𝑋𝐶 (6.3) 

Here, 𝐴, 𝐶, and 𝐵 [𝑚𝑜𝑙/𝐿 water] are the electron acceptor (oxygen), contaminant, and biomass 

concentrations respectively. 𝜇 [𝑠−1] is the maximum biomass growth rate, 𝑘𝐴 [𝑚𝑜𝑙/𝐿 water] is the half-

saturation constant of the electron acceptor, 𝑘𝐴,𝐶 [𝑚𝑜𝑙/𝐿 water] is the inhibition parameter for the redox 

reaction between the electron acceptor and contaminant, 𝐹 is the stoichiometric ratio of the oxygen in 

the biodegradation reaction relative to the contaminant, and 𝐺 is the dimensionless yield ratio for 

biomass growth. Following Holden and Fierer (2005) and Grösbacher et al (2018), we omit biomass 

movement from the model. We also assume a uniform initial biomass concentration in the entire model 

domain. 

 

As the simulations involve multicomponent dispersion and biodegradation, computational demand was 

large, so we reduced the domain to 100cm wide and 100cm deep. We discretized the domain with a 

finite element mesh of 101x101 evenly spaced nodes. This provided a balance between model resolution 

and computational speed. Random scaling of soil hydraulic parameters in heterogeneous soils is 

generated in HYDRUS2D, using exponentially autocorrelated Miller-Miller similitude (Miller and Miller, 

1956). We considered 12 realizations of the heterogeneous scaling factor field, in addition to the 

homogeneous case. Unless stated otherwise, results reported for heterogeneous soils refer to averaged 

outcomes.  

 

We simulate various biogeochemical scenarios, to investigate how they interact with the combination of 

complex processes we model. Table 6.1 lists the scenarios, which are simulated for all unique 

permutations, and the soil hydraulic parameter values used in the simulations. The soil type is loamy 

sand in the entire domain, and the associated soil hydraulic parameters are obtained from Carsel and 

Parish (1988). Parameters describing the biodegradation reaction are inspired by realistic values for 

propylene glycol – an antifreeze fluid used widely in climates that experience snowmelt infiltration 

(Schotanus et al., 2014). The outcomes analyzed are the biodegraded fraction 𝐹𝑑 and the spatial 
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distribution of biomass growth 𝐵(𝑥, 𝑧). Since the biomass is immobile, 𝐵(𝑥, 𝑧) is a cumulative snapshot of 

where contaminant is biodegraded and reaction byproducts are formed. In turn, this contains spatial 

information about the mixing process.  

 

Table 6.1: List of parameters and modelled scenarios. The infiltration regimes L(ow), M(edium), H(igh), 

and E(xtremely high) correspond to infiltration rates 𝐼 1𝑥10−6 , 1.09𝑥10−5 , 1𝑥10−4 , and 1𝑥10−3  𝑐𝑚𝑠−1 

respectively. 

Infiltration regime 𝑰(𝒕) Explanation 

LH Transient flow, slow to fast 

LE Transient flow, slow to very fast 

MM Steady-state flow 

MH Transient flow, medium slow to fast 

ME Transient flow, medium slow to very fast 

 

Biochemical scenario Differences relative to reference scenario 

1 Reference scenario (Monod kinetics, initially anoxic soil 𝐴𝐼 = 0) 

2 Initially oxic soil, initial soil oxygen concentration = 2𝐶0 

 

Monod scenario Explanation 

A 𝐵0 = 8.75E-7 𝑚𝑜𝑙/𝑐𝑚3 and 𝜇 = 6e-7𝑠−1. Same initial reaction rate 

as scenario B; biomass grows slow. 

B 𝐵0 = 8.75E-8 𝑚𝑜𝑙/𝑐𝑚3 and 𝜇 = 6e-6𝑠−1. Same initial reaction rate 

as scenario A; biomass grows fast. 

C 𝐵0 = 8.75E-7 𝑚𝑜𝑙/𝑐𝑚3 and 𝜇 = 6e-6𝑠−1. 

 

Contaminant input 
concentration 𝑪𝟎 

Explanation 

2.5E-7 𝑚𝑜𝑙/𝑐𝑚3 𝐶0 ≪ 𝐾𝐴,𝐶. The reaction begins in the first-order regime of the 

Monod rate curve. 

2.5E-6 𝑚𝑜𝑙/𝑐𝑚3 𝐶0~𝐾𝐴,𝐶. The reaction begins in the transition regime of the 

Monod rate curve. 

2.5E-5 𝑚𝑜𝑙/𝑐𝑚3 𝐶0 ≫ 𝐾𝐴,𝐶. The reaction begins in the zeroth-order regime of the 

Monod rate curve. 

 

Parameter Explanation Value 
𝜃𝑟 Residual soil water content 0.057 

𝜃𝑠 Saturated soil water content 0.41 
𝐾𝑠

∗ Reference saturated hydraulic 
conductivity 

4.05E-3 𝑐𝑚/𝑠 

〈log10 𝜆〉 Mean of log(scaling factor) 0 
𝜎(log10 𝜆) Standard deviation of log(scaling factor) 0.75 

𝑙𝑥 Horizontal autocorrelation length 20 𝑐𝑚 

𝑙𝑧 Vertical autocorrelation length 5 𝑐𝑚 

𝛼𝜈 Van Genuchten-Mualem parameter 0.124 𝑐𝑚−1 

𝑛 Van Genuchten-Mualem parameter 2.28 
𝐿 Van Genuchten-Mualem parameter 0.5 

𝛼𝐿 Longitudinal dispersivity 1 𝑐𝑚 

𝛼𝑇 Transverse dispersivity 0.1 𝑐𝑚 

𝐷𝑒,𝐶 Diffusion coefficient (contaminant) 1.00E-5 𝑐𝑚2/𝑠 

𝐷𝑒,𝐴 Diffusion coefficient (oxygen) 2.29E-5 𝑐𝑚2/𝑠 

𝑘𝐴 Oxygen half-saturation constant 5E-8 𝑚𝑜𝑙/𝑐𝑚3 

𝑘𝐴,𝐶 Inhibition parameter 1.25E-6 𝑚𝑜𝑙/𝑐𝑚3 

𝐹 𝐴: 𝐶 stoichiometric coefficient 4 

𝐺 Biomass yield ratio 0.5 

 

 



Chapter 6 

130 
 

Simulating different combinations of 𝜇 and 𝐵0 allows us to keep the initial biodegradation rate constant 

across multiple scenarios, while changing the relative rate of biomass growth, to elucidate the influence 

of biomass growth on the system. We also varied the contaminant concentration while keeping the 

oxygen:contaminant ratio constant. This enables us to compare the impact of starting at the almost 

linear (low concentration) or at the plateau part of the nonlinear Monod rate curve. We also compare 

scenarios with initially oxic and initially anoxic soils, as these scenarios are affected differently by mixing.  

 

The initial condition for flow is steady-state with the initial infiltration rate at the upper boundary. 

Simulations begin with the soil containing a spatially uniform distribution of biomass (active in 

biodegradation) and oxygen. A 2.5cm band of contaminated water (uncorrected for porosity and 

saturation) infiltrates the soil uniformly at the surface, containing sufficient dissolved oxygen to 

biodegrade half of the contaminant according to the stoichiometric ratio. Therefore, the absolute 

maximum possible biodegraded contaminant fraction is 0.5 in the complete absence of mixing. All 

subsequent infiltrated water is contaminant-free water containing dissolved oxygen, at the same 

concentration as initially present in the contaminant band. Additional simulations with first-order 

biodegradation with a constant decay rate 6e-7𝑠−1, and where biomass growth is tracked but not 

factored into the decay rate, are presented for comparison where appropriate, but excluded from the 

data analyses. 

 

A free drainage and boundary condition for water flow is used at the bottom of the domain, signifying 

that the water table is sufficiently deep that it does not affect hydraulic heads in the simulated domain. A 

prescribed flux boundary is used at the top of the domain. In the single-transition flow scenarios, at 

transition the infiltration rate changes instantaneously to a new value, occurring approximately when the 

center of the contaminant plume is at a depth of 35 cm. To elucidate the effect of changing preferential 

flow zones, the infiltration rate transitions we simulate are increases of multiple orders of magnitude.  

 

Additionally, to investigate the effect of real weather patterns, which represent more realistic conditions 

and include periods of slower flow following faster flow, we repeated the simulations with two months of 

daily precipitation data (Volkel, the Netherlands) for May 1 to June 30 2016, a period of large weather 

variability. In these simulations, the infiltrating water contains contaminants and oxygen only during the 

first four weeks, and only oxygen during the remainder of the period. These simulations with daily 

precipitation data, were compared against simulations using averaged precipitation rates, wherein the 

two aforementioned periods were averaged separately (Figure 6.2) to ensure identical contaminant mass 

inflows. The precipitation timeseries were chosen such that the contaminant plume peak exits a 

homogeneous soil at similar times under daily and averaged precipitation rates, allowing the effects of 

transient flow and soil heterogeneity to be studied independently of expected contaminant residence 

times. Due to the large computational times required, Monod scenario B was excluded from these 

simulations. 
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Figure 6.2: Daily precipitation data (solid lines) for Volkel, the Netherlands, from May 1 to June 30 2016 

(solid lines). The red lines represent the period when infiltrating water contains contaminants, and the 

blue lines the period with no contaminants. The dashed horizontal lines are the averaged precipitation 

rates of these two periods, used in the simplified simulations. 

 

6.3. Results and discussion  

6.3.1 Flow and transport  

In sections 6.3.1 – 6.3.4, we discuss how flow, transport and biodegradation outcomes vary across the 

modelled scenarios under single-transition transient flow. Results for real precipitation timeseries are 

presented in section 6.3.5. Implications of the findings are discussed in section 6.3.6. 

 

The locations of preferential flow zones, and the extent to which they conduct water faster than the 

average, depend upon the infiltration rate (Figure 6.3). As shown in Figure 6.3, the switching of the 

preferential flow channels occurs at an infiltration rate between regime H (1𝑥10−4  𝑐𝑚𝑠−1) and E (1𝑥10−3  

𝑐𝑚𝑠−1). As the infiltration rate increases from L to H, preferential flow weakens, because the flow finger 

becomes wider and the preferential flow velocity decreases from 20𝐼 to 3𝐼. When the infiltration rate 

increases further to E, the preferential and stagnant flow zones switch. Thus, the extent of differentiation 

between preferential and stagnant flow zones is the largest, and the extent of solute plume deformation 

relative to a homogeneous soil is largest, for low infiltration rates, in agreement with Ursino et al. 

(2001), and Schotanus et al (2012) and (2013).  
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a  b  

c  d   

Figure 6.3: Maps of the vertical component of flow velocity divided by infiltration rate, for (a-d) 

infiltration rates L, M, H, E respectively at steady-state.  

 

For 83 out of the 90 Monod biodegradation scenarios, the breakthrough time of the contaminant peak 

was earlier in the heterogeneous scenarios than in the homogeneous scenarios, and the similar in the 

remaining 7 scenarios. In steady-state scenarios in particular, the peak travel time is on average 14% 

smaller, and up to 21% smaller in heterogeneous soils, suggesting that the persistent preferential flow in 

heterogeneous soils are able to quickly channel much of the contaminant plume to the bottom of the soil 

column. This confirms that heterogeneity reduces the mean travel time under steady-state flow 

(Birkholzer and Tsang, 1997), by focusing the transport of solutes within preferential flow channels. For 

all transient flow scenarios, any reduction in peak travel time due to heterogeneity is less than 2 percent. 

Furthermore, very little solute mass remains trapped in stagnant flow zones in transient flow scenarios 

(Figure 6.1) – preferential flow zone switching in heterogeneous soils causes each part of the solute 

plume to spend some time in a preferential flow zone and some time in a stagnant flow zone. In other 

words, the spatio-temporal heterogeneity of solute transport in heterogeneous soils is relatively small 

under transient flow. Therefore, we emphasize that heterogeneity mostly decreases leaching times, and 

in a few scenarios results in little change to leaching times. Hence, if more biodegradation occurs in a 

heterogeneous soil than in a homogeneous soil, then it must be attributable to enhanced mixing and not 

prolonged degradation exposure or contaminants being trapped in stagnant flow zones (under transient 

flow).  

 

6.3.2 Effect of biochemical parameters on biodegraded fractions  

The complete list of 𝐹𝑑 of all the simulated scenarios (averaged from the twelve heterogeneous 

realizations) is given in the supplementary material. Comparing 𝐹𝑑 data of all scenarios shows that 
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overall 𝐹𝑑 depends much more significantly on the infiltration rates and biogeochemical parameters, such 

as soil oxygen concentration (biochemical scenario 1 vs 2), relative initial biomass growth rate (Monod 

scenarios A vs B), and initial contaminant concentration (low vs mid vs high), than on soil heterogeneity.  

 

For most scenarios, the biodegraded fraction depended significantly on initial soil oxygen concentration, 

but was quite insensitive to the relative initial biomass growth rate. When oxygen availability is the 

limiting factor, a larger biomass growth rate only shifts the biodegradation to shallower soil, but does not 

increase total biodegradation. The reverse, a significant effect of biomass growth but not of initial oxygen 

concentration, occurs only for the scenarios with a medium (M) pre-transition infiltration rate and large 

reactant concentrations in the infiltrating contaminant plume. This reveals a bottleneck behavior based 

on either biomass or oxygen as a limiting reagent: each scenario is sensitive to either initial oxygen 

concentration or biomass growth rate, but never both or neither.  

 

When varying 𝐶0 in Monod biodegradation scenarios, the highest degraded fraction occurs for 𝐶0~𝐾𝐴,𝐶, so 

𝐹𝑑 varies non-monotonically with 𝐶0; this can be analytically proven for a perfectly mixed reaction 

(Appendix 6A). Amongst the scenarios we simulated, 𝐹𝑑 varies non-monotonoically with 𝐶0 for 53% of 

Monod scenarios. The non-monotonicity is not observed in all simulated scenarios, because the 

assumption of perfect mixing does not hold. This emphasises the importance of mixing in determining 

the fate of contaminants in our scenarios.   

 

We attempted to investigate whether an easily observable modified form of the Damköhler number 𝐷𝑎 

(Appendix 6B), may be used to characterize biodegradation outcomes. In the idealized case that 

biodegradation is first-order, soils are homogeneous, and no dispersion occurs, 𝐹𝑑 and 𝐷𝑎 are related 

exactly through the relationship 𝐹𝑑 = 1 − exp(−𝐷𝑎). A scatterplot of 𝐹𝑑 against 𝐷𝑎 for all simulated 

scenarios (Figure 6.4) shows that this theoretical relationship does not describe the studied scenarios 

well. However, we note that the pivot point where underprediction of 𝐹𝑑 with 𝐹𝑑 = 1 − exp(−𝐷𝑎) switches 

to overprediction occurs at around 𝐷𝑎~1. At 𝐷𝑎~1, the idealized reaction rate and transport rate are of 

similar orders of magnitude.  
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Figure 6.4: Scatter plot of 𝐹𝑑 against log10(𝐷𝑎) for all scenarios; squares are homogeneous scenarios 

and diamonds are averages of heterogeneous scenarios. 

 

 

Consider that the relative contaminant depletion rate 
1

𝐶

𝑑𝐶

𝑑𝑡
 may only increase due to biomass growth, and 

decreases due to all other processes (reactant dilution and depletion). The fact that 𝐹𝑑 = 1 − exp(−𝐷𝑎) 

underpredicts 𝐹𝑑 at 𝐷𝑎 < 𝑂(1) suggests that for these scenarios, the influence of biomass growth in 

increasing 𝐹𝑑 is greater than the influence of reactant depletion and dilution in decreasing 𝐹𝑑. When 𝐷𝑎 is 

small and the (initial) reaction rate is low, biomass growth strongly influences 𝐹𝑑, because the reaction 

rate is more sensitive to increases in the biomass density. When 𝐷𝑎 is large and the reaction rate is high, 

𝐹𝑑 in the simulated scenarios is lower than predicted because of imperfect mixing, which suggests that as 

the extent of rate-limitation decreases, 𝐹𝑑 becomes more controlled by mixing-limitation. Ultimately, the 

wide scatter and weak fit of the data with 𝐹𝑑 = 1 − exp(−𝐷𝑎) suggests that the complexities neglected in 

the calculation of 𝐷𝑎 render it of minimal use in predicting overall biodegradation outcomes. However, 

𝐹𝑑 = 1 − exp(−𝐷𝑎) appears to be a soft lower bound for 𝐷𝑎 < 𝑂(1) and soft upper bound for 𝐷𝑎 > 𝑂(1), that 

requires further research to ascertain.  

 

6.3.3 Role of mixing in biodegraded fraction outcomes  

Since soil heterogeneity increases dispersion and mixing (Birkholzer & Tsang, 1997; Moreno & Tsang, 

1994; Rolle et al., 2009; Valocchi et al., 2019; Cirpka et al., 2011; Luo et al., 2008; Willingham et al., 

2010; Werth & Cirpka, 2006), and since we have found that soil heterogeneity causes decreased 

residence times in most scenarios, and never significantly increasing it, it follows that if 𝐹𝑑 is increased 

by soil heterogeneity then the scenario is most likely mixing-limited.  

 

Out of 90 Monod scenarios, 59 were mixing-limited as 𝐹𝑑 was larger in heterogeneous soils than in 

homogeneous soils. Scenarios are found to be mixing-limited if one or more of the following three criteria 
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are fulfilled. 1) The initial infiltration rate is low (regime L), which makes biodegradation less limited by 

reaction rate. 2) The incoming contaminant concentration is large (𝐶0 ≫ 𝐾𝐴,𝐶). This is because even as the 

contaminant plume grows due to dispersion, the reaction rate per unit soil volume does not decrease 

much, because it is in the zeroth-order (plateau) region of the Monod rate curve. Therefore, its 

biodegradation potential is limited by how fast the contaminant plume can spread and mix. The 

observations that a large 𝐶0 and transport dominated by diffusion (i.e. low advection velocity) leads to 

enhanced biodegradation under spatially heterogeneous concentrations has also been made by Hubert et 

al (2020), for reactions in a bulk fluid. 3) The soil is initially oxic and the initial infiltration rate is low. 

Then, the reaction is less rate-limited, as oxygen is abundant outside of the contaminant plume in this 

case, hence biodegradation is more sensitive to how much mixing occurs.  

 

These factors that contribute to the mixing-limitation score suggest that rate-limited biodegradation is 

more limited by the rate of consumption of oxygen initially present in the contaminant plume, while 

mixing-limited biodegradation is limited by the extent of spreading and mixing with oxygen external to 

the contaminant plume. For each of the above three criteria, we give a score (0,1) which we sum. We 

call this sum the mixing-limitation score, and it reflects the extent that mixing is the dominant limiting 

factor. For a score of 0, biodegradation is limited predominantly by the reaction rate, whereas a score of 

3 indicates strong mixing-limitation.  

 

There are 36, 30, 18 and 6 scenarios with a mixing-limitation score of 0, 1, 2 and 3, respectively. The 

scenarios with a score of at least 1 overwhelmingly have 𝐹𝑑 larger in heterogeneous soils than in 

homogeneous soils (Figure 6.5a). The mean increase in 𝐹𝑑, compared to homogeneous soils, increased 

with the mixing-limitation score, and were -2%, 3%, 6% and 10% respectively. Since the increase in 𝐹𝑑 

increases with mixing-limitation score, we have identified the right factors that contribute to mixing-

limitation. Furthermore, the higher the mixing-limitation score, the less likely that heterogeneity 

decreases 𝐹𝑑 of a scenario. The small average effect of heterogeneity on 𝐹𝑑 for scenarios with a mixing-

limitation score of 0 agrees with Mohamed et al (2006), who found that soil heterogeneity is 

inconsequential for Monod 𝐹𝑑, in scenarios where the contaminant and electron acceptors are already 

perfectly mixed upon entry into the soil (i.e. not mixing limited). 

 

The Damköhler number also reveals interesting nuances in the results of the 𝐹𝑑 ratio. Figure 6.5b does 

not show a clear relation between the 𝐹𝑑 ratio (heterogeneous 𝐹𝑑/ homogeneous 𝐹𝑑) and 𝐷𝑎, except for 

the black-colored points, which represent scenarios with a mixing-limitation score of 0. For these points, 

a positive relationship is discernible in Figure 6.5b. This suggests that the 𝐹𝑑 ratio increases for rate-

limited scenarios when 𝐷𝑎 increases (i.e. when the extent of rate-limitation decreases). This implies that 

as rate-limitation becomes less and mixing-limitation more dominant, soil heterogeneity becomes more 

likely to increase 𝐹𝑑, even for mixing score 0. In other words, for scenarios that do not fulfil the discrete 

mixing-limitation criteria, a large 𝐷𝑎 may nevertheless signify increased likelihood of mixing-limitation. 

Hence, the two causes of limitation are not mutually exclusive, in agreement with Bauer et al. (2008), 

but may only be compared in terms of which is more dominant. 
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a b  

 

Figure 6.5: Scatter plot of how the 𝐹𝑑 ratio, 𝐹𝑑(ℎ𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠)/𝐹𝑑(ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠) varies with a) mixing-

limitation score and b) 𝐷𝑎. A ratio larger than 1 implies that the heterogeneous average 𝐹𝑑 is larger than 

the homogeneous case, and vice versa. Solid and asterisk symbols refer to transient and steady flow 

respectively. The colors represent their respective combinations of mixing criteria 1, 2, and 3 

respectively (see section 6.3.3). Red = (1); Green = (2); Magenta = (1,3); Yellow = (1,2); White = 

(1,2,3); Black = rate-limited scenario. 

 

6.3.4 Spatial distribution of biomass  

The resulting spatial distribution of biomass determine where and to what extent future influxes of 

contaminant will be biodegraded in the soil, and how the infiltration rate and its variability affect 

biodegradation. Under highly variable infiltration rates, contaminant infiltration paths during subsequent 

influxes may bypass established biomass hotspots if biomass is heterogeneously distributed in the soil. 

Furthermore, the spatial distribution of biomass also reveals the distribution of reaction byproducts, 

which may be toxic or ecotoxic for some contaminants. 

 

The simulations for the lowest initial infiltration rate (LH, LE) show that almost all of the biodegradation 

occurs in the uppermost layers. Thus, 〈𝐵(𝑧)〉 decays monotonically with depth for these scenarios, similar 

to experimentally observed 〈𝐵(𝑧)〉 (Biro et al., 2014) for first-order biodegradation. Figure 6.6a (steady-

state) and Figure 6.6b (transient flow) illustrate simulated 〈𝐵(𝑧)〉 for first-order biodegradation. Unlike 

first-order biodegradation, however, for Monod kinetics a maximum in biomass population density 〈𝐵(𝑧)〉 

might occur at some distance beneath the surface (Figure 6.6c with steady-state flow, Figure 6.6d with 

transient flow) for larger initial infiltration rates, regardless of steady-state or transient flow. We refer to 

this distance as the maximum biomass depth 𝑑𝑚𝑎𝑥.  
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a   b  

 c   d  

Figure 6.6: Depth against biomass growth 𝐵′ = 𝐵 − 𝐵0. The bold solid line is for homogeneous soils, the 

bold dashed line is for the heterogeneous average, and the thin solid lines are for individual realizations 

in heterogeneous soils. (a,b) First-order biodegradation, steady-state MM and transient MH infiltration 

respectively. (c,d) Monod scenario B1 and 𝐶0 ≫ 𝐾𝐴,𝐶, with steady-state MM and transient MH infiltration 

respectively. 

 

The presence of a non-monotonic biomass profile with depth was also not correlated to 𝐷𝑎, because the 

vertical distribution of biomass is controlled more significantly by the initial reaction and infiltration rates, 

than the average reaction and infiltration rates.  

 

In the scenarios where 〈𝐵(𝑧)〉 does not monotonically decrease with depth, the reason is that dispersion 

causes the contaminant and oxygen plumes to grow as the plume travels downwards. Meanwhile, the 

initial decrease in reaction rate due to dispersion and biodegradation is small. Hence, the biomass at 𝑑𝑚𝑎𝑥 

has greater total exposure time to the reaction, as compared to the top of the soil, due to the larger 

plume encountered. The biomass at 𝑑𝑚𝑎𝑥 also encounters more backwards dispersion than the biomass at 

the topsoil. If the larger total exposure time outweighs the slow decrease in reaction rate, then soil at 

𝑑𝑚𝑎𝑥 will experience more total reaction than upstream soil. Therefore, Monod biodegradation activity is 

often largest at some depth beneath the soil surface, especially when reactants require time and distance 

to mix. On the other hand, first-order biodegradation activity is always at a maximum at the soil surface, 

as it is not mixing-dependent. Under field and experimental conditions, both monotonically decreasing 

and non-monotonically varying biomass densities have been observed (Hickman & Novak, 1989; Soulas 

and Lagacherie, 2001).  
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The vertical distribution of the biomass population varies significantly in shape between each 

heterogeneous realization, and the heterogeneous average (Figure 6.6). However, the heterogeneous 

average 𝐵(𝑧) is similar to the homogeneous 𝐵(𝑧) in shape, and heterogeneity does not alter 𝑑𝑚𝑎𝑥 

significantly on average. Although the shape of the average 𝐵(𝑧) curve is similar in heterogeneous and 

homogeneous soils, the 𝐵(𝑧) curves in heterogeneous soils are somewhat larger because more 

biodegradation occurred there. Figure 6.6 also shows that the variance in 𝐵(𝑧) across heterogeneous 

realizations is significantly larger for Monod biodegradation than first-order biodegradation, due to 

differences in mixing across each realization.  

 

The horizontal coefficient of variation of biomass (𝜂𝐵 = 𝜎𝐵/〈𝐵〉), where 𝜎𝐵 is the standard deviation of 𝐵(𝑧) 

in the horizontal direction calculated across all heterogeneous realizations, quantifies how unevenly 

biomass is distributed across a horizontal layer of soil. Such uneven distributions of biomass have 

previously been observed in groundwater aquifers (e.g. Vroblesky and Chapelle, 1994), in addition to 

hotspots of the associated biodegradation reaction products (Jobelius et al., 2011). For steady-state flow, 

Figure 6.7a shows that 𝜂𝐵 tends to increase with depth; more for first-order biodegradation than for 

multicomponent biodegradation. This is because first-order biodegradation occurs primarily in the 

preferential flow zones under steady-state flow. In contrast, Monod biodegradation mostly occurs in 

tandem with reactant mixing, and as a result is less concentrated in preferential flow zones.  

 

For transient flow scenarios (Figure 6.7b), since the time of the flow rate transition is fixed across all 12 

realizations, the maximum in 𝜂𝐵 located in shallower soil corresponds to the plume’s vertical position at 

the time of flow transition. This maximum in 𝜂𝐵 occurs because the vertical location of the plume is 

different in the 12 heterogeneous realizations at the time of the transition. However, 𝜂𝐵 decreases at 

depths traversed by the plume after the onset of transient flow, as the horizontal distribution of the 

reaction becomes spread more uniformly, due to preferential flow switching. Therefore, after a flow 

transition, the vertical displacement of the contaminant plume becomes controlled by the cumulative 

infiltration and less sensitive to heterogeneity, in agreement with French et al’s (1999) findings for 

conservative solutes.  

 

a b  

Figure 6.7: Depth against horizontal coefficient of variance of biomass η𝐵 at the end of the simulation for 

Monod scenario B2. The dashed, dotted, and dash-dotted lines are for Monod biodegradation with 𝐶0 ≫

𝐾𝐴,𝐶, 𝐶0 ≪ 𝐾𝐴,𝐶, and 𝐶0~𝐾𝐴,𝐶 respectively. The solid line represents a first-order biodegradation scenario. (a) 

Steady-state infiltration MM. (b) Transient infiltration MH.  
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6.3.5 Real precipitation timeseries 

Outcomes of 𝐹𝑑 in the comparison of scenarios with daily (transient) and averaged (steady-state) real 

precipitation timeseries are presented in Table 6.2. This data is consistent with the results of the single-

transition scenarios, which show that soil heterogeneity increased 𝐹𝑑 for most scenarios. Henceforth, we 

refer to simplified scenarios which simulate homogeneous soils under mean precipitation rates as the 

base case. 

 

Table 6.2: Biodegraded fractions and CV of Volkel scenarios. CV refers to the coefficient of variance of 𝐹𝑑 

across heterogeneous realizations. 

 Actual Daily Infiltration Rates Mean (single-transition) Infiltration 
Rates 

Rate-
limited 

Scenarios 

Homogeneous 
Soil 𝑭𝒅 

Heterogeneous 
Soil 𝑭𝒅 

(Average) 

CV Homogeneous 
Soil 𝑭𝒅 

Heterogeneous 
Soil 𝑭𝒅 

(Average) 

CV 

𝐶0 ≪ 𝐾𝐴,𝐶       

A1 0.674 0.719 0.023 0.658 0.700 0.032 

A2 0.830 0.887 0.030 0.801 0.880 0.040 

C1 0.690 0.749 0.025 0.673 0.739 0.030 

C2 0.876 0.960 0.024 0.832 0.945 0.029 

𝐶0~𝐾𝐴,𝐶       

A1 0.680 0.729 0.024 0.664 0.711 0.043 

A2 0.841 0.896 0.031 0.813 0.903 0.059 

Mixing-
limited 

Scenarios 

      

C1 0.692 0.752 0.025 0.845 0.743 0.032 

C2 0.879 0.965 0.023 0.983 0.950 0.030 

𝐶0 ≫ 𝐾𝐴,𝐶       

A1 0.547 0.560 0.054 0.597 0.640 0.101 

A2 0.565 0.583 0.036 0.693 0.717 0.164 

C1 0.707 0.750 0.026 0.965 0.740 0.032 

C2 0.891 0.961 0.025 1.000 0.948 0.030 

 

For scenarios that are more rate-limited, 𝐹𝑑 under daily precipitation rates are slightly higher than under 

mean rates. This suggests that transient flow is of relatively limited consequence to rate-limited 

biodegradation, which agrees with the findings of Kuntz and Grathwohl (2009) for first-order 

biodegradation. For all rate-limited scenarios here, soil heterogeneity slightly increases 𝐹𝑑. Comparing 𝐹𝑑 

in the base case, against scenarios with one or both types of spatio-temporal heterogeneity, suggests 

that the effects of soil heterogeneity and daily precipitation rates are somewhat additive. This implies 

that under rate-limited biodegradation, the effects of soil heterogeneity and transient flow on 𝐹𝑑 may be 

mostly independent of each other. 

 

For scenarios that are more mixing-limited, Table 6.2 reveals that compared to the base case, adding 

transient flow in isolation greatly decreases 𝐹𝑑 in all cases. Adding soil heterogeneity alone to the base 

case may either increase or decrease 𝐹𝑑. However, adding soil heterogeneity to scenarios with daily 

infiltration rates always increases 𝐹𝑑. Therefore, for mixing-limited biodegradation, the effects of spatial 

heterogeneity and temporal heterogeneity in flow rates clearly interact non-additively, and may 

counteract each other to some extent. The fact that the coefficient of variance of 𝐹𝑑 across 

heterogeneous soil realizations is smaller under transient flow (Table 6.2) also attests to this, in 

agreement with Schotanus et al (2012) and our aforementioned findings that transient flow reduced the 

spatial heterogeneity in biomass growth and the temporal heterogeneity in contaminant leaching to 

groundwater.  
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Compared to the base case, the greatest relative difference (decrease) in 𝐹𝑑 occurs when transient flow 

(but not soil heterogeneity) is introduced to mixing-limited scenarios. This is because under transient 

flow, the contaminant plume receives oxygen due to mechanical dispersion mostly on days with 

substantial rainfall, during which established biomass is quickly bypassed. On days with low rainfall, the 

contaminant plume moves minimally allowing consumption by biomass, but because the scenario is 

mixing-limited the oxygen supply is limited by the lack of mechanical dispersion. This stop-and-go 

transport of contaminant leads to less mixing-limited biodegradation because oxygen and biomass 

availability tend to occur at different points in time and space. Furthermore, the magnitude of reactant 

mixing has a relationship of diminishing returns with respect to concentration gradients. Therefore, 

separate periods of dispersion and biodegradation under the highly variable daily precipitation rates lead 

to less mixing, compared to continuous mixing and depletion of oxygen under steady-state flow.  

 

When soil heterogeneity is introduced to the above transient flow case, the decrease in 𝐹𝑑 caused by the 

stop-and-go effect is weaker because mixing is more evenly distributed across space and time, because 

preferential flow channels always exist somewhere, allowing significant flow and mechanical dispersion to 

occur at any moment regardless of the infiltration rate. It has already been emphasized in the literature 

(e.g. Schirmer et al., 2001) that more highly variable flow rates also lead to larger transversal interfaces 

between ‘old’ and ‘new’ water, and hence larger areas where mixing may occur (Bauer et al., 2008). This 

further emphasizes the importance of transverse dispersion in the unsaturated zone, and that spatial 

heterogeneity and transient flow have mutually interacting and compensating effects for mixing-limited 

biodegradation.  

 

6.3.6 Implications 

The complexity of multicomponent biodegradation in steady-state saturated zone transport is already 

quite large, as current complexity reducing approaches are mostly accurate for specific conditions that 

assume reactants are well-mixed to some extent. For example, quasi-steady-state chemical conditions 

(Schäfer et al., 2020), reaction rates dependent on averaged concentrations (Massoudieh & Dentz, 

2020), predominantly rate-limited conditions (Wright et al., 2021), (near-)instantaneous kinetics 

(Loschko et al., 2019), or large time asymptotic behavior (Wright et al., 2017). Unsaturated zone solute 

leaching occurs on a much shorter length and time scale than saturated zone transport. Here transient 

flow profoundly alters 𝐹𝑑, variance in 𝐹𝑑 across realizations, and the spatial distribution of biomass 

growth, which shows that transient changes in soil hydraulic properties play an important role in 

determining the location and extent of mixing. These observations, in addition to the wide scatter in the 

relationship between 𝐹𝑑 and 𝐷𝑎, and the importance of transverse dispersion, suggest that current 

complexity reducing methods may be less applicable in the unsaturated zone. In particular, physical and 

chemical heterogeneity cannot be separately homogenized or upscaled (Dentz et al., 2011a). Since 

transient flow in unsaturated soils also gives rise to continuously changing physical conditions, and not 

only chemical conditions, the complexity of the heterogeneous problem greatly increases. The difficulty 

of coupling these processes is exacerbated in real three-dimensional soils, where twisting and helical 

streamlines are present (Cirpka et al., 2015; Chiogna et al., 2015). 

 

Many recent developments on solute transport in heterogeneous aquifers have characterized spreading 

as a stochastic Markov process (Aquino & Le Borgne, 2021; Sherman et al., 2020; Dentz et al., 2020; 

Kang et al., 2020; Comolli & Dentz, 2017; Kang et al., 2015). Homogenization and upscaling of mixing-

limited reactions is challenging even for steady-state flow in fully saturated aquifers, because the 

characterization of chemical reactions is non-Markovian: the system state at every moment depends on 

every step in its history (Dentz et al., 2011b). For the unsaturated zone, we found that interactions 

between transient flow and heterogeneity appear additive for rate-limited scenarios, but not for mixing-
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limited scenarios. This highlights the influence of the nonlinear relationships between infiltration rate, soil 

water retention, hydraulic conductivity, and extent of preferential flow, on mixing. With such 

nonlinearity, homogenization and upscaling becomes even more challenging, as the characterization of 

flow and water retention also becomes non-Markovian and depends on the exact sequence of infiltration 

events. For example, whether fast flow follows slow flow or vice-versa determines the evolution of the 

contaminant plume’s spreading and dilution, which affect the concentration gradients that control 

dispersive mixing and the spatial distribution of biomass growth. The stop-and-go effect we introduced is 

another example. Thus, for general analytical characterizations to be possible, it is necessary to first 

develop methods to simultaneously upscale continuously changing physical and chemical heterogeneity, 

and take into account coupled non-Markovian behavior in both the physical and chemical aspects of the 

problem. Accordingly, a possible starting approach is to assume that physical and chemical heterogeneity 

are correlated, as has been studied recently for saturated zone transport (Zhou et al., 2019; Mohamed et 

al., 2010; Jang et al., 2017; Chaudhuri & Sekhar., 2007; Loschko et al., 2018; Loschko et al., 2019), 

though it is unclear to what extent this assumption is valid.  

 

6.4. Conclusion 

We addressed the combination of biodegradation with multicomponent Monod kinetics, spatially 

autocorrelated heterogeneous soil physical properties, and transient flow, and investigated how the 

biodegradation of contaminants in unsaturated soil is affected by these factors. Growth of immobile 

biomass is used to track the cumulative history of biodegradation. We demonstrated that models with 

and without these complexities may result in significantly different predictions of biodegraded 

contaminant mass, biomass growth, and spatial distributions of contaminants, biomass, and reaction 

byproducts. This may be important in practice, if prior events affect subsequent ones. For microbial 

transformations, with lag phases and priming effects, the spatiotemporal variability of microbial activity 

will have implications on degradation (Biro et al, 2014). 

 

In soil contamination scenarios, multicomponent biodegradation may be limited by the extent of mixing 

between reactants. Soil heterogeneity has been shown to increase mixing in the literature, and found to 

decrease mean contaminant residence times in our scenarios. Therefore, we determined which of the 

simulated scenarios are limited by reactant mixing by observing which resulted in more biodegradation 

under soil heterogeneity. We find that multicomponent Monod biodegradation is more likely mixing-

limited when (i) the infiltration rate is small, (ii) the contaminant concentration is large, and (iii) the soil 

is abundant in electron acceptors such as oxygen prior to infiltration. For scenarios that do not satisfy the 

above criteria, a large Damköhler number may also signify increased mixing-limitation, because it 

reduces the extent of rate-limitation. In mixing-limited cases, mixing between contaminants and 

reactants is more likely to be a bottleneck for biodegradation, than residence time.  

 

We find that the influence of the additional complexities (soil heterogeneity and transient flow) on 

biodegraded fractions is significantly greater for mixing-limited scenarios than for rate-limited scenarios.  

Furthermore, the effects of soil heterogeneity and transient flow appear to be additive for rate-limited 

biodegradation but not for mixing-limited scenarios. If both soil heterogeneity and transient flow are 

present, it is important to simulate both simultaneously, especially for mixing-limited scenarios, as 

coupled and interaction effects would not be accounted for otherwise. These higher-order interactions 

between heterogeneity and transient flow make Monod biodegradation difficult to characterize, especially 

under mixing-limited conditions.  

 

Reduced complexity models of mixing-limited biodegradation, widely developed for saturated zone 

transport, do not appear generally applicable to the unsaturated zone. Fortunately, the highly 
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heterogeneous spatial distribution of biomass and reaction byproducts that would occur in heterogeneous 

soils under steady-state flow is less prominent under transient flow. Therefore, transient flow reduces the 

variation in outcomes across heterogeneous realizations, which may alleviate the computationally 

intensive task of using full-complexity models to characterize multicomponent biodegradation in 

heterogeneous soils under transient flow. Using the peak breakthrough time and initial reaction rate, we 

defined a modified form of the Damköhler number, which systematically underpredicted biodegradation 

for 𝐷𝑎 < 𝑂(1), and systematically overpredicted biodegradation for 𝐷𝑎 > 𝑂(1), using the relationship 𝐹𝑑 =

1 − exp(−𝐷𝑎). Additional research may reveal whether this equation may be generally used to compute 

lower and upper bounds of 𝐹𝑑 for similar biodegradation problems, thereby enabling rough predictions of 

the biodegraded fraction when computationally intensive simulations are not possible. 
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Appendix 6A: Input concentration dependence of 

perfectly mixed Monod biodegradation 

Consider two generic perfectly mixed Monod biodegradation scenarios with 𝐶0 = 𝐶1 and 𝐶0 = 𝐶2, where 𝐶1 <

𝐶2 and 𝐶1, 𝐶2 ≪ 𝐾𝐴,𝐶. This reaction behaves similarly to first-order decay with growing rate constant. To 

illustrate, we omit oxygen concentration dependence and absorb the biomass term into the rate constant 

𝜇′(𝑡) = 𝜇𝐵(𝑡), so that 
𝜕𝐶

𝜕𝑡
≈ −𝜇𝐵𝐶 = −𝜇′(𝑡)𝐶. Since 𝐶1 < 𝐶2, it follows that (

𝜕𝐵

𝜕𝑡
)
1

< (
𝜕𝐵

𝜕𝑡
)
2
, 𝐵1(𝑡) < 𝐵2(𝑡) and 

𝜇1
′ (𝑡) <  𝜇2

′ (𝑡) for all 𝑡 > 0, ultimately resulting in 𝐹𝑑,1 < 𝐹𝑑,2. Now instead consider the cases 𝐶0 = 𝐶3 and 𝐶0 =

𝐶4, where  𝐶3 < 𝐶4 and 𝐶3, 𝐶4 ≫ 𝐾𝐴,𝐶. For all small 𝑡 (i.e. while the reaction remains zeroth-order), 𝐵1(𝑡) ≈

𝐵2(𝑡) and (
𝜕𝐶

𝜕𝑡
)
3

≈ (
𝜕𝐶

𝜕𝑡
)
4
. Therefore, 

𝑑

𝑑𝑡
(

𝐶

𝐶0
)
3

>
𝑑

𝑑𝑡
(

𝐶

𝐶0
)
4
   and 𝐹𝑑,3 > 𝐹𝑑,4. Therefore, 𝐹𝑑 for Monod kinetics varies 

non-monotonically with 𝐶0, maximizing approximately when 𝐶0~𝐾𝐴,𝐶. 
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Appendix 6B: Damköhler number 

The Damköhler number, which specifies the dimensionless ratio of the reaction rate over the 

characteristic transport (advection) rate of the system, and is widely used in describing and 

characterizing biodegradation in hydrogeological systems (e.g. Kuntz and Grathwold, 2009), especially 

for first-order biodegradation. The Damköhler number describes how much the biodegradation is limited 

by reaction rate, relative to the transport velocity.  

 

Since the total biodegradation in the soil profile is the result that we seek to characterize, and since 

computing the true Damköhler number of each scenario requires prior knowledge of biodegradation 

outcomes, it would be circular reasoning to use the true Damköhler number to estimate the 

biodegradation outcomes of scenarios. Therefore, we instead introduce a modified version of the 

Damköhler number, that may be more easily determined in field and laboratory situations, and possibly 

be used to estimate or characterize biodegradation outcomes such as 𝐹𝑑, which is more difficult to 

measure. We define this modified Damköhler number as 𝐷𝑎 =
𝑡𝑝𝑒𝑎𝑘

𝐶0
(
𝑑𝐶

𝑑𝑡
)
𝑡=0

, where 𝑡𝑝𝑒𝑎𝑘 is the time at which 

the peak of the contaminant plume exits the soil column, and (
𝑑𝐶

𝑑𝑡
)
𝑡=0

 is easily calculated from equation 

(6.1).  



 

145 
 

Chapter 7 

 

Synthesis 



Chapter 7 

146 
 

7.1 General discussion 

Subsurface irrigation and drainage with treated wastewater is an emerging technology that may play a 

significant role in the alleviation of freshwater scarcity and environmental pollution. It falls under the 

umbrella of technologies referred to as managed aquifer recharge (MAR), which generally refer to 

systems that store water for a period of time while retaining or improving its quality, whilst achieving 

other goals such as agricultural irrigation or the reduction of coastal seawater intrusion. In the most 

commonly implemented MAR systems, such as aquifer storage and recovery (ASR) and aquifer thermal 

energy storage (ATES), the recovery efficiency of the injected freshwater and heat, respectively, is the 

key performance metric of the system. For subsurface irrigation and drainage with treated wastewater, 

the goal is to ensure that the phreatic groundwater level is maintained at a sufficiently high level so that 

crops receive enough moisture from capillary rise. This has to be done while ensuring that the 

contaminants of emerging concern (CECs) contained within the treated wastewater are not taken up by 

the crops, and do not spread in an untransformed state to deeper groundwater aquifers or surface water 

bodies.  

 

Two processes that occur under subsurface irrigation and drainage with treated wastewater can eliminate 

the irrigated CECs from the subsurface, before they spread to the environment. The first process is 

transformation into nontoxic or less toxic substances, of which biodegradation by soil microorganisms 

plays an important role. The second process is drainage by the drainage system outside of the crop 

season, or on very wet days during the crop season. Although all CECs are susceptible to transformation 

to some extent, given that they are not elemental contaminants such as lead, the biodegradation rate of 

a CEC may strongly depend on the extent of mixing of the CEC with the substances and microorganisms 

required for biodegradation to occur, and on the identity of the CEC. Firstly, this implies that the spatial 

distribution of the CECs, microorganisms, and other substances such as electron acceptors that are 

required for the biodegradation to occur, are important in determining the fate of CECs irrigated into the 

soil by the subsurface irrigation system. Secondly, in practice, some CECs may be much more 

biodegradable than others in the soil. This means that for CECs which biodegrade very slowly or not at 

all, recovery with the drainage system is the only way to prevent the substances from spreading 

untransformed into the wider environment, where they pose a toxic and ecotoxic hazard. Therefore, the 

ability of a subsurface irrigation and drainage system to recover irrigated solutes is also an important 

metric of its performance, just as with other MAR systems such as ASR and ATES. 

 

In this thesis, the various factors affecting the environmental impact and crop contamination risks of 

subsurface irrigation with treated wastewater were studied, with a particular focus on the two 

aforementioned processes that contribute towards removing the irrigated CECs from the subsurface – 

CEC biodegradation, and CEC recovery by drainage. Hence, as discussed in the introduction, the three 

main objectives of this thesis were to 1) study the subsurface irrigation and drainage system and 

perform sensitivity analyses using numerical models, with the aid of field experimental data (Chapters 2 

and 3), 2) understand the effects of various hydrogeological and operational parameters on the recovery 

efficiency of a generic MAR system (Chapters 4 and 5), and 3) investigate how biodegradation processes 

that involve multicomponent reactions are affected by spatio-temporal heterogeneity in the transport 

processes that occur in the subsurface (Chapter 6). Figure 7.1 graphically illustrates how the various 

chapters of this thesis relate to each other and to the subject of this thesis. All of these objectives were 

primarily fulfilled through numerical modelling of the respective problems. Analytical models were used 

where the problems could be sufficiently simplified (Chapters 2, 4 and 5), in order to obtain results that 

are widely and easily applicable without the need for intensive computation.  
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Figure 7.1: An overview of the content of each main chapter of this thesis, that illustrates of how they 

relate to each other and to the subject of the thesis. 

 

7.2 Subsurface irrigation and the fate of irrigated contaminants  

The subsurface irrigation and drainage system, and the use of treated wastewater as a source of 

irrigation water in this system, was introduced in Chapter 2. The introduced system is new to the 

scientific literature, and significantly different from subsurface irrigation systems that have been used in 

the past, such as subsurface drip irrigation. With subsurface drip irrigation and other subsurface 

irrigation systems that precede the introduced system, water is irrigated directly into the root zone, 

making the water immediately accessible to the crop roots. However, if treated wastewater is to be used 

as a source of irrigation water, then it is necessary to irrigate deeper in the subsurface in order to avoid 

directly exposing the crops to CECs. Situating the irrigation pipes at around the natural level of the 

groundwater table allows both the soil between the water table and the root zone, and the background 

groundwater, to act as buffers of the CECs. Although the distance between the irrigation pipes and the 

root zone causes the introduced system to possibly have a lower water use efficiency than the subsurface 

irrigation systems that irrigate directly into the root zone, it also allows treated wastewater to be used 

safely as long as the irrigated CECs do not spread to the root zone.  

 

The results of Chapter 2 indicate that crop contamination with CECs is not expected to be a significant 

problem associated with using treated wastewater at the experimental site of the subsurface irrigation 

and drainage system studied. In any case, regardless of the extent of root zone contamination by CECs 

within a single crop season, the annual precipitation excess implies that CEC concentrations in the root 

zone would reset to background levels by the start of the following year’s crop season. Furthermore, 
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CECs would not contaminate the root zone uniformly – if they reach the root zone, they are taken up in 

significant quantities only by crop roots that are situated directly above the irrigation drains. Further 

research into the effects of drain spacing on crop contamination, capillary flux, and aquifer 

contamination, along with research on the optimal drain spacing, may shed more light into this issue. 

Similarly, a balance has to be struck between a shallow positioning of the drains, which increases the risk 

of crop contamination, or a deeper positioning, which increases the risk of deeper groundwater 

contamination; this is also a possible direction for future research.  

 

Biodegradable CECs that are not extremely mobile and persistent would be mostly biodegraded before 

being transported towards deeper aquifers, or surface water bodies located more than several hundred 

meters from the agricultural plot. Although non-biodegradable contaminants may be recovered from the 

subsurface through the drainage system, since most drainage occurs outside the crop season, most of 

the contaminants would have been transported away from the vicinity of the drains, and very little would 

be recovered. The only means of CEC removal from the subsurface without adverse environmental 

effects is thus the transformation and biodegradation of the CECs. Accordingly, it is expected that non-

biodegradable contaminants would eventually spread to the wider environment. It is therefore important 

that the only treated wastewater with relatively low concentrations of non-biodegradable contaminants 

are used in the subsurface irrigation and drainage system. 

 

In Chapter 3, a sensitivity analysis is performed on the numerical model developed in Chapter 2. The 

sensitivity analysis covers a wide range of parameters relevant to the spreading of the irrigated CECs, 

while the fate of the CECs was measured through their mass balances. It was found that the geochemical 

parameters exhibited the greatest influence on the fate of the CECs, due to the exponential nature of 

decay-type biodegradation kinetics. The adsorption coefficient strongly affected whether the CECs 

accumulated near the drains, or contaminated the aquifer further afield. This is followed by the 

hydrogeological parameters, especially the hydrogeological parameters that affect the groundwater flux 

to a larger extent. This is because groundwater flow makes up a majority of the total water mass balance 

of the subsurface, and also because the capillary rise flux comprises only a small fraction of the total 

irrigation flux. The optimal hydrogeological conditions are those in which little regional groundwater flow 

occurs, and where perturbations to the soil matric head due to factors such as rainfall or irrigation 

require a long time to dissipate. The irrigation parameters had the smallest impact on CEC fate, although 

they can be adjusted to increase or decrease the total amount of treated wastewater irrigated into the 

subsurface.  

 

The geochemical and hydrogeological parameters are also much larger sources of uncertainty than the 

irrigation parameters, which can be directly controlled. The geochemical parameters are uncertain as 

they are dependent on a wide range of environmental factors, including soil composition, temperature, 

and pH, which means that the geochemical parameters that describe the behavior of any particular CEC 

may have a possible range across three orders of magnitude. The hydrogeological parameters are costly 

to measure, and some such as the regional groundwater flux may change over time, thereby bringing 

about uncertainty in the field. Therefore, it would be prudent to obtain a proper characterization of the 

environmental and hydrogeological parameters of a site before treated wastewater is used for irrigation 

there. Such an endeavour could be performed using the push-pull test methods discussed in Chapter 5.  

 

For subsurface irrigation and drainage with treated wastewater, weak spatial heterogeneity in the soil 

hydraulic conductivity had little effect on the mean and median solute mass balance outcomes, but 

strong spatial heterogeneity led to significant changes. On average, strong spatial heterogeneity in the 

soil hydraulic conductivity meant that more irrigation was necessary to maintain target groundwater 

levels, which increased the irrigated CEC mass and decreased the drained CEC mass, thereby leading to 
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a larger net irrigated CEC mass. Accordingly, a heterogeneous conductivity field also increased the 

average CEC discharge to the wider environment. However, it appears to have little impact on average 

on the total root CEC uptake and on the mean direction of CEC discharge towards the wider environment. 

This implies that a heterogeneous conductivity field does not lead to significantly worse crop 

contamination outcomes, though the spatial distribution of the contaminated roots may differ from that 

arising in a homogeneous soil. Assuming that the biodegradation leads to multiple log-reductions in CEC 

mass by the time it reaches surface water or deeper aquifers, then the increase in net irrigated CEC 

mass caused by soil heterogeneity should not lead to a significantly higher absolute CEC mass in the 

wider environment. 

 

The results of the sensitivity analysis suggest that optimizing the irrigation and drainage system is much 

less important than choosing a suitable type of treated wastewater that does not contain too persistent 

contaminants, and an agricultural site with the appropriate hydrogeological characteristics and climate. If 

spatial heterogeneity in the subsurface hydraulic conductivity is present, and if the scale of the 

agricultural plot is large enough that it covers a representative elementary volume of the heterogeneity 

field, then the fate of the irrigated CECs is determined mostly by the geometric mean conductivity rather 

than the specific details of the realized heterogeneity structure. Altogether, these findings imply that the 

wider adaptation of the introduced subsurface irrigation and drainage system is primarily a challenge in 

physical geography (hydrogeological characteristics) and human geography (marginal water resource 

type), not engineering. 

 

7.3 Solute and heat recovery from groundwater aquifers 

In the scientific literature, it is generally accepted that the recovery efficiency of a MAR system is 

positively related to the scale of the MAR system. In other words, the more water is stored in the aquifer, 

the larger the recovery efficiency tends to be. Hence, the area-to-volume ratio (A/V) of the stored water 

plume is often used as an indicator of the recovery efficiency of a MAR system: the smaller the ratio, the 

larger the recovery efficiency. The derived and numerically validated solutions for the recovery of a MAR 

system (Chapter 4) reveal that indeed, in most cases the recovery efficiency increases as A/V decreases, 

though the mathematical dependence differs for each combination of flow field geometry and dispersion 

process. However, two exceptional combinations break the above tendency. When molecular diffusion is 

the dominant dispersion process and the forced flow field is circular, then the recovery efficiency is 

independent of A/V. When molecular diffusion is the dominant dispersion process and the forced flow 

field is spherical, then the recovery efficiency decreases as A/V decreases. Furthermore, when both 

mechanical dispersion and molecular diffusion contribute significantly to spreading under spherical 

advection, the recovery efficiency varies non-monotonically with the storage volume, as the relative 

strength of the two dispersion processes varies with the injected plume’s reach. Unless mechanical 

dispersion is the dominant mechanism of dispersion, the recovery efficiency would differ for a different 

injection-extraction flux and duration. These findings imply that the use of A/V as an indicator of the 

recovery efficiency is seldom justified.  

 

The simple form of the analytical solution of the recovery efficiency also enabled the analytical 

quantification of how the recovery efficiency increases as the number of storage cycles increases, the 

derivation of the storage volume corresponding to the optimum recovery efficiency in the case that the 

recovery efficiency varies non-monotonically with the storage volume. The derived analytical solution 

reveals that the main reason that mechanical dispersion and molecular diffusion have different 

interactions with the other parameters in determining the recovery efficiency, is because the strength of 

the two dispersion processes have different velocity dependencies. The strength of mechanical dispersion 

varies linearly with the advection velocity, whereas that of molecular diffusion is independent of the 

advection velocity. Accordingly, the recovery efficiency in the case that the dominant dispersion process 
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has a constant non-linear velocity dependence was also analytically derived. Whether the recovery 

efficiency increases, decreases, or remains unchanged as the injection-extraction rate or duration 

increases, was found to be a continuous function of the dimensionality of the flow field and the exponent 

of the velocity dependence. 

 

In Chapter 5, the analysis of Chapter 4 was extended to aquifers with heterogeneous conductivity fields. 

Aquifer heterogeneity gives rise to macrodispersion, which is a dispersion process whose strength is 

widely accepted to depend explicitly on the distance travelled by the stored solute or heat plume, in 

addition to its dependence on the advection velocity which under radial flow in two and three dimensions 

also varies with the travelled distance. Therefore, macrodispersion falls outside of the spectrum of 

dispersion processes covered by the analysis in Chapter 4.  

 

It was found that if macrodispersion is the dominant dispersion process, and the explicit dependence of 

the macrodispersion strength on the plume’s travelled distance is sublinear, linear, or superlinear, then 

as the stored volume increases the recovery efficiency increases, remains unchanged, and decreases 

respectively. The exponent of this explicit dependence appears to be much more dependent on the 

characteristics of the aquifer heterogeneity structure, such as its autocorrelation length, than on the 

strength of the heterogeneity. Stronger heterogeneity always implies a lower recovery efficiency, but 

does not appear to significantly alter the relationship between the recovery efficiency and the storage 

volume. Due to these characteristics of macrodispersion, it is possible for the recovery efficiency to vary 

non-monotonically with the storage volume in heterogeneous aquifers regardless of the dimensionality of 

the radial flow field, unlike in homogeneous aquifers where it is only possible under spherical flow. Since 

most aquifers are likely to be heterogeneous to some degree in reality, in practice this means that the 

recovery efficiency of a MAR system is a non-trivial optimization problem. Furthermore, since the 

dispersion of solute and heat in aquifers tend to have significantly different characteristics, this implies 

that multi-purpose MAR systems that attempt to store both freshwater and heat simultaneously cannot 

be simultaneously optimized for both. Despite the complexity of describing solute and heat dispersion 

and recovery under macrodispersion, it was found that the dependence of the recovery efficiency on the 

number of storage cycles in heterogeneous aquifers obey the same mathematical relationship as in 

homogeneous aquifers. 

 

In Chapter 5, the possibility of using the analytical relations derived in Chapter 4 and Chapter 5 to 

interpret the data obtained from push-pull aquifer characterization tests is also discussed. It is argued 

that the use of the recovery efficiency for push-pull aquifer characterization is associated with several 

advantages over other widely used methods. With the proposed method, the required number of 

installed wells is smaller, as separate observation wells are not necessary. Furthermore, in 

heterogeneous aquifers, the tracer plume may bypass the observation wells, leading to erroneous 

conclusions. The use of recovery efficiency data, rather than breakthrough curve data, should allow for 

much easier data interpretation especially in heterogeneous aquifers. This is because breakthrough 

curves in heterogeneous aquifers fluctuate with time to a significantly larger extent than recovery 

efficiency data does.  

 

7.4 Contaminant mixing and biodegradation  

The focus of Chapter 6 is on the multicomponent biodegradation of contaminants in a heterogeneous soil 

subject to transient flow, which implies spatio-temporal heterogeneity in the solute transport processes 

that determine the fate of the contaminants. The biodegradation reaction depends on the Monod 

equation, in which the biodegradation rate depends on the concentration of the contaminant, the 

concentration of an electron acceptor such as oxygen, and the spatial density of the microorganisms 
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involved in the biodegradation process. As the microorganisms metabolize the contaminants, they grow 

in number, leading to an increase and spatial heterogeneity in the microbial biomass over time. Monod 

kinetics implies that the biodegradation rate is maximized when the three components of the reaction are 

well mixed. Due to soil heterogeneity, transient flow, and the higher-order transport phenomena that 

arise in the unsaturated zone under the interactions between soil heterogeneity and transient flow, the 

mixing process is significantly different than when either of these spatio-temporal complexities are 

absent. The higher-order phenomena referred to here is that when soil heterogeneity and transient flow 

are simultaneously present, the spatial distribution of fast flow and slow flow zones in the soil changes 

dynamically with time. As research on multicomponent biodegradation of contaminants with biomass 

growth in the unsaturated zone under soil heterogeneity and transient flow is scarce, the work in Chapter 

6 attempts to fill this knowledge gap through numerical simulations, and to investigate under what 

circumstances it is possible to conceptually simplify this computationally intensive problem. 

 

The results of the numerical simulations suggest that the complexity arising from the combination of 

processes simulated (multicomponent biodegradation, biomass growth, soil heterogeneity, and transient 

flow) cannot be easily simplified, as they interact with each other through a web of nonlinear feedback 

loops. Therefore, computationally intensive numerical simulations are necessary to predict the fate of 

contaminants in the soil. Under some circumstances, the fate of the contaminant appears to become 

slightly more predictable in a qualitative sense, but not in a quantitative manner. When soil 

heterogeneity and transient flow both occur, their effects on the biodegraded contaminant fraction 

appear to be somewhat additive on rate-limited scenarios but highly nonlinear and unpredictable on 

mixing-limited scenarios, sometimes cancelling each other out and sometimes amplifying each other. 

Predictions of extreme outcomes made by simpler models are likely to be too extreme, for both the 

biodegraded contaminant fraction and heterogeneity in the spatial distribution of contaminant leaching to 

the saturated zone. Regardless of the specific combination of processes present in a simulation, microbial 

biomass growth is always an important factor in the biodegradation of contaminants, as the 

biodegradation rate increases in the presence of a larger biomass density, even though the spatial 

distribution of the biomass may differ across scenarios. 

  

7.5 Limitations  

Chapter 4 and Chapter 5 are intended to provide highly generic and generalizable characterizations of 

MAR systems including ASR and ATES. Hence, unlike in the other chapters, some processes that have a 

large influence on solute and heat transport were omitted, even though they occur for some MAR 

systems in practice. Regional groundwater flow, which pushes the stored water away from the well and 

hence decreases the recovery efficiency, was omitted from Chapter 4 and Chapter 5. More sophisticated 

ASR and ATES systems attempt to resolve this in practice by positioning a separate extraction well 

downstream from the injection well (Bloemendal and Olsthoorn, 2018). In homogeneous aquifers, this 

strategy can effectively prevent irrecoverable solute losses to regional flow. In heterogeneous aquifers, 

however, it would be a challenging task to find a suitable location for the downstream extraction well, 

due to bypass flow. As preferential flow channels might be sparsely hydraulically connected to each 

other, such as in aquifers with stratified and autocorrelated heterogeneity, placing an extraction well in 

one channel might nevertheless lead to the loss of solutes transported through other channels. 

Furthermore, the decrease of recovery efficiency at large solute displacements, due to the positional 

scaling of macrodispersion, is exacerbated by regional flow. Therefore, the simultaneous occurrence of 

strong regional flow and strong heterogeneity may preclude the practical viability of ASR and ATES 

systems, but not that of a subsurface irrigation and drainage system, as discussed in Chapter 2 and 

Chapter 3, because here the primary goal is not the storage of water. 
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Another process omitted from Chapter 4 and Chapter 5 is the mutual interference between adjacent MAR 

wells, which is especially important in heterogeneous aquifers. In subsurface irrigation and drainage 

systems, the irrigation drains are intentionally placed close together so that the irrigated plumes overlap, 

in order for the raised groundwater level to be uniform, which enables spatially uniform capillary rise to 

the root zone. Hence, mutual interference between wells is a feature of subsurface irrigation and 

drainage systems, and is accounted for in the models presented in Chapter 2 and Chapter 3. For ASR and 

ATES systems, the existence of preferential flow channels in autocorrelated heterogeneous aquifers leads 

to an enlargement of the spatial thermal or chemical distribution (e.g. along the layers in stratified 

aquifers). Therefore, although for a single well system the spatial distribution is a smaller concern 

relative to the recovery efficiency, the spatial distribution becomes important when multiple wells are 

placed in proximity to each other, as each well might interfere with spreading and recovery at other wells 

(Sommer et al., 2015; Kandelous et al., 2011). This poses a problem when adjacent wells interfere 

destructively, such as when hot wells and cold wells of ATES systems are placed too close to each other, 

thereby producing lukewarm water that is useful for neither well (Sommer et al., 2015). Another 

example would be when the injection plume of ATES wells, which are sometimes not of potable quality, 

infringe upon the drawdown zone of adjacent drinking water wells (Possemiers et al., 2014) in densely 

populated regions. Hence, more research has to be accorded to spatial concentration distributions caused 

by macrodispersion when evaluating clusters of densely constructed systems, or systems where the 

assumption of an infinite aquifer breaks down. Currently, standard practice suggests that placing wells 

no closer than a straight-line distance of three storage radii apart is sufficient for minimizing interference 

risk in ATES systems with cylindrical flow fields in heterogeneous aquifers, at least in the Netherlands 

(Sommer et al., 2014). The same optimal spacing of three storage radii apart is also suggested for ATES 

systems that generate planar flow fields (Sommer et al., 2015).  

 

The representation of the biogeochemical behavior of CECs used throughout this thesis may be much 

simpler than what occurs in reality. In Chapter 2 and Chapter 3, the contaminants were modelled as 

solutes subject to instantaneous linear adsorption and monocomponent decay-type biodegradation 

kinetics. In Chapter 6, the contaminants were modelled as solutes subject to multicomponent Monod 

biodegradation kinetics, but not to adsorption. Although the simple model of adsorption used in this 

thesis has enabled a clearer understanding of the relation between contaminant retardation and 

environmental outcomes, in practice the adsorption rate may neither be instantaneous or linear, leading 

to quantitative errors in the model predictions. Given that the solutes adsorb to soil pore surfaces, any 

spatial heterogeneity in the hydraulic conductivity of a soil should also be accompanied by spatial 

heterogeneity in the adsorption rate, as both are directly related to the local pore size distribution, but 

this was omitted from this thesis. The adsorption of contaminants may also be effectively irreversible, or 

cause changes to the structure and hydraulic properties of the soil (van de Craats et al., 2021) – 

although this is less likely to result from CECs, which are mostly organic contaminants present in trace 

quantities, treated wastewater may also contain other types of contaminants such as sodium.  

 

Although the model of biodegradation used in Chapter 6 is more realistic than most existing models in 

the literature, it may still not be sufficiently complete. The adsorption coefficient and biodegradation 

rates of a contaminant may range across several orders of magnitude depending on a multitude of 

factors such as soil structure, soil texture, the presence and concentration of microorganisms that are 

able to metabolize the contaminant, and the presence of other substances in the soil (Nham et al., 

2015). Certain contaminants may also biodegrade into product substances that are more toxic and 

ecotoxic than the parent compound, and it is likely that the product substance exhibits different 

biogeochemical and transport behavior in the soil due to its different molecular structure. An example of 

this the biodegradation of Glyphosate into AMPA in the soil (Silva et al., 2018), both of which are highly 

ecotoxic substances. The possible shortcomings listed in this paragraph stem partly from the fact that 

including these processes into the models would make them too computationally intensive and too 

scenario-specific to be generalizable, and partly from the fact that the behavior of CECs per definition are 
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not sufficiently well studied in the scientific literature to be rigorously described with models. Therefore, a 

necessary prerequisite to better understanding CEC transformation and transport in the soil and 

groundwater is additional research, especially field and laboratory studies, into the biogeochemical 

processes affecting CECs in the soil. Further research could be done to enable a more accurate 

parameterization of existing models of contaminant biodegradation and adsorption, or to develop new 

models that describe reality more precisely. 

 

7.6 Implications and recommendations 

In this thesis, the processes affecting the fate of CECs and the environmental outcomes of subsurface 

irrigation and drainage with treated wastewater were split up into mostly independent partitions that 

were then mostly analyzed separately. These partitions are 1) the subsurface irrigation and drainage 

system itself and the basic hydrogeological factors that affect the fate of irrigated solutes, 2) spatial 

heterogeneity in soil and aquifer physical properties, 3) the recovery efficiency and its relationship with 

the dispersion processes, and 4) contaminant biodegradation under more realistic conditions involving 

multicomponent kinetics, soil heterogeneity, and transient flow. Due to the complexity of these 

processes, it was necessary to analyze them separately.  

 

A possible direction for future research would be to integrate the various aspects of the problem 

discussed above, and piece together the findings related to the individual partitions of processes. To 

some extent, such an attempt at integration can also be found in this thesis: the results of Chapters 3, 5, 

and 6 suggest that soil and aquifer heterogeneity in some cases lead to outcomes whose ensemble 

averages are similar, or different in a predictable manner, to the outcomes of similar MAR scenarios in 

homogeneous soils. The analysis of the effects of soil and aquifer heterogeneity on MAR systems and 

subsurface irrigation and drainage systems is thus one of the primary contributions of this thesis.  

 

Another possible avenue for integration may be based on the results of Chapter 4 and Chapter 5, which 

provide analytical tools that apply throughout the various phases of implementing a MAR system: 1) the 

characterization and evaluation of an aquifer’s suitability during the prospecting phase, 2) the prediction 

of the recovery efficiency of the first storage cycle, and 3) the long term performance of the MAR system 

and how it varies with the number of storage cycles. Although the generic model of MAR systems studied 

in Chapter 4 and Chapter 5 do not fully apply to subsurface irrigation and drainage systems, the 

theoretical and methodological findings provide a foundation on which to conduct further research and 

evaluation of such systems. For example, the push-pull test methodology introduced here (with 

modifications to make it suitable for a phreatic aquifer) may be used to investigate a prospective site’s 

suitability for a subsurface irrigation and drainage system. 

 

When irrigating the subsurface with treated wastewater, for persistent CECs that biodegrade very slowly, 

drainage is the only means of CEC removal from the subsurface short of discharge to the wider 

environment. The small contribution of drainage to the overall mass balance of the irrigated CECs, as 

found in Chapter 2 and Chapter 3, may not hold true for subsurface irrigation and drainage systems in all 

circumstances. In regions with a larger net precipitation shortage during the crop season, the irrigated 

water volume and CEC mass would be larger, which possibly but not necessarily increases the fraction of 

(non-biodegraded) CECs recoverable through drainage (Chapter 4 and Chapter 5). Furthermore, the 

recovered CEC fraction would also increase in a scenario with a smaller regional groundwater flux. 

Therefore, even marginal water containing a significant amount of persistent CECs may be used to feed 

subsurface irrigation and drainage systems, given favorable hydrogeological conditions.     

 



Chapter 7 

154 
 

The importance of biomass growth in determining the biodegradation and overall fate of contaminants in 

the soil, as found in Chapter 6, is encouraging for the long-term environmental sustainability of 

subsurface irrigation with treated wastewater. Assuming that the population of microorganisms that 

preferentially metabolize the irrigated CECs grows with the duration that the site is irrigated, and hence 

the number of crop seasons, the ability of the soil beneath an agricultural plot to act as a bioreactor of 

the irrigated marginal water should improve over time. This means that field experiments on the 

environmental consequences of new subsurface irrigation systems that use treated wastewater would 

yield results that underestimate the extent of CEC transformation within the soil in the long term. 

Furthermore, the analyses of Chapter 4 and Chapter 5 reveal that in most cases, the rate of dispersion at 

the irrigated plume front decreases as the size of the plume increases and as the number of irrigation 

cycles increases, which may facilitate a positive feedback loop of biomass growth and contaminant 

biodegradation in the soil surrounding each irrigation pipe. The discussion in this paragraph and the 

preceding one suggest that the environmental outcomes of subsurface irrigation with treated wastewater 

may improve as the system is used more intensively, whether in terms of irrigation volume or time. 

Considered together with the results of Chapter 2 and Chapter 3, which show that the crop and 

environmental contamination risks of the system are small at the experimental site and not too dissimilar 

regions, this discussion may be encouraging for the wider adoption of the system. 

 

Given the large initial investment costs of installing MAR systems, it is important that the performance 

and cost effectiveness of MAR systems are well-understood. Subsurface irrigation and drainage with 

treated wastewater is possibly less complex and costly to implement due to its shallower placement in 

the phreatic zone, and due to its ability to utilize existing agricultural drainage systems. Nevertheless, it 

is similarly or even more important to understand how this system performs before implementation, due 

to the possible adverse effects on public health and the environment that may follow from the spreading 

of the irrigated contaminant substances. Through numerical modelling, this thesis has provided a 

fundamental backdrop for future research into the wider adaptability and environmental consequences of 

subsurface irrigation with marginal water such as treated wastewater, with a focus on the fate of the 

irrigated CECs. Further research into the fate of CECs irrigated into the subsurface should aim to provide 

a more comprehensive overview on the risks and benefits of the system, by using a wide range of 

approaches, such as field experiments and monitoring, numerical modelling, and laboratory 

investigations of CEC biodegradation in the soil. 

 

Contemporary approaches towards obtaining water and nutrient resources may use engineered 

processes such as reverse osmosis and chemical fertilizer production, which are highly energy intensive 

(Gude, 2011; Wood and Cowie, 2004). With such engineered approaches, it is often necessary to trade 

one resource, such as energy, for another, such as water, possibly leading to no net gain in overall 

resource security and sustainability. The successful pilot of subsurface irrigation with treated wastewater 

may provide some inspiration for new ideas in the pursuit of sustainability. Rather than being an 

artificially engineered process, it essentially short-circuits the hydrological cycle and the nutrient cycle by 

returning water and nutrients from aboveground directly to the groundwater, bypassing the unsaturated 

zone. This provides the crops with additional water of acceptable quality, and possibly also nutrients 

contained within the treated wastewater, while simultaneously subjecting the CECs in the treated 

wastewater to in-situ biodegradation, all without adding any significant energy requirements to the 

disposal of the treated wastewater. Therefore, the future of sustainable resource management might lie 

in the manipulation and exploitation of natural cycles, rather than in the contemporary approach of 

obtaining resources through engineered processes. 
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7.7 Concluding remarks 

A major bottleneck in efforts to promote the usage of treated wastewater in agriculture is that in many 

countries, such as across the EU countries, the concept currently either lies in a legislative black hole or 

is hindered by conservative and thus unjustifiably strict regulations (Paranychianakis et al., 2015). 

Hence, it is not immediately clear what can or cannot be done, especially with regards to subsurface 

irrigation, which has been much less explored. Furthermore, despite the benefits that subsurface 

irrigation and treated wastewater irrigation bring in combination, the normalization of this method in the 

legislative climate and public perspective might lead to abuse or reckless misuse, due to inadequate 

education or financial self-interest. Farmers might skirt regulations on the minimum quality of effluents, 

and this would be harder to uncover than in surface irrigation, because the manifestation of symptoms 

are dampened and delayed by the soil. As an example, raw wastewater has been used for irrigation in 

some developing nations for its low cost, where farmers were possibly either none the wiser about the 

harms that inevitably materialized (Jaramillo and Restrepo, 2017), or less concerned about public health 

than personal profit. Hence, it is important that supra-national or international regulations are formulated 

to ensure and enforce proper implementation (Paranychianakis et al., 2015). The novelty of the subject 

makes it unsurprising that lawmakers, for want of assurance and technical knowledge, are not actively 

engaged, and thus more technical research is necessary before it is possible to implement sound and 

justifiable regulatory policies.  

 

Although the environmental consequences and crop contamination risks of subsurface irrigation with 

treated wastewater remains largely unknown from an empirical perspective, especially regarding long 

term implementation, the findings of this thesis paint a promising picture. As long as concentrations of 

highly persistent CECs in the treated wastewater are not excessive, then no long-term adverse crop or 

environmental damage from irrigating the treated wastewater are to be expected. Research on modifying 

or designing wastewater treatment plants, such that they more preferentially remove contaminants that 

are more persistent in the soil, would enhance the viability of subsurface irrigation with treated 

wastewater. If future research yields more positive results on the sustainability of the system, and if 

more efforts are undertaken to allay fears about the safety of intentionally adding treated wastewater 

into the food chain, then subsurface irrigation with treated wastewater would gain more widespread 

acceptance amongst policymakers and the general public. In addition to considering subsurface irrigation 

and drainage with treated wastewater as an agricultural technology that reduces freshwater 

consumption, one might also consider it to be a water treatment technology with minimal energy 

expenditure and a small carbon footprint. Therefore, in time, this new method of irrigation may become 

a new addition to the repertoire of tools at hand to combat the exacerbating global issues of freshwater 

scarcity, climate change, and environmental pollution, all of which are key issues in the sustainability of 

human society and the natural environment. 
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Summary 

 

Water resource scarcity, food security, and environmental pollution are three major issues, that threaten 

the sustainability of the natural environment and the lives and livelihoods of people around the globe, 

especially the marginalized and those who live in developing regions. Despite increasing efforts by 

scientists and policymakers to resolve these issues, there is still no end in sight, partly because of the 

lack of conviction, and partly due to inability. With currently available technology, it is often necessary to 

make sacrifices regarding one of the issues in order to effect an improvement in another. For example, 

attempts to tackle food shortages by increasing agricultural production would necessitate the use of 

more water resources for irrigation, and agricultural chemicals for soil fertilization, which in turn may 

exacerbate water scarcity and environmental pollution, resulting in no net benefit to sustainability. It is 

therefore imperative that methods to resolve such issues that have minimal trade-offs are developed.  

 

A new method of agricultural irrigation that has the potential to alleviate the above three issues is 

currently being tested at an experimental agricultural site in the Netherlands. This new method involves 

a newly developed subsurface irrigation and drainage system, irrigated with treated wastewater. To 

justify the use and development of this new method, Chapter 1 provides some historical context and a 

brief technical description of the method, along with an introductory discussion on its risks, benefits, 

shortcomings, and advantages in terms of environmental sustainability and crop contamination. 

Wastewater, including treated wastewater as no treatment technique can fully remove all impurities from 

wastewater without consuming large amounts of energy, contains residual biological and chemical 

substances. Some of these substances are known as contaminants of emerging concern (CECs), and are 

toxic or ecotoxic substances that are poorly understood in science due to reasons such as novelty or 

rarity. Hence, irrigating treated wastewater directly onto crops would contaminate the crops and the food 

supply. 

 

Treated wastewater irrigation with minimal risks of crop exposure may be accomplished by subsurface 

irrigation through pipes buried in the phreatic zone, which is situated some distance beneath the root 

zone. Part of the agricultural water demand may thus be fulfilled by applying treated wastewater to the 

soil through these pipes, upon which they raise the water table and increase the capillary flux towards 

the root zone, thereby irrigating the crops without directly exposing them to the CECs in the treated 

wastewater. CECs transported upwards by the capillary flux would be at least partly biodegraded by 

microorganisms present in the soil, in addition to being diluted by the groundwater, and being adsorbed 

to the soil matrix. Therefore, the water that reaches the root zone through capillary rise should contain a 

much lower concentration of CECs than the irrigation water. On days with large precipitation fluxes, or 

outside of the annual crop season, the same pipes can be used to drain the soil, and remove a portion of 

any CECs that may remain. Nevertheless, there remains a risk that crops will be exposed to CECs, or 

that the CECs may be transported in the subsurface to deeper groundwater aquifers, which is a source of 

freshwater, or surface water at the end of the phreatic aquifer, whereupon the CECs would pollute the 

aboveground environment. An objective of this thesis is thus to evaluate the risks that irrigated CECs 

would contaminate crops or the wider environment in significant quantities, and this is the primarily 

concern of Chapter 2 and Chapter 3. 

 

In Chapter 2, a model of subsurface irrigation and drainage with treated wastewater is constructed and 

validated against data from an experimental site in the Netherlands. CECs are modelled as solutes 

subject to monocomponent decay-type biodegradation kinetics and instantaneous adsorption. The results 

suggest that adverse outcomes of crop and environmental contamination are unlikely to occur unless the 

treated wastewater contains significant quantities of highly mobile and persistent CECs. Even if the root 
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zone is inadvertently contaminated following an extremely dry crop season that requires large irrigation 

volumes, CEC concentrations the root zone would reset to background levels by the following crop 

season, as the root zone would be flushed by rainfall in the period outside the crop season. The results 

also suggest that for the hydrogeological and climactic conditions at the experimental site, drainage 

plays a minor role in removing CECs from the subsurface, meaning that CEC biodegradation is the only 

effective means of preventing eventual environmental contamination. A sensitivity analysis of the system 

is conducted in Chapter 3, where the main conclusion is that the fate of irrigated CECs and the risks of 

crop and environmental contamination are primarily dependent on the biogeochemical behavior of the 

CECs and the hydrogeological conditions of the subsurface. Here, even if the hydrogeological 

characteristics of the subsurface are spatially heterogeneous, the mean hydrogeological characteristics 

have a larger influence than the heterogeneity. The specifics of the subsurface irrigation and drainage 

setup including factors such as the placement of the pipes, the flow resistance of the drains, and the 

irrigation pressure, contribute little to the fate of the CECs.  

 

Subsurface irrigation and drainage with treated wastewater falls under an umbrella of environmental 

technologies known as managed aquifer recharge (MAR). MAR refers to the intentional recharge of 

groundwater aquifers either to achieve certain environmental objectives, or to store water of a certain 

quality for later extraction and use whilst ensuring that the water quality either improves or retains its 

quality over time. Subsurface irrigation and drainage with treated wastewater fulfils both purposes: the 

maintenance of relatively high phreatic groundwater levels to ensure that sufficient moisture is delivered 

to the root zone through capillary rise, and attenuation of the contaminants possibly contained within the 

treated wastewater. Other typical applications of MAR include aquifer storage and recovery (ASR) and 

aquifer thermal energy storage (ATES), which refers to the storage of freshwater and heat in 

groundwater aquifers, respectively, to be subsequently recovered when necessary. Accordingly, one of 

the key metrics of a MAR system’s performance is the recovery efficiency, which is the fraction of 

injected freshwater or heat that may be recovered. In the case of subsurface irrigation and drainage with 

treated wastewater, the recovery efficiency is related to the ability of the system to recover the irrigated 

CECs, with the added complication that unlike freshwater and heat, CECs are also removed from the 

subsurface through biodegradation. Another objective of this thesis is thus to study the recovery 

efficiency of MAR systems through analytical and numerical modelling: Chapter 4 does this for spatially 

homogeneous aquifers, and Chapter 5 for spatially heterogeneous aquifers. For the sake of general 

applicability, the MAR systems modelled in these chapters are highly generic and may represent the 

various types of MAR systems to various degrees, rather than a specific study on the recovery of CECs by 

the subsurface irrigation and drainage system. 

 

In Chapter 4, analytical relations between the operational parameters of an MAR system (injection-

extraction rate and duration, number of storage cycles, geometry of flow field generated by the well) and 

its recovery efficiency in homogeneous aquifers are derived. These solutions depend on the dispersion 

characteristics of solutes and heat, namely on how the strength of the dispersion process(es) vary with 

the water flow velocity, which in turn varies with the storage volume and the flow field geometry. These 

analytical relations provide a more accurate and more generally applicable means of evaluating the 

recovery efficiency of MAR systems, compared to what was previously described in the literature. In 

Chapter 5, the work of Chapter 4 is extended to heterogeneous aquifers, where it is possible for the 

dispersion characteristics to vary not only with the water flow velocity, but also to depend directly on the 

storage radius of the MAR system, due to the occurrence of macrodispersion. Chapter 5 also discusses 

the possibility of using the recovery efficiency data of a testing well to assess the hydrogeological 

characteristics of an aquifer and evaluate its suitability for MAR applications. Hence, for example, this 

push-pull testing methodology may be used (with modifications to make it suitable for a phreatic aquifer) 

to prospect whether subsurface irrigation and drainage is a suitable means of soil moisture control at 

agricultural fields, and whether treated wastewater may be safely used for irrigation. 
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As mentioned above, the only mechanisms by which the irrigated CECs may be removed from the 

subsurface without contaminating crops or the wider environment is for them to either be drained away 

or to be biodegraded. Accordingly, Chapter 6 focusses on the in-situ biodegradation of contaminants in 

the subsurface. In the scientific literature, in-situ biodegradation of contaminants is often modelled as a 

monocomponent decay process with a constant decay rate. In practice, the kinetics of the biodegradation 

process is more likely to be a multicomponent reaction with a rate that depends on the concentrations of 

the CEC itself and the other substances that participate in the reaction. For this thesis, it is assumed that 

the reaction rate depends on the concentration of the CEC and an electron acceptor species such as 

oxygen, along with the spatial density of the microbial biomass, which grow as CECs are metabolized by 

the microorganisms. The multicomponent nature of the reaction implies that the extent of in-situ CEC 

biodegradation strongly depends on how well-mixed the various reactants are in the subsurface, which in 

turn strongly depends on the transport processes that affect these substances such as advection and 

dispersion. Two phenomena that affect the complexity of CEC transport are spatial heterogeneity of the 

soil physical properties, and transient flow. The presence of soil heterogeneity and transient flow leads to 

much more complex transport phenomena in the unsaturated zone than in the saturated zone, because 

here the distribution of water flow velocities is not only non-uniform in space but also dynamic in time. 

As the specific combination of multicomponent biodegradation with biomass growth, soil heterogeneity, 

and transient flow in the unsaturated zone has not been investigated in the literature, this combination is 

investigated in Chapter 6. The objective is to assess how soil heterogeneity and transient flow affect 

multicomponent biodegradation outcomes, while also investigating whether it is possible to simplify this 

problem, which is highly computationally intensive if numerically solved. 

 

The results of Chapter 6 suggest that the complexity arising from the combination of processes simulated 

cannot be easily simplified, as they interact with each other through a web of nonlinear feedback loops. 

Therefore, computationally intensive numerical simulations are necessary to predict the fate of 

contaminants in the soil. Under some circumstances, the fate of the contaminant appears to become 

slightly more predictable in a qualitative sense, but not in a quantitative manner. When biodegradation is 

limited by reaction rate rather than by mixing, the problem appears to be more amenable to simpler 

models. Regardless of the specific combination of processes present in a simulation, predictions of 

extreme outcomes made by simpler models are likely to be too extreme, for both the biodegraded 

contaminant fraction and heterogeneity in the spatial distribution of contaminant leaching to the 

saturated zone. Furthermore, microbial biomass growth is always an important contributor to the overall 

biodegradation outcomes. 

 

Altogether, the results of the work presented in this thesis suggest that treated wastewater irrigation 

with the introduced subsurface irrigation and drainage system is safe for crops and for the wider 

environment at the experimental site and in regions with similar hydrogeological and climactic conditions, 

as long as the treated wastewater does not contain excessive concentrations of highly mobile and 

persistent CECs. Although the drainage of CECs through the buried pipes contributes little to CEC 

removal from the soil at the experimental site, this may change under different hydrogeological 

conditions, such as if the regional groundwater flow velocity is slower. Extreme outcomes related to CEC 

spreading in the environment, as might be predicted by simpler models of CEC transport and 

transformation, are less likely to be observed when models accounting for more realistic conditions are 

used, suggesting that the tail risks of crop and environmental contamination would be overestimated by 

simpler models. The results also suggest that in many cases, but not all, crop and environmental 

contamination outcomes might improve on a relative basis as the irrigation volume and operational 

history of the system increases due to the nature of dispersion under radial advection and due to 

microbial adaptation, which is encouraging for wider adaptation. In conclusion, the introduced subsurface 

irrigation and drainage system is effective at safely fulfilling its purposes, as long as care is taken to 
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avoid irrigating the subsurface with water that contains contaminants that are highly persistent in the 

soil. Unlike some other approaches towards solving water and food scarcity, it does not consume 

excessive amounts of other non-renewable resources such as energy, making it more sustainable in the 

bigger picture. 
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