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SUMMARY

Digital technologies play an increasingly important role in addressing environmental challenges, such as
climate change and resource depletion. Yet, the characteristics and implications of digitalized environmental
governance are still under-conceptualized. In this perspective, we distinguish three dimensions of gover-
nance: (1) seeing and knowing, (2) participation and engagement, and (3) interventions and actions. For
each dimension, we provide a critical perspective on the shifts that digital technologies generate in gover-
nance.We argue against the assumption that the use of digital technologies automatically results in improved
outcomes or in more democratic decision-making. Instead, attention needs to be paid to the wider political
and normative context in which digital technologies are proposed, designed, and used as environmental
governance tools. We conclude with key questions for academics and policymakers to broaden the debate
on responsible design and use of digital technologies in environmental governance.
INTRODUCTION

Governments, international organizations, and technology com-

panies have high hopes that digital technologies can be deployed

to address grand environmental challenges, such as climate

change, biodiversity loss, and resource depletion. The European

Union, for example, investedV8billion inaproject called ‘‘Destina-

tion Earth’’ in 2021. The project’s goal is to ‘‘develop a very high

precision digital model of the Earth (a ‘digital twin’) to monitor

and predict environmental change and human impact to support

sustainable development.’’1 Connected to Europe’s Green Deal,

this digital twin—generally defined as a real-time realistic digital

representation of a physical entity—is intended to help policy-

makers to predict future climate risks and develop scenarios to

test the effects of different climate policies. Meanwhile, the Coali-

tion forDigital EnvironmentalSustainability (CODES)was launched

under theumbrellaof theUnitedNations.Co-chairedby theUnited

Nations Environment Programme, the United Nations Develop-

ment Programme, and several governmental organizations,

research institutes, and non-governmental organizations (NGOs),

this global initiative aims to bring public and private stakeholders

and civil society actors together to advance collective action in

‘‘digitalizing environmental sustainability.’’2 Technology com-

panies also show a growing interest in applying artificial intelli-

gence and other digital technologies to further sustainability goals.

A key example here is Microsoft’s initiative to build a ‘‘planetary

computer’’ to ‘‘collectively monitor the Earth and build the intelli-

genceneeded tomanage it for people andnature.’’3 Thisplanetary

computer would aggregate environmental data from around the

world and make it available for individuals and businesses while

also predicting future environmental trends.
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These recent initiatives are expressions of a widely shared

belief in the potential of digital technologies to expand and

improve environmental data collection and analysis, as well as

to support ‘‘intelligent’’ environmental decision-making by public

and private actors. This in turn is assumed to make environ-

mental governance more effective in terms of improved out-

comes, aswell as to enhance its democratic legitimacy, as digital

environmental monitoring capabilities become available to a

wide group of stakeholders, such as citizens and affected com-

munities. At the same time, it is becoming increasingly clear that

digital technologies also create risks and pose challenges,

including ethical issues around privacy, surveillance,4 autonomy,

fairness, transparency, and accountability.5 Moreover, not

everyone has access to diverse digital technologies and can

benefit from their use, which raises questions about the inclusiv-

ity of this ever-increasing digitalization.6 And even when digital

technologies are deployed for sustainability purposes, there

are still major negative environmental impacts resulting from

their use, such as the destruction of ecosystems in areas where

minerals are mined, increases in energy consumption, and e-

waste.7–10

While the above risks and challenges need to be addressed if

the assumed transformative potential of digital technologies is to

be realized, we argue that there are a number of more profound

changes that need our attention. With the increasing digitaliza-

tion of environmental governance, how environmental issues

are framed in the present, as well as the nature and predictions

of future issues and responses to these issues, is increasingly

mediated by digital technologies. This is not a problem per se,

but it may become problematic if digital technologies are pre-

sented as neutral tools and as value-free technological fixes to
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Figure 1. Conceptualizing digitalized environmental governance:
Three dimensions
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complex environmental issues. Such a techno-solutionist11

approach presents digitalized environmental governance as an

apolitical process when it is not.

In this perspective, we therefore explore the politics of digita-

lized environmental governance. Critical scholarship on how dig-

ital technologies are reconfiguring the ways in which data about

environmental issues are collected, made sense of, and used to

inform or even automate decision-making is growing.12–18 We

draw on this emerging field, as well as insights from science

and technology studies, to explore how the use of digital tech-

nologies is engendering a number of key shifts in environmental

governance. These shifts are discernible in three dimensions of

governance: seeing and knowing, participation and engage-

ment, and interventions and actions (Figure 1). Within each of

these dimensions, we critically examine how digital technologies

affect possibilities to (1) identify and understand environmental

problems and sustainability concerns, (2) engage with and

participate in environmental governance, and (3) intervene and

act on environmental problems.

On this basis, we argue that digital technologies generate a

number of shifts in governance. The first is a growing reliance

on automated data collection and diagnostics to construct digi-

tal representations of the environment. These digital representa-

tions constitute a specific form of knowing the environment and

as such shape what gets governed and how. Second, in initia-

tives to apply digital technologies, there is often a preference

for multi-stakeholder collaborations in which private actors in

particular bring in (expertise on) data and technologies, with im-

plications for data access and ownership. Finally, there is a shift

toward ever more automated and data-driven decision-making

with the aim to optimize processes. We conclude by highlighting

the need to continue to question the assumption that use of dig-

ital technologies automatically improves, and has emancipatory

effects on, environmental governance. In doing so, we formulate

a set of overarching questions that critical social scientific scru-
tiny of the phenomenon of digitalized environmental governance

needs to ask.

SEEING AND KNOWING

The assumption underlying the use of digital technologies is

often that more data enable better environmental governance.

However, digital technologies also transform what is made

visible and how. Digital technologies, including satellite imagery,

sensor readings, and drone footage, create specific representa-

tions of environmental issues. As these digital representations

prioritize certain framings and understandings of environmental

challenges while leaving others obscure, they foreground and

privilege particular governance approaches and solu-

tions.14,19,20 Especially with the advent of artificial intelli-

gence—the ability of a digital computer or computer-controlled

robot to perform tasks commonly associated with intelligent be-

ings21—these digital representations can increasingly be used to

create new knowledge about not only current but also future

states of the environment. It is thus important to ask how digital

technologies impact theways in which environmental challenges

are made visible and thereby rendered governable in spe-

cific ways.

First, digital technologies make visible, increasingly in real

time, various dimensions of a given environmental challenge.

Increasingly sophisticated and efficient monitoring technolo-

gies—such as soil, water, and air sensors; satellites imagery;

and drones equipped with sensors and cameras—enable

detailed, real-time, large-scale, and efficient data generation.

As a result, events and processes as diverse as the behavior of

penguins,22 the climate-induced movement of people,23 and

fishing in remote places such as the open oceans24 now become

increasingly visible. Digital technologies help to realize such

‘‘radical transparency’’16 in the present, both in one’s backyard

and remotely, both in ever more fine-grained detail and over

larger and larger swaths of territory, at increasingly high speeds,

and continuously, enabling almost real-time monitoring and

oversight.19,25 In fact, data-collection technology has become

so powerful that there is a risk of drowning in environmental

data.12,16,26

However, having more data does not automatically mean a

more accurate representation of environmental challenges.27,28

The data that feed into digital representations of the environment

are not neutral and are always predicated on certain selection

choices.29 While data collection is sometimes presented as the

mere mining of a natural resource,30 data are always subject to

processing, structuring, and implementation procedures.31 Data

are generated and processed by a combination of hardware (sen-

sors, satellites, servers, etc.) and software (databases, algorithms,

and interfaces), contextualized in a certain measuring system

(e.g., weight and length), and given a form (e.g., numbers, images,

and text).32 The gathering and ‘‘cleaning’’ of digital data are thus

underpinned by human selection and interpretation, as well as

processes of inclusion and exclusion.33–36 As such, it is not sur-

prising that digital data are subject to multiple interpretations de-

pending onwho interprets on the basis of which questions and for

what purposes.14 It thus becomes important to ask: who selects

the variables that are measured, what assumptions about rele-

vance and representativeness underpin these choices,37 and
One Earth 5, March 18, 2022 233
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what is rendered visible versus what is left obscure?38,39 This is

pivotal because digital technologies always involve a translation

of the complexity of the world into computable digits understood

against a certain interpretative frame. As a ‘‘critical transparency

studies’’ perspective has thus long argued, the uptake, institution-

alization, and effects of environmental disclosure (including digi-

tally enabled disclosure) need to be scrutinized within the broader

normative and political contexts of its generation and use.27,28,40

The examples of digital environmental monitoring in the issue

domains of deforestation and over-fishing can help to illustrate

some of the dynamics mentioned above. In each of these envi-

ronmental grand challenges, digital, real-time monitoring helps

to shine a light on the nature and extent of the problem at

hand. Yet, these digital representations may emphasize specific

sites and sources of harm while neglecting or obscuring others.

The Global Fishing Watch, for example, makes use of satellite-

based information on vessel movement with the aim of shedding

light on legal and illegal fishing behavior. It uses data provided by

private vessel-tracking services, as well as data from vessel-

monitoring systems (VMSs). The latter are nationally or regionally

managed and are essential for complementation and filling the

large blank areas on the Global Fishing Watch map. So far, how-

ever, only Indonesia and a number of countries in Latin America

have provided access to their VMS data.24 This means that the

‘‘global map of fishing activities’’ remains geographically incom-

plete. As a result, the Global Fishing Watch platform may reveal

fishing activities, or even illegal fishing ‘‘hotspots,’’ in important

fishing areas in the Global South, but other geographical areas

and vessels under other flags are relatively less visible. What is

more, a focus on imagery of vessel movement might facilitate

detection of illegal behavior, such as fishing in protected areas,

but it also renders fishers homogeneous because it does not

allow for understanding different root causes of illegal

practices.24

In the case of forests, the NGO-led Global Forest Watch initia-

tive deploys satellite monitoring to detect andmake visible in real

time deforestation patterns across the globe. This is a potentially

powerful leveraging of digital technologies to shed light on key

dimensions of an environmental grand challenge in a manner

that was not feasible in the past. Using a Google Earth-like inter-

face, any individual user with a computer and internet connec-

tion can scroll through the Global Forest Watch online platform

and zoom in on locations where forests are being lost and

even discern where forest fires, logging, and mining takes place.

However, the satellites are only able to capture the local layer of

these activities. The international drivers of the more proximate

direct causes of deforestation, as well as the powerful actors

behind international drivers (such as importer demand for agri-

cultural commodities, retailers, banks, and investors along the

forest-commodity supply chain), remain more obscure and

may thus not become the target of oversight or response mea-

sures (Figure 2).

Second, digital technologies also have the potential to change

how knowledge about environmental issues is produced. To

process and interpret the large volumes of data that are now

available at high velocity, algorithms are employed to generate

classifications and detect (hidden) patterns by using probabi-

listic methods. Machine-learning algorithms are computer soft-

ware that can learn autonomously,41 i.e., without being literally
234 One Earth 5, March 18, 2022
programmed to achieve a certain output. Machine-learning algo-

rithms learn by finding patterns in training data and enable new

forms of diagnostic and predictive analysis by revealing existing

relations or deficiencies or by inferring patterns into the future.

This shapes how governing actors imagine and anticipate future

environmental conditions, which in turn influences how they seek

to govern toward specific desired futures.42–44

Digital diagnostics and prognostics also ‘‘see and know’’ envi-

ronmental issues through the possibility for close monitoring and

prior warning before issues fully emerge and through seeking to

predict the impact of future scenarios. For example, in the Desti-

nation Earth project, the European Union aims to create a digital

twin of Earth to ‘‘test scenarios that would enable more sustain-

able development and support European environmental pol-

icies.’’45 However, diagnostic and probabilistic data analysis

can only diagnose or predict what is embedded and recognized

as a parameter in their algorithm and database design. This is

especially important because, as also noted above, digital tech-

nologies always involve a translation of the complexity of the

world into computable digits, highlighting that what can be

counted counts.37,38,46 This translation thus necessarily involves

certain ‘‘black boxes.’’47

As critical social science scholarship of these phenomena

notes, the need to create uniform datasets that are interoperable

and allow for computation ‘‘subsumes all contextual, indexical,

symbolic or lived differences in data.’’48,49 Given that human de-

signers and programmers build the code, human assumptions

and epistemic biases are inevitably programmed into and poten-

tially exacerbated by algorithms. Thus, even though capable of

learning from massive amounts of data and arriving at dynamic

solutions,50 such algorithmic systems cannot avoid encoding

designer’s biases. Yet, this bias may remain hidden in the

code because the process by which complex clusters of algo-

rithms yield specific conclusions often remains opaque, at least

for policymakers. As such, the digital representation—what is

made visible—also limits how the future is made knowable. For

example, digital twins are now being used in environmental

governance processes tomake the future states of their physical

twin visible and thus indicate which trajectories are likely to help

achieve certain goals.51 However, such predictions influence the

outcome they predict: the shown potential courses of action are

used to intervene in the physical twin to realize one of these

courses. The predictions thereby exercise performative

effects.52

These examples suggest that digitally representing and pre-

dicting environmental challenges is a process in which political

and normative choices are made. Digital technologies do not

simply make more things more visible and therefore more effec-

tively governable; they also shape what is made visible and how.

If so, digitally enabled monitoring, diagnostics, and predictions

shape the object of governance and thereby the priorities, divi-

sion of responsibilities across key actors, and type of gover-

nance interventions, as we go on to further explore in the next

sections.

PARTICIPATION AND ENGAGEMENT

Digitalized environmental governance manifests across all

levels, from the micro-level of supporting and nudging people



Figure 2. Digitalized environmental
governance: Rendering some aspects visible
while potentially obscuring others
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to develop more sustainable consumption practices to plane-

tary-scale digital monitoring of climate change in initiatives to

develop and use digital twins of Earth. One of the promises of

digitalized environmental governance is that it opens up new

possibilities for participation in governance practices and pro-

cesses across all these levels, with an assumption that this in

turn would enhance the democratic character of governance.

But for whom do these possibilities for participation arise, and

who benefits? Starting at the micro-level of everyday behavior,

we can identify various ways in which people now use digital

tools and devices to get insight into the environmental impact

of their consumption behavior, to monitor environmental issues,

and to participate in decision-making processes.53,54 In domes-

tic settings, for instance, smart meters and energy displays help

citizens and consumers to monitor their household energy

use,55,56 and various smartphone apps provide suggestions for

making everyday consumption practices more sustainable.57

Citizen sensing, defined as ‘‘the use of low cost and accessible

digital technologies to monitor environments’’58 enables citizens

to create data on local environmental issues, such as air pollu-

tion59 and water quality.60 Finally, in more formal settings of pub-

lic participation, we see the first applications of digital twins

aimed at co-creation and co-design of plans and scenarios for

sustainable urban futures.61 With the help of digital twins, citi-

zens can experiment with different designs and immerse in a vir-

tual reality to experience visual and auditive aspects of designed

futures.62

While these examples show that, in many cases, the use of dig-

ital technologies can foster citizens’ awareness of sustainability is-

sues in their everyday lives,53,63 this does not automatically result

in effective or meaningful citizen participation in governance.

Critics have questioned the extent to which citizen sensing de-

mocratizes decision-making.58 There is a danger that citizens

are reduced to ‘‘sensors’’64 and that engagement in environmental

monitoring does not result in enhanced participation in decision-

making. In addition, even though digital technologies such as

sensing devices and crowdsourcing applications have the poten-

tial to scale up local grassroots campaigns, they can also alienate

people who are not keen or able to use them.65 An overarching
point of concern is the reliance on technol-

ogy companies as providers of these apps

and devices. This includes worries about

how corporate actors may extract value

from citizens’ behavioral and location data

without their awareness or consent.66Using

digital technologies thus provides new op-

portunities for citizens to exercise environ-

mental citizenship, but the impact may

differ: some citizens may benefit more

than others, and existing decision-making

contexts may be more or less open to

acknowledging and addressing citizen’s

concerns.
Critical questions about the assumed empowering effects of

monitoring technologies can also be asked in the context of envi-

ronmental activism. With the rise of platforms for digital environ-

mental monitoring, such as the Global Forest Watch and Global

Fishing Watch initiatives mentioned earlier, citizens and activists

can now detect and monitor environmental issues globally. Yet,

beneath the democratization of environmental monitoring capa-

bilities lie important questions about who sees and who is seen.

The Global Fishing Watch initiative seeks to serve ‘‘anyone in the

world with an internet connection,’’ yet there seems to be a

disconnect given that the subjects they seek to make observ-

able, fishers, are just watched rather than actively engaged.24

In the case of Global Forest Watch, a study by Rothe and

Shim67 argues that the satellite-enabled ‘‘disclosing gaze’’ is pri-

marily directed at deforestation hotspots in the Global South.

Global Forest Watch data on the behavior of the platform’s users

reveal that the users are mainly interested in South East Asia and

South America and that boreal forests in places such as Canada,

Russia, and the US do not get the same level of attention.68 In

other words, not all states where deforestation is happening

are equally targeted by the users of the platform, limiting the

promise of visual activism.67

In the end, the increased transparency about environmental

issues that can be created with digital technologies should

empower recipients of information to hold powerful actors to

account and put pressure to improve performance. In the

case of Global Forest Watch, there is indeed evidence that

environmental activists have used these data to convince poli-

cymakers to take actions against environmental offenders.69 In

Peru, for example, one study shows that satellite imaging data

from Global Forest Watch were integral in environmental activ-

ists’ efforts to convince policymakers to take action against

United Cacao, a company that had engaged in massive defor-

estation activity.69 Yet, although the Peruvian government or-

dered the suspension of the company’s operations, operations

did not cease, and the company was absolved of wrongdoing

in a local court. The company also applied tactics such as law-

suits and claims of fraud and documentation falsification

against public officers.70 Such an example should make us
One Earth 5, March 18, 2022 235



Figure 3. Digitalized environmental
governance: An ever more central role for
private actors within multi-stakeholder
collaborations
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aware of the complex and messy political-economic reality of

many environmental issues. Even though digital platforms and

open data may enable the public to hold companies and gov-

ernments to account, existing power and market dynamics in

an environmental domain may well prevent effective account

holding.

It is not just in these domestic and public domains that we

can witness new possibilities for participation in governance.

In the more institutionalized settings of national and interna-

tional governance, actors in the private sector are invited to

join initiatives for addressing global environmental challenges

with the help of digital technologies. For example, the secre-

tariat of the United Nations Framework Convention on Climate

Change (UNFCCC) is setting up and facilitating new networks

for collaboration, such as the Climate Chain Coalition, a multi-

stakeholder community to explore and ‘‘mobilize’’ the poten-

tial of blockchain for climate governance.71 Other examples

are intergovernmental organizations organizing specific

events such as hackathons or ‘‘data challenges’’ around Sus-

tainable Development Goals (SDGs). The underlying assump-

tion in such initiatives is that governments (alone) cannot solve

grand environmental challenges and that private companies

with their data and technological solutions are needed to

address these problems more effectively.72

At the same time, states and supranational organizations are

also key enablers of digitalized environmental governance and

are making large investments in digital technologies. China has

a Digital Earth program,73 which it presents as an initiative to

use ‘‘Big Earth Data’’ to ‘‘deal with environmental and societal

challenges and [attain] SDGs in the Belt and Road region.’’74 As

discussed earlier, the European Union is investing in the devel-

opment of digital twins with the aim of simulating Earth’s

climate to make predictions about how it will affect humans,

especially through extreme weather events.75 These develop-

ments are still very new, but critical research is needed on
236 One Earth 5, March 18, 2022
how these ‘‘Earth-monitoring’’ projects

may benefit some countries or regions

more than others and how they affect

dynamics of international cooperation in

environmental governance. For example,

will those countries that suffer most

from extreme weather events due to

climate change also benefit from the

knowledge created, or will these moni-

toring technologies mainly be used for

environmental security purposes, such

as ‘‘managing’’ climate migration from

vulnerable countries?

The proliferation of digitalized environ-

mental governance is perhaps most

prominent in the domain of non-state or-

ganizations, such as NGOs and corpora-

tions. A notable development here is the
use of digital technologies in transnational private governance

initiatives, including certification and labeling initiatives and

corporate social responsibility programs.13,76 For example,

digitalized seafood traceability initiatives, such as through

blockchain technologies, showcase the growing importance

of companies, software developers, banks, and other inves-

tors in both company-led and NGO-led projects.77,78 The

use of advanced technologies in these initiatives is often prob-

lematic from the viewpoint of inclusivity. Private companies,

such as large processors and big retailers, are in general

very able and well equipped to participate in the international

and high-tech initiatives for sustainable supply chains and

benefit from it.78 This may sustain or even expand the existing

power position of these private actors and limit the scope for

participation of small-scale producers and local commu-

nities.13,79,80 Furthermore, when participating, small-scale

producers such as fishers might face new informational de-

mands, such as record keeping of their catch, as additional

burden, particularly if these new demands do not fit well

with existing practices.81

What is more, by developing or using digital technologies in

global supply chains, corporate actors, such as multinational

food companies or supermarkets, can promote their own un-

derstanding of what sustainability is and how it should be as-

sessed and certified. In global supply chains, corporate actors

already apply artificial intelligence to enhance energy efficiency

and reduce waste in their processes and operations.76 Another

example is smart agriculture initiatives that offer farmers guid-

ance on how to achieve more sustainable outcomes through

early-warning and compliance-monitoring systems.82 While

the use of artificial intelligence and other digital technologies

may improve the environmental management of farms and sup-

ply chains, it is also possible that these technologies will be

used to optimize the eco-efficiency of existing processes.83,84

If so, this may legitimize business as usual and, as a result,



Figure 4. Digitalized environmental
governance: Automating and optimizing
specific ends
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perpetuate or even amplify existing modes of overconsumption

and overproduction.76 It is thus worth asking critical questions

about what kind of sustainability is advanced through digitally

enabled private sustainability governance. How can we prevent

a narrow approach to sustainability as eco-efficiency and pro-

mote more ambitious uses of digital technologies that advance

broader sustainability goals and address the true social and

ecological costs of our systems of production and con-

sumption?

In summary, from the micro-scale of everyday consumption

practices up to the level of global environmental governance,

the use of digital technologies opens up possibilities for partici-

pation and engagement to a wide range of actors, including cit-

izens and private actors. Yet, it also appears that technology

companies and digital conglomerates as ‘‘novel intermediaries

and brokers’’13 come to play a key role in such initiatives

(Figure 3). By providing the digital infrastructure and tools for

steering sustainable behavior and (everyday) environmental

monitoring, these private actors shape how citizens can engage

with sustainability and how they can voice their concerns. Start-

ups and big technology companies also get a place at the table in

multi-stakeholder initiatives, and transnational corporations

collaborate with them to achieve corporate sustainability goals.

In optimistic accounts, this shift to a stronger involvement of

and reliance on data and technology companies can be inter-

preted as a strengthening of multi-actor approaches in environ-

mental governance, but we always need to ask how this affects

power relations and their implications for desired environmental

outcomes: who is empowered via these tools and initiatives, and

which social groups, stakeholders, countries, or regions benefit

from this versus who is left out?

INTERVENTIONS AND ACTIONS

Finally, a key promise of digital technologies is that they collect

and process data to automate and optimize decision-making

processes and interventions (Figure 4). This includes new possi-

bilities for automating compliance and for reorienting the deci-

sion-making of actors (from individuals to governments) toward

improving sustainability.
In the case of automated decision-mak-

ing systems, governance actors employ

digital devices and data processing to

automatically intervene, for example, by

directly implementing and enforcing envi-

ronmental laws, regulations, and pol-

icies.85,86 An example is a congestion tax

placed on diesel cars from the Stockholm

city center zone enforced by wireless ra-

dio-frequency identification technology.

Drivers that need to enter the city center

with diesel-heavy vehicles are given trans-

mitters. In addition, strategically placed
cameras automatically readwhether a car’s number plate relates

to a transmitter. Cars without transmitters are charged with a

tax.87 Here, an environmental challenge is addressed via a tech-

nical protocol that processes input made visible and knowable

by digital technology and generates output that automatically

intervenes in the world to sanction undesired behavior. While

automated intervention to enforce a diesel car tax may not

immediately be seen as problematic, other examples of auto-

mating and optimizing decision-making processes raise more

questions.

With the increased use of sensors, robots, and the internet of

things, automated decision-making systems in environmental

governance could also include physical and biological entities.

For example, a digital twin for smart agriculture purposes could

collect data via sensors, analyze the data, and make predictions

about the physical twin (e.g., a greenhouse with tomato crops),

as well as act on these anticipations by means of optimization

and feedback.88–90 With this, digital twins themselves can act

as (artificial) governing agents.52 Automated, they can diagnose,

correct, and (micro-)optimize their physical twins at a speed and

scale that human agents will find hard to keep up with. The dis-

courses accompanying the introduction of automated decision-

making and interventions often emphasize optimization and effi-

ciency. But as we have argued throughout this article, digital

technologies have their own values and specific (optimization)

aims designed into them. A key question therefore is: for what

are such automated decision-making systems optimizing, and

who decides that?91

Next to automating interventions, digital technologies and

data processing are used to optimize decision-making pro-

cesses at an individual level. For example, data analytics and

digital devices can be used to support citizens to make more

sustainable choices in their everyday lives through nudging92

via digital means. Here, big data are used to create personalized

choice architectures, which are based on analysis of user data,

present specific options in a particular way, or even implement

a ‘‘default’’ option.93,94 An example is smart city policies, where

city governments collect traffic data and use smartphone appli-

cations to nudge citizens to choose cycling or public transporta-

tion over the car.95 While data-driven nudging can be an efficient
One Earth 5, March 18, 2022 237
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tool to smoothly steer citizens toward sustainable behavior,

there are concerns that it may manipulate individuals and under-

mine their autonomy, particularly when these individuals are not

aware of how their data are being collected and used.93 A more

fundamental issue is that, with nudging, judgment is deferred to

the choice architecture,96 and citizens may end up perceiving

themselves as passive consumers and not as active participants

in governance processes.93 A key issue, therefore, is how data

collection and personalized feedback could be used to engage

users in such a way that meaningful environmental citizenship

is promoted rather than undermined.

Digital data, diagnostics, and predictions can also be used to

optimize policy decisions with an eye to the future. As recent an-

alyses unpacking the notion of anticipatory governance within

critical, interdisciplinary social science scholarship have shown,

imagining and seeking to realize desired future environmental

states and outcomes through modeling, foresight, and other

anticipatory tools is now a mainstay of environmental gover-

nance but has varying implications for present-day ac-

tions.43,44,97 Such anticipatory tools and processesmay increas-

ingly come to rely on datafication and data-processing

techniques. If so, it is vitally important to consider the implica-

tions of diverse and potentially contested future imaginaries on

governance practices and choices in the present.42

One of the digital technologies that transforms the ability of

government actors to move from reactive to proactive policies98

in environmental governance is, as we noted earlier, digital twins.

In the Destination Earth project of the European Union, for

example, the aim is to monitor and predict climate change by

collecting data about the physical environment (e.g., geospatial

data), as well as to include socio-economic data, for example,

about energy use, traffic patterns, and humanmovement (based

on mobile-phone use), in order to monitor and estimate the soci-

etal causes and impacts of climate change.75 What is more, this

application of digital twins can be used to simulate and test

which solutions or policies work best in specific locations. An

advantage is that the potential impact of specific climate adap-

tation strategies or large-scale interventions, such as geoengin-

eering, can be evaluated via simulations, where testing in the real

world could entail the risk of (unintentional) damage. However, to

simulate and evaluate policy strategies, digital twins require an

input of criteria to define what the ‘‘best’’ option is. As we dis-

cussed earlier, these criteria influence the selection of the sen-

sors, parameters, and algorithms that go into building a digital

twin and, with that, its potential output. The anticipation (or

glimpse of an alternative reality or world) offered by a digital

twin is thus fundamentally dependent on certain normative

choices and knowledge paradigms that gear it toward certain

goals and interests.52 Thus, while digital diagnostics offer a

promising tool for anticipatory governance, it is vital that policy-

makers understand the limits and paradigms that shape these

digital anticipations.99,100

All in all, the use of digital technologies is often imagined to

enhance our capacity to act in the sense that it improves our con-

trol over complex environmental challenges. When this is pro-

moted and understood in terms of efficiency and optimization,

there is a danger that the interventions that digital technologies

propose will come to be seen as neutral and objective instead

of as the result of normative and political choices. As a conse-
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quence, this may narrow the possibilities for dealing with envi-

ronmental challenges. On the other hand, digital diagnostics

and predictions can also support what is termed ‘‘reflexive

governance.’’101 Digital (big) data can represent new aspects

of environmental challenges, and machine learning and artificial

intelligence can detect patterns and correlations that can

become a topic for discussion for policymakers and other gover-

nance actors. As technologies such as digital twins help predict,

simulate, and test different policy options and strategies and

their outcomes, they can create new occasions for reflection

and deliberation about values and priorities in environmental

governance aims and strategies. When digital twins are con-

nected with sensors that continuously collect and analyze data

about the ecological impacts of human activities—for instance,

activities on a farm—this information could support actors to

closely monitor and anticipate the environmental effects of their

practices and choices. In the case of farming, a digital twin could

make visible unintended or unexpected environmental damage

caused by specific farming practices and thereby enable sup-

port to farmers to reconsider their farm management decisions

in the light of environmental values and objectives. Digital repre-

sentations and technologies thus shape how we can act, but

whether this narrows or broadens how we understand and

make decisions about environmental sustainability first and fore-

most depends on how we recognize and deal with the normative

choices embedded in these technologies and the specific con-

texts of their use.

CONCLUSION

Through examining three dimensions of digitalized environ-

mental governance, we have argued here that, with the

increased use of digital technologies in environmental gover-

nance, three shifts take place. The first is that digitalized environ-

mental governance relies on ever more datafication and data

processing to represent and predict (changes in) the environ-

ment, yet some aspects are made visible while others are

obscured. Second, digitalized environmental governance tends

to favor multi-stakeholder collaboration whereby private actors

play an ever more central role in providing technology and

data. Third and finally, it entails a shift toward ever more auto-

mated and data-driven decision-making in environmental

governance.

While the substantive effects in practice of these shifts are still

uncertain and are yet tomanifest fully, we have discussed the im-

plications of each of these three shifts for effective and legitimate

environmental governance. While digital technologies hold po-

tential to foster sustainability and manage environmental risks,

our perspective article also presents a critical warning. There is

a risk that digitalized environmental governance presents envi-

ronmental knowledge and decision-making as a depoliticized

arena. This may happen when digital representations based on

large n-data are seen as objective knowledge about environ-

mental issues, when open data and multi-stakeholder participa-

tion are simply assumed to democratize governance, and when

automated or recommended decisions are seen as the best

possible solution to complex societal and environmental issues.

Despite these pitfalls, there are also hopeful developments.

We see a growing awareness that digital technologies do not



Table 1. Interrogating digitalized environmental governance

through a critical social science lens: Key questions

Key questions

What is represented? Which data elements are selected to

represent a specific (current and future)

environmental issue, and which

elements are left out? Who decides on

this, and what values and priorities

inform this selection of elements?

Who is empowered? Who is setting the agenda in applying

digital technologies to address

environmental issues? What are the

effects on different actors? Which

actors (including social groups,

organizations, countries, and regions)

benefit from the knowledge and

interventions generated by and through

digital environmental governance, and

which actors do not?

Why and how do we

intervene?

For what aim(s) are decisions and

interventions automated and

optimized? Who decides, and what

values and priorities inform the selection

of the aim(s)? What are the effects of

automated and data-driven decision-

making on human autonomy, reflexivity,

and responsibility?
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automatically result in better environmental outcomes or in more

democratic and inclusive governance approaches. In recent

years, academics and policymakers have worked on (proposals

for) guidelines and legislation for the sustainable and responsible

use of digital technologies.102 These guidelines and legislation

call attention to the ecological footprint of technologies and

data storage, highlight the need to include all the relevant stake-

holders in the design and evaluation of outcomes, and more

generally seek to foster accountability and transparency in use

of digital technologies.103,104 This is an important step in miti-

gating the potentially harmful environmental and societal impli-

cations of using digital technologies. However, such principles

are primarily focused on ethical issues around data and the tech-

nology itself, namely its design and use.

Our perspective article takes this discussion about the

responsible use of digital technologies for sustainability pur-

poses further by showing that we also need to take into ac-

count the wider political and normative context in which these

technologies are proposed, designed, and used as tools to

tackle the environmental crisis. This requires asking critical

questions about the specific forms of knowledge and gover-

nance approaches that digitalized environmental governance

furthers; about changes in power relations when specific actors

promote, control, use, and benefit from digital technologies;

and about the scope that data-driven and automated decisions

and interventions leave for discussion and reflection. In the

growing enthusiasm for applying technological solutions to

environmental challenges, such fundamental questions may

risk being skipped. We therefore call on academics and policy-

makers to pay attention to the political and normative context

within which digitalized environmental governance occurs. We
outline a number of key questions to enable such reflection

(see Table 1).

It is our hope that asking these questions inspires us not only

to do things better but also to do better things with digital tech-

nologies.
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