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1. Gene expression variability contains a wealth of information. (this thesis)
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4. Improving scientific literacy across society is a prerequisite for delivering on the promise that science offers for an improved quality of life of current and future generations.
5. Due to its abstract nature, empathy is key for successfully teaching mathematics.
6. Closing the gender gap in the workplace is a non-zero-sum game, and to aid this, paid parental leave serves as an important tool for parents to derive status from childcare.
7. The bicycle represents the efficiencies and benefits of using less of everything.

Propositions belonging to the thesis, entitled
Cell-to-cell variability and its consequences for cellular communities

Emma Keizer
Wageningen, 10 May 2022
Cell-to-cell variability
and its consequences for cellular communities

Emma Mathilde Keizer
Thesis committee

Promotors
Prof. Dr. J. Molenaar
Professor of Applied Mathematics
Wageningen University & Research

Prof. Dr. Vitor A.P. Martins dos Santos
Personal chair of Biomanufacturing
Wageningen University & Research

Co-promotor
Dr. C. Fleck
Spatial Systems Biology Group, University of Freiburg, Germany

Other members
Prof. Dr. E. van der Linden, Wageningen University & Research
Dr. J.C. Hohlbein, Wageningen University & Research
Prof. Dr. F. Bruggeman, Vrije Universiteit Amsterdam
Prof. Dr. P.R. ten Wolde, Universiteit van Amsterdam

This research was conducted under the auspices of the Graduate School VLAG (Advanced studies in Food Technology, Agrobiotechnology, Nutrition and Health Sciences).
Cell-to-cell variability
and its consequences for cellular communities

Emma Mathilde Keizer

Thesis
submitted in fulfilment of the requirements for the degree of doctor
at Wageningen University
by the authority of the Rector Magnificus
Prof. Dr A.P.J. Mol,
in the presence of the
Thesis Committee appointed by the Academic Board
to be defended in public
on Tuesday 10 May 2022 at 4 p.m. in the Omnia Auditorium
Emma Mathilde Keizer
Cell-to-cell variability and its consequences for cellular communities
261 pages

PhD thesis, Wageningen University, Wageningen, the Netherlands (2022)
With references, with summary in English

ISBN: 978-94-6447-125-0
DOI: https://doi.org/10.18174/565337
Table of contents

1 General introduction 1

2 Extending the linear-noise approximation to biochemical systems influenced by intrinsic noise and slow lognormally distributed extrinsic noise 13

3 Single-cell variability of CRISPR-Cas interference and adaptation 55

4 CRISPR-Cas interference and adaptation are PAM-dependent 113

5 Stochastic gene expression in *Arabidopsis thaliana* 141

6 General discussion 213

Bibliography 225

Summary 249

Acknowledgements 253

About the author 257

List of publications 259

Overview of completed training activities 260
Chapter 1

General introduction
The cell, which forms the basic unit of life on earth,\textsuperscript{1,2} is a noisy place. Fundamental processes such as growth, replication, metabolism, and signalling depend on the precise coordination of regulatory processes. Yet, nearly all biomolecular interactions ensue from the random collisions of individual molecules, which results in fluctuating molecule concentrations. While cells can exist on their own, often they form part of a cellular community or of the larger structures that make up higher-level organisms, which requires complex organisation and cell-to-cell communication. As of yet, we have a limited understanding of how robustness in development can be guaranteed in spite of this unavoidable stochasticity, and how cellular functioning is maintained in the face of a dynamic environment.

The significant variability that exists between cells in genetically identical populations, even in homogeneous environments, has been observed for a long time. In 1945, Delbrück showed that the burst size of bacteriophages in infected \textit{Escherichia coli} cells varied more than could be accounted for by variations in the size of the bacteria alone, and proposed stochasticity in the viral reproduction process as a possible explanation.\textsuperscript{3} However, during this time it was not possible to study this phenomenon at the molecular level due to the lack of appropriate techniques. Despite the inability to directly measure variability in experiments, new mathematical approaches were developed to investigate the degree to which stochasticity in gene expression can lead to phenotypic variations within cell populations.\textsuperscript{4} The properties of these gene expression models were analysed using the procedure described by Gillespie, who formulated an approach to simulate the time-evolution of stochastic biochemical systems,\textsuperscript{5} and showed that protein concentrations can fluctuate substantially between cells. The theoretical work laid out by McAdams \textit{et al.} was followed up by Arkin \textit{et al.}, who modelled the lysis-lysogeny switch in bacteria infected with the \textit{λ} phage in order to explain how expression noise can drive genetically identical cells to different fates. Using their stochastic model, they predicted the fraction of the population that selects the lysogenic pathway, a probabilistic outcome that could not be explained using deterministic analysis.\textsuperscript{6} The study of gene expression noise really became mainstream with the publication of an article by Elowitz \textit{et al.}, in which they engineered \textit{Escherichia coli} to express yellow (YFP) and cyan fluorescent proteins (CFP) under the control of identical promoters in the same cell.\textsuperscript{7} In this by now classic paper, it was shown that expression of a gene inside a single cell could result in significant variation in protein levels, and that this stochasticity could be attributed to different sources.

\section{1.1 Non-genetic origins of cell-to-cell variability}

The dual reporter set-up developed by Elowitz \textit{et al.} allows gene expression noise to be decomposed into two different components: \textit{intrinsic} and \textit{extrinsic} noise. Intrinsic noise is the variability in protein levels that arises from the inherent randomness of
biochemical reactions involved in the processes of transcription, translation, and the degradation of mRNA and proteins. Intrinsic noise affects each copy of the gene independently, and thus results in uncorrelated fluctuations in the levels of CFP and YFP. Its magnitude is determined by the structure, reaction rates, and concentrations of molecular species of the underlying reaction network. In contrast, extrinsic noise arises from unobserved variation in cellular processes and components, such as cell size, cell cycle, temperature, concentrations of transcriptional, translational, or metabolic components. These upstream influences affect multiple genes in the cell in the same way.\textsuperscript{7–11} Correlations in the fluctuations in the levels of the CFP and YFP reporters then reflect the common environment. A complicating factor is that these sources of variability are not always independent of each other, and the unobserved processes that generate extrinsic noise might have both stochastic and deterministic components.\textsuperscript{12, 13}

The emergence of techniques such as time-lapse microscopy and single-cell fluorescence tracking has drawn attention to another important source of noise: population dynamics. During balanced growth, on average molecule numbers double between cell birth and division. Across a population, this results in variability in molecular copy number due to heterogeneity in cell age, which is independent of the mean copy number of a molecule.\textsuperscript{14} In addition, the interdivision times of \textit{e.g.} bacterial and yeast cells can also exhibit substantial variability,\textsuperscript{15, 16} causing some cells to have longer generation times than others and thus possess more molecules at the end of their cycle. Upon cell division the cellular contents are randomly partitioned to each daughter cell, which further contributes to intrinsic noise,\textsuperscript{17} especially when molecule numbers are low. Next to the variability that originates from the random partitioning of molecules, at cell division the volume of the mother cell is not always symmetrically divided across the two daughter cells. Several attempts at developing stochastic models that incorporate one or more aspects of population dynamics and cell cycle effects into the analysis of gene expression noise have been made, using analytical approaches\textsuperscript{14, 17–22} or with the use of agent-based simulation models (ABM).\textsuperscript{17, 20, 21, 23, 24} Yet, despite these efforts, identifying noise sources from experimental data and analysing their respective effects remains challenging.\textsuperscript{25}

### 1.2 Variability across the biological domain

The mechanisms that cause variability permeate biology at all levels. In this thesis, I will consider a number of biological systems to investigate how noise affects functioning. At the sub-cellular level, noise impacts the dynamics of gene expression. According to the central dogma of molecular biology, proteins are produced within cells in two steps: genes are transcribed to synthesise messenger RNA (mRNA), which is then translated to produce proteins. A number of studies have measured
variability in mRNA and protein expression levels for various genes\textsuperscript{26–28} and noise in expression levels has been found to be strongly connected with the mechanism underlying gene regulation.\textsuperscript{29} Certain network architectures might have been selected during evolution for their ability to either attenuate or amplify noise. For example, negative feedback loops have been associated with noise reduction,\textsuperscript{30,31} which could be beneficial for the cell when the network needs to be robust to extrinsic noise\textsuperscript{32} or is dependent on the reliable processing of molecular signals.\textsuperscript{33} In contrast, other gene regulatory networks such as positive feedback loops have been shown to exploit noise. This noise amplification increases population heterogeneity resulting in a possible fitness advantage for the population,\textsuperscript{31} and could be required for cellular differentiation.\textsuperscript{6,34} Hence, studying network architectures and characterising their sources of variability can lead to a better understanding of how cells exploit or suppress environmental signals. In addition, this could aid the construction of robust synthetic gene circuits that are able to maintain function in fluctuating environments.

Single-cell variability leads to phenotypic diversity within populations. This might not always benefit individual cells, however it could enable strategies which allow the population to survive in the face of a changing environment. For example, a variable response to stimuli has been shown to increase the adaptability of bacteria to changes in the environment in the context of antibiotic resistance,\textsuperscript{35} or to contribute to the development of drug-resistant cancer cells.\textsuperscript{36} In this thesis, we will study the cell-to-cell variability of CRISPR-Cas, the adaptive immune system of \textit{Escherichia coli} against invading bacteriophages and other mobile genetic elements (MGEs). The CRISPR-Cas system has two components: Clustered Regulatory Interspaced Short Palindromic Repeats (CRISPR) arrays which represent the immunological memory of past infections, and CRISPR-associated (Cas) proteins which carry out the immune functions of acquiring new memories and destroying invader DNA. In a population of bacteria equipped with CRISPR-Cas, gene expression noise might result in a fraction of cells that have higher levels of Cas proteins and are thus better suited to acquire immunity against MGEs. On the other hand, elevated expression levels are associated with a higher metabolic load, or could increase the probability of acquiring memories that target the cell’s own DNA resulting in death. This could result in a bet-hedging scenario where some cell lineages have increased ability to combat environmental conditions, such as subsequent infections, whereas others can invest more energy in reproduction and have a lower chance of self-targeting.

While gene expression noise has been extensively studied in single-celled organisms, its role in the development and functioning of multicellular systems is less clear due to challenges associated with data analysis and mathematical modelling of tissue-bound cells.\textsuperscript{37} In a tissue, cells are coupled through processes such as diffusion, active transport, or cell-to-cell signalling, and the population is thus spatially inhomogeneous. Developmental processes such as tissue formation, which
depend on the stochastic interactions between molecules, require a high level of temporal and spatial coordination. Uncontrolled variability at the molecular and cellular level has been shown to disrupt reliable cell differentiation and functioning. For example, non-genetic heterogeneity has been suggested to play a role in tumour progression.\textsuperscript{38,39} On the other hand, there is evidence that suggests that the initiation of patterning mechanisms, such as the Notch-Delta signalling pathway, are dependent on this stochasticity.\textsuperscript{40}

In this thesis, we study variability in gene expression during development in the context of leaf growth in \textit{Arabidopsis thaliana}. In growing tissues, gene expression is not in stationary state due to cell growth and division. This might result in different contributions of intrinsic and extrinsic noise to gene expression as compared to mature leaves. In addition, adjacent cells in plant leaves are connected by plasmodesmata which leads to spatial coupling. It is unknown to which extent this connectivity affects gene expression in neighbouring cells.

Addressing the many unknowns surrounding the manifestation of gene expression noise in these biological systems requires the interplay between experimental and theoretical approaches. Throughout this thesis, we make use of single-cell measurements from bacteria, mammalian cells, and plants. However, the quantification of gene expression at this detailed level is limited by experimental challenges. In single cells, the number of molecular species that can be measured simultaneously with the use of fluorescent reporters is limited, and as a result often not all processes of interest can be observed. While promising, live-imaging microscopy approaches in bacterial populations and multi-cellular organisms are challenging due to the need for high-resolution images and the development of accurate cell segmentation software.\textsuperscript{37} Additionally, in multi-cellular structures it is difficult to ensure homogeneous environmental conditions. Once experimental data are collected, the next task is to try to disentangle the intrinsic and extrinsic contributions to the observed cell-to-cell variability. Mathematical modelling is an indispensable tool to analyse and interpret data, and can be used to test predictions through theoretical analysis or computer simulations. We will now discuss approaches that have been developed for this purpose, and are used throughout this thesis.

1.3 Mathematical and computational approaches to modelling stochasticity

1.3.1 The chemical master equation

When molecule numbers are low, the dynamics of many cellular processes can no longer be accurately described using macroscopic-scale, deterministic models that assume large population numbers. However, to study these processes at the microscopic level requires keeping track of the positions and momenta of all particles
involved, which is usually too computationally expensive. To avoid these problems, we will make use of mesoscopic modelling, which allows us to accurately describe the stochastic nature of biological processes and the discreteness of the population numbers, without the computational burden associated with molecular dynamics. In this approach, the stochastic dynamics of point-particle biochemical systems in well-mixed conditions is described by the chemical master equation (CME),\textsuperscript{41} which we will briefly outline next.

We consider a chemical network consisting of \( N \) molecular species with particle numbers \( X_i(t) \) in a (constant) system volume \( \Omega \) resulting in species concentrations \( x_i(t) = X_i(t)/\Omega \). Depending on its biological origin, extrinsic noise will affect the rate of one or more reactions, which is mathematically represented via the introduction of \( M \) extra stochastic variables \( \eta_k(t) \). The microscopic rate functions \( \tilde{f}_j(x, \eta, \Omega) \) and \([N \times R]\) stoichiometric matrix \( S \), where \( R \) is equal to the number of possible reactions, together describe the chemical reactions that can take place in the reaction volume. Here, \( x = (x_1(t), x_2(t), ..., x_N(t)) \) and \( \eta = (\eta_1, \eta_2, ..., \eta_M) \). The probability that the network is in a state with particle numbers \( X \) with stochastic variables \( \eta \) at time \( t \) is given by \( P(X, \eta, t) \), and \( \Omega P(X, \eta, t) \, dt \) is the probability that a reaction of type \( j \) occurs in the next infinitesimally small time step \( dt \). The system’s state after the reaction is defined by particle numbers \( \tilde{X} = X + S_j \) and the value of \( \eta \) at that time. Here, \( S_j = (S_{1j}, ..., S_{Nj}) \), where \( S_{ij} \) is the change in the number of the \( i \)th molecular species caused by one occurrence of the \( j \)th reaction. The CME describing the mesoscopic system dynamics is obtained by taking the limit \( dt \to 0 \) and reads as:

\[
\frac{dP(X, \eta, t)}{dt} = \Omega \sum_{j=1}^{R} \left( \prod_{i=1}^{N} E_i^{-S_{ij}} - 1 \right) \tilde{f}_j(x, \eta, \Omega) P(X, \eta, t) \tag{1.1}
\]

where \( E_i \) is a step operator \( E_i^q g(X_1, ..., X_i, ..., X_N) = g(X_1, ..., X_{i+q}, ..., X_N) \) on a function \( g \) of the particle numbers \( X \), the product of which allows to take into account all system states that can evolve to the state given by \( X \) and \( \eta \). The probability flux away from state \( X, \eta \) due to reaction \( j \) is given by

\[
-\sum_{j=1}^{R} \tilde{f}_j(x, \eta, \Omega) P(X, \eta, t).
\]

Given that the system is well-stirred and in thermal equilibrium, the CME gives an exact description of the system dynamics. Solving Eq. 1.1 in principle yields the probability \( P(X, \eta, t) \), which fully characterises the system dynamics. For example, once this probability is known, one may calculate all moments of \( X \). However, even in the absence of extrinsic noise, Eq. 1.1 can rarely be solved exactly except for a handful of rather unrealistic toy problems. The analysis is further complicated when extrinsic noise is introduced.\textsuperscript{42, 43} Since solving the CME directly is seldom an option, there are two possible ways to proceed: stochastic simulation, or analytic
approximation techniques, which we discuss next.

1.3.2 Stochastic simulation

One way to study the dynamics of a biochemical reaction system is through numerical simulation of the system dynamics. Instead of obtaining the probability density function of the system, \( P(X(t)|X_0,t_0) \), an exact realisation \( X(t) \) of the system dynamics is generated. Since the system is noisy, one cannot calculate the system dynamics in a unique way, as would be possible in case of a deterministic system. Instead, every time one simulates the dynamics, a particular realisation of the stochastic noise is obtained. Although each realisation of the model by the SSA will produce a different result, in the limit of a sufficiently large number of samples these together will yield a reliable approximation of the probability \( P(X,\eta,t) \).

The most important method for numerical simulation of the CME, termed the stochastic simulation algorithm (SSA), was formulated by Gillespie\(^5,44\) and is used in Chapter 5. The principle of the ‘direct method’ formulation of the SSA is that it explicitly simulates each reaction event by sampling i) the time until the next reaction \( \tau \) and ii) the type of reaction \( j \), from the reaction probability density function

\[
P(\tau,j|X(t),t) = a_j \exp(-a_0 \tau),
\]

where \( a_j \) are the propensity functions of an elementary reaction of type \( j \), which depends on the current state of the system and the reaction rate constant. Adding the propensities of all reactions in the system gives us the propensity sum \( a_0 \):

\[
a_0 = \sum_{j=1}^{R} a_j.
\]

\( P(\tau,j) \, d\tau \) is then the probability that within the next time interval \( [t+\tau, t+\tau+d\tau] \), a reaction will occur and will be of type \( j \), which depends on the state of the system \( X(t) \). As Eq. 1.2 states, it is assumed the system is memoryless and reaction events are thus exponentially distributed. The steps to iteratively simulate the system dynamics can then be summarised as follows:

0. Initialise time \( t = 0 \) and state \( X = X_0 \).

1. Compute reaction propensities \( a_j \), and the propensity sum \( a_0 \).

2. Draw two random integers \( r_1 \) and \( r_2 \) from Uniform\([0,1]\). Generate \( \tau = \frac{1}{a_0} \log\left(\frac{1}{r_1}\right) \) and select the next reaction index \( j \) such that it is the smallest index to satisfy \( \sum_{k=1}^{j} a_k(X) \geq r_2 a_0 \).

3. Effect the reaction by updating the state of the system according to the stoichiometry of the reaction, and advance time \( t \) by \( \tau \).
A key requirement for the validity of the algorithm, and the CME in general, is that the system is well mixed, meaning reactant molecules are randomly and uniformly distributed throughout the reaction volume. Though certainly not a universal property of biological systems, in some parts of the cell this required spatial homogeneity is indeed achieved through the natural diffusive motions of molecules.

**Extending the SSA to accommodate fluctuating environments**

The SSA provides trajectories which are consistent with the underlying CME, provided the rate constants do not fluctuate between reaction occurrences. This means that it can only describe intrinsic noise or static extrinsic noise, but not cases where extrinsic noise manifests as fluctuations in the rate constants, as is the case in Chapter 2. Additionally, when dealing with a growing cell populations as is the case in Chapters 3–4, the cellular volume will not be constant between reaction events. As the propensity function of a bimolecular reaction depends inversely on the system volume, this results in non-constant propensity functions. Modifications to the SSA have been devised that are able to take into account systems where the reaction propensities become time-varying under the influence of extrinsic processes. In Chapter 2, Chapter 3, and Chapter 4, I make use of the Extrande extension to the classical stochastic simulation algorithm proposed by Voliotis et al. which allows for exact and computationally efficient simulation of a biochemical network subject to extrinsic fluctuations. The principle of the Extrande algorithm is to add a virtual reaction to the system that leaves molecule numbers unchanged, but whose propensity is designed to fluctuate over time. This ensures that the extended system fulfils the requirement of the SSA that the sum of propensities remains constant between reaction events. The augmented system is then simulated over time and the reaction events of the virtual reaction channel are discarded, resulting in a trajectory of the original system.

**1.3.3 Analytical approximation techniques**

Stochastic simulations are computationally expensive. For this reason, various systematic approximation schemes have been derived to obtain analytical results, of which the most well known is van Kampen’s system size expansion. This systematic expansion of the CME separates the macroscopic dynamics of the system given by a set of ordinary differential equations (ODEs) from the microscopic fluctuations around it, and has been shown to approximate the CME well for a wide range of systems. The idea behind this approach is as follows.

In the limit of a sufficiently large system volume ($\Omega \to \infty$), the width of the probability distribution of a monostable system is expected to scale with the system volume as $\Omega^{1/2}$, and so the concentrations of the molecular species can be written
as:

\[ x = \phi + \Omega^{-1/2} \xi, \quad (1.4) \]

where \( \phi \) and \( f(\phi, \eta) \) are vectors of the macroscopic concentrations and macroscopic reaction rates, respectively, and the new variable \( \xi \) denotes the microscopic (Gaussian) fluctuations. The probability distribution can then be rewritten as

\[ \lim_{\Omega \to \infty} P(X, \eta, t) = P(\Omega \phi + \Omega^{1/2} \xi, \eta, t) = \Pi(\xi, \eta, t). \quad (1.5) \]

As a next step, the CME is expanded in powers of \( \Omega^{-1/2} \), which can be truncated at any order to obtain the desired level of detail. In the limit of large \( \Omega \), terms of \( O(\Omega^{-1/2}) \) may be neglected, which yields the linear noise approximation (LNA).

The LNA forms the basis of the approximation to the CME with extrinsic variables which we derive in Chapter 2. For systems consisting of only zero- and first-order reactions, and for a subset of systems with second-order reactions, the mean and variance of the CME and the LNA agree exactly. In cases where the propensities are non-linear, the solution of the LNA should be viewed as an approximation of that of the CME, though the errors in these approximations decrease with increasing molecule number. Another limitation of the LNA is that it can only describe systems characterised by a single steady state. Despite these limitations, the LNA has been used successfully. Some examples include the inference of kinetic parameters and quantification of extrinsic and/or intrinsic noise from single-cell data, and the calibration of single-cell fluorescence measurements.

1.4 Scope and thesis outline

The aim of this thesis is to study how fluctuating environments can affect biological systems and cellular communities. We look at how gene expression noise manifests itself over time or across a population, how the system is affected by extrinsic noise, and what possible implications this has for cellular fitness and population survival.

Chapter 2 describes a theoretical approach to this problem, without specifying one type of application, yet. Here, we derive an analytical approximation of the CME to assess the effects of slow environmental noise on gene regulatory networks, which manifests itself as fluctuations in reaction rates. The approximation is based on the linear noise approximation, in combination with separation of time scales between the fast intrinsic fluctuations associated with intracellular interactions and slowly changing environmental variables. We verify its validity using stochastic simulations and show that the mathematical framework provides accurate predictions of system characteristics for a range of biological networks. Lastly, we show that it gives insight into design principles of synthetic networks.

Chapter 3 looks at CRISPR-Cas, the bacterial immune system against bacte-
riophages, in a growing population of *Escherichia coli*. We experimentally monitor invader clearance at a high temporal resolution, and quantify the variation in the various stages of the immune response across the population. By comparing physiological cell features, we determine factors that contribute to this variability. We create a minimal agent-based stochastic simulation framework to replicate the experimental data and provide further insight into the dynamics of the bacterial adaptive immune response at both the molecular and the population scale.

The work started in *Chapter 3* is continued in *Chapter 4*, where we use detailed single-cell lineage data to take a more in-depth look at the adaptation process, the stage of adaptive immunity where cells acquire a new memory of an infection. Using three different targets which have previously been shown to elicit diverse immune responses, we aim to learn more about the largely unknown molecular mechanism behind primed adaptation. With a refined version of the agent-based stochastic simulation model, we contrast competing mechanisms and compare features of the simulated trajectories with experimental data.

In *Chapter 5*, we turn to the realm of plants to study cell-to-cell gene expression noise in *Arabidopsis thaliana*. We aim to quantify intrinsic and extrinsic noise in different tissue types. In young leaves, the system is not in stationary condition, and adjacent cells are connected through plasmodesmata and may be closely related due to recent cell division. We study if this coupling of cells in growing tissues affects gene expression noise in individual cells. We use a combination of experimental approaches, mathematical modelling, and stochastic simulation to show that gene expression in *A. thaliana* cells fluctuates over time, that extrinsic noise is stronger than intrinsic noise, and that there is spatial correlation between young cells due to inheritance of cellular conditions.

In *Chapter 6*, I discuss the main findings and their implications in a broader context. In this chapter, the challenges with defining, measuring, analysing, and computational modelling of noise in biological systems are discussed. I then turn to future research strategies.
Chapter 2

Extending the linear-noise approximation to biochemical systems influenced by intrinsic noise and slow lognormally distributed extrinsic noise
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Abstract

It is well known that the kinetics of an intracellular biochemical network is stochastic. This is due to intrinsic noise arising from the random timing of biochemical reactions in the network as well as due to extrinsic noise stemming from the interaction of unknown molecular components with the network and from the cell’s changing environment. While there are many methods to study the effect of intrinsic noise on the system dynamics, few exist to study the influence of both types of noise. Here we show how one can extend the conventional linear-noise approximation to allow for the rapid evaluation of the molecule numbers statistics of a biochemical network influenced by intrinsic noise and by slow lognormally distributed extrinsic noise. The theory is applied to simple models of gene regulatory networks and its validity confirmed by comparison with exact stochastic simulations. In particular we show how extrinsic noise modifies the dependence of the variance of the molecule number fluctuations on the rate constants, the mutual information between input and output signalling molecules and the robustness of feed-forward loop motifs.
2.1 Introduction

Studying the dynamics of biological systems is essential in understanding the design principles underlying biochemical and synthetic networks. However, this task is also challenging given the complexity of interactions between the system’s components and its environment. At the molecular level, biological processes possess a certain degree of randomness as chemical reactions are probabilistic events. This stochasticity or noise in biological networks has widely varying functional roles, and can be both advantageous and detrimental to cells. Positive effects include phenotypic diversity and the ability to quickly adapt to changing environmental conditions, thus increasing the probability of survival. In contrast, noise can also restrict the ability of a cell to resolve input signals of different strengths and hence reduces the information that can be accessed about the external environment. For these reasons, the network’s topology either exploits or attenuates noise.

Due to the high complexity of the intracellular machinery, one often can only study a set of reactions between a certain number of observable molecular components. We call this subset of reactions and components a biochemical system of interest. The rest of the intracellular and extracellular reactions, species and environmental cues not accounted for, we call the dynamic environment. Noise in the biochemical system’s dynamics can then stem from either itself or from the dynamic environment. That originating from itself, i.e. from the inherent discreteness of the molecules participating in the biochemical system is called intrinsic noise; this type of noise increases with decreasing average molecule numbers and hence is particularly relevant to intracellular dynamics due to the low copy number of genes, messenger RNA (mRNA) and some proteins in a single cell. The noise stemming from the dynamic environment is termed extrinsic noise and this affects the biochemical system of interest via modulation of its rate constants. Several studies have shown that a consideration of both types of noise is crucial to understanding gene expression and biochemical dynamics in both prokaryotic and eukaryotic systems.

The well-mixed stochastic description of point-particle biochemical systems is given by the chemical master equation (CME). However, this equation rarely can be solved exactly for gene regulatory networks with feedback interactions and when it can, it invariably is for the case of zero extrinsic noise. There are two distinct ways to proceed: (i) exact stochastic simulation or (ii) approximate analytic techniques, which we discuss in this order next.

The stochastic simulation algorithm (SSA), as formulated by Gillespie, provides trajectories which are consistent with the CME provided the rate constants are time-independent, i.e, it can only describe intrinsic noise since extrinsic noise manifests as noise in the rate constants. The SSA is noteworthy because it is exact in the limit of an infinite number of samples. Modifications to the SSA that take into account both types of noise have been devised by Shahrezaei et al. Anderson
and by Voliotis et al. The latter is the most computationally efficient algorithm of the three and also the only one not suffering from numerical integration error. However, the disadvantage of these methods is that a large number of simulations may be required to obtain statistically significant results.

Alternatively, various approximation schemes have been derived to obtain analytical expressions for statistical moments and the marginal distributions of molecular numbers (for a recent review see). Scott et al. and Toni et al. develop approximate methods based on the linear-noise approximation which allow the calculation of moments for the case of small intrinsic noise together with extrinsic noise originating from rate constants with a static (time-independent) normally distribution. Roberts et al. develop a different type of approximation based on the WKB (Wentzel-Kramers-Brillouin) method and the assumption of extrinsic noise originating from rate constants with a static negative binomial distribution. The advantage of the linear-noise approximation methods is the ease with which they can be calculated for systems with a large number of interacting components since the method amounts to solving a Lyapunov equation that can be computed very efficiently while the major disadvantage is that the fluctuating rate parameters can become negative due to the assumption of a normal distribution. In contrast, the WKB method is difficult to extend to more than one variable however the fluctuating rates are positive.

In this work, we present a novel method based on the linear-noise approximation that is applicable to systems with intrinsic noise together with extrinsic noise originating from rate constants with a static lognormal distribution. It is assumed that the timescale of the extrinsic noise is much longer than that of intrinsic noise, a biologically realistic scenario (correlation times for extrinsic fluctuations in *Escherichia coli* is of the order of 40 minutes which corresponds to the cell cycle period, while intrinsic processes typically happen on the order of a minute or shorter timescales). Our method is computationally efficient (due to the use of the linear-noise approximation) while maintaining physical realism by enforcing positive fluctuating rate constants. It hence overcomes the disadvantages of the aforementioned existing frameworks (see previous paragraph). It is also the case that the lognormal distribution appears to be ubiquitous in cell biology and hence it is the obvious choice to characterise the generally non-Gaussian distribution of positive fluctuating rates.

The paper is divided as follows. In Section II we develop the theory and derive general expressions for the mean, variances and power spectra of fluctuating molecule numbers in a general biochemical system subjected to lognormal extrinsic noise and intrinsic noise. In Section III, the theory is applied to study how extrinsic noise affects: (1) the second moments of protein numbers in a three-stage model of gene expression and an auto-regulatory genetic feedback loop, (2) the information transfer through a simple biochemical system and (3) the robustness of feed-forward motifs.
2.2 Theory

To correctly model the effects of extrinsic noise, the variables describing extrinsic fluctuations are introduced at the level of the CME. This renders the theory intractable, besides in simplest cases. To overcome this obstacle we propose an asymptotic expansion method relying on three main steps. In Section 2.2.1, we follow van Kampen’s system size expansion \(^7\) which is truncated at first order to obtain the well-known linear-noise approximation (LNA)\(^4\) as a function of the time-dependent extrinsic variables. Subsequently, we assume timescale separation between the fast intrinsic fluctuations and slowly changing extrinsic variables (Section 2.2.2). This allows us, as a final step, to employ a small noise expansion of the extrinsic stochastic variables and obtain closed-form expressions for the means, variances and power spectra of the biochemical system components in Section 2.2.3.

2.2.1 LNA with extrinsic variables

We consider a chemical network with system volume \(\Omega\) and \(N\) molecular species with copy numbers \(X_i(t)\) and concentrations \(x_i(t) = X_i(t)/\Omega\), where \(i \in \{1, \ldots, N\}\). The chemical reactions are described by \(R\) reaction channels with rate functions \(\tilde{f}_j(x, \eta, \Omega)\) with \(j \in \{1, \ldots, R\}\) and stoichiometric matrix \(S \in \mathbb{Z}^{N \times R}\). External fluctuations in the rates, that are not included in the microscopic description, are described by slowly changing stochastic variables \(\eta_k(t), k \in \{1, \ldots, M\}\), where \(M\) equals the number of fluctuating parameters \(\bar{c}_k\),

\[
\bar{c}_k(t) = c_k \nu_k(t) = c_k (1 + \eta_k(t)),
\]

such that \(\langle \bar{c}_k(t) \rangle = c_k\). Lognormal coloured noise \(\nu_k(t)\) ensures positive rate constants which avoids spurious production or degradation. Furthermore, lognormal rather than normal distributions have been measured for gene expression rates.\(^6\)\(^2\),\(^6\)\(^7\) The fluctuations around the mean values \(c_k\) are then proportional to \(\eta_k(t)\). As shown in Appendix 2.A, the lognormal variables \(\nu_k(t) = \exp(\mu_k(t) - \frac{1}{2}\epsilon_k^2)\) with mean 1 may by constructed from an Ornstein-Uhlenbeck process for the normal variables \(\mu_k(t)\) with standard deviations \(\epsilon_k\).

The probability that the network is in a state with copy numbers \(X\) and stochastic variables \(\eta\) at time \(t\) is given by \(P(X, \eta, t)\), and \(\Omega \tilde{f}_j(x, \eta, \Omega)\, dt\) is the probability that a reaction of type \(j\) occurs in time \(dt\). The system’s state after the reaction is defined by copy numbers \(X_i + S_{ij}\) and the value of \(\eta\) at that time.

The chemical master equation describing the microscopic system dynamics is then given by

\[
\frac{dP(X, \eta, t)}{dt} = \Omega \sum_{j=1}^{R} \left( \prod_{i=1}^{N} E_i^{-S_{ij}} - 1 \right) \tilde{f}_j(x, \eta, \Omega) P(X, \eta, t),
\]

(2.2)
where $E_i$ is a step operator that is defined by the action $E^n_i g(X_1, ..., X_i, ..., X_N) = g(X_1, ..., X_i + n, ..., X_N)$, the product of which takes into account all system states that can evolve to the state given by $X$ and $\eta$. The probability flux away from state $(X, \eta)$ due to reaction $j$ is given by $-\Omega \tilde{f}_j(x, \eta, \Omega) P(X, \eta, t)$.

If the system volume is sufficiently large, the fluctuations of the concentrations $x$ due to a couple of reactions on short timescales are relatively small. Thus, the rate functions change more or less continuously on a larger timescale. We can therefore define a macroscopic limit $\Omega \to \infty$ with the concentrations, transition rates and deterministic reaction rate equations are given by:

$$\phi = \lim_{\Omega \to \infty} x, \quad (2.3a)$$

$$f(\phi, \eta) = \lim_{\Omega \to \infty} \tilde{f}(x, \eta, \Omega), \quad (2.3b)$$

$$\frac{d\phi}{dt} = g(\phi, \eta) = Sf(\phi, \eta). \quad (2.3c)$$

Following the system size expansion by van Kampen we relate the microscopic and macroscopic vectors via

$$x = \phi + \Omega^{-\frac{1}{2}} \xi, \quad (2.4)$$

where a new variable $\xi$ denotes the microscopic fluctuations around the macroscopic concentrations $\phi$. It obeys the stochastic differential equation

$$d\xi(t) = A(\eta(t))\xi(t) \, dt + B(\eta(t)) \, dW(t) \quad (2.5)$$

with the Wiener process increments $dW(t)$, Jacobian matrix $A(\eta)$ and diffusion matrix $B(\eta)$.

### 2.2.2 Timescale separation between dynamics of intrinsic and extrinsic fluctuations

#### Integrating a stationary solution

As Eq. (2.9) generally cannot be solved analytically, we assume that the supremum of the timescales of intrinsic noise as given by the absolute value of the inverse of the eigenvalues of the Jacobian $A$ is much less than the timescale of extrinsic noise. This allows us to split the time axis into intervals $[t_n, t_n + \Delta t]$, on which the extrinsic variables $\eta$ are treated as constants $\eta^n \equiv \eta(t_n)$. For well defined stationary solutions we require the existence of a unique macroscopic stationary solution $\phi^*(\eta^n)$ of Eq. (2.3c),

$$g(\phi^*(\eta^n), \eta^n) = 0, \quad (2.6)$$
and that the Jacobian matrix has only eigenvalues with negative real part (i.e. a stable monotonic system). The stationary Jacobian and diffusion matrices are

\[ A(\eta^n) = \frac{\partial g}{\partial \phi}(\phi^s(\eta^n), \eta^n), \]

\[ B(\eta^n) B(\eta^n)^T = S \text{diag}(f(\phi^s(\eta^n)), \eta^n)) S^T. \]

Aiming at a stationary solution \( x(t) \) that makes it possible to obtain expressions for the mean, variance and power spectrum, we further follow the well known linear-noise approximation: we linearise the rate equations (2.3c) and use Eqs. (2.4) and (2.5) to obtain the linear stochastic differential equation for \( t \in [t_n, t_n + \Delta t] \).

The stochastic differential equation describing the fluctuations in molecule numbers can be derived by using Eq. (2.4) (with \( \phi \) replaced by \( \phi^s(\eta^n) \)) together with Eq. (5) (with \( \eta(t) \) replaced by \( \eta^n \)) to obtain:

\[ \text{d}x(t) = A(\eta^n)(x(t) - \phi^s(\eta^n)) \text{d}t + \frac{1}{\sqrt{\Omega}} B(\eta^n) \text{d}W(t). \]

with the stationary solution:

\[ x^s(t) = \phi^s(\eta^n) + \frac{1}{\sqrt{\Omega}} \xi(\eta^n, t), \]

\[ \xi(\eta^n, t) = \int_{-\infty}^t e^{A(\eta^n)(t-t')} B(\eta^n) \text{d}W(t'). \]

Calculating mean concentrations and variances

To evaluate averages and variances of the stationary concentrations \( x^s \) we denote averaging over intrinsic fluctuations \( \xi \) by \( \langle \rangle_i \) and over the extrinsic variables \( \eta \) by \( \langle \rangle_e \). The mean concentrations then simplify to

\[ \langle \langle x^s \rangle_i \rangle_e = \langle \phi^s(\eta) \rangle_e \]

where \( \langle \xi \rangle_i \) evaluates to zero on each of the time intervals. In the same way, the covariance matrix of \( x^s \) in the timescale separation approximation can be written as

\[ V(x^s) = \langle (x^s - \langle x^s \rangle) (x^s - \langle x^s \rangle)^T \rangle \]

\[ = V(\phi^s) + \frac{1}{\Omega^2} V(\xi). \]
where \( \langle \rangle \) abbreviates \( \langle\langle \rangle\rangle_e \) and we define the covariance matrices of \( \phi^s \) and \( \xi \) as

\[
V(\phi^s) = \langle\phi^s\phi^{sT}\rangle_e - \langle\phi^s\rangle_e \langle\phi^{sT}\rangle_e, \tag{2.13}
\]

\[
V(\xi) = \langle\langle\xi\xi^T\rangle_i\rangle_e. \tag{2.14}
\]

One can obtain \( V(\xi) \) algebraically. For the sake of brevity we anticipate the result using Eq. (2.20) and (2.22)

\[
V(\xi) = \langle\langle\xi\xi^T\rangle_i\rangle_e = \langle G_i(t,t) \rangle_e = \langle C(\eta, \eta) \rangle_e \tag{2.15}
\]

were the Lyapunov matrix \( C \) is evaluated at equal times and we calculate the time correlation function \( G(t_1,t_2) \) as an intermediate step to calculate the power spectrum in what follows.

### Calculating power spectra via Fourier transformation

The spectrum matrix of a stationary stochastic process is connected to the time correlation function by the Wiener-Khinchin theorem via a Fourier transformation if the time correlation is sufficiently smooth,\(^{41,73}\)

\[
P(\omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-i\omega \tau} G(\tau,0) \, d\tau. \tag{2.16}
\]

We first introduce the time correlation function of a stationary solution \( x^s \) (Eq. 2.10) as

\[
G(t_1,t_2) = \langle (x^s(t_1) - \langle x^s \rangle)(x^s(t_2) - \langle x^s \rangle)^T \rangle \tag{2.17}
\]

\[
= G_e(t_1,t_2) + \frac{1}{\Omega} \langle G_i(t_1,t_2) \rangle_e. \tag{2.18}
\]

The second equality holds under timescale separation conditions and represents the sum of the time correlation function of the macroscopic stationary state

\[
G_e(t_1,t_2) = \langle \phi^s(\eta^1)\phi^s(\eta^2)^T \rangle_e - \langle \phi^s \rangle_e \langle \phi^{sT} \rangle_e \tag{2.19}
\]

and the time correlation function of the intrinsic noise subject to slow extrinsic fluctuations

\[
G_i(t_1,t_2) = \langle \xi (\eta^1) \xi (\eta^2)^T \rangle_i. \tag{2.20}
\]

To evaluate Eq. (2.20) we follow the calculation of the variance in stationary solution by Gardiner\(^{73}\) (having defined \( A \) as the Jacobian it has opposite sign to the matrix in the reference) and generalise it by evaluating the results at different times to
obtain
\[ G_i(t_1, t_2) = e^{A(\eta^1)(t_1 - \min(t_1, t_2))} \begin{pmatrix} \eta^1 \\ \eta^2 \end{pmatrix} e^{A(\eta^2)^T(t_2 - \min(t_1, t_2))} \] (2.21)
where the \( C \) matrix is defined by the Lyapunov equation
\[ A(\eta^1)C(\eta^1, \eta^2) + C(\eta^1, \eta^2)A(\eta^2)^T = -B(\eta^1)B(\eta^2)^T. \] (2.22)

Exploiting timescale separation, we split the spectrum matrix Eq. (2.16) into two terms according to Eq. (2.18),
\[ P(\omega) = P_e(\omega) + \frac{1}{\Omega^2} \langle P_i(\omega) \rangle_e. \] (2.23)

With Eq. (2.21) and \( \eta^n \equiv \eta(t_n) \) with \( t_1 = \tau \) and \( t_2 = 0 \) we can express \( \langle P_i(\omega) \rangle_e \) in terms of the matrices
\[ R(\omega) = \left\langle \int_0^\infty e^{(-A(\eta^1)+i\omega)\tau}C(\eta^1, \eta^2)\,d\tau \right\rangle_e, \] (2.24a)
\[ R(\omega)^*T = \left\langle \int_0^\infty C(\eta^2, \eta^1)e^{(A(\eta(\tau))^T+i\omega)\tau}\,d\tau \right\rangle_e. \] (2.24b)

Assuming stationarity of \( \eta(t) \) it can be shown that
\[ R(\omega) + R(\omega)^*T = \int_{-\infty}^{+\infty} e^{-i\omega \tau} G_i(\tau, 0) \, d\tau. \] (2.25)

Further, we split the Taylor expansion of the Jacobian in two,
\[ A(\eta) = A^0 + (A(\eta) - A^0), \quad A^0 \equiv A(0), \] (2.26)
and summarise the quantities of interest for Eq. (2.23):
\[ P_e(\omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-i\omega \tau} \left( \left\langle \phi^s(\eta^1)\phi^s(\eta^2)^T \right\rangle_e - \langle \phi^s \rangle_e \langle \phi^s^T \rangle_e \right) \, d\tau, \] (2.27)
\[ R(\omega) = \int_0^\infty e^{(-A^0+i\omega)\tau} \left\langle e^{(A(\eta(\tau)-A^0)\tau}C(\eta^1, \eta^2) \right\rangle_e \, d\tau, \] (2.28)
\[ \langle P_i(\omega) \rangle_e = \frac{1}{2\pi} \left( R(\omega) + R(\omega)^*T \right). \] (2.29)
2.2.3 Small noise expansion

In the third and last step, we expand equations (2.11), (2.13), (2.15), (2.27) and (2.28) in Taylor series in the \( M \) noise variables \( \eta \). To calculate expected values, also of the time dependent integrands in (2.27) and (2.28), we consequently need the \( n \)-point time correlation functions of the extrinsic noise variables. To this end, we need the following results derived in Appendix 2.B.

For smooth functions \( y_k(\mu_k) \) of normal stochastic variables \( \mu_k \) with \( m^{th} \) derivatives \( y_k^{(m)}(\mu_k) \), the derived \( n \)-point time correlation function reads:

\[
\langle y_1 \ldots y_n \rangle = \sum_{|d^n|=0}^{\infty} \left( \prod_{k=1}^{n} \langle y_k^{(m_k)}(\mu_k) \rangle \prod_{i,j=1}^{n} \frac{\Delta_{ij}}{d_{ij}!} \right)
\]  

(2.30)

which generalises a previous result for \( n = 2 \). Each value of \( |d^n| = \sum d_{ij} \) involves summation over all index tuples \( d^n = (d_{12}, d_{13}, d_{23}, \ldots, d_{(n-1)n}) \). The 2-point time correlation functions of the normal stochastic variables are denoted by \( \Delta_{ij} = \langle \mu_i \mu_j \rangle \). We point out the simplicity of this result for lognormal variables with mean \( \langle \nu_k \rangle = 1 \),

\[
\langle \nu_1 \ldots \nu_n \rangle = \exp \left( \sum_{1 \leq i < j \leq n} \Delta_{ij} \right).
\]

(2.31)

In the small noise expansion we use the shifted \( \eta_k = \nu_k - 1 \) with the time correlation functions (see Appendix 2.B)

\[
\langle \eta_1 \ldots \eta_n \rangle = \sum_{u=\left\lceil \frac{n+1}{2} \right\rceil}^{\infty} \sum' \prod_{i,j=1}^{n} \frac{\Delta_{ij}}{d_{ij}!}
\]

(2.32)

where the prime denotes the restriction of the sum to terms where for each \( j \in \{1, \ldots, n\} \) there is a \( i < j \) or \( k > j \) with \( d_{ij} \neq 0 \) or \( d_{jk} \neq 0 \). The floor function \( \left\lfloor \frac{n+1}{2} \right\rfloor \) gives the smallest \( u \) for which this can be satisfied.

Selected terms of the final results that we present in the following are exemplarily evaluated in Appendix 2.G to further clarify the complex notation.
Mean

We define the Taylor expansion of the mean concentrations in Eq. (2.11) with the unusual but beneficial notation

\[ \langle x^s(\eta) \rangle = \langle \phi^s(\eta) \rangle = \sum_{n=0}^{\infty} \sum_{\#r=n} \phi^s_{(r)} \langle \eta_{(r)} \rangle \]  
(2.33)

where the multi-indices

\[ r = (r_1, \ldots, r_n), \quad \#r = n, \quad r_i \in \{1, \ldots, M\} \]  
(2.34a)

are sorted by their length \#r and we denote the Taylor coefficients and products of the noise variables as

\[ \phi^s_{(r)} \equiv \frac{1}{n!} \frac{\partial}{\partial \eta_{r_1}} \cdots \frac{\partial}{\partial \eta_{r_n}} \phi^s(\eta) \big|_{\eta = 0}, \]  
(2.34b)

\[ \eta_{(r)} \equiv \eta_{r_1} \cdots \eta_{r_n}. \]  
(2.34c)

The sum over \#r = n involves all \( r \) tuples of length \( n \). By inserting Eq. (2.32) into Eq. (2.33) we obtain the final result for the mean concentrations in terms of the covariances of the independent normal stochastic variables \( \mu_i \) with standard deviations \( \epsilon_i \), that is, their 2-point correlation functions evaluated at equal times

\[ \Gamma_{ij} \equiv \Delta_{ij}(0) = \delta_{ij} \epsilon^2_i \]  
(2.35)

with the Kronecker delta (see details in Appendix 2.C):

\[ \langle x^s \rangle = \sum_{u=0}^{\infty} \sum_{n=0}^{2u} \sum_{\#r=n} \phi^s_{(r)} \sum' \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{ri} \Gamma_{rj} \right)^{d_{ij}}. \]  
(2.36)

The prime at the sum denotes the same restriction as in Eq. (2.32): the sum is running over all tuples \( d^n = (d_{12}, d_{13}, d_{23}, \ldots, d_{(n-1)n}) \) with \( |d^n| = \sum d_{ij} = u \) that obey the condition that for each \( j \in \{1, \ldots, n\} \) there is a \( i < j \) or \( k > j \) such that \( d_{ij} \neq 0 \) or \( d_{jk} \neq 0 \).

Variance

With Eq. (2.15) we write the matrix \( V(\xi) = \langle C(\eta, \eta) \rangle \) in analogy to \( \langle x^s \rangle = \langle \phi^s \rangle \). Because \( C \) is evaluated at equal times here, we may expand it according to (2.34b)
with Taylor coefficients $C_{(r)}$. From Eq. (2.36) we then obtain

$$V(\xi) = \sum_{u=0}^{\infty} \sum_{n=0}^{2u} \sum_{\#r=n} C_{(r)} \sum' \prod_{i,j=1}^{n} \frac{1}{d_{ij}} \left( \Gamma_{r_ir_j} \right)^{d_{ij}}. \tag{2.37}$$

The derivation of the series for $V(\phi^s)$ is conducted similarly. For the expansion of $\phi^s \phi^sT$ in Eq. (2.13), an ordinary multi-index $q = (q_1, q_2)$ with integer $q_1, q_2 \geq 1$ is used to define the lengths of two multi-indices $r^1$ and $r^2$ (see Eq. 2.34) and finally

$$V(\phi^s) = \sum_{u=1}^{\infty} \sum_{n=2}^{2u} \sum_{\#r^1=q_1} \sum_{\#r^2=q_2} \phi_{(r^1)}^s \phi_{(r^2)}^{sT} \sum'' \prod_{i,j=1}^{n} \frac{1}{d_{ij}} \left( \Gamma_{f^2_if^2_j} \right)^{d_{ij}}. \tag{2.38}$$

The doubly primed sum (see Appendix 2.D) denotes the restriction of the summation by one additional condition: there is at least one $d_{ij} \neq 0$ for which $i \leq q_1$ and $j > q_1$ since all other terms cancel in the subtraction in Eq. (2.13). For later use, we define the index functions $f^k_i(r^1, \ldots, r^k)$ for a generalised set of multi-indices $r^1, \ldots, r^k$ with $\#r^i = q_i$ and $q = (q_1, \ldots, q_k)$,

$$f^k_i = \begin{cases} r^1_i & \text{if } 1 \leq i \leq q_1 \\ r^2_{(i-q_1)} & \text{if } q_1 < i \leq q_1 + q_2 \\ \vdots & \vdots \\ r^k_{(i-q_1+q_k)} & \text{if } q_1 + \cdots + q_{k-1} < i \leq |q| \end{cases} \tag{2.39}$$

that we have used in Eq. (2.38) to refer to $r^1$ and $r^2$.

**Power spectrum**

In Eq. (2.27) for the spectrum matrix $P_e(\omega)$ the integral from $-\infty$ to 0 is the complex conjugate of the integral from 0 to $\infty$. Thus the small noise expansion proceeds in complete analogy to $V(\phi^s)$ in Eq. (2.13) with the result in Eq. (2.38) when the product of covariances $\Gamma_{f^2_if^2_j}$ is replaced by the Fourier transform plus its complex conjugate

$$\frac{1}{2\pi} \int_0^{\infty} e^{-i\omega \tau} \prod_{i,j=1}^{n} \frac{1}{d_{ij}} \left( \Delta_{f^2_if^2_j}(t_i - t_j) \right)^{d_{ij}} d\tau \tag{2.40}$$
where the 2-point time correlation functions are
\[ \Delta_{ij}(t_i - t_j) \equiv \langle \mu_i(t_i) \mu_j(t_j) \rangle = \Gamma_{ij} e^{-K_i |t_i - t_j|} \] (2.41)
with inverse correlation times \( K_i \).

We finally obtain
\[
P_e(\omega) = \sum_{u=1}^{\infty} \sum_{n=2}^{2u} \sum_{|q|=n} \sum_{\#r^1=q_1} \sum_{\#r^2=q_2} \sum_{\#r^1=q_1} \sum_{\#r^2=q_2} \phi^s_{(r^1)} \phi^s_{(r^2)}^T \times
\sum_{|d^n|=u} \pi^{-1} \Theta(d^n, r^1) \Theta^2(d^n, r^1) \prod_{i<j}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{f_i f_j}^2 \right) d_{ij} \] (2.42)
with \( \Theta(d^n, r^1) \) derived from integral (2.40) in Appendix 2.E,
\[
\Theta(d^n, r^1) = \sum_{i=1}^{\#r^1} \sum_{j=\#r^1+1}^{n} d_{ij} K_{r^1_i} \] (2.43)

To calculate the second spectrum matrix under influence of extrinsic fluctuations, \( \langle P_i(\omega) \rangle \) in Eq. (2.29), the \( R(\omega) \) matrix in Eq. (2.28) requires expanding. First, we expand the Jacobian matrix \( A(\eta^1) \) at time \( t_1 \) in the same way as \( \phi^s(\eta) \) in Eq. (2.33) with Taylor coefficients \( A(r) \) using the multi-index \( r \) from Eq. (2.34). The Lyapunov matrix \( C(\eta^1, \eta^2) \) (Eq. 2.22) is evaluated with respect to two arguments corresponding to different times. Thus, the Taylor expansion requires a second multi-index
\[
\sigma = (\sigma_1, \ldots, \sigma_a), \quad \#\sigma = a, \quad \sigma_i \in \{1, 2\}, \] (2.44)
such that index \( \sigma_i \) specifies the argument with respect to which the derivative is taken for the Taylor coefficients and to which the components \( \eta_i \) belong,
\[
C(r, \sigma) \equiv \frac{1}{a!} \frac{\partial}{\partial \eta^1_{r_1}} \cdots \frac{\partial}{\partial \eta^a_{r_a}} C(\eta^1, \eta^2) \bigg|_{\eta^1=\eta^2=0}, \] (2.45)
\[
\eta(r, \sigma) \equiv \eta^1_{r_1} \cdots \eta^a_{r_a}. \] (2.46)
The Taylor expansion of \( \exp \left( (A(\eta^1) - A^0) \right) \) in Eq. (2.28) in \( c \)’th order involves \( c \) different Taylor coefficients of \( A \). To distinguish them, we use sets of multi-indices \( r^1, \ldots, r^c \) with an ordinary multi-index
\[
q = (q_1, \ldots, q_c), \quad |q| = q_1 + \cdots + q_c \] (2.47)
and \( \#r^i = q_i \geq 1 \) for all \( i = (1, \ldots, c) \). The result of the expansion and integration
of $R(\omega)$ in Appendix 2.F reads

$$R(\omega) = \sum_{u=0}^{\infty} \sum_{n=0}^{2u} \sum_{a=0}^{n} \sum_{|q|=n-a} \sum_{#r^c=q} \sum_{#r^{c+1}=a} \sum_{#\sigma=a}$$

$$\times \sum'_{|d^n|=u} \left( -A^0 + \theta(d^n, |q|, r^{c+1}, \sigma) + i\omega \right)^{c+1}$$

$$\times A_r(1) \cdots A_r(c) C_r(c+1, \sigma) \prod_{i,j=1}^{n} \left( \frac{1}{d_{ij}!} \left( \Gamma_{f_i^{c+1} f_j^{c+1}} \right)^{d_{ij}} \right)$$

$$\tag{2.48}$$

where the sum $\sum_{|q|=n-a}$ is carried out over all possible $c$, $(q_1, \ldots, q_c)$, $q_i \geq 1$ with $q_1 + \cdots + q_c + a = n$ and

$$\theta(d^n, |q|, r^{c+1}, \sigma) = \sum_{i,j=1}^{n} d_{ij} K_{r^{c+1} - |q|} \beta_{ij}(|q|),$$

$$\beta_{ij}(x) = \begin{cases} 1 & \text{if } i \leq x < j \text{ and } \sigma_{j-x} \neq 1, \\ 1 & \text{if } x < i < j \text{ and } \sigma_{j-x} \neq \sigma_{i-x}, \\ 0 & \text{else.} \end{cases} \tag{2.49}$$

Finally, we add the complex conjugate to $R(\omega)$ and divide by $2\pi$ to obtain the spectrum matrix $\langle P_i(\omega) \rangle$ as described by Eq. (2.29).

### Automated sum evaluation

While the derivation of the presented results involves a double expansion and a rather complicated notation, its strength lies in the closed-form expressions for the mean, variance and power spectrum of a biochemical system under time scale separation conditions. Stochastic modelling of the underlying chemical master equation with extrinsic fluctuations requires an extension of the Gillespie algorithm\textsuperscript{62,75} and it is usually difficult or inefficient to achieve accuracy at different timescales. A fast automated evaluation of the closed-form expressions allows for a systematic approach to analyse the effect of extrinsic fluctuations as a function of different parameters.

The automated sum evaluation has been implemented with the SymPy library for symbolic mathematics\textsuperscript{76} in the ext\_noise\_expansion program that can be obtained from github.com.\textsuperscript{77} Simple systems can be partially or fully evaluated symbolically while larger systems may require numerical parameter values. The limiting step is the calculation of the stationary state $\phi^s$ in Eq. (2.6) as an analytical function of the extrinsic variables. For this task, an external solver
adapted to the system of interest may be used. All sums are formally evaluated before inserting the Taylor coefficients and subsequent term simplification. Taylor coefficients for $\phi^s$, $A$ and $B$ are directly calculated using memoisation to avoid multiple evaluations. Taylor coefficients of $C(\eta^1, \eta^2)$ from the Lyapunov equation Eq. (2.22) are obtained by expansion and recursive coefficient comparison (this leads to Lyapunov equations for each coefficient that can be constructed explicitly for any order). More details are presented in Appendix 2.G.

2.3 Results

Here, we will present several applications of the theory to study features of noisy biochemical networks. We first introduce a linear model of gene expression to establish the (limits of) validity of our method and quantify the effects of extrinsic noise in different system parameters on intrinsic and extrinsic cell-to-cell variability. We go on to study the potential of negative feedback control to suppress gene expression noise in the presence of extrinsic noise. In a third example, we apply the notion of mutual information to a simple biochemical system to analyse how extrinsic fluctuations affect a network’s ability to relay information. Finally, we present an efficient multi-objective optimisation scheme that combines our analytical framework with deterministic dynamics to obtain optimal network topologies and parameters for feed-forward loops.

2.3.1 Nonlinear effects of extrinsic fluctuations on a linear model of gene expression

We start by verifying the validity of our method on the well-known three-stage model of gene expression by introducing coloured noise in various system parameters and studying its effect on the mean and variance of protein numbers. In this model, the promoter can switch between the active and inactive state through e.g. the binding of transcription factors, changes in the chromatin structure, or through the binding of RNA polymerase. Transcription can only be initiated when the promoter is in the active state, and mRNA molecules are synthesised, which can subsequently be translated into proteins. Although each step represents several biochemical reactions, the processes of promoter configuration switching, transcription, translation, as well as degradation of mRNA and protein molecules are assumed to obey first-order kinetics. The gene expression model, shown in Figure 2.1(a), includes the dynamics of active promoter sites $D$, inactive promoter sites $D^*$, mRNA molecules $M$, and protein molecules $A$ (note that this notation is unrelated to any terms of the same name in Section 2.2), and is described by the
following reactions

\[ D^* \xrightarrow{k_0}{k_1} D \xrightarrow{v_0} D + M, \quad M \xrightarrow{d_0} \emptyset, \]
\[ M \xrightarrow{v_1} M + A, \quad A \xrightarrow{d_1} \emptyset. \]  

(2.51)

We will now show how to write down the LNA as in Eq. (2.9) for extrinsic noise in one of the reaction rates of this system. To introduce extrinsic fluctuations \( \eta \) into the rate function, we multiply a rate constant, e.g. \( d_1 \), by a lognormally distributed stochastic variable \( \nu = 1 + \eta \)

\[ \tilde{d}_1(t) = d_1 \nu(t) = d_1(1 + \eta(t)). \]  

(2.52)

The lognormally distributed variable can be constructed from a normal stochastic variable \( \mu \) with mean zero, variance \( \epsilon^2 \), and correlation time \( \tau = K^{-1} \) defined by the Ornstein-Uhlenbeck process

\[ d\mu(t) = -K\mu(t) + \sqrt{2K\epsilon} \, dW(t). \]  

(2.53)

The shifted lognormal stochastic variable \( \eta \) is then given by

\[ \eta(t) = \exp \left( \mu(t) - \frac{1}{2} \epsilon^2 \right) - 1, \]  

(2.54)

and we define the magnitude of the extrinsic noise as the coefficient of variation

\[ CV = \sqrt{\exp(\epsilon^2) - 1}, \]  

(2.55)

such that the average of the lognormal variable \( \nu(t) = 1 \) and its standard deviation is equal to Eq. (2.55). To be able to write down the LNA in the way of Eq. (2.9), we specify the Jacobian matrix \( A \) and the diffusion matrix \( BB^T \). The deterministic rate equations for the macroscopic concentrations \( \phi \) of the molecular species (where \( \phi_1 = D, \phi_2 = M, \) and \( \phi_3 = A \)) are

\[ \frac{d\phi}{dt} = \left( \begin{array}{c} -k_1\phi_1 + k_0(1-\phi_1) \\ v_0\phi_1 - d_0\phi_2 \\ v_1\phi_2 - d_1(1+\eta)\phi_3 \end{array} \right). \]  

(2.56)

The dynamics of \( D^* \) can be eliminated as the total promoter concentration is conserved \( D + D^* = 1/\Omega \). One of the conditions for the LNA is that it is valid in the limit of large system size \( \Omega \). However, as the current system is linear (i.e. it contains no bimolecular reactions), the LNA will give the exact expressions for the mean and variance independent of the value of \( \Omega \).\textsuperscript{79} For this reason, we have chosen \( \Omega = 1 \) here.
The Jacobian as defined in Eq. (2.7) is then given by

\[
A = \begin{pmatrix}
-(k_0 + k_1) & 0 & 0 \\
v_0 & -d_0 & 0 \\
0 & v_1 & -d_1(1+\eta)
\end{pmatrix},
\tag{2.57}
\]

and the diffusion matrix as defined in Eq. (2.8) for the system is given by

\[
BB^T = \begin{pmatrix}
 k_1\phi_1^s + k_0(1-\phi_1^s) & 0 & 0 \\
0 & v_0\phi_1^s + d_0\phi_2^s & 0 \\
0 & 0 & v_1\phi_2^s + d_1(1+\eta)\phi_3^s
\end{pmatrix},
\tag{2.58}
\]

where \(\phi_i^s\) are the steady-state concentrations of the active promoter, mRNA, and protein molecules, respectively. The procedure described in Eqs. (2.52)-(2.58) is the same for extrinsic noise in any other system parameter. In summary, for the three-stage model of gene expression the SDE studied in Eq. (2.9) is defined by the steady state concentrations \(\phi^s\), the Jacobian as given in Eq. (2.57), the diffusion matrix as given in Eq. (2.58), and the extrinsic noise \(\nu(t)\) in \(d_1\) as defined by Eq. (2.52) and Eq. (2.53).

The reaction rates used to obtain the results in Figure 2.1 are shown in Table 2.1 and are representative for gene expression in mammalian cells as determined by Schwanhäusser et al. and Suter et al.\textsuperscript{27,28} Schwanhäusser et al. experimentally determined transcription and translation rates for over 5000 genes in mammalian cells.\textsuperscript{27} We selected the mode of these parameter distributions as parameter values for our linear model of gene expression. To ensure relatively fast intrinsic timescales, we chose a protein degradation and mRNA degradation rate associated with a gene that was classified as having both unstable protein and mRNA (see Figure 5 in \textsuperscript{27}), while also enforcing that the protein lifetime is much longer than the mRNA lifetime. Promoter activation and deactivation rates were chosen as the average over various mammalian genes as measured by Suter et al.\textsuperscript{28}

In the three-stage gene expression model, the three intrinsic timescales are \(1/(k_0 + k_1)\), \(1/d_0\), and \(1/d_1\), corresponding to the lifetimes of the molecular species \(D\), \(M\), and \(A\) respectively. The timescale of the extrinsic noise process is \(\tau = K^{-1}\) as defined in Eq. (2.53). The ratio of the extrinsic and intrinsic timescales is then

\[
\lambda = \frac{\tau}{\text{max}(\tau_{\text{int}})},
\tag{2.59}
\]

where \(\text{max}(\tau_{\text{int}})\) is the longest intrinsic timescale in the model, here \(1/d_1 = 15\,625\) s. To see for which values of \(\lambda\) our method gives good results, we simulate the model in Figure 2.1 with the mRNA degradation rate \(d_0\) subject to extrinsic noise with various values of \(\tau\) using the Extrande algorithm. Figure 2.1(b) shows that for longer extrinsic correlation times \(\tau\) (corresponding to larger values of \(\lambda\)), the stochastic simulations (denoted “SSA” in Figure 2.1) approach the analytically calculated mean number of protein \(A\), given by \(\langle \phi_3^s \rangle\) (see Eq. (2.36)). For both extrinsic noise magnitudes \(CV = 0.1\) and \(CV = 0.25\), timescale separation conditions are
Table 2.1: Parameter values used for the gene expression model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value ( (s^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_0 )</td>
<td>0.00085</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>0.0017</td>
</tr>
<tr>
<td>( v_0 )</td>
<td>0.00028</td>
</tr>
<tr>
<td>( v_1 )</td>
<td>0.028</td>
</tr>
<tr>
<td>( d_0 )</td>
<td>0.00019</td>
</tr>
<tr>
<td>( d_1 )</td>
<td>0.000064</td>
</tr>
</tbody>
</table>

satisfied for \( \lambda \approx 10 \) and we are able to accurately predict the mean number of proteins. This corresponds to an extrinsic timescale of \( \tau = 10^5 \text{ s} \), which is of the same order of magnitude as the period of the mammalian cell cycle (approximately 27.5 h\(^2\)).

Noise in different parameters can affect the system in different ways. Figure 2.1(c) shows that the mean protein number can decrease \( (k_0) \), increase \( (d_0, d_1, k_1) \), or remain constant \( (v_0, v_1) \) in response to increasing extrinsic noise magnitude (CV). The total variance in protein \( \lambda \), denoted by \( V(x_3^3) \) (see Eq. (2.12)), always increases when a system is affected by extrinsic noise (Figure 2.1(d)). Extrinsic noise in a parameter that controls the lifetime of molecular components, such as the mRNA or protein degradation rate, might cause intrinsic and extrinsic timescales to mix and thus have non-trivial effects. This can be seen, for example, when extrinsic fluctuations are applied to the promoter activation rate \( k_0 \), causing a decrease in the intrinsic variance, denoted by \( V(\xi_3) \) (Figure 2.1(e)). The potential of extrinsic fluctuations to decrease the intrinsic noise in gene expression was already noted by Shahrezaei et al.\(^{62}\)

2.3.2 Regulated gene expression

Feedback control is often proposed as a possible strategy to reduce gene expression noise, and therefore it is considered to have great potential for the design of robust synthetic gene regulatory networks.\(^{65}\) Several studies have confirmed that such strategies are indeed capable of reducing the variability in protein concentrations as well as influencing the number of modes of the protein number distribution.\(^{32,65,81–85}\) To study the potential of negative feedback to reduce protein noise in a system subject to extrinsic noise, we adapt the genetic feedback loop model proposed by Grima et al.\(^{42}\) In this model, the mRNA dynamics are omitted, which is a valid assumption in the absence of translational bursting.\(^{45,86}\) The genetic feedback model contains a negative feedback loop where the gene product can bind to the promoter area, thus preventing protein production (Figure 2.2(a)).
Figure 2.1: (a) Model of gene expression where the promoter can switch between the active and inactive state. (b) Validity of the timescale separation condition depends on the ratio of extrinsic and intrinsic timescales $\lambda$ and the magnitude of the extrinsic noise denoted by the CV (here in parameter $d_0$). The mean number of protein $A$ at steady state, denoted by $\langle \phi_s^A \rangle$, with grey lines corresponding to extrinsic noise with $CV = 0.1$, and black lines corresponding to extrinsic noise with $CV = 0.25$. Solid lines are analytical predictions (denoted by "LNA"), dashed lines are stochastic simulation results (denoted by "SSA") from the Extrande algorithm. $95\%$ confidence intervals for the mean were calculated following Brančík et al. in. $80$ (c) Effect of extrinsic noise in different parameters on the mean number of protein $A$. Analytical predictions are denoted by lines ($d_0$ (black line), $d_1$ (dark grey line), $k_0$ (light grey line), $k_1$ (dashed black line), $v_0$ (dashed dark grey line), and $v_1$ (dashed light grey line)), stochastic simulation results by markers ($d_0$ (circles), $d_1$ (plus sings), $k_0$ (triangles), $k_1$ (crosses), $v_0$ (asterisks), and $v_1$ (squares)). We calculate terms up to sixth order in $\epsilon$ (substitute $u = 3$ in Eq. (36)). Note that the analytical prediction for extrinsic noise in parameters $d_0$ and $d_1$ overlap, as well for $v_0$ and $v_1$. We calculate terms up to sixth order in $\epsilon$ (substitute $u = 3$ in Eq. (2.36)). (d) Effect of extrinsic noise in different parameters on the total variance of protein $A$, given by $V(x_s^A)$ (see Eq. (2.38)). We calculate terms up to second order in $\epsilon$ (substitute $u = 1$ in Eqs. (2.38), (2.37)). Line colours and marker styles correspond to extrinsic noise in the same parameters as in (c). (e) Effect of extrinsic noise in different parameters on the intrinsic variance of protein $A$, given by $V(\xi_s^A)$ (see Eq. 2.12). We calculate terms up to second order in $\epsilon$ (substitute $u = 1$ in Eq. (2.37)). We use the dual reporter technique $59$ to compute estimates of the intrinsic variance from stochastic simulations. Line colours and marker styles correspond to extrinsic noise in the same parameters as in (c).
Figure 2.2: (a) Model of autoregulatory gene expression. The feedback strength $1/K_d = k_1/(k_0 \Omega)$ is determined by the binding affinity of the protein to the promoter. (b) Analytical predictions (solid lines) and stochastic simulation results (markers) for the $CV_A^2$ of the number of molecules of protein A as a function of feedback strength $1/K_d$ for extrinsic noise in protein production rate $v_0$ ranging in magnitude from no extrinsic noise ($CV = 0$, light grey lines and circles) to strong extrinsic noise ($CV = 0.4$, black lines and asterisks). The analytical solution for the mean was calculated up to sixth order in $\epsilon$ (substitute $u = 3$ in Eq. (2.36)), variances were calculated up to second order in $\epsilon$ (substitute $u = 1$ in Eqs. (2.38), (2.37)).

This system consists of the following reactions

$$D \xrightarrow{v_0} D + A \xrightleftharpoons[k_0]{k_1} D^*, \quad A \xrightarrow{d_0} \emptyset.$$ \hfill (2.60)

Here, $D$ denotes the unbound promoter, $D^*$ the bound, inactive promoter, and $A$ the protein. The values for the parameters $k_0$, $v_0$, and $d_0$ (Table 2.2) were chosen so that they are consistent with those in the linear gene expression model, as follows. Since the mRNA dynamics are omitted, $d_0$ now refers to the protein degradation rate. To ensure the same steady-state species concentrations as in the unregulated gene expression model, we choose the protein production rate as

$$v_0 = \phi_s^2 v_1,$$ \hfill (2.61)

where $\phi_s^2$ refers to the macroscopic steady-state concentration of mRNA in the linear gene expression model, respectively, and $v_1$ is equal to the parameter value of the translation rate of the linear gene expression model as stated in Table 2.1. The probability that the binding reaction occurs in a small time interval is proportional to $k_1/\Omega$, where $k_1$ is the protein-DNA binding rate constant and $\Omega$ is the cell volume (approximately 2 picolitres$^{87}$). We vary the binding rate $k_1$ of protein $A$ to the promoter over a range of biologically relevant specificities$^{88}$ and define the
Table 2.2: Parameter values used for the autoregulatory gene expression model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value ($s^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_0$</td>
<td>0.00085</td>
</tr>
<tr>
<td>$k_1/\Omega$</td>
<td>$8.3 \times 10^{-10} - 8.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>$v_0$</td>
<td>0.014</td>
</tr>
<tr>
<td>$d_0$</td>
<td>0.000064</td>
</tr>
</tbody>
</table>

feedback strength as the inverse of the non-dimensional dissociation constant $K_d$

\[
\frac{1}{K_d} = \frac{k_1}{k_0 \Omega}. \tag{2.62}
\]

We note that for very small values of $1/K_d$, the system is weakly non-linear since protein binding becomes a rare event compared to promoter activation.

In a negative feedback system with no extrinsic noise, it is well known that the noise increases with $1/K_d$.\textsuperscript{89–91} This is confirmed in Figure 2.2(b), where the blue lines and circles ($CV = 0$) show that the noise in the protein population, quantified by its coefficient of variation squared $CV_A^2$, increases with increasing negative feedback strength. We consider the case of extrinsic noise affecting the protein production rate $v_0$ and show in Figure 2.2(b) how this changes the noise in the number of proteins $A$. Slow fluctuations in the protein production rate could for example be the result of changes in the cell’s mitochondrial or ribosomal content over time.\textsuperscript{92} While adding extrinsic noise increases protein noise, as the extrinsic noise magnitude increases beyond a threshold ($CV \sim 0.3$) the magnitude of protein noise does not increase monotonically with $1/K_d$. Rather, it has a minimum at $1/K_d \approx 10^{-1}$. This finding is supported by experimental data that shows that negative autoregulation mechanisms are able to negate the effects of slow extrinsic noise.\textsuperscript{68} In the absence of extrinsic noise, the variance of protein numbers only has an intrinsic component. The magnitude of intrinsic noise is influenced the average expression level of molecular species and the response time of the system, which is the time it takes for any initial perturbation to decay and the system to return to its equilibrium. In one instance, protein expression levels decrease monotonically with increasing negative feedback strength, and smaller molecular numbers are associated with higher intrinsic noise. In the second, negative feedback is known to speed up the response time of a system, leading to the attenuation of protein noise.\textsuperscript{93} These effects can be seen from the blue line and circles in Figure 2.2(b) indicate that smaller values of $1/K_d$ result in a less noisy system when the system is not subject to extrinsic noise, which implies that the decrease of intrinsic noise due to a faster response time cannot compensate for the increase in noise resulting from smaller protein levels. The extrinsic contribution to the protein noise is also a function of the response time of the system,\textsuperscript{91} which causes the
extrinsic component of the protein noise to decrease monotonically with increasing feedback strength. As the $CV$ of the extrinsic noise source increases above 0.3 (Figure 2.2(b), purple and green line and circles), the reduction in extrinsic noise is larger than the increase in intrinsic noise up until $1/K_d \approx 10^{-1}$. As the negative feedback strength increases further, the reduction of extrinsic noise is negated by an increase in intrinsic noise due to decreasing protein levels, resulting in an increase of $CV_A^2$.

### 2.3.3 Signal transduction and extrinsic noise

Cells are embedded in highly fluctuating environments. It is vital for biological systems that they can sense external stimuli and process this information in order to adapt to their environment accordingly. Information theoretic approaches have, for example, been applied to biological systems to address the question of how well a network subject to biochemical noise is able to transmit information that arrives at cell receptors into the intracellular environment.

In order to analyse the effects of extrinsic noise on the signal transduction process, we consider the simple two-stage gene expression model shown in Figure 2.3(a), which contains mRNA molecules $M$ and protein molecules $A$, the concentrations of which fluctuate over time

$$
\emptyset \overset{v_0}{\rightarrow} M \overset{d_0}{\rightarrow} \emptyset, \quad M \overset{v_1}{\rightarrow} M + A, \quad A \overset{d_1}{\rightarrow} \emptyset.
$$

(2.63)

We again choose parameters for this motif such that they are consistent with those in the linear gene expression model. The values for $v_1$, $d_0$ and $d_1$ are the same as in Table 2.1, while the mRNA production rate $v_0$ is calculated as

$$
v_0 = \phi_1^* v_0^*,
$$

(2.64)

where $\phi_1^*$ corresponds to the macroscopic steady-state concentration of the active promoter in the linear gene expression model and the asterisk refers to parameters as stated in Table 2.1.

We are interested in how the rate of information transfer from mRNA to protein is affected by an extrinsic noise source that perturbs the translation process (extrinsic fluctuations in $v_1$). Fluctuations in the rate of translation arise because this process is dependent on the number of free ribosomes in the cytoplasm, which changes stochastically over time. To quantify how well networks can transmit information in noisy environments, we can make use of the mutual information rate (MIR) as a metric. Calculation of the mutual information of trajectories is a challenging task, but for linear Gaussian processes an expression involving the power spectra of continuous-time input signal $s(t)$ and output signal $x(t)$ can be
Figure 2.3: (a) Model of the two-stage model of gene expression, where information about the concentration of mRNA (input) is transduced to the concentration of protein (output). (b) Mutual information rate between input and output variables as a function of extrinsic noise magnitude $CV$ for extrinsic noise in parameter $v_1$ with different correlation times, corresponding to a ratio of timescale separation $\lambda$ between intrinsic and extrinsic processes of 6.4 (solid line), 12.8 (dash-dot line), and 25.6 (dotted line). The black cross denotes the result by Tostevin et al.\(^9\) in the absence of extrinsic noise. The analytical solution of the power spectrum was calculated up to second order in $\epsilon$ (substitute $u = 1$ in Eqs. (2.42), (2.48)).

The presence of extrinsic noise decreases the fidelity of information processing, and the extent of this effect depends on both the extrinsic noise magnitude $CV$ and the ratio of timescale separation $\lambda$, as defined in Eq. (2.59), between the intrinsic and extrinsic processes. Extending the linear-noise approximation to biochemical systems influenced by intrinsic noise and slow lognormally distributed extrinsic noise.

\[ R(s(t), x(t)) = -\frac{1}{4\pi} \int_{-\infty}^{\infty} \ln \left[ 1 - \frac{|P_{sx}(\omega)|^2}{P_{ss}(\omega)P_{xx}(\omega)} \right] d\omega. \] (2.65)

Here, $P_{sx}(\omega)$ is the cross-power spectrum of $s(t)$ and $x(t)$ (the Fourier transform of the cross-correlation function of $s(t)$ and $x(t)$), and $P_{ss}(\omega)$ and $P_{xx}(\omega)$ are the power spectra of $s(t)$ and $x(t)$, respectively. Note that for non-Gaussian and/or non-linear systems this expression provides a lower bound for the channel capacity.\(^9\) We consider fluctuations in the mRNA concentration as the input signal, and fluctuations in the protein concentration as the output signal. In,\(^9\) Tostevin et al. have derived the analytical expression for the MIR of the input and output trajectories of the motif in Figure 2.3(a) in the absence of extrinsic noise. We extend this result by considering an external process that affects the translation process, causing the parameter $v_1$ to fluctuate over time. By substituting the analytical expressions for the (cross-)power spectra resulting from Eq. (2.23) into Eq. (2.65), we are able to quantify how the accuracy of information transmission from mRNA to protein concentration is affected by this disrupting process.

Figure 2.3(b) shows that in the absence of extrinsic noise, our approximate solution agrees with the solution by Tostevin et al. (marked by the black cross).\(^9\) The presence of extrinsic noise decreases the fidelity of information processing, and the extent of this effect depends on both the extrinsic noise magnitude $CV$ and the ratio of timescale separation $\lambda$, as defined in Eq. (2.59), between the intrinsic...
Table 2.3: Parameter values used for the information processing motif.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_0)</td>
<td>0.000093</td>
</tr>
<tr>
<td>(v_1)</td>
<td>0.028</td>
</tr>
<tr>
<td>(d_0)</td>
<td>0.00019</td>
</tr>
<tr>
<td>(d_1)</td>
<td>0.000064</td>
</tr>
</tbody>
</table>

and extrinsic processes. Extrinsic noise sources with long extrinsic correlation times (large \(\lambda\)) are less disruptive than those with shorter correlation times (smaller \(\lambda\)). This implies that slowly fluctuating environmental variables have a smaller negative effect on the MIR than external variables that fluctuate quickly. This result is intuitive, as in the extreme case where faster fluctuating extrinsic processes happen on roughly the same timescale as the intrinsic processes, it may prove harder to distinguish between signal and noise and information might be lost. In the limit of infinitely slowly fluctuating external variables, the value of the external variable is constant with respect to the intrinsic timescale, and will have no effect on the signal transduction process regardless of the noise magnitude.

2.3.4 Robustness of feed-forward loop motifs

Feed-forward loops (FFLs) are capable of responding in a precise, robust manner to external signals.\(^9^7\) These motifs are defined by a gene \(X\) that regulates a second gene \(Y\). Both \(X\) and \(Y\) then regulate a target gene \(Z\) and are very common networks, appearing in many organisms, including \(E.\ coli\), \(B.\ subtilis\), \(S.\ cerevisiae\), \(D.\ melanogaster\), \(C.\ elegans\), and humans.\(^9^8\) There are multiple types of FFLs (see Figure 2.4(a)) since regulation can take place either through activation or repression, and much effort has been devoted to extract the general features of each one. However, this is not straightforward because both the transient and equilibrium behaviour is characteristic of a particular system.\(^9^9\) For these reasons, constructing an optimal system that fulfils certain design requirements can be a considerable computational task. Here, we aim to present an efficient optimisation scheme to generate optimal parameters for a FFL to ensure it responds in a precise manner to input signals but remains robust to noise. To do this, we devise two objective functions that quantify both the dynamic as well as the stochastic behaviour of the system. We aim to generate parameter sets for the network such that the system responds to a switching-on of the input signal \(X\) by a negative pulse in the concentration of \(Z\), before going back to its original steady state (black line, Figure 2.4(b)). Moreover, the variation around this steady state concentration of \(Z\) for a noisy input signal \(X\) should be minimal. Taking these requirements into
account, the form of the objective function is

\[ S = w_1 c_{ODE} + w_2 c_{LNA}, \]  

(2.66)

where \( w_1 \) and \( w_2 \) are the weights of the respective objective functions \( c_{ODE} \) and \( c_{LNA} \), with \( w_1 + w_2 = 1 \) and

\[ c_{ODE} = \sum_{i=1}^{5} q_i s_i, \]  

(2.67)

\[ c_{LNA} = CV^2_Z = \frac{V(x_3^*)}{\langle x_3^* \rangle^2}, \]  

(2.68)

where \( x_3^* \) is the steady-state concentration of protein \( Z \) and

\[ s_1 = (\phi_1(t_f) - \phi_1(t_f - \Delta t))^2, \]  

(2.69)

\[ s_2 = (\phi_2(t_f) - \phi_2(t_f - \Delta t))^2, \]  

(2.70)

\[ s_3 = (\phi_3(t_f) - \phi_3(t_f - \Delta t))^2, \]  

(2.71)

\[ s_4 = (\phi_3(t_f) - \phi_3(t_0))^2, \]  

(2.72)

\[ s_5 = \frac{\min(\phi_3)}{\langle \phi_3 \rangle}, \]  

(2.73)

with \( \phi_i \) the macroscopic concentrations of the proteins \( X, Y, \) and \( Z \) respectively, \( q_i = \frac{1}{5}, \ i = 1, \ldots, 5 \) the subweights of each ODE (ordinary differential equation) objective \( s_i, \) \( t_0 = 0 \) the initial time point, \( t_f = 1000 \) the final time point of the simulation, and \( \Delta t = 5. \) To obtain \( c_{ODE} \) we simulate the FFLs using an ODE solver, where Eqs. (2.69)–(2.71) ensure each of the three system components reaches steady state, Eq. (2.72) ensures that \( Z \) reaches pre-input concentration, and Eq. (2.73) aims to produce a significant drop in the concentration of \( Z \) upon a change in input \( X \) (Figure 2.4(b)). The score \( c_{LNA} \) is obtained from our analytical solution (Eq. (2.11) and Eq. (2.12)).

We used the most general model of the FFL from Macía et al. in,\(^{99}\) that is able to describe all eight FFL topologies. The macroscopic rate equations for this model are given by

\[
\frac{d \phi}{dt} = \begin{pmatrix} \alpha_0(1+\eta)-d_0\phi_1 \\ \alpha_1\left(\frac{1+\beta_0K_1\phi_1}{1+K_1\phi_1}\right)-d_1\phi_2 \\ \alpha_2\left(\frac{1+\beta_1K_2\phi_1+\beta_2K_3\phi_2+\beta_3K_2K_3\phi_1\phi_2}{1+K_2\phi_1+K_3\phi_2+K_2K_3\phi_1\phi_2}\right)-d_2\phi_3 \end{pmatrix}. \]  

(2.74)

In this model, \( \alpha_i \) describes the basal production of the proteins \( X, Y, \) and \( Z, \) and \( d_i \) denotes the degradation rate of a species. The type of regulatory interaction
between the regulator gene and the gene it targets is described by parameters $\beta_i$, where values $\beta_i < 1$ correspond to an inhibitory interaction as the production rate decreases proportional to the basal level, whereas $\beta_i > 1$ describes activation. $K_i$ describes the binding equilibrium of the regulator with the gene it targets. Extrinsic noise enters the model in the production rate of $X$, $\alpha_0$, with a magnitude of $CV = 0.5$. We fix the ratio of basal production/degradation ($\alpha_i/d_i = 100$) of all three molecular species to ensure that all species are sufficiently abundant for the LNA to hold. Initial conditions are $X(t_0) = 0, Y(t_0) = Z(t_0) = 100$. We generate $2 \times 10^6$ random parameter sets for the 10 remaining system parameters and optimise for the objective score $S$ for the cases $\{w_1 = 1, w_2 = 0\}$ and $\{w_1 = 0.5, w_2 = 0.5\}$ (for details on the optimisation procedure, see Section 2.5.2). The 0.01% top scoring parameter sets are then selected for either set of objective scores, and their corresponding topology is determined. The results in Table 2.4 show that only three of eight possible topologies, shown in the dashed boxes in Figure 2.4(a), are present in the results when only the ODE objective function is considered ($w_1 = 1$), and that cFFL4 is the most prevalent motif. If both the ODE and LNA objectives are given equal importance ($w_1 = w_2 = 0.5$), then the cFFL3 and iFFL1 topologies are also present among the top-scoring parameter sets (solid line boxes, Figure 2.4(a)). However, since these do not occur when only considering the ODE criteria, this implies that they are not very suitable to give the desired dynamic behaviour. In addition, Macía et al. also find that the iFFL1 motif is not capable of producing the desired negative pulse.99

Since the cFFL4 topology is the most prevalent, this motif has the highest probability to produce the desired system behaviour. For this reason, we perform an optimisation within the local parameter space of the cFFL4 motif for $2 \times 10^4$ randomly generated parameter sets and select the 1 500 best-scoring sets. Figure 2.4(c) shows how the parameter space changes with the addition of the $c_{LNA}$ objective. If only the robustness of the network to noise is considered ($w_1 = 0$, blue circles), no specific parameter values for the parameters $K_1$ and $d_2$ are preferred. When only the dynamic behaviour of the FFL is prioritised ($w_1 = 1$, yellow asterisks), high values of $K_1$ and $d_2$ more likely result in the desired dynamics. Interestingly, when both the $c_{ODE}$ and $c_{LNA}$ objectives are given equal weight ($w_1 = 0.5$, red downward-pointing triangles) the parameter space is further constrained compared to optimising for a single objective. Thus, for robust FFLs the degradation rate of $Z$ and the binding equilibrium of protein $X$ to the gene that produces $Y$ needs to be tuned.

2.4 Discussion

In this work, we have derived an analytical framework to quantify the contribution of coloured extrinsic noise to fluctuations in gene expression. We have shown that
Figure 2.4: (a) All eight feed-forward loop topologies, where the arrow indicates the type of regulation (activation or repression). The motifs enclosed by a dashed line denote the subset of optimal FFL topologies for the case of \( \{w_1 = 1, w_2 = 0\} \) in Eq. (2.66), whereas the motifs enclosed by a line denote the subset of optimal topologies when \( \{w_1 = 0.5, w_2 = 0.5\} \) (See Table 2.4). (b) Sample result of the FFL dynamic behaviour of our optimisation scheme. After the production of protein X is induced, this produced a drop in the concentration of protein Z. The concentration of Z then recovers to its original steady-state level. Solid lines denote example stochastic simulations of the concentration of proteins X (light grey), Y (medium grey), and Z (black) over time, while dashed lines correspond to the respective deterministic dynamics. (c) How the parameter space of parameters \( K_1 \) and \( d_2 \) is constrained by considering an additional objective function for the system’s stochastic behaviour. \( w_1 = 0 \) (light grey circles) refers to the case where only the dynamic behaviour is prioritised, \( w_1 = 1 \) (medium grey squares) refers to the case where only the stochastic behaviour is prioritised, and \( w_1 = 0.5 \) (black downward-pointing triangles) refers to the case where both objectives are given equal importance.
Table 2.4: Occurrence of FFL topologies of top (0.01%) scoring parameter sets out of $2 \times 10^6$ parameter sets.

<table>
<thead>
<tr>
<th>topology</th>
<th>$w_1 = 1$</th>
<th>$w_1 = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>iFFL2</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>cFFL4</td>
<td>75%</td>
<td>39.5%</td>
</tr>
<tr>
<td>iFFL4</td>
<td>24%</td>
<td>1%</td>
</tr>
<tr>
<td>cFFL3</td>
<td>0%</td>
<td>14.5%</td>
</tr>
<tr>
<td>iFFL1</td>
<td>0%</td>
<td>43%</td>
</tr>
</tbody>
</table>

when the conditions underlying the theory are satisfied, we are able to accurately describe the mean, variance and power spectrum of molecule number fluctuations subject to both intrinsic and extrinsic noise sources. Using several examples, we show that the theory is relevant in a wide range of applications, and can be used to distil the principles underlying fundamental system behaviour, noise sources, and information processing in biochemical networks.

Our framework relies on three main approximations: the linear-noise approximation, the separation between timescales of the intrinsic and extrinsic fluctuations, and the small extrinsic noise expansion. First, the LNA will give an accurate approximation of the CME when the molecular species populations are sufficiently large, when the nonlinearity in the reaction rates is sufficiently weak or else for special classes of biochemical systems (see discussion later). Second, our theory requires the extrinsic fluctuations to be slow with respect to the system’s intrinsic dynamics. As most intrinsic processes happen on the timescale of seconds or sub-seconds and extrinsic fluctuations have a typical correlation time corresponding to the cell cycle period (many minutes), we expect that our timescale separation assumption is reasonable. The assumption of small extrinsic noise might appear at the first sight very limiting, however, in practice we find that the approximation yields sufficiently accurate results for noise magnitudes at least as large as $CV = 0.25$ for the mean protein number (Figure 2.1(b)) and variances (Figure 2.1(d)) of the linear model and $CV = 0.4$ for the means and variances of the regulated gene expression model (Figure 2.2(b)).

A more general issue with studying stochastic systems is computational speed. To obtain statistics of biochemical systems subject to both intrinsic and extrinsic noise with reasonable confidence levels, one needs to simulate many trajectories of the system for a considerable time. The advantage of obtaining closed-form expressions for these statistics is that parameter values simply need to be substituted, and there is no need to re-evaluate the system. For example, it takes approximately 3 hours to generate one data point (100 trajectories of $10^8$ seconds each) for the model in Figure 2.1(a), whereas evaluating the analytical expressions for the mean and variance of each molecular component takes less than a second on a
typical desktop computer. As pointed out in Section 2.2.3, the limiting step in
the automated sum evaluation is the calculation of the stationary state $\phi^*$. This
task becomes increasingly computationally intensive for more complex systems.
For this reason, the limit of complexity that we can study is determined by the
computational power available. For specific cases, a more specialised external solver
could be employed to accelerate this task.

Due to this speed-up, we have been able to use the analytical framework to
perform a computationally efficient multi-objective optimisation of FFLs. With this
optimisation routine, we are able to explore both network topology and parameter
space to generate systems with optimal dynamic and stochastic features, which is
generally infeasible for non-trivial systems using simulation-based approaches. Our
analysis shows that even in simple networks such as FFLs, there exists a complex
relationship between system structure and function. With this optimisation scheme
we are able to quickly generate recommendations for an optimal network topology
and parameter ranges. Compared to optimisation using stochastic simulation
algorithms, this optimisation scheme gives an improvement in computational time
of several orders of magnitude. The results of the optimisation scheme suggest
that not every FFL motif is capable of producing a specific dynamic response,
and that not all FFL types have the same extrinsic noise tolerance. Although
there does not appear to be a trade-off between these two objectives, choosing
optimal networks and their parameters such that they fulfil both requirements can
be a substantial task given the high dimensionality of the problem. In this case,
combining deterministic dynamics with stochastic analysis of equilibrium behaviour
is an efficient and effective approach.

Since analytical expressions for both intrinsic and extrinsic contributions to
variability can be obtained, the proposed method allows a systematic analysis of how
changing the properties of extrinsic fluctuations affects intrinsic variability and total
noise in gene expression models. Similarly, these expressions can provide predictions
on which network parameters are susceptible to perturbations and contribute to
high variability and can be used as a tool for stochastic sensitivity analysis. Such
a method can be of interest for synthetic biology applications as it could provide
universal design principles for network construction that exploits (suppresses) the
positive (negative) effects of cellular stochasticity.

The framework developed here rests on the validity of the linear-noise approxi-
mation first and foremostly. This limits the current approach to analysis of nonlinear
biochemical systems with large numbers of molecules in all species or else to those
systems with arbitrary number of molecules but weakly nonlinear reaction rates.
However, we note that the linear-noise approximation has been, over the past
decade, extended to estimate the first and second moments of the molecule number
distributions of nonlinear biochemical systems in which one or more molecular
species is present in low copy numbers.\textsuperscript{100–103} The corrections to the LNA power
spectrum of fluctuations due to low molecule numbers have also been systematically
studied.\textsuperscript{104, 105} Hence by starting from these frameworks and repeating the same analysis as we performed here, i.e., applying the assumption of timescale separation between intrinsic and extrinsic noise and subsequently assuming small extrinsic noise, would likely result in a new theory which overcomes the major limitations of the present approach.

In conclusion, we have proposed a fast, systematic analytical framework to assess the effects of coloured environmental noise on biochemical systems. We have shown that the mathematical framework provides accurate predictions of system characteristics for a wide range of biological networks. Given the speed and flexibility of our approach, the research community can now further access the sources of variability in gene expression data. This will lead to a better understanding of how biological systems exploit or suppress environmental signals. There is, thus, the potential to uncover new design principles to aid the construction of new, robust \textit{in vivo} synthetic circuits.

2.5 Methods

2.5.1 Stochastic simulations

Stochastic simulations were performed using the Extrande algorithm by Voliotis et al.\textsuperscript{47} implemented in C++11. Each stochastic simulation data point in Figures 2.1 and 2.2 was obtained from 100 trajectories of $10^8$ seconds each.

2.5.2 Optimisation routine

All optimisations were performed using the L-BFGS-B algorithm (\texttt{fmin_l_bfgs_b()}) provided in the SciPy library.\textsuperscript{106} Parameters were generated from a uniform distribution with bounds $[0.0001, 20]$.
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Appendices

2.A Construction of the noise variables

To introduce extrinsic fluctuations to a rate constant \( c_k \), we multiply it with a lognormal variable \( \bar{\nu}_k(t) \),

\[
\bar{c}_k(t) = c_k \bar{\nu}_k(t) = c_k (1 + \bar{\eta}_k(t)).
\] (2.75)

We require \( \langle \bar{c}_k(t) \rangle = c_k \) and also define a shifted stochastic variable \( \bar{\eta}_k(t) \) that will be needed in the small noise expansion. The lognormal variables \( \bar{\nu}_k(t) \) can be constructed from normally distributed variables \( \bar{\mu}_k(t) \) with variances \( \langle \bar{\mu}_k \bar{\mu}_k \rangle = \epsilon_k^2 \) and inverse correlation times \( K_k \). The latter may be described by the Ornstein-Uhlenbeck process\(^7^3\)

\[
d\bar{\mu}_k(t) = -K_k \bar{\mu}_k(t) \, dt + \sqrt{2K_k \epsilon_k} \, dW(t).
\] (2.76)

We define the lognormally distributed stochastic variable by

\[
\bar{\nu}_k(t) = \exp \left( \bar{\mu}_k(t) - \frac{1}{2} \epsilon_k^2 \right).
\] (2.77)

and use Wick’s theorem\(^1^0^7\) to calculate its mean (only even powers in \( \bar{\mu}_k \), do not vanish):

\[
\langle \bar{\nu} \rangle = \exp \left( -\frac{1}{2} \epsilon_k^2 \right) \sum_{c=0}^{\infty} \frac{1}{(2c)!} \langle \bar{\mu}_k^{2c} \rangle = \exp \left( -\frac{1}{2} \epsilon_k^2 \right) \sum_{c=0}^{\infty} \frac{1}{2^c c!} \left( \langle \bar{\mu}_k \bar{\mu}_k \rangle \right)^c = 1
\] (2.78)

in agreement with the requirement \( \langle \bar{c}_k(t) \rangle = c_k \). The shifted lognormal stochastic variable is then

\[
\bar{\eta}_k(t) = \exp \left( \bar{\mu}_k(t) - \frac{1}{2} \epsilon_k^2 \right) - 1.
\] (2.79)
Given a set of independent normally distributed stochastic variables \(\{\bar{\mu}_k\}\), a tuple of indices \((r_1, \ldots, r_n)\) and a tuple of times \((t_1, \ldots, t_n)\) we define \(\mu_k \equiv \bar{\mu}_{r_k}(t_k)\), and the two-point time correlation functions \(\Delta_{ij}\) for \(1 \leq i < j \leq n\),

\[
\Delta_{ij} \equiv \langle \mu_i \mu_j \rangle \quad (2.80)
\]

for all \(i < j\). We consider a smooth function and its derivatives

\[
y_k \equiv V(\mu_k) = \sum_{c=0}^{\infty} \frac{a_c}{c!} \mu_k^c, \quad y_k^{(m)}(\mu_k) \equiv \frac{d^m V(\mu_k)}{d\mu_k^m} = \sum_{c=m}^{\infty} \frac{1}{(c-m)!} a_c \mu_k^{c-m} \quad (2.81)
\]

to derive the generalisation of the \(n = 2\) result by Malakhov\(^{74}\) for the \(n\)-point time correlation function

\[
\langle y_1 \ldots y_n \rangle = \sum_{l_1=0}^{\infty} \ldots \sum_{l_n=0}^{\infty} \sum_{u=0}^{\infty} \sum_{|d^n|=u} \left( \prod_{i,j=1}^{n} \frac{c_1! \ldots c_n!}{l_1! \ldots l_n!} \prod_{i<j} \frac{a_{c_1} \ldots a_{c_n}}{c_1! \ldots c_n!} \langle \mu_1^{l_1} \rangle \ldots \langle \mu_n^{l_n} \rangle \prod_{i,j=1}^{n} \Delta_{ij}^{d_{ij}} \right) \quad (2.82)
\]

According to Wick’s theorem\(^{107}\), the correlation functions \(\langle \mu_1^{c_1} \ldots \mu_n^{c_n} \rangle\) decompose into sums of partitions into two-point correlation functions and they are zero for odd \(n\). We apply the theorem partially to isolate the two-point correlation functions \(\Delta_{ij} = \langle \mu_i \mu_j \rangle\) with \(i < j\),

\[
\langle y_1 \ldots y_n \rangle = \sum_{u=0}^{\infty} \sum_{|d^n|=u} \left( \prod_{k=1}^{n} \langle y_k^{(m_k)}(\mu_k) \rangle \prod_{i,j=1}^{n} \frac{\Delta_{ij}^{d_{ij}}}{d_{ij}!} \right) \quad (2.83)
\]

where the inner sum is taken over all tuples \(d^n = (d_{12}, d_{13}, d_{23}, \ldots, d_{(n-1)n})\) with \(|d^n| = \sum d_{ij} = u\). There are \(c_k!/l_k!\) possibilities to assign \(m_k = c_k - l_k\) from a total of \(c_k\) factors \(\mu_k\) to the \(u\) \(\Delta_{ij}\) pairs. However, to obtain the number of different partitions into the pairs, the product of the former must be divided by the product of \(d_{ij}!\) permutations of \(d_{ij}\) identical factors \(\Delta_{ij}\). We notice that \(l_k = c_k - m_k\) to recognise the derivatives \(y_k^{(m_k)}\) from Eq. (2.81) so finally

\[
\langle y_1 \ldots y_n \rangle = \sum_{u=0}^{\infty} \sum_{|d^n|=u} \left( \prod_{k=1}^{n} \langle y_k^{(m_k)}(\mu_k) \rangle \prod_{i,j=1}^{n} \frac{\Delta_{ij}^{d_{ij}}}{d_{ij}!} \right) \quad (2.84)
\]
For $n = 2$ with $k = m_1 = m_2 = d_{12}$ and $B_\mu[\tau] = \Delta_{12}(\tau) = \langle \mu(0) \mu(\tau) \rangle$ we recover the result by Malakhov,

\[ B_\mu[\tau] = \langle y(0)y(\tau) \rangle - \langle y \rangle^2 = \sum_{k=1}^{\infty} \frac{1}{k!} \langle y^{(k)}(\mu) \rangle^2 B_\mu^k[\tau]. \quad (2.85) \]

**Evaluation for normal stochastic variables** With normally distributed $y_k = \mu_k$ (mean 0) the term $\langle y^{(m_k)}(\mu_k) \rangle$ is 1 for $m_k = 1$ and 0 else. Consequently, $m_k = 1$ for $k \in \{1, \ldots, n\}$, that is each index must occur exactly once in the product of two-point correlation functions in Eq. (2.84) so also all $d_{ij}$ are 1 and Wick’s theorem is recovered.

**Evaluation for lognormal stochastic variables** Lognormally distributed $y_k = \nu_k$ with mean 1 is invariant under differentiation with respect to $\mu_k$ (see Eq. 2.77) so the term $\langle y^{(m_k)}(\mu_k) \rangle$ becomes identical 1 for all $m_k$. This leads to significant simplification of Eq. (2.84) and we use the multinomial theorem to obtain

\[ \langle \nu_1 \ldots \nu_n \rangle = \sum_{u=0}^{\infty} \sum_{|d^n| = u} \left( \prod_{i,j=1 \atop i<j}^n \Delta_{ij} \right) = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \sum_{i,j=1 \atop i<j}^n \Delta_{ij} \right)^k = \exp \left( \sum_{i,j=1 \atop i<j}^n \Delta_{ij} \right). \quad (2.86) \]

**Evaluation for shifted lognormal stochastic variables** The mean of the stochastic variables $\eta_k$ in Eq. (2.79) is 0 and all derivatives with respect to $\mu_k$ are identical to $\nu_k$ in Eq. (2.77) with mean 1. Therefore, the product of $\langle y^{(m_k)}(\mu_k) \rangle$ terms in Eq. (2.84) vanishes if $m_k = 0$ for any $k \in \{1, \ldots, n\}$ and is 1 else. The final result is

\[ \langle \eta_1 \ldots \eta_n \rangle = \sum_{u=0}^{\infty} \sum'_{|d^n| = u} \left( \prod_{i,j=1 \atop i<j}^n \Delta_{ij} \right) \quad (2.87) \]

where the prime denotes the condition that for each $j \in \{1, \ldots, n\}$ there is a $i < j$ or $k > j$ such that $d_{ij} \neq 0$ or $d_{jk} \neq 0$ (consequently $m_j \neq 0$). For example, with $n = 2$ we obtain $\langle \eta_1 \eta_2 \rangle = \exp(\Delta_{12}) - 1$. Evaluation for $r_1 = r_2 = k$ at equal times gives the variance $\langle \tilde{\eta}_k^2 \rangle = \exp(\epsilon_k^2) - 1$ for $\tilde{\eta}_k$ in Eq. (2.79) where the variance of $\mu_k$ is $\epsilon_k^2 = \langle \mu_k \mu_k \rangle$. Extending the linear-noise approximation to biochemical systems influenced by intrinsic noise and slow lognormally distributed extrinsic noise
2.C Small noise expansion for the mean

The calculation of the mean concentrations \( \langle x^s \rangle \) in Eq. (2.33) is mediated by the multi-index notation defined by Eq. (2.34) so the correlation functions in the small noise expansion read \( \langle \eta_{r_1} \ldots \eta_{r_n} \rangle \) and can be evaluated by means of Eq. (2.32):

\[
\langle x^s \rangle = \sum_{n=0}^{\infty} \sum_{\#r=n} \phi^s(r) \sum_{u=\lceil \frac{n+1}{2} \rceil}^{\infty} \sum' \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{r_ir_j} \right)^{d_{ij}}. \tag{2.88}
\]

\( \Gamma_{ij} \) denotes the covariances \( \langle \mu_i(t) \mu_j(t) \rangle \) of the normal stochastic variables. We rearrange the order of summation with \( u \) as the principal summation index, then \( n \) runs from 0 to \( 2u \), and obtain the final result in Eq. (2.36).

2.D Small noise expansion for the covariance matrix

The small noise expansion of \( V(\xi) \) in analogy to \( \langle x^s \rangle \) is detailed in the main text, see Eq. (2.37). For \( V(\phi^s) \) we use the multi-index \( q = (q_1, q_2) \), \( |q| = q_1 + q_2 \), and the Taylor series of \( \phi^s \) in Eq. (2.33) to expand Eq. (2.13):

\[
V(\phi^s) = \sum_{n=0}^{\infty} \sum_{|q|=n} \sum_{\#r_1=q_1} \sum_{\#r_2=q_2} \phi^s_{(r_1)} \phi^s_{(r_2)}^T \left( \langle \eta_{(r_1)} \eta_{(r_2)} \rangle - \langle \eta_{(r_1)} \rangle \langle \eta_{(r_2)} \rangle \right). \tag{2.89}
\]

To evaluate the correlation functions we use Eq. (2.32) and the index functions \( f_{ij}^2 \) from Eq. (2.39) to obtain

\[
\langle \eta_{(r_1)} \eta_{(r_2)} \rangle = \sum_{u=\lceil \frac{n+1}{2} \rceil}^{\infty} \sum' \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{r_1^i r_1^j} \right)^{d_{ij}}, \tag{2.90}
\]

\[
\langle \eta_{(r_1)} \rangle \langle \eta_{(r_2)} \rangle = \sum_{v=\lceil \frac{n_1+1}{2} \rceil}^{\infty} \sum' \prod_{i,j=1}^{n_1} \frac{1}{d_{ij}!} \left( \Gamma_{r_1^i r_1^j} \right)^{d_{ij}} \times \sum_{w=\lceil \frac{n_2+1}{2} \rceil}^{\infty} \sum' \prod_{i,j=1}^{n_2} \frac{1}{d_{ij}!} \left( \Gamma_{r_2^i r_2^j} \right)^{d_{ij}}. \tag{2.91}
\]

Each term in Eq. (2.91) appears as well in Eq. (2.90) when \( u = v + w \). The other way round, every term in (2.90) that contains only two-point correlation functions
that occur in one of the two factors in Eq. (2.91) cancels in the difference

\[
\langle \eta(r^1) \eta(r^2) \rangle - \langle \eta(r^1) \rangle \langle \eta(r^2) \rangle = \sum_{u=\lfloor \frac{n+1}{2} \rfloor}^{\infty} \sum_{i<j}^{n} \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{f_i^2 f_j^2} \right)^{d_{ij}}. \tag{2.92}
\]

The new restriction indicated by the second prime in the sum, there is at least one \(d_{ij} \neq 0\) for which \(i \leq n_1\) and \(j > n_1\), asserts that only those terms from Eq. (2.90) are kept that do not cancel with the corresponding term of the sum in Eq. (2.91). We substitute this result into Eq. (2.89) and change the order of summation. For \(n < 2\) this restriction cannot be fulfilled so the sum in the result Eq. (2.38) in the main text starts with \(u = 1\) and \(n = 2\).

2.E First integral for the spectrum matrix

To compute Eq. (2.40) for the spectrum matrix \(P_e(\omega)\) we first evaluate the two-point time correlation functions \(\Delta_{ij}(t_i - t_j)\) of the normal stochastic variables \(\mu_i\) according to Eq. (2.41),

\[
\frac{1}{2\pi} \int_{0}^{\infty} e^{-i\omega \tau} \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Delta_{f_i^2 f_j^2} (t_i - t_j) \right)^{d_{ij}} d\tau = \frac{1}{2\pi} \int_{0}^{\infty} e^{-i\omega \tau} \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{f_i^2 f_j^2} e^{-K_{f_i^2 f_j^2} |t_i - t_j|} \right)^{d_{ij}} d\tau \tag{2.93}
\]

\[
= \frac{1}{2\pi} \int_{0}^{\infty} e^{-i\omega \tau} \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \frac{\tau^{d_{ij}}}{d_{ij}!} \right)^{d_{ij}} d\tau \tag{2.94}
\]

\[
= \frac{1}{2\pi} \int_{0}^{\infty} e^{-\left( i\omega + \sum_{i,j=1}^{n} d_{ij} K_{f_i^2 f_j^2} |t_i - t_j| \tau^{-1} \right) \tau} d\tau \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{f_i^2 f_j^2} \right)^{d_{ij}}. \tag{2.95}
\]

So far we have not treated the times \(t_i, t_j\) precisely and need to follow them back to equation Eq. (2.27) where \(t_1 = \tau\) corresponds to \(\eta^1\) and \(t_2 = 0\) to \(\eta^2\). The information needed for their correct evaluation is traceable in the definition of the index function \(f_i^2\) in Eq. (2.39) that maps to components of \(\eta^1\) if \(i \leq \#r^1 (t_i = \tau)\) and to \(\eta^2\) else \((t_i = 0)\). The difference \(|t_i - t_j| \tau^{-1}\) becomes either 0 or 1 and the sum in the exponent reduces to pairs \(i, j\) that obey \(1 \leq i \leq \#r^1 < j \leq n\). With finite and positive inverse correlation times \(K_i\), the exponent has a negative real part so the integral with the solution

\[
\frac{1}{2\pi} \left( i\omega + \sum_{i=1}^{\#r^1} \sum_{j=\#r^1+1}^{n} d_{ij} K_{f_i^2} \right)^{-1}. \tag{2.96}
\]
exists. Finally, we evaluate the index function $f^2_i = r^1_i$ for $i \leq \# r^1$, denote the double sum as $\Theta(d^n, r^1)$ in Eq. (2.43) and add the complex conjugate of the whole expression to obtain $P_c(\omega)$ in Eq. (2.42).

### 2.F Second integral for the spectrum matrix

To calculate the spectrum matrix $\langle P_c(\omega) \rangle$ in Eq. (2.29), we expand Eq. (2.28) with the Taylor coefficients for $A(\eta_1)$, using Eq. (2.34), and $C(\eta_1, \eta_2)$, using Eq. (2.44) and (2.45),

$$R(\omega) = \int_0^\infty e^{(-A^0+i\omega)\tau} \left( \sum_{c=0}^\infty \frac{\tau^c}{c!} \left( \sum_{q=1}^\infty \sum_{r= q \# r = q} A(r) \eta(r) \right)^c \left( \sum_{a=0}^\infty \sum_{r=a \# \sigma = a} C(r, \sigma) \eta(r, \sigma) \right) \right) d\tau. \quad (2.97)$$

The term in the average is a sum of terms of the form

$$\frac{\tau^c}{c!} \left( \sum_{\# r = q^1} A(r) \eta(r) \right) \ldots$$

$$\left( \sum_{\# r = q^c} A(r) \eta(r) \right) \left( \sum_{\# \sigma = a} C(r, \sigma) \eta(r, \sigma) \right). \quad (2.98)$$

With the multi-index $q = (q_1, \ldots, q_c)$ from Eq. (2.47) we change to $n = |q| + a$ (the order in $\eta$) as principal sum index,

$$R(\omega) = \sum_{n=0}^\infty \sum_{a=0}^n \sum_{|q| = n - a} \sum_{\# r = q^1} \ldots \sum_{\# r = q_c} \sum_{\# \sigma = a} \times \int_0^\infty e^{(-A^0+i\omega)\tau} \frac{\tau^c}{c!} \left( A(r^1) \ldots A(r^c) C(r^c+1, \sigma) \right) \eta(r^1) \ldots \eta(r^c) \eta(r^c+1, \sigma) d\tau. \quad (2.99)$$

The sum $\sum_{|q| = n - a}$ is carried out over all possible $c$, $(q_1, \ldots, q_c)$ with $q_1 + \cdots + q_c + a = n$. The correlation functions are calculated according to Eq. (2.32). After
changing the order of summation, a comparison to $R(\omega)$ in Eq. (2.48) gives

$$
\left(-A^0 + \theta(d^c, |q|, r^{c+1}, \sigma) + i\omega\right)^{-(c+1)}
$$

(2.99)

$$
= \frac{1}{c!} \int_0^\infty e^{-\left(-A^0 + i\omega + \sum_{i<j=1}^n d_{ij}K_{f^c+1}|t_i - t_j|\tau^{-1}\right) \tau} c \, d\tau
$$

(2.100)

$$
= \left(-A^0 + i\omega + \sum_{i,j=1}^n d_{ij}K_{f^c+1}|t_i - t_j|\tau^{-1}\right)^{-(c+1)}
$$

(2.101)

where the sum in the exponent stems from $\Delta_{ij}(t_i - t_j)$ in Eq. (2.41) and $\int_0^\infty e^{-a\tau} \tau^c \, d\tau = \left(-\frac{d}{da}\right)^c \int_0^\infty e^{-a\tau} \tau^c \, d\tau = \frac{c!}{a^{c+1}}$ was used in the last equality. We identify the $\theta$ function as the sum in the last term that we evaluate following the arguments in section 2.E. The difference $|t_i - t_j|\tau^{-1}$ is 0 or 1 and non zero if and only if $f^c+1$ in Eq. (2.39) maps to a component of $r^{c+1}$, that is $j > |q|$, and the index function $f^c+1$ either maps to a component of $r^i$, $i \in \{1, \ldots, c\}$ (corresponding to $t_1$ in Eq. 2.28) nd $\sigma_i-|q| = 2$ (corresponding to $t_2$) or also $i > |q|$ and $\sigma_i-|q| \neq \sigma_j-|q|$ (so $t_1 \neq t_2$). This result is formalised in Eq. (2.49) and (2.50) in the main text. For simplification of the notation in Eq. (2.49), $K_{f^c+1}$ is evaluated to $K_{r^{c+1}}$ which is allowed due to the $\Gamma_{f^c+1 f^c+1}$ in Eq. (2.48) that is proportional to $\delta_{f^c+1 f^c+1}$.

### 2.G Exemplary evaluation of the small noise expansion

While the closed-form expressions obtained from the small noise expansion are well suited for automated evaluation, the notation is rather complicated and will be unfamiliar to most readers. To facilitate reading of the sums to the reader we evaluate the first terms in more detail here. The simplest of the sums is Eq. (2.36) for the mean concentrations

$$
\langle x^s \rangle = \sum_{u=0}^{\infty} \sum_{n=0}^{2u} \phi^s_r \sum'_{|d^v|=u} \prod_{i,j=1}^n \frac{1}{d_{ij}} \left(\Gamma_{r^i r^j}\right)_{d_{ij}}
$$

for which we evaluate all terms for $u = 0$ and $u = 1$:
\(u = 0 \quad n = 0 \quad r = () \quad \phi^s(r) = \phi^s = \phi^s(0)
\)
\(u = 1 \quad n = 0 \quad r = () \quad 0\)
 \(n = 1 \quad r = (i) \quad 0\)
\(n = 2 \quad r = (i, j) \quad \phi^s_{(i, j)} \Gamma_{ij} = \frac{1}{2} \frac{\partial^2}{\partial \eta_i^2} \phi^s(\eta)|_{\eta = 0} \delta_{ij} \epsilon_i^2
\)
\(= \frac{1}{2} \frac{\partial^2}{\partial \eta_i^2} \phi^s(\eta)|_{\eta = 0} \epsilon_i^2\)

where the last term is a sum over the index \(i\) that enumerates the extrinsic noise variables \(\eta_i\) (Einstein notation). The \(\Gamma_{r_1 r_2}\) symbol has been evaluated according to Eq. (2.35). We obtain the first order result in the variances \(\epsilon_i^2\) of the stochastic variables \(\mu_i(t)\) from which we constructed the lognormal variables (Eq. 2.79)

\[
\langle x^s \rangle = \phi^s(0) + \frac{1}{2} \frac{\partial^2}{\partial \eta_i^2} \phi^s(\eta)|_{\eta = 0} \epsilon_i^2 + O(\epsilon_i^4).
\] (2.102)

The contribution \(V(\xi)\) in Eq. (2.37) to the total variance is formally equivalent and we obtain

\[
V(\xi) = C(0) + \frac{1}{2} \frac{\partial^2}{\partial \eta_i^2} C(\eta)|_{\eta = 0} \epsilon_i^2 + O(\epsilon_i^4).
\] (2.103)

As opposed to Eq. (2.45), \(\frac{\partial}{\partial \eta_i^2} C(\eta)|_{\eta = 0}\) is a Taylor coefficient of \(C(\eta) \equiv C(\eta, \eta)\) from Eq. (2.22) at equal times.

For the purely extrinsic contribution to the variance in Eq. (2.38)

\[
V(\phi^s) = \sum_{u=1}^{\infty} \sum_{n=2}^{2u} \sum_{|q|=n} \sum_{\#r^1=q_1} \sum_{\#r^2=q_2} \phi^s(r^1) \phi^{sT}(r^2) \sum_{|d^n|=u} \prod_{i,j=1}^n \frac{1}{d_{ij}!} (\Gamma_{i^2 j^2})^{d_{ij}}
\]

the sum starts with \(u = 1\) and with the double prime only terms with derivatives of both \(\phi^s\) and \(\phi^{sT}\) contribute,

\(u = 1 \quad q = (2, 0) \quad r^1 = (i, j) \quad r^2 = () \quad 0\)
\(q = (1, 1) \quad r^1 = (i) \quad r^2 = (j) \quad \phi^s(i) \phi^{sT}(j) \Gamma_{ij} =
\)
\[
\left( \frac{\partial}{\partial \eta_i} \phi^s(\eta)|_{\eta = 0} \right) \left( \frac{\partial}{\partial \eta_j} \phi^s(\eta)|_{\eta = 0} \right) \delta_{ij} \epsilon_i^2
\]
\(= \frac{1}{2} \frac{\partial^2}{\partial \eta_i^2} \phi^s(\eta)|_{\eta = 0} \epsilon_i^2\).

The \(\Gamma_{i^2 j^2}\) symbol has been evaluated with Eq. (2.35) and (2.39). The first order
result in the variances $\epsilon_i^2$ is

$$V(\phi^s) = \left( \frac{\partial}{\partial \eta_i} \phi^s(\eta)|_{\eta=0} \right) \left( \frac{\partial}{\partial \eta_i} \phi^s(\eta)|_{\eta=0} \right)^T \epsilon_i^2 + O(\epsilon_i^4).$$

(2.104)

The total variance is $V(x^s) = V(\phi^s) + \frac{1}{\Omega} V(\xi)$ according to Eq. (2.12).

In comparison to $V(\phi^s)$, the purely extrinsic contribution to the spectrum matrix $P_e(\omega)$ in Eq. (2.42) needs evaluation of the additional factor $\frac{\pi^{-1/2}}{\omega^2 + \Theta^2}$ with $d^2 = (d_{12}) = (1)$, $r^1 = (i)$ and $n = 2$. Eq. (2.43) then gives $\Theta(d^2, r^1) = K_i$ and

$$P_e(\omega) = \left( \frac{\partial}{\partial \eta_i} \phi^s(\eta)|_{\eta=0} \right) \left( \frac{\partial}{\partial \eta_i} \phi^s(\eta)|_{\eta=0} \right)^T \frac{K_i \epsilon_i^2}{\pi (\omega^2 + K_i^2)} + O(\epsilon_i^4).$$

(2.105)

For the second spectrum matrix $P_e(\omega)$ we need to evaluate Eq. (2.48),

$$R(\omega) = \sum_{u=0}^{\infty} \sum_{n=0}^{2u} \sum_{a=0}^{n} \sum_{|q|=n-a} \sum_{\#r^1=q_1} \sum_{\#r^c=q_c} \sum_{\#\sigma=a} \sum_{|d^n|=u} \frac{1}{(-A^0 + \theta(d^n, |q|, r^c+1, \sigma) + i\omega)^{c+1}} A(r^1) \cdots A(r^c) C(r^c+1, \sigma) \prod_{i,j=1}^{n} \frac{1}{d_{ij}!} \left( \Gamma_{r^c+1 f^c+1} \right)^{d_{ij}}.$$ 

To elucidate the full complexity of the sum, we here evaluate some terms for $u = 2$. We use an abbreviated notation for derivatives as exemplarily defined by

$$A_{ij}^\sigma = \frac{1}{2!} \frac{\partial}{\partial \eta_i} \frac{\partial}{\partial \eta_j} A(\eta)|_{\eta=0} \quad \text{and} \quad C_{i}^\sigma = \frac{\partial}{\partial \eta_i^\sigma} C(\eta^1, \eta^2)|_{\eta^1=\eta^2=0}.$$ 

(2.106)
For \( u = 2, n = 4, a = 1 \) and \( c = 2 \) we obtain the terms

\[
\sum_{|q|=3} \sum_{\#r^1=q_1} \sum_{\#r^2=q_2} \sum_{\sigma_1} \sum_{|d^3|=2} \sum' \frac{1}{(-A^0 + \theta(d^4, r^3, \sigma) + i\omega)^3} \mathbf{A}_{(r^1)} \mathbf{A}_{(r^2)} \mathbf{C}_{(r^3, \sigma)} \prod_{i,j=1}^{4} \frac{1}{d_{ij}} \left( \Gamma_{f^3 f^3} \right)^{d_{ij}}
\]

\[
= \left( \frac{\delta_{ij} \delta_{kl} \epsilon_i^2 \epsilon_k^2}{(-A^0 + K_{ii} \delta_{2\sigma} + i\omega)^3} + \frac{\delta_{ik} \delta_{jl} \epsilon_i^2 \epsilon_j^2}{(-A^0 + K_{jj} \delta_{2\sigma} + i\omega)^3} + \frac{\delta_{il} \delta_{jk} \epsilon_i^2 \epsilon_j^2}{(-A^0 + K_{ii} \delta_{2\sigma} + i\omega)^3} \right) \left( \mathbf{A}'_i \mathbf{A}_{jk}'' + \mathbf{A}_i'' \mathbf{A}'_k' \right) \mathbf{C}_{ij}^{\sigma}. \quad (2.107)
\]

The sum over \(|q| = 3\) was evaluated by writing \( c = 2 \) symbols \( \mathbf{A} \) with all possibilities to assign at least one of a total of three indices to each of them. The Einstein notation for the extrinsic noise components \( i, j, k, l \in \{1, \ldots, M\} \) of \( \eta \) and times \( t_\sigma, \sigma \in \{1, 2\} \) accounts for all other sums except the primed sum over \(|d^4| = 2\). The latter involves \( 3 \) tuples \((d_{12}, d_{13}, d_{23}, d_{14}, d_{24}, d_{34})\), namely all components zero but \( d_{12} = d_{34} = 1, d_{13} = d_{24} = 1 \) or \( d_{14} = d_{23} = 1 \). The covariances \( \Gamma_{f^3 f^3} \) and the \( \theta \) function evaluate according to Eq. (2.35), (2.39) and (2.49).

With \( n = 3 \) instead, \( q \) needs to be \((1, 1)\) and we sum over \(|d^3| = 2\) and obtain the three terms

\[
\left( \frac{\delta_{ij} \delta_{ik} \epsilon_i^4}{(-A^0 + K_{ik} \delta_{2\sigma} + i\omega)^3} + \frac{\delta_{ij} \delta_{jk} \epsilon_i^4}{(-A^0 + K_{jk} \delta_{2\sigma} + i\omega)^3} + \frac{\delta_{ik} \delta_{jk} \epsilon_i^4}{(-A^0 + (K_{ik} + K_{jk}) \delta_{2\sigma} + i\omega)^3} \right) \mathbf{A}'_i \mathbf{A}'_j \mathbf{C}_{ij}^{\sigma}. \quad (2.108)
\]

Finally, we evaluate the terms for \( u = n = 2 \) and \( a = 0 \) for which \(|d^2| = 2\) only allows \( d_{12} = 2 \) and with \( a = 0 \) no inverse correlation times \( K_i \) are involved but \( q \) may be both \((2)\) with \( c = 1 \) or \((1, 1)\) with \( c = 2 \) which gives

\[
\frac{1}{\pi \delta_{ij}^2 \epsilon_i^4} \mathbf{A}''_{ij} \mathbf{C}_0 + \frac{1}{\pi \delta_{ij}^2 \epsilon_i^4} \mathbf{A}'_i \mathbf{A}'_j \mathbf{C}_0 = \frac{1}{\pi \delta_{ij}^2 \epsilon_i^4} \left( \mathbf{A}''_{ii} + \mathbf{A}'_{ij} \right) \mathbf{C}_0. \quad (2.109)
\]
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We note here that the matrix multiplication is non commutative so the order of terms is important. In general, using Einstein notation for fixed $u$ and $n$, one writes down all possible terms $A \ldots AC$ with $n$ indices ($C_0$ without index is allowed but not so for the Taylor coefficients of $A$) and then for each term evaluates the remaining sum over $|d^n| = u$ in order to derive the factors containing the $\theta$ function (here $c$ is the number of $A$-symbols) and covariances $\Gamma_{ij}$.

The spectrum matrix $\langle P_i(\omega) \rangle = \frac{1}{2\pi} (R(\omega) + R(\omega)^* T)$ in zero th order is the power spectrum of the Ornstein-Uhlenbeck process for the concentrations $x$ in the absence of extrinsic noise. The Ornstein-Uhlenbeck is obtained from Eq. (2.9) by setting $\eta$ to zero. Explicitly, its power spectrum is given by the well known result

$$R(\omega) = (A^0 + i\omega)^{-1} C_0 + O(\epsilon_i^2)$$

$$\Rightarrow \langle P_i(\omega) \rangle = \frac{1}{2\pi} (A^0 + i\omega)^{-1} BB^T (A^0 T - i\omega)^{-1} + O(\epsilon_i^2)$$

where we have used the Lyapunov equation (2.22) for the last equality. According to Eq. (2.23), the total spectrum matrix is $P(\omega) = P_e(\omega) + \frac{1}{\eta} \langle P_i(\omega) \rangle$. 
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Chapter 3

Single-cell variability of CRISPR-Cas interference and adaptation

A revised version of this chapter has been accepted for publication at *Molecular Systems Biology*:

Rebecca E. McKenzie†, Emma M. Keizer†, Jochem N.A. Vink, Jasper van Lopik, Ferhat Büke, Vera Kalkman, Christian Fleck, Sander J. Tans, Stan J.J. Brouns

†These authors contributed equally
Abstract

CRISPR-Cas defence is a combination of adaptation to new invaders by spacer acquisition, and interference by targeted nuclease activity. While these processes have been studied on a population level, the individual cellular variability has remained unknown. Here, using a microfluidic device combined with time-lapse microscopy, we monitor invader clearance in a population of *Escherichia coli* across multiple generations. We observed that CRISPR interference is fast with a narrow distribution of clearance times. In contrast, for invaders with escaping PAM mutations we show large cell-to-cell variability of clearance times, which originates from primed CRISPR adaptation. Further, by comparing cell lineage features, we determined that faster growth and cell division, and higher levels of Cascade increase the chance of clearance by interference, while slower growth is associated with increased rates of priming. Finally, through mathematical modelling we estimated the influence of target and Cascade copy numbers, as well as binding affinity of Cascade on the rate of the priming response. Our results show that the ability to adapt to an invading threat by primed CRISPR adaptation is highly stochastic, implying that only subpopulations of bacteria are able to respond to impending threats in a timely manner.
3.1 Introduction

During the last decade, important progress has been made in identifying the sequence of steps and molecular interactions required for successful adaptive immunity by the model type I-E CRISPR-Cas system.\textsuperscript{108–117} CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats) immunity involves three main stages: the acquisition of a spacer, a small piece of DNA derived from a foreign invader and stored in the CRISPR array for future defence.\textsuperscript{118, 119} This array is then transcribed and processed into small CRISPR RNAs (crRNAs) which guide a surveillance complex, formed from a number of Cas (CRISPR associated) proteins, towards the invaders DNA.\textsuperscript{120, 121} For type I-E systems a 5’-CTT consensus PAM (Protospacer Adjacent Motif) sequence flanking the targeted site of the invader\textsuperscript{122, 123} allows swift recognition and ultimately degradation of the invader, through a process called direct interference.\textsuperscript{114, 124–126} However, invaders can escape direct interference via mutation within the seed region of the target site or PAM.\textsuperscript{122, 127, 128} In response, the I-E system can initiate priming, which promotes accelerated acquisition of new spacers due to a pre-existing partial match to the invader.\textsuperscript{108, 111} Primed adaptation is much faster than naïve adaptation,\textsuperscript{129} and is required for the insertion of a new matching spacer with a consensus PAM allowing subsequent invader degradation, which we here refer to as primed interference.

At the level of individual cells however, much more is unknown. Interference is a tug-of-war between invader replication and degradation, which could result in complex and stochastic dynamics within single cells. Replication and degradation themselves may also display variability between cells in the population. For instance, invader degradation rates can be affected by stochastic processes such as the expression of CRISPR components, target localization, and nuclease recruitment.\textsuperscript{110, 130} Priming also depends on many processes in which the dynamical interplay is unclear, including the production of suitable fragments of DNA for spacer acquisition (pre-spacers), the assembly of adaptation complexes required for further spacer selection, and the processing and insertion of these pre-spacers into the CRISPR array.\textsuperscript{113, 117, 131, 132} Elucidating the cellular dynamics and heterogeneity of the CRISPR response is critical to understanding interference and adaptation mechanistically, and of direct importance to its natural function. For instance, upon invasion, cells are thought to have a limited time window to respond in order to escape invader replication, protein production, and cell death.\textsuperscript{133–136}

A number of studies have investigated the interference process by collecting either population averages, or single-cell data on short time scales (\(<1\) s).\textsuperscript{110, 112, 128, 137–139} However, averaging within a population can conceal the variation between cells, as well as the dynamics within single-cells over time,\textsuperscript{7, 140} thus masking the underlying dynamics of CRISPR-Cas interference. In addition, investigations into the adaptation process have provided great insight into the diversity of spacers acquired,\textsuperscript{137, 141} possible mechanisms of target destruction,\textsuperscript{108, 142} and conditions
under which adaptation most frequently occurs within a population, however these studies could not observe any variation existing in each step of the adaptation process within individual cells.

Recently, developments in the field have begun to include the use of time-lapse microscopy to investigate invader establishment and degradation in single cells. Here we set out to further these techniques and investigate and quantify the dynamics and variability of both the interference and adaptation processes in single-cell lineages. Using time-lapse microscopy and microfluidic devices, we followed individual cells over multiple rounds of division while simultaneously monitoring CRISPR-Cas protein expression and DNA degradation. Hence, we obtained individual lineages, the genealogical relations between them, as well as real-time data on the DNA clearance process, instantaneous growth rates, cell sizes, and division frequencies of individual cells. We determined that while direct interference occurs quickly and consistently, clearing the target from all cells within hours, priming is highly variable and much slower, taking up to several tens of hours. Further, through stochastic modelling we were able to define the adaptation and clearance stages of priming and identified primed adaptation as the source of the variation observed. Finally, we corroborated our findings with a minimal agent-based model, that accurately replicated our data and provided further insights into the dynamics of the primed adaptation process.

3.2 Results

3.2.1 Time-lapse microscopy of the CRISPR response

Using two strains, KD615 (WT) and KD635 (Δcas1, 2) (Supplementary Table 3.3), we investigated priming and direct interference respectively. The strains contain an array with a leader, two repeats and a single previously characterised spacer, spacer8 (SP8) (Fig. 3.1a-c). In addition, these strains are engineered to control cas gene expression using arabinose and IPTG induction, and hence initiation of the CRISPR response. Target plasmids were engineered to encode a constitutively expressed YFP or CFP fluorescent protein and contain a target sequence that is complementarity to SP8 in the CRISPR array, allowing direct monitoring of target DNA presence in individual cells over time (Fig. 3.1a-c) (Supplementary Table 3.3). In order to investigate the direct interference process, we flanked the target sequence with a 5'-CTT consensus PAM (Fig. 3.1a,b). Further, to investigate the priming response we mutated the PAM to 5'-CGT (Fig. 3.1b,c), a mutation known to allow mobile genetic elements (MGE) to escape interference, and invoke a primed adaptation response.

Use of a microfluidic device (Wehrens2018) enabled fluorescence time-lapse imaging for over 36 hours with the option for media exchange (Fig. 3.1d). The device contained chambers allowing observation of a single layer of cells, constant
medium supply, removal of cells that no longer fit the chamber due to growth, and control of intracellular processes via induction. Image analysis software was used to segment and track all cells and their fluorescence signals, thus allowing the re-construction of lineage trees in a defined region at the bottom of the chamber (Fig. 3.1d,e).

### 3.2.2 Direct interference is fast and synchronous

We first investigated the direct interference response (Fig. 3.1a). Prior to cas gene induction, the images showed high YFP fluorescence in all cells, confirming the presence of the target plasmid (Fig. 3.2a) which decreased upon induction, indicating CRISPR mediated degradation of the target DNA (Fig. 3.2a, Supplementary video 1). When the plasmid did not contain a target sequence (pControl) YFP levels did not decrease for over 35 hours (Supplementary Fig. 3.1), indicating targeting by CRISPR-Cas is required for plasmid loss in this set-up. The mean YFP fluorescence per cell unit area (which estimates the YFP concentration) showed the decrease started after about 1 hour of induction, and then exhibited a smooth monotonic decline without substantial fluctuations (Fig. 3.2b). Note that traces end upon the cells exiting the observation chamber. CRISPR mediated degradation of the target was thus efficient and synchronous, and in the case of a 5-copy plasmid could overcome the plasmid replication and copy number control. Hence, we surmised that the YFP fluorescence may decrease exponentially, as the YFP proteins are diluted exponentially due to volume growth upon clearance of the last plasmid. Indeed, we found the fluorescence decrease to be exponential (Supplementary Fig. 3.2).

Direct interference variability between cells also appeared limited (Fig. 3.2b). To address it more directly, we quantified the moment all plasmids are cleared by determining the YFP production rate as the change in total cellular fluorescence per unit of time. The production rate scales with the number of target DNA copies, and shows the expression timing more precisely by suppressing slow dilution effects. Indeed, the YFP production rate decreased rapidly, and reached zero (the background level of cells not expressing YFP) when the mean fluorescence was still close to its maximum (Fig. 3.2c). This moment was identified as the plasmid loss time (PLT) (Fig. 3.2c). PLT was narrowly distributed between about 1 and 2.5 hours (Fig. 3.2d, \( CV^2 = 0.055 \)). Hence, in all cells the target was cleared. The clearance was rapid taking between 1 and 3 generations, and sometimes occurred in the same generation in which the CRISPR response was initiated by induction (Supplementary Fig. 3.3).

### 3.2.3 Primed adaptation is highly variable

Next, we studied plasmid clearance after adaptation from a target with a mutated PAM (Fig. 3.1c). Most notable in these priming experiments was the heterogeneity...
Figure 3.1: Figure caption on next page.
Figure 3.1: Investigating single-cell behaviour during CRISPR defence using time-lapse microscopy. a, Schematic of the direct interference process. The cell contains a I-E CRISPR system, as well as the CRISPR array with a single spacer targeting the plasmid (grey box). The plasmid encodes YFP and contains a sequence matching the spacer (grey), flanked by a consensus PAM (blue). Immediate targeting by the CRISPR system resulting in degradation of the plasmid and loss of the YFP in the cell. b, To invoke priming the 5’-CTT consensus PAM, flanking the target sequence located on the plasmid, is mutated by one nucleotide to a non-consensus PAM 5’-CGT. c, Schematic of the priming process. (Left cell) A mutation of the PAM (red) flanking the target sequence means the spacer in the CRISPR array can no longer initiate direct interference. Fragments in the cell can be captured and processed by Cas1,2 (light blue). (Right cell) The Cas1,2 complex integrates the fragment into the CRISPR array as a new spacer (purple), which matches the target plasmid resulting in degradation and loss of YFP in the cell. d, To allow long term imaging cells are grown in a microfluidic chip that allows constant media supply. Cells within a single well are imaged frequently in phase contrast and fluorescence allowing segmentation and tracking of lineage history across frames. e, Variation in features of reconstructed single-cell lineages (left) such as size (middle) and fluorescence concentration (right) are continuously monitored enabling further investigation.

between lineages, with the clearance process ranging from 2-30 cellular generations (Supplementary Fig. 3.3). Upon induction, some lineages showed a decreasing trend in fluorescence as early as 4 hours (Fig. 3.2e-f, Supplementary video 2), while others remained fluorescent after 35 hours (Fig. 3.2f). The PLTs were indeed broadly distributed and displayed a long tail towards large values (Fig. 3.2g, $CV^2 = 0.458$). Of note, we did not observe plasmid clearance in the same generation in which the CRISPR system was induced (Supplementary Fig. 3.3).

The shapes of the YFP declines were exponential, similar to the direct interference data (Fig. 3.2b and f, Supplementary Fig. 3.2). When aligned at the PLT, the average profile of all production rate traces for direct interference and priming show a similar trend both right before and after plasmid loss is detected (Supplementary Fig. 3.4). In these data, the onset of the decrease is about 60 min before PLT in both cases, thus estimating the clearance time (CT), the duration of the target clearance process. In priming, clearance thus contributes much less to PLT variability than the preceding processes (Fig. 3.2g). These observations suggest that new spacers preceded by a consensus PAM are indeed acquired, and that the CRISPR adaptation phase is responsible for the observed temporal variability (Fig. 3.2g).

Spacer acquisition in the population was indeed confirmed by PCR of the
Figure 3.2: Variation in target plasmid clearance times is much larger when CRISPR adaptation is required a-b, Depict clearance of a target with a consensus PAM by direct interference a, Overlay of fluorescent and phase contrast time-lapse images. Presence of the target plasmid is tracked by its YFP production. Images are shown at 2.5 h intervals starting from induction of cas gene expression. b, Reconstructed lineage traces of the imaged population (a) from induction of the CRISPR system over time (grey) lineages show some variation in plasmid clearance times (coloured). c, Production rate (black line) of the YFP is used to determine the plasmid loss time, PLT, (black dot, black arrow) allowing earlier detection than using the mean fluorescence (purple line). The time from first targeting of a single plasmid to the PLT is defined as the clearance time (CT, purple arrow). d, Distribution of PLTs determined by the production rate during direct interference (n=250). e-f, Depict clearance of a matching target with a mutated PAM via priming e, Overlay of fluorescent and phase contrast time-lapse images. Presence of the target is tracked by YFP production. Images are shown at 6 h intervals. f, Reconstructed lineage traces of the imaged population (e) from induction of the CRISPR system over time (grey). Lineages show large variations in the time taken to clear the plasmid (coloured). g, Distribution of plasmid loss times calculated with the production rate during priming (n=149).
CRISPR array in cells collected from the microfluidic device (Supplementary Fig. 3.5). Spacer acquisition was not observed with the \( \Delta \text{cas}1,2 \) strain, consistent with Cas1 and Cas2 being required for acquisition.\(^{153} \) In the absence of Cas1 and Cas2 however, low frequency plasmid loss was observed in 1.4% of the lineages over a 35-hour period (Supplementary Fig. 3.6). Hence, complete clearance is possible with a mutated PAM, even if highly inefficient.

### 3.2.4 Genealogical relations impact the CRISPR response

To study the role of genealogy in the CRISPR response, we took a more in depth look at the lineage history before plasmid loss (Fig. 3.3a). For primed adaptation, some subtrees showed all plasmid loss events occurring close together, however most subtrees showed a wide PLT variability (Fig. 3.3b, black dots), in line with lineages responding independently. However, statistical analysis showed that sisters cleared their plasmids within the same cell cycle more frequently than expected at random, and more strongly so for priming than for direct interference (Fig. 3.3c). Hence, inheritance plays a role in the CRISPR response (Fig. 3.3c).

These data led us to hypothesise that in priming, plasmid loss times in sisters correlate because spacer acquisition occurs in the mother, after which plasmid degradation (primed interference) continues into the daughters. If true, the detection of plasmid loss in each daughter will likely be close in timing, with the moment in the cell cycle for both daughters determined by when spacer acquisition occurred within the mother’s cell cycle. This would result in a random distribution of loss times throughout the cell cycle for each pair of daughters in the experiment. Conversely, when loss in sisters was not correlated (i.e. only one sister cleared the plasmid) we believe both acquisition and clearance managed to occur in the same cell cycle. In this case, we would expect clearance to occur at the end of the mother’s cell cycle. We base this on our earlier finding that on average 60 min (CT) is required for the interference process (Supplementary Fig. 3.4), indicating adaptation must occur at the beginning of the cell cycle and be directly followed by swift interference. To test this hypothesis, we divided the cell cycles into five equal fractions, and tabulated the observed loss event for each fraction. Indeed, loss events in just one sister occurred from frequently towards the end of the cell cycle (Fig 3.3d), while the moment of loss was more randomly distributed when both sisters lost the plasmid (Fig. 3.3d). Altogether this indicated that loss likely takes place more frequently in sisters than cousins (Fig. 3.3c) because adaptation occurred in the mother.

### 3.2.5 The growth rate has opposing effects on adaptation and interference

To study if stochastic variations in cell cycle parameters affect the CRISPR-Cas response, we developed a ranking analysis to rank each ‘loss-lineage’ that successfully
Figure 3.3: Figure caption on next page.
Figure 3.3: Growth rate and interdivision times have an influence on direct interference and priming. 

- **a**, Schematic of key analysis structure and terminology.
- **b**, A comparison of 9 subtrees constructed from induction.
- **c**, The observed fraction of loss in cells (green) during direct interference (left) or priming (right) related as either sisters (DI: n=171, P: n=98) or cousins (DI: n=130, P: n=138) is plotted against the fraction of expected loss events (blue) in related cells when the events are randomized in the same time window.
- **d**, The cell cycle was divided into 5 equal fractions and plasmid loss times are plotted in the corresponding fraction where one sister alone cleared the plasmid (left, n=101) or both sisters cleared the plasmid (right, n=24).
- **e**, Schematic explaining the rank-based analysis approach. For each detected loss event (left, black circle) the cell feature i.e. growth rate for that lineage (right, green) is averaged over a lookback window (right, dashed rectangle), and then ranked amongst all averages of non-loss lineages in the same window (violet, right).
- **f**, Boxplots of percentile rankings of all loss lineages that cleared a consensus target via direct interference (green, left, n=250), or a mutated target via priming (blue, right, n=149), for growth rate, birth size and interdivision respectively over a lookback window of 30 minutes. The median percentile ranking of loss lineages is indicated by a line and value, categories in which this value was significantly different from a ranking in the 50th percentile as computed by a 2-sided binomial test are indicated in red followed by asterisks. (**p<0.0001, ***p<0.001, **p<0.01)

cleared the plasmids relative to the 'non-loss lineages' that had not cleared the plasmids at that same moment in time (Fig. 3.3e). As cellular features such as the growth rate or concentration of proteins might not be in steady state due to changes in the environment, comparing loss-lineages that cleared the plasmids at different times over the course of the 36 hour experiment could result in detection of a trend in growth not related to the CRISPR-Cas response. The ranking was based on growth rate averaged over a 30 min 'lookback window' (Fig. 3.3e), determined using autocorrelation times which are a measure of the rate of change of a time series. The autocorrelation coefficient of the growth rate is no longer significant beyond 30 mins, thus indicating measurements more than 30 mins apart are unlikely to be correlated (Supplementary Fig. 3.7). In direct interference, the 'loss lineages' exhibited a higher median growth rate than 'non-loss lineages', with their growth rate ranking in the 63rd percentile (p=0.01) (Fig. 3.3f). These lineages also showed shorter interdivision times (p=0.0001), but not a difference in cell size (Fig. 3.3f). These results were robust over a range of lookback window sizes (see Supplementary Fig. 3.8). We stress that growth is likely only one of the many factors affecting the CRISPR response, which is also reflected by the broad ranking distributions (Fig. 3.3f). Overall, the analysis indicated that faster growth...
Primed adaptation showed a different picture. To probe the effects on spacer acquisition, which occur about 60 min before plasmid loss, we used a lookback window between 90 and 60 min before the PLT. While cell size and interdivision time did not show an effect (no significant deviation from the 50th percentile) the growth rate did, with loss lineages growing more slowly compared to non-loss lineages (38th percentile, \( p=0.01 \)) (Fig. 3.3f). This was robust to changes in the lookback window (Supplementary Fig. 3.9). Altogether, these findings indicated that, on average, slower growing cells achieved faster plasmid clearance through priming.

3.2.6 Cascade concentrations impact the CRISPR response

Apart from physiological determinants like growth, Cascade expression levels may influence the speed of CRISPR defence through growth rate fluctuations or the random partitioning of molecules at division.\(^19\) To investigate this, we fused mCherry (RFP) to the N-terminus of the Cas8e subunit of Cascade\(^{110}\) (Fig. 3.4a). Using single particle fluorescence calibration, we estimated that the cells contain on average about 200 Cascade molecules/\( \mu m^2 \) (Fig. 3.4b and Supplementary Fig. 3.10). Hence, we quantified the (stochastic) variations in Cascade abundance within single-cell-lineages upon induction (Fig. 3.4b).

Cascade levels fluctuated on a longer timescale than the cell cycle (200 min, Supplementary Fig. 3.11) and were strongly correlated between sisters and cousins (\( R=0.89 \) and 0.62 respectively, Supplementary Fig. 3.12) indicating that Cascade levels are stable over several generations. We reasoned that lineages with high Cascade concentrations may target and clear the plasmids faster. Hence, to test this notion, we investigated the correlation between Cascade search hours and the PLT for each lineage at time points onward from induction. Cascade search hours can be described as the sum of hours spent by all Cascades in the cell searching for the target and are determined from the cumulative RFP, i.e. the area under the RFP concentration curve of each lineage from induction until a point of interest (Supplementary Fig. 3.13). One may expect that a single-cell lineage which has a high number of Cascades for a short period of time close to induction could undergo adaptation earlier than a cell which has a lower number of Cascades over a longer period of time, or vice versa (Supplementary Fig. 3.13). To this end, we carried out this analysis to determine if spacer acquisition may be governed by a requirement for a number of Cascade search hours rather than a peak in copy number in the cell.

At 0-2 hours post induction, PLT and Cascade search hours indeed correlated negatively for direct interference but not for priming, indicating cells with a higher sum of Cascade search hours lost the plasmid earlier (Fig. 3.4d). This result is in
line with our earlier findings (Fig. 3.4c) and supports that stochastic variations in Cascade expression levels affect direct interference. For the priming process, the impact of Cascade levels appeared weaker and no significant correlation was found between PLT and Cascade search hours prior to loss (Fig. 3.4d). This suggests that neither the total search hours of Cascade nor the instantaneous expression levels play a detectable role in the determination of when plasmid loss occurs during priming. We hypothesise this could be due to the underlying processes being less synchronised in time in comparison to direct interference, and hence masked by other stochastic variations in our set up.

3.2.7 Low Cascade-target binding affinity generates CRISPR response variability

To gain insight into the variability and dynamics of the CRISPR-Cas defence we developed an agent-based simulation framework. Adaptive immunity in bacterial populations has been modelled previously but to our knowledge none describe variability or single-cell behaviour. Briefly, we simulated 100 cells, their growth and division, plasmid maintenance, stochastic protein production and partitioning at division, spacer acquisition, and target DNA degradation (see Supplementary Methods for details). We found that with these minimal model ingredients, and by only changing the Cascade-target binding affinity due to the PAM mutation, the model could reproduce both the low variability of direct interference (Fig. 3.5a,b and Fig. 3.2b,d), and the high variability of priming (Fig. 3.5c,d and Fig. 3.2f,g) from the experimental conditions. Specifically, we found a Cascade-target binding affinity reduction of two orders of magnitude for the PAM mutation, which is consistent with previous work (Supplementary Table 3.2).

The priming process can be conceptually understood as a two-step process, adaptation followed by interference, where a highly reduced rate of the first step is able to recreate the broadness of the PLT distribution (see Supplementary Methods for details). We hypothesised that variation of the primed adaptation response could originate from the low-affinity target search of Cascade, or the spacer integration. In the agent-based model, we were able to vary the rates of these two processes by a factor of 100, while keeping the Cas3-mediated target destruction constant, we find that slow spacer integration alone is not enough to explain the observed variability (Fig. 3.5h). Conversely, reduced Cascade-target binding affinity is both necessary and sufficient to reproduce the observations (Fig. 3.5e-h) and is required to generate pre-spacers.

3.2.8 Competition between adaptation and low-level interference

In priming, low Cascade-target affinity and resulting sporadic target degradation can yield a low-level interference prior to adaptation, which in turn provides a
Figure 3.4: Growth rate and interdivision times influence direct interference and priming

a, Schematic of the experimental set up adapted to allow visualization of target presence (CFP) and Cascade levels (mCherry) simultaneously. The expansion indicates the mCherry fluorescent tag was integrated upstream of the cas8e subunit.

b, Cascade concentration of single-cell lineages over time from induction.

c, Cascade concentrations were averaged over a 30-minute lookback window from the plasmid loss event for all loss lineages during direct interference (green) or priming (blue). The Cascade concentration of the loss lineages were ranked as percentile amongst the non-loss lineages and plotted here. The median percentile ranking of loss lineages is indicated by a line and value, categories in which this value was significantly different from a ranking in the 50th percentile as computed by a 2-sided binomial test (*p<0.05) are indicated in red followed by an asterisk.

d, The Pearson correlation coefficient of plasmid loss time versus total cumulative Cascade concentration at that moment is plotted every 5 minutes (DI) or 10 minutes (Priming) starting from induction of the CRISPR system. The plotted line for both a target with a consensus PAM (green) and target with a mutant PAM (blue) are enveloped by a 95% confidence interval. Darker shading indicates where the correlation coefficient is significantly different from zero (p<0.05).
Figure 3.5: Figure caption on next page.
Figure 3.5: Results from the stochastic agent-based model of CRISPR adaptation and interference. a-d, Example trajectories showing fluorescence concentration produced by target plasmids simulated with the agent-based model for the (a) direct interference and (c) priming condition, and corresponding target loss distribution (b,d respectively). e-h, Example trajectories from 4 different parameter combinations. High Cascade affinity (f,h) corresponds an increase in target binding by a factor 100 as compared to low Cascade affinity (e,g), slow integration (g,h) represents a 100-fold reduction in the spacer integration rate as compared to fast integration (e,f). i, Mean target loss time of the population as a function of the average target copy number per cell for direct interference (green) and priming (blue). j, Breakdown of average time spent on primed adaptation (blue) and primed interference (green) for cells that clear targets through priming, for target copy numbers in the range 1-50. k, Schematic of alternative target loss pathways. At low copy numbers, targets can be completely cleared through low-level interference, which becomes increasingly rare as copy numbers increase. The priming process shows a u-shaped relationship with the target copy number, as a result of adaptation becoming faster as target copy numbers increase, and time required for interference increasing with target copy number.

Continuous source of target DNA fragments that can act as pre-spacers. Hence, we wondered whether target abundance affects this process. For direct interference, as expected, we found that the PLT increased monotonically in simulated trajectories as the average number of targets varies from 1 to 50 (Fig. 3.5i, see Supplementary Fig. 3.14 for full range of distributions). Simulations of priming did not show such a monotonic trend: the PLT first went up, then down, and finally up again (Fig. 3.5i, Supplementary Fig. 3.15). This behaviour could be explained by splitting priming into adaptation and interference (Fig. 3.5j): while primed interference logically only speeds up with fewer targets, primed adaptation initially slows down with fewer targets because of the resulting fewer pre-spacers, but then speeds up for the lowest number of targets, because low-level interference is now sufficiently efficient, in combination with unequal partitioning upon division (Supplementary Fig. 3.16). Indeed, our experiments also showed such clearance of a 5-copy target by low-level interference without spacer acquisition (Supplementary Fig. 3.3). This alternative pathway competes with priming when there are few targets (Fig. 3.5k), and might explain the trend in Fig. 3.5j showing faster loss at 1 target as compared to 5 targets. Target abundance thus affects the balance between primed adaptation and primed interference, resulting in a non-monotonic trend for the target clearance probability.
3.2.9 Cascade expression stochasticity can accelerate CRISPR adaptation

Our experiments showed that CRISPR defence is affected by Cascade expression (Fig. 3.4c-d) which is stochastic in nature (Fig. 3.4b). However, due to the inducible promoter set-up in our experiments, variability in Cascade levels is lower than it might be in a natural setting. To investigate possible implications of this, we changed the level of gene expression variability for Cascade to have 100-fold stronger expression bursts while maintaining average Cascade concentrations (see Supplementary Methods for details). For direct interference simulations, this increased variability resulted in a higher mean PLT: while some cells could clear all targets earlier, many cells required more time to clear all targets as compared to lower-variability Cascade expression (Supplementary Fig. 3.17). Surprisingly, for priming the mean PLT became lower when the Cascade variability increased (Fig. 3.6a). The primed interference phase showed a trend similar to direct interference: a broadening of the PLT distribution yielding a slow-down on average (Fig. 3.6b). However, the entire distribution shifted to lower values for primed adaptation (Fig. 3.6c), yielding an overall speed-up. For mutated PAMs, pre-spacer production critically depends on high Cascade levels, even if transient, as the cumulative probability of a pre-spacer integration event depends on the Cas concentration in a highly non-linear fashion. In Supplementary Methods Fig. 3.1, we demonstrate how this non-linear dependence results in an increased probability of adaptation for cells with high Cascade abundance over a short period of time as compared to cells which have a lower number of Cascades over a longer period of time, despite having equal average Cascade concentrations.

3.3 Discussion

In this study, we have investigated a previously unexplored question: what are the dynamics and variability of the CRISPR adaptation and interference responses in individual cells? Our time-lapse microscopy approach allowed real-time monitoring of invader presence, cell traits and inheritance in single-cell lineages. We found that direct interference, despite its dependence on various stochastic processes and poorly understood tug-of-war between replication of invading nucleic acids and degradation by CRISPR-Cas systems, is notably efficient with invader DNA clearance achieved in all cells within 1 to 3 generations. Conversely, the priming CRISPR response was highly variable, ranging from 2 to 30 generations before clearance. Our data show that direct interference and primed interference can in fact occur on comparable time scales, and identify the adaptation phase of priming as the origin of the variation. Further, our direct observation of the CRISPR-Cas action and modelling approach revealed several factors that impact CRISPR-Cas response variability. The interaction between Cascade and the target DNA, which is
Figure 3.6: Distribution of primed adaptation and primed interference time for high and low variability in Cascade concentration. a, Target loss time distribution for two different levels of Cascade concentration variability for priming. At low variability (blue) Cascade proteins are produced in frequent, small bursts, whereas at high variability (green) proteins are synthesized more sporadically in large bursts (100-fold increase), keeping average Cascade concentration constant. b-c, The variability of primed interference times (b) for high Cascade variability (green) increases as compared to low Cascade variability (blue), whereas the variability of primed adaptation times (c) decreases with higher Cascade variability.

characterised by a low affinity owing to the PAM mutation, represents a key source of heterogeneity in the adaptation process of the priming response, rather than the complex spacer integration process.

For direct interference, we found our observed degradation time of 90 mins on average for the consensus target plasmids to be on a comparable time scale to previous work taking into account the differences in experimental setup including but not limited to; the number targeting spacers, copy number of targets and differences in Cas protein induction. While in agreement with the work of Guan et al., we saw that cell size was not an influential factor in the speed of target degradation, we additionally found that cells that cleared the target DNA earlier, grew and divided faster than the population mean. This may be explained by the fact that faster growth is known to reduce plasmid copy numbers.

For priming the reverse was found. Cells that adapted and cleared the target DNA earlier, grew slower than the population mean. From this we conjectured that slower growth may play a role due to copy number maintenance mechanisms, which result in higher concentrations of target plasmids in slow growing cells. This hypothesis was further supported by the model which showed that adaptation can occur more efficiently when more target DNA is present in the cell. While in our set-up an effect of Cascade concentration on priming could not be detected, we note that slower growing cells had higher Cascade abundance (Supplementary Fig. 3.18) suggesting that Cascade levels may play a role in combination with other factors enhanced by slow growth. Lastly, slow growth may simply provide
more time to the cell to locate the target and facilitate spacer insertion before interruption by cell division.\textsuperscript{144} Conversely, due to our limited ability to determine the precise moment acquisition occurred, we cannot rule out that slow cell growth could be occurring as a result of the spacer integration process itself resulting in a cellular stress response due to DNA damage.\textsuperscript{162} However, in line with our findings that slow growth enable cells to prime earlier, spacer acquisition was found to occur more frequently on average in bacteriostatic cells,\textsuperscript{163} specifically during the late-exponential and early-stationary phases, when cells are presumably growing slower,\textsuperscript{143} and in slow growing populations when compared directly to faster growing populations.\textsuperscript{144} Our findings together with these studies indicate that slow growth caused by any environmental change or cellular stress may in fact be beneficial to a cell trying to undergo adaptation.

Our finding that target copy number influences the efficiency of spacer acquisition has implications for scenarios involving invading phages. It suggests that one genome copy of a single virulent phage with an escape PAM may not lead to efficient CRISPR adaptation. However upon replication of the phage genome, it may become abundant enough, though at this point in time it is likely that primed interference with a new spacer cannot successfully eliminate a virulent phage before cell lysis.\textsuperscript{134, 164, 165} Despite this, it has been shown bioinformatically that priming by type I systems is widespread in nature,\textsuperscript{166} especially against temperate phages.\textsuperscript{167} Such events could occur due to low-level interference, in which a cell is able to simultaneously clear the invader while present as a single copy and acquire a spacer from the fragments produced. This would result in immunisation of a single cell in the population, ultimately leading to a subpopulation of resistant cells that could limit further propagation of the same phage. Such a phenomenon may be more likely to occur when a defective phage infects the cell.\textsuperscript{164}

The variation existing between single cells in a population is quite remarkable. In nature, stochasticity or noise in both gene expression and cellular components has been demonstrated to play a positive role in a number of cellular processes.\textsuperscript{168–170} Stochasticity in CRISPR-Cas could contribute to bet-hedging strategies,\textsuperscript{171} in which subpopulations develop to combat changes in the environment, such as phage exposure. A distinct subpopulation in which Cascade is highly expressed could allow faster elimination of an invading phage, and subsequent re-population. This may in turn increase the fitness of the population, by reducing the overall burden of CRISPR expression and risk of autoimmunity.\textsuperscript{137, 172} While such a strategy may not guarantee single cell survival, it is at large beneficial for the population as whole. Indeed, previous studies have shown CRISPR immunity in single cells acts to limit phage propagation throughout the population in an abortive infection like manner.\textsuperscript{173–175} On the other hand, the survival of only a subpopulation of cells may result in population bottlenecking and an overall loss of diversity.\textsuperscript{176} This may be disadvantageous in terms of spacer diversity, where it has been shown that populations containing a range of spacers are better able to combat and even
facilitate the extinction of new invaders.\textsuperscript{141,154} Further, we cannot discount that a more susceptible subpopulation of cells may lead to higher overall phage titers and a larger overall threat to the population.

While a number of studies have thoroughly investigated CRISPR-Cas systems through population and single molecule based experiments,\textsuperscript{112,114,118,137,142–144,173,174,177,178} these findings do not provide insight into the cell-to-cell variability. Our work, along with others,\textsuperscript{146,147} has begun to bridge this gap demonstrating how important the dynamics of CRISPR-Cas systems are to their functioning and the outcome of populations facing a threat. Further investigation into different CRISPR-Cas types and classes, fluctuating environments,\textsuperscript{179} and conditions supporting the formation of subpopulations\textsuperscript{180} will enhance the understanding of CRISPR-Cas dynamics on both the molecular and population scale.

3.4 Methods

3.4.1 Cloning

Plasmid pTU166 targeted by KD615 and KD635, was created by amplifying the streptomycin resistance cassette from pCDFDuet-1 with primers BN831 and BN832 to add a 5’-CTT-PS8 tail. The backbone of pVenus was amplified using primers BN833 and BN834 and both products were restricted with KpnI and HindIII enzymes. Overnight ligation at 16 °C and transformation into DH5α resulted in colonies selected to contain the plasmid. Plasmids pTU190 and pTU193 were created by PCR amplification of pTU166 using primer BN911 in combination with BN912 or BN891 respectively. Products were restricted with Sall, ligated and transformed into DH5α. Target plasmids pTU389 and pTU390 were PCR amplified from plasmid pTU265 a derivative of pVenus containing CFP using primers BN2278 in combination with BN2275 or BN2276 respectively. Products were restricted with NcoI, ligated and transformed into DH5α. All plasmids were confirmed by Sanger sequencing (Macrogen). All plasmids used are listed in Supplementary Table 3.4. Primers used are listed in Supplementary Table 3.1.

3.4.2 Creation of strains KD615mCherry-Cas8e and KD635mCherry-Cas8e

Strains were created using lambda red homologous recombination.\textsuperscript{181} Plasmid pSC020, containing both Lambda red and the Cre-recombinase, was transformed by electroporation into strains KD615 and KD635. Strains were recovered at 30°C for 1.5 h and plated on media containing 100 µg/ml ampicillin. Transformants were then grown overnight in liquid medium at 30°C, with selection, and made competent the following day by inoculating 50 ml with 500 µl of overnight culture. Once the cells reached an OD600 of 0.2 a final concentration of 0.2% L-Arabinose (Sigma-Aldrich)
was added and cells were grown for another 1.5 h and subsequently washed with pre-cooled 10% glycerol. The mCherry-cas8e G-block (IDT) (Supplementary Table 3.5) based on the design used in\textsuperscript{110} was resuspended with ddH2O to a concentration of 50 ng/µl and transformed into the competent cells by mixing 2 µl DNA with 50 µl of cells and recovering at 30°C for 1.5 h. After recovery cells were plated undiluted with selection for kanamycin and ampicillin. PCR verified colonies were then grown in liquid culture with 1 mM IPTG at 37°C to promote the loss of the kanamycin resistance cassette and pSC020. Individual colonies were screened for plasmid loss by patching each colony onto three plates containing no antibiotics, only kanamycin and only ampicillin. Colonies exhibiting no resistance were then PCR screened with primers (Supplementary Table 3.1) BN2204 and BN2205 for the presence of the mCherry-Cascade fusion. Strains were confirmed by Sanger sequencing (Macrogen).

3.4.3 Growth conditions

All strain and plasmid combinations (Supplementary Tables 3.3–3.4) used were grown at 37°C, shaking at 180 rpm, prior to microscopy. To avoid autofluorescence under the microscope a minimal M9 media was used containing the following supplements, 2% glycerol (Sigma-Aldrich), 1X EZ Supplements (M2104 Teknova), 20 µg/ml uracil (Sigma-Aldrich), 1 mM MgSO\textsubscript{4} (Sigma-Aldrich) and 0.1 mM CaCl\textsubscript{2} (Sigma-Aldrich), from here on called M9 media.

3.4.4 Microfluidic device

The device used was developed by D.J. Kiviet in the Ackermann lab and has been previously used in the Tans lab.\textsuperscript{151} The device contains a main flow channel 23.5 µm high and 200 µm wide that splits into two 100 µm wide flow channels of the same height. Perpendicular to these flow channels are wells with a height of 0.75 µm, widths of 1x80 µm, 1x60 µm, 2x40 µm, 3x20 µm, 3x10 µm, 3x5 µm and depths of 60 µm, 30 µm, 50 µm and 40 µm. These well sizes are repeated 5 times and are the location where the growth of microcolonies occurs during an experiment. The PDMS devices were made by casting them into an epoxy mould, a gift from D.J. Kiviet and the Ackermann lab. The PDMS device was produced by mixing polymer and curing agent (Sylgard 184 elastomer, Dow Corning) in ratio of 1 mL of curing agent to 7.7 g of polymer. This mixture was poured into the epoxy mould and air bubbles were subsequently removed by use of a desiccator for 30 mins followed by baking at 80°C for 1 h. After baking the device can be carefully removed from the mould with aid of a scalpel and holes were punched for liquid in-and outlets. For use under the microscope, the PDMS chip was covalently bound to a clean glass coverslip. This was done by treating both the PDMS and glass surface with 5-10 sweeps of a portable laboratory corona device (model BD-20ACV,
Electro-Technic Products). After treatment the chip was placed carefully onto the 
glass slide and gently tapped to facilitate full contact between the PDMS and glass 
surface. Finally, the device was baked for another 1-2 h at 80°C and stored until 
the experiment was started.

3.4.5 Loading and filling of microfluidic wells

Cells were initially grown overnight (for 12 h) at 37°C, 180 rpm in 10 mL M9 
media with antibiotic selection (streptomycin 50 µg/ml) for the target plasmid. The 
following day 500 µl of culture was passaged into fresh M9 medium (with selection 
for the target plasmid), approximately 3 h before microscope set up, and grown 
at 37°C, 180 rpm. After 3 h of growth the cells were pelleted and resuspended 
in 30 µl. To begin the experiment 2 µl of 0.01% Tween20 (dH2O) solution is 
slowly pipetted into the selected media lane to allow the removal of air and flow 
of liquid into the wells perpendicular to the media lane. Following this, 2 µl of 
concentrated bacterial culture was pipetted slowly into the same lane. Once liquid 
could be seen exiting at the opposite end of the media lane the syringes containing 
media (loaded on syringe pumps), the valve controller and the waste collection 
flasks were attached to the chip by metal connectors and polyethene tubing. Media 
was pumped into the chip at a flow rate of 0.5 mL/h allowing constant supply of 
nutrients to the cells. The rate of media flow was also important for removal of 
cells from the top of the well, to allow constant division and long-term tracking of 
cells located lower within the well.

3.4.6 Media switches

All experiments were carried out with precise 37°C temperature control and required 
the use of 2 different medias. For the first 12 h of the experiment (including 
loading of the chip) cells were grown in Media 1, M9 supplemented with both 
ahydotetracycline (40 ng/ml) and Streptomycin (25 µg/ml) to induce the YFP 
and select for cells containing the target plasmid respectively. After 12 h of growth 
in the chip the media was switched via the valve controller (Hamilton, MPV valve 
positioner) to Media 2, M9 supplemented with anhydotetracycline (40 ng/ml), 
0.1% L-arabinose and 0.1 mM IPTG. This media change allowed removal of the 
selection for the target plasmid, continued induction of the YFP and induction of 
the CRISPR system after filling of the wells.

3.4.7 Spacer acquisition detection from microfluidic chip output

Over the course of the experiment, the cells that flow out of the wells and subse-
quently the chip were collected in a sterile Erlenmeyer flask. The cells were then 
concentrated by centrifuging for 5 min at 2000 g. The supernatant was removed
and cell were resuspended in 2 mL of M9 media. Colony PCR was performed with 1 µl of culture using primers BN1530 and BN1531 (Supplementary Table 3.1) and the products were run on a 2% agarose gel at 100 V for 30 mins alongside the 100-1000 bp DNA Ladder (SmartLadder-SF, Eurogentec).

### 3.4.8 Imaging and image analysis

For all time-lapse experiments, phase contrast images were acquired at 1 min intervals at a maximum of 2 positions. In experiments with a YFP target plasmid, fluorescent images were taken every 2 mins, with an exposure time of 500 ms. For experiments with a CFP target plasmid and the mCherry-Cascade fusion images were acquired every 4 mins with exposure times of 500 ms and 200 ms respectively. Images were acquired for the entire experiment including the first 12 hrs of growth. Cells were imaged with an inverted microscope (Nikon, TE2000), equipped with 100X oil immersion objective (Nikon, Plan Fluor NA 1.3), automated stage (Märzhäuser, SCAN IM 120 3 100), high power LED light source with liquid light guide (Sutter, Lambda HPX-L5), GFP, mCherry, CFP and YFP filter set (Chroma, 41017, 49008, 49001 and 49003), computer controlled shutters (Sutter, Lambda 10-3 with SmartShutter), cooled CMOS camera (Hamamatsu, Orca Flash4.0) and an incubation chamber (Solent) allowing temperature control. In order to obtain images with a pixel size of 0.041 µm an additional 1.5X lens was used. The microscope was controlled by MetaMorph software. A series of acquired phase contrast images were analysed with a custom MATLAB (MathWorks) program, originally based on Schnitzcells software, adapted to allow for automated segmentation of cells growing in a well. Segmentation was inspected and corrected manually where necessary. All segmented cells were then tracked between frames using the pixel overlap between cells allowing the formation of lineage structures. Growth rates are determined by fitting an exponential function to recorded cell lengths over multiple frames and thus represent the rate of cell elongation, whereas interdivision time is calculated as the time between subsequent divisions.

### 3.4.9 Plasmid loss and clearance time detection using the fluorescent protein production rate

Before screening for plasmid loss, we detect cell death in lineages by applying a moving average filter to the cellular growth rate. If the cellular growth rate reached zero and did not recover again, the remainder of the fluorescence time series after this point was excluded from the analysis. For each lineage, we computed the fluorescence production rate of the plasmid-encoded fluorophore from a cell’s total fluorescence, cell area, cellular growth rate, and the rate of photobleaching of the fluorophore. As there is always some amount of residual fluorescence produced...
by the cells, we selected an appropriate threshold for plasmid loss detection from the upper values of the distribution of production rates of plasmid-free cells. To detect plasmid loss in individual lineages we applied a moving average filter to the fluorescence production rate and detected the first instance of the production rate reaching a value below the threshold. This plasmid loss time (PLT) can be seen as an upper bound estimate, as some processes (transcription, translation, fluorophore maturation) still carry on for some time after the last plasmid has been cleared but could not be measured in our set up. The onset of the clearance time (CT), which signifies the start of the destruction of all plasmids through interference and ends at the plasmid loss time (PLT), is difficult to detect in individual lineages due to the naturally occurring fluctuations in the fluorescence production rate. To determine this quantity, we align all plasmid loss lineages at the PLT and compute the average trend. The CT per experimental condition is approximated as the duration from the point where the average production rate starts to decrease until the PLT.

### 3.4.10 Sister and cousin statistics

For each lineage that lost the plasmid, we wanted to compare the probability of loss in an unrelated cell and in a related cell. For related cells we counted the frequency of loss and non-loss in sister and cousin cells of the loss cell, but only if the sister or cousin divided (contained a complete cell cycle). For unrelated cells we counted the total number of loss events \(i\) that occurred throughout the cell cycle of the related cell. For each loss event we counted how many cells \(c_i\) still contained the plasmid up to that point. The probability of plasmid loss happening in an unrelated cell during the lifecycle of the related cell was subsequently calculated recursively using the following equations:

\[
p_0 = 0
\]

\[
p_i = \frac{(1 - p_{i-1})}{c_i + p_{i-1}}
\]

Where \(p_i\) is the probability of loss occurring within an unrelated cell given \(i\) plasmid loss events occurred within the cell cycle of the related cell and \(c_i\) stands for the number of cells still containing the plasmid at the same time as the \(i\)-th plasmid loss event.

### 3.4.11 Cascade copy number determination

The control strain KD614 mCherry-Cas8e containing plasmid pTU265 (Supplementary Tables 3.3–3.4) was prepared and loaded into the microfluidic chip as above. After 12 h a sterile tube was connected to the waste tubing and output from the chip was collected for 30 mins. The media was then switched to induce Cascade. Approximately 5 h after induction when Cascade levels are considered to
be stabilized the output from the chip was again collected for 30 mins. To improve
counting, cells were subsequently fixed with 2.5% paraformaldehyde solution at
22 °C for 45 mins. Slides were cleaned by sonication in subsequent steps with
MilliQ, acetone and KOH (1M). Next, 1% agarose pads containing the M9 medium
were prepared and hardened between two slides within 20 mins of measuring to
prevent desiccation. The fixed cells were then spun down and resuspended in 5 µl
of which 1 µl was pipetted onto a pre-prepared agarose pad.

The cells were imaged using a TIRF microscope (Olympus IX81, Andor Ixon X3
DU897 EM-CCD camera) using a high power 561 nm laser, which quickly bleached
most mCherry molecules within a couple of frames. Intensity of single molecules
were measured with Thunderstorm starting from the thirtieth frame. The total
cell fluorescence was measured by segmenting the cells from the phase contrast
image and sum fluorescence counts of all cell pixels (with background subtracted).
The copy number was calculated by dividing the total cell fluorescence in the first
frame by the average fluorescence intensity of the single molecules. We could then
calculate the Cascade concentration 200 Cascade molecules/µm² by dividing the
population average of the mean summed RFP per cell by this copy number, which
was applied to the cells in our time-lapse data.

3.4.12 Model implementation

Stochastic simulations were performed using the adapted Extrande algorithm\textsuperscript{184}
implemented in C++. Each data point in Fig. 3.5i-j and Fig. 3.6a-c was obtained
from 100 simulated experiments of up to 104 min. The population size of each
simulation was fixed at 100 cells. See Supplementary Methods for model details
and parameters.
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3.4.14 Data availability

Data analysis was performed using custom MATLAB scripts, which can be found at https://github.com/TansLab/Tans_Schnitzcells. Scripts for lineage analysis and plotting were implemented in MATLAB and are available upon request. An implementation of the agent-based model is available at https://git.wur.nl/Biometris/articles/CRISPR_ABH.
Appendices

3.A Master Equation description of the probability of plasmid loss

In order to test whether the distribution of the target clearance times by direct interference can be reproduced by a simple one-step process, we consider a model using a compound probability for binding of Cascade to the target and subsequent target removal from the system. In bacteria the number of targets is subject to maintenance which delays the removal of $M_0$ targets. For sake of simplicity we ignore this additional step, which has the advantage that the number of unknown parameters is kept to an absolute minimum. Because direct interference is a fast process, one can assume that target maintenance does not have a strong effect on the clearance time distribution. The Cascade number is not constant, but rather Cascade production is induced at the beginning of the experiment. This simplified model only depends on five parameters: the delay after induction for production of Cascade $\tau_c$, the Cascade production rate $\sigma$, the turn-over rate of Cascade $\lambda$, the number of targets per cell $M$, and the probability of a target removal event $p_d$. The number of targets in individual cells will be in general stochastic, however due to target maintenance one can assume that this distribution will be quite narrow. For this reason, we set $M_0 = 5^{185}$.

The time dependent Cascade copy number is modelled as a production-degradation process with a delay $\tau_c$ and zero initial amount of Cascade: The bulk mean $\mu(t)$ is given by:

$$\mu(t) = \frac{\sigma}{\lambda} \theta(t - \tau_c) \left(1 - e^{-\lambda(t-\tau_c)}\right).$$

By fitting this equation to Cascade concentration data for the bulk mean (Fig. 3.4b), we estimate: $\tau_c = 34$ min, $\sigma = 3$ min$^{-1}$, and $\lambda = 0.0061$ min$^{-1}$ to obtain an average copy number of almost 500 Cascades per cell at steady state.

The removal of $M_0$ targets from the system is a First-Passage-Time problem.
We formulate the simple Master Equation (ME) for the conditional probability $P_M(t)$ to find $M$ targets in a cell at a given time $t$:

$$\frac{dP_M(t)}{dt} = \mu(t)p_d(M + 1)P_{M+1} - \mu(t)p_dMP_M,$$

where $p_d$ is the compound probability that within the time interval $\Delta t$ a Cascade molecule binds to a target and the target is subsequently removed from the system.

To obtain the First-Passage-Time distribution we need to determine the survival probability $S$ to find at least one target, which is simply given by $S = 1 - P_0$. $P_0$ is obtained by solving the above ME with the initial condition $P_M(t = 0) = \delta_{MM_0}$:

$$P_0(t|M_0) = \left[1 - e^{-p_d \int_0^t \mu(t')dt'}\right]^{M_0}.$$

$P_0(t|M_0) = 0$ for $t < \tau_c$ and because the state $M = 0$ is naturally an adsorbing boundary we readily find $\lim_{t \to \infty} P_0(t|M_0) = 1$. The First-Passage-Time distribution $FP_r(t|M_0)$ for target removal is given by the $FP_r = -dS/dt = dP_0/dt$:

$$FP_r(t|M_0) = M_0p_d\mu(t) \left[1 - e^{-p_d \int_0^t \mu(t')dt'}\right]^{M_0-1}.$$

Fitting this distribution to the empirical data (Fig. 3.2d) gives rise to $p_d = 4.4 \times 10^{-4}$ min$^{-1}$. The average target removal time $\tau$ is given by:

$$\tau = \int_0^\infty t' FP_r(t'|M_0)dt'.$$

Using the estimates for $p_d, \sigma, \lambda, \tau_c$, and $M_0 = 5$ we obtain $\tau \approx 94$ min. The fit of $FP_r$ to the data can be seen in Supplementary Methods Fig. 3.1a.

The simplified model yields a decent fit to the direct interference data. What about the target clearance during priming? To investigate whether this can be conceptually understood by a two-step process, first spacer acquisition subsequently followed by primed interference, we condition $FP_r$ on the time $\tau_p$ needed for spacer acquisition:

$$FP_r(t|M_0, \tau_p) = M_0p_d\theta(t - \tau_p)\mu(t) \left[1 - e^{-p_d \int_{\tau_p}^t \mu(t')dt'}\right]^{M_0-1}.$$

The rationale behind this is that a Cascade molecule needs to bind to a target to produce the pre-spacers necessary for spacer acquisition before primed interference can happen. It follows $FP_r(t|M_0, \tau_p) = 0$ for $t < \tau_p$. Note that $\tau_p \geq \tau_d$, since in
Supplementary Methods Figure 3.1: The fits of the simple one or two-step model to the data. a, fit of $FP_r$ (solid line) to the target removal time in the case of direct interference. b, fit of $FP_r$ (solid line) to the target removal time in the case of priming.

The absence of Cascade the probability of spacer acquisition is negligibly small. The distribution for $\tau_p$ is given by the First-Passage-Time distribution for the passage $M_0 \rightarrow M_0 - 1$: $FP_p = -dP_{M_0}/dt$:

$$FP_p(\tau_p|M_0) = M_0p_p\mu(\tau_p)e^{-M_0p_p\int_0^{\tau_p} \mu(t)dt'},$$

where $p_p$ is the compound probability that within the time interval $\Delta t$ one Cascade binds to a target, pre-spacers are produced and a spacer is integrated.

The distribution for the target removal times is given by:

$$FP_r(t|M_0) = \int_0^\infty FP_r(t|M_0 - 1, \tau_p)FP_p(\tau_p|M_0)d\tau_p.$$  

The integral cannot be done analytically. Fitting $FP_r(t|M_0)$ to the experimentally obtained data for the distribution of target loss times during priming (Fig. 3.2e) yields $p_p = 10^{-6}$ min$^{-1}$. The fit of $FP_r$ to the data can be seen in Supplementary Methods Fig. 3.1b.

3.B An agent-based model for stochastic biochemical kinetics of cell populations in microfluidic wells

Although a highly simplified description of our system, the results from the ME description show that the Cascade copy number is an important determinant in creating the variability in the PLT distribution in the case of direct interference. For priming, the distribution could be replicated by considering the process as the
result of two subsequent steps, of which the spacer acquisition process creates the wide PLT distribution. However, this model of primed adaptation is highly simplified and does not give any mechanistic insight into the process of adaptation and interference in a growing cell population. To better understand how cell-to-cell variability and population dynamics affect CRISPR-Cas defense, we have developed a stochastic, agent-based simulation framework to analyze the kinetics of spacer acquisition and target loss. An agent-based approach allows us to keep track of the biochemical composition of individual cells in a growing population, as well as the inheritance of molecules and other cellular features in lineages. In this type of model, each cell is an agent, and there is no interaction between cells. For computational efficiency and to emulate the experimental set-up, the size of the cell population is kept constant. Results for this type of set-up, where the population size is constant, are identical as for a population experiencing exponential population growth, as long as the population size is sufficiently large (100-1000 cells).\textsuperscript{17} The intracellular reactions are governed by stochastic reaction kinetics which can be described by the Chemical Master Equation (CME). As an exact solution to the CME exists only for a handful of simple reaction networks, we use the stochastic simulation algorithm (SSA),\textsuperscript{5} which provides trajectories which are consistent with the CME provided the rate constants are time-independent. When a reaction involves more than one molecular species, the propensity for this reaction to take place in some small time interval depends on the cellular volume. In our application, we are dealing with cells that are continuously in the exponential growth phase which violates the assumption of the SSA of constant propensities between reaction events. For this reason, we use the Extrande extension by Voliotis \textit{et al.}, which allows us to efficiently simulate the reaction network containing time-dependent propensities.\textsuperscript{184}

3.B.1 Model assumptions

Since the detailed mechanism of primed spacer acquisition in type I-E CRISPR-Cas systems is not yet completely known, we start out with a simplified model to see if this is sufficient to explain our data. Because primed adaptation is much more efficient than naive adaptation,\textsuperscript{129} we assume that the rate of naive adaptation is negligibly small over the time course of the experiment. The spacer composition of the CRISPR array is not modeled in detail. Rather, we assume that we start out with a crRNA sequence that matches the target, but is flanked by a non-consensus PAM. The effector complexes containing this spacer can still bind to the target DNA,\textsuperscript{112,127} but with a binding affinity that is decreased up to a factor $100 - 150$ as compared to binding with a consensus PAM.\textsuperscript{157,158} Once the effector complex is bound to the target, Cas3-catalysed destruction of the target takes place.\textsuperscript{186} Thus, the level of interference is associated with the level of effector complex binding.\textsuperscript{157}

Cas3-mediated destruction of targets is a source of substrates for spacer acquisition machinery, the Cas1-Cas2 complex, during primed adaptation.\textsuperscript{109,130}
Intermediates of target DNA degradation are transient and quickly degrade after an initial burst. Abundant levels of Cas1 and Cas2 lead to robust spacer acquisition, by allowing Cas1-Cas2 to capture the transient intermediates of Cas3 action.\(^{130}\) Since in our system Cas3, Cas1, and Cas2 are highly expressed, we assume the levels of these proteins are not rate-limiting within the scope of our model and thus do not explicitly model their abundances. Furthermore, in agreement with previously published work, we assume cells have a target maintenance system that is controlled by logistic dynamics in order to keep the target concentration at its target level.\(^{165}\)

In addition, targets and target-containing configurations are actively partitioned between daughter cells\(^{187,188}\) according to a multi-hypergeometric distribution, with each daughter receiving on average half of the mother cell’s targets. All other proteins are partitioned according to a Binomial distribution, where the ratio of daughter cell sizes determines the probability of each molecule ending up in one of two daughter cells. We model synthesis of CRISPR proteins as a Poisson process, in which proteins are produced in geometrically distributed bursts to capture the effect of transcriptional bursting.\(^{189}\) We assume all molecular species are stable on the timescale of the experiment (i.e. no degradation), with the exception of the free crRNAs (not loaded in Cascade) and the DNA fragments that are the result of interference, which have a short lifetime.

### 3.B.2 Algorithm outline

For the agent-based model, we have adapted the First-Division Algorithm by Thomas\(^{23}\) to include the Extrande extension to the SSA. Furthermore, we keep the population size constant by randomly selecting a cell to be removed from the population in the event of a cell division. The steps to replicate our experimental set-up are described below.

1. **Population initialization:** At time \(t = 0\), initialize \(N\) cells by assigning to each cell an age \(t_i \sim \mathcal{U}(-\log(2)/\mu_p, \log(2)/\mu_p)\), a growth rate \(\mu_i \sim \text{Lognormal}(\mu_p, \sigma_p^2)\) and molecule count \(x_i\). Select division size \(V_{d,i} \sim \text{Lognormal}(\mu_{V_D}, \sigma_{V_D}^2)\) and compute generation time \(t_{\text{gen},i} = \log(V_{d,i}/V_{b,i})/\mu_i\), where \(V_{b,i}\) is the birth size. This determines the division time of the cell which is defined as \(t_{d,i} = t_i + t_{\text{gen},i}\).

2. **Biochemical reactions:** Determine the next dividing cell: \(j = \arg\min_i(t_{d,i} - t_i)\). Determine \(\Delta t\) from \(\min(t_{d,j} - t_j, L)\), where \(L\) is Extrande’s look-ahead horizon. Advance the molecule numbers of each cell independently from age \(t_i\) to \(t_i + \Delta t\) using the Extrande algorithm and advance time from \(t\) to \(t + \Delta t\).

3. **Cell division:** When \(t = t_{d,j}\), replace the dividing cell by two newborn daughter cells of zero age. The birth size of both daughters is determined as \(V_{b,D_1} = \text{Normal}(\mu_{V_B}, \sigma_{V_B}^2)V_{d,j}\) and \(V_{b,D_2} = V_{d,j} - V_{b,D_1}\). Assign to one of
these a molecule number distributed according to the Binomial distribution (proteins) and the Multi-hypergeometric distribution (targets and target configurations), depending on the mother’s molecule count \( x_j \) and the daughter’s size ratio to the mother cell \( \frac{V_{b,j}}{V_{d,j}} \), and assign the remaining molecules to the other daughter. Assign to each daughter independently a growth rate \( \mu_i \), division volume \( V_{d,i} \), and compute corresponding division time. To ensure a constant population size, randomly select a cell to be deleted from the population.

4. Repeat: Repeat from 2. until \( t = t_{\text{final}} \).

3.B.3 Molecular mechanism and model parameters

Each cell in the population contains a pool of biochemical species that can interact with each other through biochemical reactions, as described in step 2. We distinguish between the targets \( P \), the CRISPR array \( A \), which codes for a spacer \( \text{crRNA} \) matching a sequence on the target, and the surveillance protein \( \text{Cascade} \). Plasmids \( P \) have a maintenance mechanism in order to keep the plasmid copy number at the target concentration \( p^*/V_B \), where \( V_B \) is the average cell volume at birth. Together with the crRNA, the Cascade protein makes up the effector complex \( E \). When the effector complex encounters a target it can bind, albeit with a low affinity in the case of a non-consensus PAM on the target, forming a complex \( EP \). Destruction of the target can then take place, producing DNA fragments \( F \). One of these fragments can be integrated into the CRISPR array \( A \) as a new spacer, transforming the array to \( A^* \) which can now also express the newly acquired crRNA, \( \text{crRNA}^* \), in addition to the spacer that was already present. The effector complex containing the new spacer, \( E^* \) has a higher binding affinity for the target. These biochemical reactions are governed by the equations described in Supplementary Table 3.1.

The size of individual cells increases exponentially with a constant elongation rate throughout the cell cycle. Cellular length is used as a measure for cell size, as \( E. coli \) cell width remains approximately constant throughout the cell cycle and thus the cellular volume is linearly proportional to the cell length. \(^{190}\) Growth parameters were chosen to be representative for our experimental data. As no kinetic data are available on individual reactions of the adaptation and interference processes, these parameters were calibrated to qualitatively agree with the experimentally determined target loss time distributions from the direct interference and priming conditions and previously published abundances of \( \text{cas} \) abundances. \(^{191}\) Unless stated otherwise, the growth parameters used were \( \mu_p = \log(2)/70 \), \( \sigma_p = 0.2 \), \( \mu_{V_B} = 0.5 \), \( \sigma_{V_B} = 0.07 \cdot \mu_{V_B} \), \( \mu_{V_D} = 3.9 \), \( \sigma_{V_D} = 0.11 \cdot \mu_{V_B} \), \( p^* = 5 \). To simulate the direct interference condition with the same model, we simply modify the initial state of the system such that the spacer array consists of \( \text{crRNA}^* \), which is flanked by the consensus PAM sequence.
3.B.4 Cascade variability impacts the probability of spacer acquisition

In the main text of the manuscript we have shown that in priming, increased variability in the expression of Cascade can lead to faster spacer acquisition on average (Fig. 3.5c). In simulations of the agent-based model, variability of the Cascade protein concentration is controlled through the protein production rate \( k_1 \) in coordination with the average protein burst size \( b_c \): to modify Cascade variability while maintaining a constant concentration, \( b_c \) is multiplied by a factor \( a \) while \( k_1 \) is multiplied by its inverse, \( \frac{1}{a} \). In Fig. 3.5, \( a = 100 \) which leads to an increase of the coefficient of variation of the Cascade concentration at steady state from \( CV = 0.02 \) (low Cascade variability) to \( CV = 0.42 \) (high Cascade variability).

We will now illustrate how higher Cascade variability can lead to faster spacer acquisition by considering two scenarios, and comparing the cumulative probability of the time until spacer acquisition for the simplified two-step model, which is given by

\[
FP_{SA}(t|M_0) = 1 - e^{-M_0 \mu \int_0^t \mu(t') dt'}.
\]

First, we consider a cell which has a constant Cascade level of 500 copies at any point in time between \( t = 0 - 1000 \) min, and plot the corresponding cumulative spacer acquisition probability (Supplementary Methods Fig. 3.2a). Second, we consider a second cell in which Cascade is not constant but rather appears as a shorter 'burst' of 2500 copies from \( t = 200 \) min until \( t = 400 \) min, and 0 copies at any other time (Supplementary Methods Fig. 3.2a). The cumulative spacer acquisition probability for the second cell reaches 1 faster than for the first cell (Supplementary Methods Fig. 3.2b), despite the two cells having the same average Cascade concentration over the course of 1000 minutes. This suggests that the effects of upwards fluctuations can outweigh the downward fluctuations.
Supplementary Methods Figure 3.2: a, Cascade copy number of two cells with the same average over time. Cell 1 has a constant copy number of 500 Cascades, while in cell 2 Cascade is present transiently at 2500 copies between 200 and 400 minutes. b, Cumulative probability of time until spacer acquisition for the two cells with Cascade copy numbers as described in panel a ($M_0 = 1$, $p_p = 0.00001$).
<table>
<thead>
<tr>
<th>Phase</th>
<th>Reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target replication</td>
<td>$P \xrightarrow{k_0/(1+((P/V_t)/p_0)^2)} 2P$, $p_0 = p^*/V_B / \sqrt{(k_0/\mu - 1)}$</td>
</tr>
<tr>
<td>Expression</td>
<td>$G \xrightarrow{k_1(t)} G + b_P \cdot Cascade$ $k_1(t) = \frac{k_1}{1+exp(-k_d t)}$</td>
</tr>
<tr>
<td>Before spacer integration</td>
<td>$A \xrightarrow{k_2} A + b_c \cdot crRNA$</td>
</tr>
<tr>
<td>After spacer integration</td>
<td>$A^* \xrightarrow{k_3} A^* + b_c \cdot crRNA + b_c \cdot crRNA^<em>$ $crRNA + Cascade \xrightarrow{k_3} E$ $crRNA^</em> + Cascade \xrightarrow{k_3} E^*$</td>
</tr>
<tr>
<td>Interference</td>
<td>$E + P \xrightarrow{k_4} EP$ $E^* + P \xrightarrow{k_5} EP^<em>$ $EP \xrightarrow{k_8} E + b_F \cdot F$ $EP^</em> \xrightarrow{k_8} E^* + b_F \cdot F'$ $F \xrightarrow{k_9} \emptyset$</td>
</tr>
<tr>
<td>Primed adaptation</td>
<td>$F + A \xrightarrow{k_{10}} A^*$</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.1:** Overview of the reactions in the model for primed adaptation.
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target replication</td>
<td>$k_0$</td>
<td>0.125 min$^{-1}$</td>
</tr>
<tr>
<td>Cascade production</td>
<td>$k_1$</td>
<td>2.4 min$^{-1}$</td>
</tr>
<tr>
<td>crRNA/crRNA$^*$ transcription</td>
<td>$k_2$</td>
<td>10 min$^{-1}$</td>
</tr>
<tr>
<td>crRNA/crRNA$^*$ degradation</td>
<td>$k_3$</td>
<td>0.014 min$^{-1}$</td>
</tr>
<tr>
<td>crRNA – Cas/crRNA$^*$ – Cas effector complex formation</td>
<td>$k_4$</td>
<td>0.01 M$^{-1}$min$^{-1}$</td>
</tr>
<tr>
<td>$E - P$ binding affinity</td>
<td>$k_5$</td>
<td>$1e^{-5}$ M$^{-1}$min$^{-1}$</td>
</tr>
<tr>
<td>$EP$ dissociation</td>
<td>$k_6$</td>
<td>$1e^{-4}$ min$^{-1}$</td>
</tr>
<tr>
<td>$E^* - P$ binding affinity</td>
<td>$k_7$</td>
<td>$1e^{-3}$ M$^{-1}$min$^{-1}$</td>
</tr>
<tr>
<td>$EP^*$ dissociation</td>
<td>$k_8$</td>
<td>$1e^{-4}$ min$^{-1}$</td>
</tr>
<tr>
<td>Target degradation</td>
<td>$k_9$</td>
<td>1 min$^{-1}$</td>
</tr>
<tr>
<td>Fragment degradation</td>
<td>$k_{10}$</td>
<td>1 min$^{-1}$</td>
</tr>
<tr>
<td>Spacer integration</td>
<td>$k_{11}$</td>
<td>0.25 M$^{-1}$min$^{-1}$</td>
</tr>
<tr>
<td>Cascade burst size</td>
<td>$b_P$</td>
<td>3</td>
</tr>
<tr>
<td>crRNA/crRNA$^*$ burst size</td>
<td>$b_c$</td>
<td>3</td>
</tr>
<tr>
<td>DNA fragment burst size</td>
<td>$b_F$</td>
<td>5</td>
</tr>
<tr>
<td>Post-induction delay of protein production</td>
<td>$k_d$</td>
<td>0.025 min$^{-1}$</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.2:** Reaction rates used in simulations
## 3.C Strains and plasmids used in this study

<table>
<thead>
<tr>
<th>Strain</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>KD615</td>
<td><em>E. coli</em> K12, F+, ΔaraBAD, araBp8-cse1, lacUV5-cas3, CRISPR I R-SP8-R, ΔCRISPR II+III</td>
<td>(Datsenko et al., 2012; Musharova et al., 2019)</td>
</tr>
<tr>
<td>KD635</td>
<td><em>E. coli</em> K12, F+, ΔaraBAD, araBp8-cse1, lacUV5-cas3, CRISPR I R-SP8-R, Δcas1,2, ΔCRISPR II+III</td>
<td>(Datsenko et al., 2012; Musharova et al., 2019)</td>
</tr>
<tr>
<td>KD615mCherry-Cas8e</td>
<td><em>E. coli</em> K12, F+, ΔaraBAD, araBp8-cse1, lacUV5-cas3, CRISPR I R-SP8-R, ΔCRISPR II+III, mCherry-cas8e</td>
<td>This study</td>
</tr>
<tr>
<td>KD634mCherry-Cas8e</td>
<td><em>E. coli</em> K12, F+, ΔaraBAD, araBp8-cse1, lacUV5-cas3, CRISPR I R-SP8-R, Δcas1,2, ΔCRISPR II+III, mCherry-cas8e</td>
<td>This study</td>
</tr>
<tr>
<td>pTarget (pTU166)</td>
<td>pSC101, StrepR, TetR mVenus PS8 flanked by 'CTT' PAM</td>
<td>This study</td>
</tr>
<tr>
<td>pMutant (pTU190)</td>
<td>pSC101, StrepR, TetR mVenus PS8 flanked by 'CGT' PAM</td>
<td>This study</td>
</tr>
<tr>
<td>pControl (pTU193)</td>
<td>pSC101 ori, StrepR, TetR-mVenus, no target</td>
<td>This study</td>
</tr>
<tr>
<td>pVenus</td>
<td>pSC101 ori, KanR, mVenus-YFP</td>
<td>Bokinsky lab</td>
</tr>
<tr>
<td>pCDFDuet-1</td>
<td>pCloDF13 ori, StrepR</td>
<td>Lab collection</td>
</tr>
<tr>
<td>pTU265</td>
<td>pSC101, StrepR, TetR-Cerulean, no target</td>
<td>This study</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.3:** Strains used in this study
<table>
<thead>
<tr>
<th>Plasmid</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>pTU389</td>
<td>pSC101, StrepR, TetR-Cerulean, PS8 flanked by 'CGT' PAM</td>
<td>This study</td>
</tr>
<tr>
<td>pTU390</td>
<td>pSC101, StrepR, TetR-Cerulean, PS8 flanked by 'CTT' PAM</td>
<td>This study</td>
</tr>
<tr>
<td>pSC020</td>
<td>Derivative of pKD46 containing Lambda red and the Cre-recombinase</td>
<td>Lab collection</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.4:** Plasmids used in this study
### 3.D Oligonucleotides used in this study

**Supplementary Table 3.5:** Oligonucleotides used in this study. PAM sequences are indicated in bold, and restriction sites are underlined.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN831</td>
<td>Streptomycin resistance and PS8 insertion into pVenus, Fw</td>
<td>TTTTGGTACCTTTATTG&lt;br&gt;GCCGACTACCTTGTTG&lt;br&gt;ATCTC</td>
</tr>
<tr>
<td>BN832</td>
<td>Streptomycin resistance and PS8 insertion into pVenus, Rv</td>
<td>TTTTAAGCTTTAAAAAG&lt;br&gt;TGCCACTTTGCAGAGA&lt;br&gt;CCGCTGTCAGCTT&lt;br&gt;ACATTACAATATGTAA&lt;br&gt;TCCGCTC</td>
</tr>
<tr>
<td>BN833</td>
<td>Backbone amplification pVenus, Rv</td>
<td>TTTTGGTACCGGACTC&lt;br&gt;TGGGGTCGAG</td>
</tr>
<tr>
<td>BN834</td>
<td>Backbone amplification pVenus, Fw</td>
<td>TTTTAAGCTTTCGAAAC&lt;br&gt;GATCCTCATCCTG</td>
</tr>
<tr>
<td>BN891</td>
<td>Streptomycin resistance insertion (no target), Rv</td>
<td>TTTTAAGCTTTACATTTC&lt;br&gt;AAATATGTATTCGCTC</td>
</tr>
<tr>
<td>BN911</td>
<td>Modify pTU166 PAM universal, Rv</td>
<td>TTTTGTCGACACATTC&lt;br&gt;AAATATGTATTCGCTC&lt;br&gt;ATGAGAC</td>
</tr>
<tr>
<td>BN912</td>
<td>Modify pTU166 CTT PAM to CGT</td>
<td>TTTTGTCGACACGCTG&lt;br&gt;ACGACCGGGTC</td>
</tr>
<tr>
<td>BN1494</td>
<td>To amplify pTU193 Backbone minus yfp, Rv</td>
<td>TTTCTCGAGTAAGGATCTCCAGGCATC</td>
</tr>
<tr>
<td>BN1495</td>
<td>To amplify pTU193 Backbone minus yfp, Fw</td>
<td>TTTCTCGAGTAAGGATCTCCAGGCATC</td>
</tr>
<tr>
<td>BN1507</td>
<td>To amplify Cerulean from p15A, Fw</td>
<td>TTTGAATTCCAGAATT&lt;br&gt;CAAAAGATCTAGAGG</td>
</tr>
<tr>
<td>BN1508</td>
<td>To amplify Cerulean from p15A, Rv</td>
<td>TTTCTCGAGAGGATCC&lt;br&gt;TTATTTAATCGCTCATCC</td>
</tr>
<tr>
<td>BN1513</td>
<td>To check Cerulean insertion and confirm pTU265 by sequence, Fw</td>
<td>CCTCATTGAAGCGCTC&lt;br&gt;TAATCGGCTG</td>
</tr>
</tbody>
</table>

Continued on next page
**Supplementary Table 3.5**: Oligonucleotides used in this study. PAM sequences are indicated in bold, and restriction sites are underlined. (Continued)

<table>
<thead>
<tr>
<th>Oligonucleotide</th>
<th>Description</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN1530</td>
<td>To screen for CRISPR array amplification, Fw</td>
<td>GGTGGAAAATGGGAGCTCG</td>
</tr>
<tr>
<td>BN1531</td>
<td>To screen for CRISPR array amplification, Rv</td>
<td>GTTACATTAAAGTTGGTGGTGG</td>
</tr>
<tr>
<td>BN2202</td>
<td>To amplify mCherry-Cas8e gblock, Fw</td>
<td>ACAGAATCTGGATGGA TGG</td>
</tr>
<tr>
<td>BN2203</td>
<td>To amplify mCherry-Cas8e gblock, Rv</td>
<td>CTGATCTCTACTGCAGTATAGC</td>
</tr>
<tr>
<td>BN2204</td>
<td>Screen for mCherry-cas8e knock in, Fw</td>
<td>GCGCTTGCACCTTAATCGC</td>
</tr>
<tr>
<td>BN2205</td>
<td>Screen for mCherry-cas8e knock in, Rv</td>
<td>ACCAGCAGTGTAAAGCG</td>
</tr>
<tr>
<td>BN2206</td>
<td>Screen for mCherry-cas8e knock in, Fw</td>
<td>TTTCCGTCCGGTGTC AGG</td>
</tr>
<tr>
<td>BN2275</td>
<td>Insertion PS8 CGT PAM into pTU265, Fw</td>
<td>TTTCCATGGAAAAAGTG CCAGTTGCGGAGACCC GGTCGTCAGGTCACA TCAAATATGTATCCGCC TCAT</td>
</tr>
<tr>
<td>BN2276</td>
<td>Insertion PS8 CTT PAM into pTU265, Fw</td>
<td>TTTCCATGGAAAAAGTG CCAGTTGCGGAGACCC GGTCGTCAGGTCATCC TCAAATATGTATCCGC TAT</td>
</tr>
<tr>
<td>BN2278</td>
<td>Insertion of PS8 and PAM universal, Rv</td>
<td>TTTCCATGGCGCTCATCC TGTCTTGGATC</td>
</tr>
</tbody>
</table>
3.E Synthetic DNA G-block used in this study

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence</th>
</tr>
</thead>
</table>
| cas8e-mCherry insert | ACAGAAATCTGGATGGATGGTCTGGCGAGGTTAACAGTA TCAGGTCATCAGGGATGAGGAGGACCAGAG TGATCCCTGCAATCCAAATAACCTGGGAGCTGCAGATA CCGTTTGTATATGCTATGCTATACGAAGTTTATAGATCCTCTAA TTTGTTTTATTCTACTAATACATTAATATGATATCCGCTTC ATGAGACAAATACCCGTATAATGCTTTCAATAAATATTGGAAGG AAAAGGAAGAGATGTAGCCCATTTACACCGGAAACGTC CTTGCTCTAGGTCGCGATATTTTCTCAATCTTCAGATTTGTAAT CTGAGATATCTGTCATAGTGGAGATGTCGAGCTA AACTGGCTGACCGAATTATTTGCTCTTTCCGACCACATCAA GCATTTTATCCGACT CTGATGACGATGTTATTTACTCAC CACTGGCATCCCGGGAAACGACTCCATCCAGGTATTAG AAGATATCTCTGATTTTCAGGTGAAAATATTGTTTGATGCGCT GGCAGTTCTCTGGCCGCTTCTGATTTCTCTGGTATT GTATATGCTCTTTAAAACAGCGACCGCTATTCTGCTTCTGC TCGAGCGCAATCAAGATATAACAGGTGTTGTTGATGTCGA GAGTATTTGATGACGACGTGAATGGCTTGCTGTTTGAACA ACAAATCTGGAAAGAAA TGCAGAAACTTTTGGCATTTC TACCCGATTACGATGAAATCTGGATGTTGATTGATGTCGACA CAGGATATTTTGACGAGGAGAGGAAATAAATAGGGTTGATAT CGATTTGTCGAGCTGGACAGTCGAGATCCTTCTGGTATTT CCTGACATCTGATTGAAACTTGCTCGGTAGTTTCTTTTCA TATTA CAGAAGAGGCTTTTTTCAAAAATTATGGTATTGATAAT CACTACCGATTTGCAATATGCTATGAGTGGTACGGTGTTTTCGTCGACGATGAGTGGTATGCTTCTTCCGACCACAGAT CTTGACATCTGATTGAAACTTGCTCGGTAGTTTCTTTTCA TATTA CAGAAGAGGCTTTTTTCAAAAATTATGGTATTGATAAT

Supplementary Table 3.5: Synthetic DNA G-block used in this study
Supplementary Figures

Supplementary Figure 3.1: Plasmid loss is CRISPR-dependent The YFP fluorescence traces in arbitrary units (a.u.) of the WT strain harbouring pControl a plasmid with no target for the CRISPR-Cas system. Time-lapse imaging was carried out for 35 hours post induction of the cas genes, and showed no plasmid loss.

Supplementary Figure 3.2: Decay of YFP fluorescence in both direct interference and priming follows exponential decay The fluorescence concentration (open circles) of (a) direct interference and (b) priming lineages can be described by exponential decay. This was evaluated by performing a least-squares (LS) fit of the fluorescence concentration data (purple open circles) after the moment of plasmid loss (PLT, black circle) to an exponential curve (LS fit, black line).
Supplementary Figure 3.3: Cell divisions before plasmid loss highly correlates with plasmid loss time. The number of cell divisions from the moment of induction until plasmid loss are plotted against the PLT in hours. Both consensus target clearance by direct interference (green) and mutant target clearance by priming (blue) are shown.
Supplementary Figure 3.4: Plasmid loss during Direct interference and primed interference processes occur on a comparable timescale. All production rate traces (grey) starting from 140 minutes prior to the detected plasmid loss time PLT from (a) direct interference and (b) priming were aligned at the PLT (t-PLT=0) and the average trend (navy) normalized for comparison. From the average trend, we estimate the clearance time (CT), time taken from the initiation of plasmid clearance until elimination of all copies, to be in the order of 60 minutes for both direct interference and priming from the onset of the production rate decrease.
Supplementary Figure 3.5: Spacer acquisition was only seen in the WT strain in the presence of a mutated PAM triggering priming. Cells from the chip output were collected in a flask for each experiment and the CRISPR arrays were screened for expansion due to spacer acquisition by PCR amplification using primers BN1530 + BN1531 (Supplementary Table 3.1). The gel shows PCR amplified CRISPR arrays from each experiment a, WT + pControl (Control) b, Δcas1, 2 + pTarget (direct interference) c, Δcas1, 2 + pMutant d, WT + pMutant (priming). The presence of a larger band indicates array expansion and therefore successful spacer acquisition.
Supplementary Figure 3.6: In the absence of Cas1 and Cas2 clearance of a target with a non-consensus PAM mutant occurs rarely. The YFP fluorescence of the Δcas1,2 strain containing pMutant was imaged for 34 hours after induction. Lineages that were able to clear the plasmid are highlighted in blue with the red dot indicating the moment of detection. 1.4% of lineages (5 unique events, red dot) cleared the plasmid.
Supplementary Figure 3.7: Autocorrelation time of cellular growth rate. The autocorrelation time was calculated for the cellular growth rate of the WT strain containing pControl by averaging the autocorrelation of cell growth as a function of time in individual lineages. After 10 minutes the autocorrelation of cellular growth has decreased to 0.4. After approximately 30 minutes the autocorrelation has decreased to zero, as indicated by 95% confidence intervals (red lines).
Supplementary Figure 3.8: Growth rate, cell size and interdivision time of direct interference with different lookback windows

Boxplots of growth rate, average cell size and interdivision time presented as the percentile rankings of all plasmid loss lineages (green) that cleared a known target via direct interference. The cell feature of interest (e.g. growth rate) was averaged over a lookback window chosen in relation to the time from plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-loss lineages in the population at that same moment. The cell feature of interest was then ranked amongst the non-loss population as a percentile. We considered lookback windows of 60 minutes prior to plasmid loss (top) and 90 minutes prior to plasmid loss (bottom). The median percentile ranking of loss lineages is indicated by a red line and black text, categories in which this value was significantly different from a ranking in the 50th percentile (p-value<0.05) are indicated in red text followed by an asterisk.
Supplementary Figure 3.9: Growth rate, cell size and interdivision time of priming with different lookback windows

Boxplots of growth rate, average cell size and interdivision time presented as the percentile rankings of all plasmid loss lineages (navy) that cleared a known target via priming. The cell feature of interest (e.g. growth rate) was averaged over a lookback window chosen in relation to the time from plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-loss lineages in the population at that same moment. The cell feature of interest was then ranked amongst the non-loss population as a percentile. We considered a range of lookback windows. The median percentile ranking of loss lineages is indicated by a red line and black text, categories in which this value was significantly different from a ranking in the 50th percentile (p-value <0.05) are indicated in red text followed by an asterisk.

Supplementary Figure 3.9: Growth rate, cell size and interdivision time of priming with different lookback windows

Boxplots of growth rate, average cell size and interdivision time presented as the percentile rankings of all plasmid loss lineages (navy) that cleared a known target via priming. The cell feature of interest (e.g. growth rate) was averaged over a lookback window chosen in relation to the time from plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-loss lineages in the population at that same moment. The cell feature of interest was then ranked amongst the non-loss population as a percentile. We considered a range of lookback windows. The median percentile ranking of loss lineages is indicated by a red line and black text, categories in which this value was significantly different from a ranking in the 50th percentile (p-value <0.05) are indicated in red text followed by an asterisk.
Supplementary Figure 3.10: Cascade copy number determination

a, The fluorescence sum (RFP) of each cell in the first frame was determined. b, The RFP molecules were then bleached until it was possible to determine the fluorescence intensity of a single molecule (representing a single Cascade). c, The Cascade copy number per cell was then determined by dividing the average fluorescence sum by the average intensity of a single Cascade molecule. d, The Cascade concentration per pixel was determined by dividing the fluorescence sum by the area of the cell in pixels.
Supplementary Figure 3.11: Autocorrelation of RFP (Cascade) concentration

The autocorrelation was calculated by averaging over the autocorrelation of RFP concentration of the WT-mCherry strain in individual lineages. After approximately 200 minutes the autocorrelation has decreased to zero, as indicated by 95% confidence intervals (red lines). The long decay time of the autocorrelation function indicates that Cascade protein levels fluctuate on a time scale longer than the cell cycle.
Supplementary Figure 3.12: Correlation of RFP levels between cells related as sisters, cousins, and second cousins The levels of RFP (Cascade) are strongly correlated between sister, cousins, and second cousins. The correlation coefficient $r$ decreases as the cells become less closely related.

Supplementary Figure 3.13: Cascade search hours are calculated from the cumulative RFP Cascade search hours are the sum of all hours all Cascades have been searching in the cell. This can be calculated from the cumulative RFP or the area under the RFP curve as shown here in maroon. Two lineages with different RFP expression profiles are shown (black curves). The cell which has a higher RFP fluorescence and therefore copy number of Cascade loses the plasmid earlier as indicated by the red dot, while the cell with a lower copy number of Cascade loses the plasmid later. The two cells however, both lose the plasmid after approximately the same number of Cascade search hours i.e. the same area under the RFP curve.
Supplementary Figure 3.14: Distribution of target loss times resulting from simulations of the direct interference condition for average target copy numbers (TCN) per cell ranging from 1-50
Supplementary Figure 3.15: Distribution of target loss times resulting from simulations of the priming condition for average target copy numbers (TCN) per cell ranging from 1-50
Supplementary Figure 3.16: Target loss time as a function of the target copy number (TCN) as computed from simulated trajectories by the agent-based model for the priming condition. Bar charts representing the time spent on primed adaptation (navy) and primed interference (grey) for cells clearing targets through priming with an average plasmid copy number ranging from 1-50.
Supplementary Figure 3.17: Distribution of plasmid loss times in direct interference for high and low variability in Cascade concentration. Target loss time distribution for two different levels of Cascade concentration variability resulting from simulated trajectories of the direct interference condition. At low variability (blue) Cascade proteins are produced in frequent, small bursts, whereas at high variability (green) proteins are synthesised more sporadically in large bursts (100-fold increase), keeping average Cascade concentration constant. The variability of PLT interference times for high Cascade variability increases as compared to low Cascade variability.

Supplementary Figure 3.18: Slower growing cells have higher RFP (Cascade) concentrations. Cascade concentration (left) and Cascade production rate (right) show an inverse relationship with cellular growth rate (grey circles), revealing slower growing cell on average (navy line) have a higher concentration of Cascade.
Chapter 4

CRISPR-Cas interference and adaptation are PAM-dependent

Emma M. Keizer, Rebecca E. McKenzie, Christian Fleck, Jaap Molenaar, Sander J. Tans, Stan J.J. Brouns
Abstract

Bacteria can clear invaders such as phages and viruses from their system through an RNA-guided defence mechanism called CRISPR-Cas. However, invaders can escape CRISPR immunity by developing spontaneous mutations within the seed region or PAM region of the target site. It has been shown that mutations in the PAM sequence affect target recognition by the surveillance complex Cascade, which has implications for effective clearance of both known and unknown invaders. However, the exact mechanism by which Cascade initiates primed adaptation, the acquisition of a new immunological memory, is largely unknown. Here, we characterise the dynamics of CRISPR-mediated target clearance for three different PAM variants at the single-cell level, and compare these to simulated trajectories from two mechanisms of primed adaptation proposed in the literature. We show that features of the data are consistent with the interference-independent model for adaptation, and consider which factors might explain the observed cell-to-cell variability. Our results show that the CRISPR-response depends strongly on the PAM variant, which has important implications for the bacterial response to invading DNA elements.
4.1 Introduction

In the previous chapter, we discussed the cell-to-cell variability present in the response of CRISPR-Cas systems to invading nucleic acids. While clearance of invading DNA is dependent on various stochastic processes and competition between replication of foreign invaders and degradation by CRISPR-Cas systems, destruction of a previously encountered target is efficient. However, significant variation exists in the clearance dynamics of targets carrying mutations in the PAM region, which allows them to escape direct interference. We showed that spacer acquisition is required for timely plasmid loss, as clearance of the invader is rare in the absence of the Cas1-Cas2 protein complex responsible for the integration of new spacers into the CRISPR array. For type I-E systems a consensus protospacer adjacent motif (PAM) flanking the targeted site of the invader allows swift recognition and ultimately degradation of the invader, through a process called direct interference.\(^{114, 124–126}\)

We have previously shown that for the 5′-CTT consensus PAM, spacer acquisition is not required for successful plasmid clearance, as all cells in the population manage to clear all plasmids within hours in the absence of Cas1-Cas2. However, invaders can escape direct interference by developing spontaneous mutations within the seed region of the target site or PAM.\(^{122, 127, 128}\) In response, the I-E system can initiate priming, which promotes accelerated acquisition of new spacers due to a pre-existing partial match to the invader.\(^{108, 111}\) Primed adaptation is much faster than naive adaptation,\(^{129}\) which occurs during infection by an invader that has not been previously encountered, and is required for the insertion of a new matching spacer with a consensus PAM allowing subsequent invader degradation. We were able to define the adaptation (primed adaptation) and clearance (primed interference) stages of priming and identified primed adaptation as the source of the variation in plasmid loss time observed, which is characterised by a low affinity of the surveillance complex Cascade to the target plasmid owing to the PAM mutation. Although the heterogeneity in plasmid loss times between cells is affected by variations in cellular growth rate and Cascade expression, the interaction between Cascade and target DNA represents the key source of heterogeneity.

The molecular mechanism by which Cascade initiates priming remains elusive.\(^{114}\) The number of cells in the population that obtain new spacers as a result of primed adaptation has been shown to be very low in the case of a fully matching target spacer and consensus PAM.\(^{108, 130, 138}\) Mutations in the PAM or target spacer sequence decrease the efficiency of interference by the nuclease Cas3, but have been shown to stimulate primed adaptation.\(^{127, 165}\) Yet, a functional Cas3 protein is required for primed adaptation, suggesting the mechanisms of interference and primed adaptation are connected.\(^{109, 116, 128}\) A systematic screening of all 64 possible trinucleotide PAM sequences has shown that while there appears to be a trade-off between interference and priming efficiency, some PAM sequences are proficient at both.\(^{112}\) So far this has only been studied in bulk assays, masking
information on the timing and variability of invader clearance within the population. Previously we have explored the single-cell dynamics of the CRISPR-Cas response to targets harbouring a consensus PAM (5’-CTT), as well as a priming-proficient non-consensus PAM (5’-CGT). Here, we will now extend our analysis to the 5’-AAT PAM, a sequence that is known to promote both interference and priming.\textsuperscript{112} We will track the dynamics of cell populations harbouring target plasmids with these 3 different PAMs, and monitor their ability to promote interference and primed adaptation under different conditions.

Currently, two competing mechanistic models exist in the literature describing how Cascade, Cas1-Cas2, and Cas3 interact to generate new spacers during primed adaptation. The first model hypothesises that priming is the consequence of interference, as Cas3 recruited to DNA-bound Cascade produces short DNA fragments in the cell which can be captured by Cas1-Cas2 for integration into the CRISPR array.\textsuperscript{109, 130, 137, 186} The alternative model proposes that Cascade, Cas3, and Cas1-Cas2 assemble into a complex, allowing DNA fragments that are cleaved by Cas3 to be directly taken up by Cas1-Cas2.\textsuperscript{116, 192, 193} By adapting the agent-based simulation framework which was developed in the previous chapter, we aim to uncover the molecular mechanism behind primed adaptation. To this end, we simulate the plasmid loss dynamics of a cell population using the two different models for spacer generation during primed adaptation, and compare features of the simulated trajectories to time-lapse data on target clearance in individual lineages for the three PAM variants.

### 4.2 Results

Using six strains, we monitor the processes of interference and priming for 3 PAM variants. For each PAM variant we test a wild-type (WT) and $\Delta$cas\textsubscript{1,2} strain. The interference process is studied by using $\Delta$cas\textsubscript{1,2} strains, lacking the cas\textsubscript{1} and cas\textsubscript{2} genes coding for the adaptation proteins. Wild-type (WT) strains encode for the full range of CRISPR-associated (Cas) proteins, including Cas1 and Cas2, enabling the acquisition of new spacers. As in the previous chapter, the strains contain a CRISPR array with a leader, two repeats and a single previously characterised spacer, spacer\textsubscript{8} (SP\textsubscript{8}).\textsuperscript{111, 112} In addition, these strains are engineered to control cas gene expression using arabinose and IPTG induction, and hence initiation of the CRISPR-Cas response. Target plasmids were engineered to encode a constitutively expressed YFP fluorescent protein and contain a target sequence that is complementary to SP\textsubscript{8} in the CRISPR array. This allows us to monitor target DNA presence in individual cells over time. The direct interference (DI) process was monitored by flanking the target sequence with a 5’-CTT consensus PAM. Further, to investigate the priming (P) response we mutated the PAM to 5’-CGT, a mutation known to allow mobile genetic elements (MGE) to escape interference, and invoke a primed
adaptation response. In addition, we flank the target sequence with a 5′-AAT PAM, which has previously been shown to be capable of both priming and interference (PI). In the remainder of the text, we refer to these respective PAMs as direct interference (DI), priming (P), and priming interference (PI).

As described in Chapter 3, we use a microfluidic device enabling fluorescence time-lapse imaging for over 36 hours with the option for media exchange. The device contained chambers allowing observation of a single layer of cells, constant medium supply, removal of cells that no longer fit the chamber due to growth, and control of intracellular processes via induction. The microscope set-up combines phase contrast imaging at 1 min intervals and fluorescence imaging at 2 min intervals. Phase contrast images are segmented and tracked using custom MATLAB software, based on the Schnitzcells software which allows for the reconstruction of individual cells into lineage trees. The moment all plasmids are cleared, which we term the plasmid loss time (PLT, Fig. 3.2c), is quantified using the YFP production rate as defined by Levine et al. For a more detailed description of these methods we refer to Section 3.4.9.

Figure 4.1: Reconstructed lineage traces of the imaged population from induction of the CRISPR-Cas system over time (grey) for 3 PAM variants. a,d, direct interference (DI), b,e, priming interference (PI), and c,f, priming (P). Coloured traces show lineages that successfully clear all target plasmids in the absence (Δcas1,2, navy lineages) and presence (WT, green lineages) of Cas1-Cas2.
Figure 4.2: Histogram of plasmid loss times (PLT) in the absence (Δcas1, 2, navy) or presence (WT, green) of Cas1-Cas2 for a, direct interference (DI; Δcas1, 2: n = 82, WT: n = 135), b, priming interference (PI; Δcas1, 2: n = 140, WT: n = 21), and c, priming (P; Δcas1, 2: n = 4, WT: n = 94) PAM variants. Solid lines show kernel density estimation (KDE) of underlying histogram data.

4.2.1 The rate of Cas3-mediated target degradation is PAM-dependent

Fig. 4.1 shows the target fluorescence concentration over time for cell populations with plasmids where the target sequence is flanked by the direct interference (Fig. 4.1a,d), priming interference (Fig. 4.1b,e), and priming (Fig. 4.1c,f) PAM sequence. Lineages with plasmid loss, as detected by the plasmid-encoded YFP production rate, are highlighted (navy and green lines for Δcas1, 2 and WT respectively), whereas lineages in which plasmids were not successfully cleared before exiting the well or before the end of the experiment are shown in grey.

As reported in Chapter 3, for DI the target was cleared in all cells (Fig. 4.1a). The PLT has a narrow distribution, with plasmid loss taking place between 1-2.5 hours after induction (Fig. 4.2a). The average PLT was 1.5 hours (CV^2 = 0.055). Plasmid loss sometimes occurred in the same generation in which the CRISPR-Cas response was initiated by induction, and clearance took a maximum of 3 generations (Supplementary Fig. 3.3). For priming interference, the plasmid was also cleared in the whole population (Fig. 4.1b) with plasmid loss taking between 2.5 and 11.5 hours with an average PLT of 5.8 hours (Fig. 4.2b, CV^2 = 0.083), or between 2 and 7 generations from the moment of induction (data not shown). In the absence of Cas1-Cas2, the priming PAM showed very sporadic plasmid loss (Fig. 4.1c), with only 4 out of the 60 cells present at the start of the experiment successfully clearing the plasmids after being monitored more than 30 hours since induction (Fig. 4.2c). The fastest plasmid loss event took place 10.5 hours after induction of cas gene expression. This indicates that although for the priming PAM target clearance through interference can take place, the rate of interference can rarely be
overcome by the rate of plasmid replication.

4.2.2 Cas1-Cas2 can stimulate or attenuate plasmid clearance

Next, we monitor plasmid loss of targets with the three PAM variants flanking the target spacer sequence in cells expressing the full range of cas genes, including cas1 and cas2. As previously reported, cells containing escape mutant targets are able to acquire new spacers and clear the plasmid through primed interference. Although there is much variation in the timing of this process, the probability of plasmid loss for the WT strain with priming PAM is highly increased, with plasmid loss being observed as early as 1.7 hours after induction (Fig. 4.2c). Plasmid loss was highly variable, and loss events could be observed throughout the experiment with a maximum recorded loss time of 33.8 hours (Fig. 4.1f), or 31 generations (Supplementary Fig. 3.3). The average time of all recorded plasmid loss events was 9.6 hours ($CV^2 = 0.46$). After monitoring the cells for 36 hours, some cells in the population still had high fluorescence production rates indicating the presence of plasmids. Thus, plasmid clearance was not successful for the whole population (Fig. 4.1f).

Surprisingly, in the case of the direct interference and priming interference PAMs, we see that plasmid loss speed is reduced in WT cells as compared to the $\Delta$cas1,2 strains (Fig. 4.1a,b compared to Fig. 4.1d,e). For the plasmids with the DI PAM, WT cells showed plasmid loss minutes after induction, but with a maximum time of 9.9 hours (Fig. 4.2a). Although all cells in the population cleared the plasmid within 10 hours or 3 generations, the average plasmid loss time was increased to 2.8 hours as compared to 1.5 hours in the absence of Cas1-Cas2 (Fig. 4.2a). Slower plasmid loss was also seen in the WT strain when the PI PAM was introduced on the target, with plasmid loss taking between 6.3 - 25.3 hours (6-28 generations) with a mean PLT of 16.4 hours as compared to 5.8 hours in the absence of Cas1-Cas2 (Fig. 4.2b). In addition, the frequency of plasmid loss was decreased, with a number of cells still harbouring plasmids after 30 hours of monitoring (Fig 4.1e). Hence, we conclude that for the PAM variants monitored here, both the interference and primed adaptation process are affected. Unsurprisingly, the presence of Cas1-Cas2 when priming is required for timely plasmid loss, and results in a higher probability of clearance. However, surprisingly the presence of Cas1-Cas2 decreases the probability of plasmid clearance in all cells where priming is not required to clear the plasmid from the cell, as observed for targets containing the DI and PI PAM.

4.2.3 An agent-based model to study the molecular basis of primed adaptation

In the previous chapter, we have set up an agent-based stochastic simulation framework with which we could simulate the dynamics of a cell population for
the direct interference ($\Delta cas_1, 2$) and priming ($\Delta cas_1, 2$ and WT) conditions (Appendix 3.B). Hitherto we have made no assumptions on the interactions between Cascade, Cas1-Cas2, and Cas3. However, since the data presented here suggest that Cas1-Cas2 affects the speed of interference we adapt the previous model to include molecular interactions involving Cas1-Cas2 and Cas3. While it has been shown that the $cas_1$ and $cas_2$ genes are essential and specific to the adaptation phase and both are relatively well conserved in almost all CRISPR-Cas systems, the molecular details of the adaptation process are not fully known. In the literature, there are two proposed pathways for primed adaptation. In the first, referred to as the interference-dependent (ID) pathway (Fig. 4.3a), target degradation by Cas3 supplies substrates for primed adaptation. Following target binding by the surveillance complex, Cas3 is recruited and degrades the target DNA. The interference products form a pool of potential spacer substrates that can be captured by Cas1-Cas2. In the second proposed mechanism, the interference-independent (II) pathway (Fig. 4.3b), Cas3 and Cas1-Cas2 are recruited by Cascade into a priming complex following target recognition. This complex translocates along the DNA and directly excises double-stranded pre-spacers from the target DNA. For both pathways, primed adaptation is triggered only upon PAM-dependent target recognition by the Cascade surveillance complex, ensuring that pre-spacers are derived only from the invader. Using the agent-based simulation framework, we set out to generate data for both models and assess how they agree with our experimental data. As the available data is not sufficient to accurately estimate all model parameters, which increase in number with the model complexity, we aim that the model qualitatively replicates essential features of the experimental data rather than quantitatively matches the plasmid loss time distributions.

**Interference-dependent spacer acquisition**

We set out with the simplest model, in which interference products form a pool of spacer candidates. As the model described in Chapter 3 does not include any direct interaction between Cascade and Cas1-Cas2, this can be viewed as an implementation of the interference-dependent pathway. In order to replicate all six experimental conditions, we adapt the model by explicitly including synthesis of Cas1-Cas2 and Cas3, the production of which, like Cascade, can be switched on at the start of the experiment. Previously, we have quantified the copy number of Cascade in our cells. As the genes encoding Cascade, Cas1, and Cas2 are under the control of the same promoter, we will assume equal abundances of Cascade and Cas1-Cas2. We will also assume the same abundance for Cas3, although its copy number was not directly measured. At this copy number Cas3 is not rate-limiting, as increasing the concentration by a factor 10 did not affect the simulation outcomes. We simulate a population of 100 exponentially growing and dividing cells, their plasmid maintenance, stochastic protein production and partitioning at division.
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Protein expression, spacer acquisition and target DNA degradation are governed by the equations described in Supplementary Table 4.1. Note that the molecular mechanism is the same as described in Chapter 3, with the exception of molecular interactions involving Cas3 and Cas1-Cas2 which are explicitly incorporated.

In the previous chapter, it was postulated that mutations in the PAM region of the target affect the ability of Cascade to form a long-lasting bond with the target. We estimated that the Cascade-target binding affinity was reduced by two orders of magnitude in the priming case as compared to the consensus PAM and were able to replicate corresponding plasmid loss distributions for both conditions (Fig. 4.4a and Fig. 4.4f respectively). For the target with the PI PAM, we estimate the Cascade-target binding affinity by manually fitting the PLT distribution from simulated trajectories in the absence of Cas1-Cas2 (Fig. 4.4b), resulting in a binding affinity that is 5 times lower than is the case for the consensus PAM. For targets containing the PP PAM, plasmid loss is very sporadic in simulated trajectories in the absence of Cas1-Cas2 with on average 4 events among 100 cells over 40 hours (Fig. 4.4c), which is consistent with the experimental data.

We then switch on Cas1-Cas2 synthesis at the start of the simulation to see the effect of adaptation on the plasmid loss time according to the ID model. For direct

**Figure 4.3:** Two alternative molecular mechanisms underlying primed adaptation: **a,** Interference-dependent (ID) pathway, **b,** Interference-independent (II) pathway with the primed acquisition complex (PAC).
interference, there is no difference in the plasmid loss distribution in the presence of Cas1-Cas2 as compared to the $\Delta cas_{1,2}$ scenario as both distributions have a mean of 1.7 hours (Fig. 4.4d). This indicates that all targets have been destroyed before spacer acquisition can take place. For priming interference, the effect is a reduction in the plasmid loss time: 4 hours on average (Fig. 4.4e) versus 5.7 hours without Cas1-Cas2. In 18% of all plasmid loss events, cells are able to clear all plasmids through interference alone, while the majority (82%) of cells reach plasmid clearance through the acquisition of a new spacer. It is unknown, however, if these percentages are representative as the experimental data does not provide information on the dominant plasmid clearance pathway. In the population of cells containing targets with the priming PAM, this results in plasmid loss being greatly increased as compared to the $\Delta cas_{1,2}$ case, with a PLT distribution resembling the experimental data and a mean plasmid loss time of 9.7 hours (Fig. 4.4f).

From this we conclude that while the ID model is able to qualitatively describe a subset of the experimental conditions (Fig. 4.4 a,b,c,f), it cannot reproduce the observed effect of Cas1-Cas2 in the direct interference and priming interference conditions. According to the interference-dependent primed adaptation mechanism, Cas1-Cas2 has no molecular involvement in the plasmid destruction process. For this reason, the addition of Cas1-Cas2 does not slow down the rate of target
degradation and we are not able to replicate the experimental observations of slower loss for the DI and PI PAM sequences in the presence of Cas1-Cas2. While we do not rule out the possibility that new spacers can be acquired from the pool of interference products, the ID mechanism alone is not able to explain our experimental observations. A model for primed adaptation which describes an additional mechanism in which Cas1-Cas2 affects the speed of interference might better replicate our data.

Interference-independent spacer acquisition

In the interference-independent pathway, it is hypothesised that the binding of Cascade to the target triggers the recruitment of both Cas1-Cas2 and Cas3 which leads to the assembly of a primed acquisition complex (PAC) as shown in Fig 4.3b. The PAC then translocates along the target DNA in search of a spacer substrate, which can be excised and transported to the spacer array. We adapt our stochastic simulation model to include these molecular interactions. Notably, our experiments have shown that while rare, plasmid degradation is also possible in the absence of Cas1-Cas2 (Supplementary Fig. 3.6). This is reflected in the II model, as upon target binding the Cascade surveillance complex can either recruit Cas3 to directly degrade the plasmid, or recruit Cas1-Cas2 and Cas3 to form the PAC. The PAC can then excise a spacer from the plasmid, which is transported by Cas1-Cas2 to the spacer array.

Various factors might affect the balance between the Cas3-mediated degradation pathway and the PAC assembly pathway. In our model, these are limited to the following: the concentration of Cas3 and Cas1-Cas2, and the recruitment rates of either Cas3 (direct degradation) or Cas1-Cas2 (PAC assembly) by the target-bound effector complex. No quantitative data is available on in vivo kinetic recruitment rates of Cas proteins by target-bound Cascade, and we have thus assumed that the recruitment rates of Cas3 and Cas1-Cas2 are equal. The Cascade-target binding affinities for DI, PI, and P are identical to the rates used to simulate the ID model. While this results in identical PLT distributions in the Δcas1, 2 case (Fig. 4.5a-c), in the presence of Cas1-Cas2 we now have two different adaptation pathways which results in a change in the plasmid loss rate when production of Cas1-Cas2 is switched on (Fig. 4.5d-f). When Cas1-Cas2 is expressed, overall we see a slowing down of plasmid loss rates for the DI and PI conditions. For direct interference, the mean of the PLT distribution is increased from 1.7 hours to 6.5 hours (Fig. 4.5d). This effect of Cas1-Cas2 is larger than what is observed in the experimental PLT distribution. For priming interference, the average PLT is increased from 5.8 hours to 9 hours Fig. 4.5e), whereas the experimental plasmid loss distribution is shifted towards even larger plasmid loss times. In 1% of the simulated plasmid loss events, clearance happens without the acquisition of a new spacer. Conversely, for the priming PAM the probability of plasmid loss is greatly increased compared to the
Figure 4.5: Experimental plasmid loss time distributions (orange) versus simulated plasmid loss time data (blue) with the interference-independent (II) model for 3 PAM variants: a,d, direct interference (DI), b,e, priming interference (PI), and c,f, priming (P) in the absence (∆cas1,2, top row) and presence (WT, bottom row) of Cas1-Cas2. Solid lines show kernel density estimation (KDE) of underlying histogram data.

Δcas1,2 condition, and the plasmid loss dynamics quantitatively agree with the experimentally observed loss events (Fig. 4.5f).

In contrast to the ID mechanism, the II pathway is able to mechanistically explain the slower clearance rate of plasmids in which the target sequence is flanked by the DI or PI PAM in the presence of Cas1-Cas2. Upon successful target identification, Cascade forming a bond with the target can initiate the formation of a PAC, in which Cas3 is less processive than in the Cascade-Cas3 complex, and thus leads to less efficient target destruction.\textsuperscript{116} For the model parameters used in these simulations, in 50\% of Cascade-target binding events result in the formation of the PAC as recruitment rates of Cas1-Cas2 and Cas3 are assumed to be equal. Further analysis is required to determine if different recruitment rates, or even PAM-dependent recruitment rates might result in better qualitative agreement with the experimental data.

\footnote{Statistics may not be representative due to small number of loss events.}
4.3 Discussion

In this study, we have looked at the processes of interference and primed adaptation at the single-cell level. These cells harbour plasmids engineered to contain various PAMs which flank the target sequence matching the CRISPR array, allowing direct monitoring of target DNA presence in individual cells over time. The three PAM variants used, here referred to as direct interference, priming interference, and priming, have been shown to differ in their ability to invoke an interference or priming response. In the literature, two competing molecular mechanisms exist for primed adaptation. We have demonstrated that the ID mechanism, in which adaptation relies on DNA fragments produced by the interference machinery, was unable to reproduce the slower rate of plasmid loss observed in the presence of Cas1-Cas2 for the DI and PI PAM sequences (Fig. 4.4). According to this mechanism, Cas1-Cas2 does not physically associate with Cas3 or Cascade, and consequently addition of Cas1-Cas2 does not result in slower plasmid loss for DI and PI PAMs in WT cells as compared to \( \Delta \text{cas1,2} \) cells. Instead, the observation of attenuated plasmid loss can be explained by the existence of a primed acquisition complex that includes Cascade, Cas3, and Cas1-Cas2, which generates pre-spacers by moving along target DNA. We have shown that trajectories simulated according to this molecular mechanism qualitatively agree with the experimental data, though substantial discrepancies remain between experimental PLT distributions and PLT distributions simulated with this model (Fig. 4.5). We will now explore possible explanations for these discrepancies.

Although single-molecule studies have produced experimental data in support of the PAC, only the interaction between Cas1-Cas2 and Cascade was demonstrated \textit{in vivo} for the type I-E CRISPR system of \textit{Thermobifida fusca}. Several details on the assembly of the PAC, such as the order in which proteins are recruited into the complex after target recognition by Cascade, remain elusive. It has been suggested that...

<table>
<thead>
<tr>
<th></th>
<th>Experimental</th>
<th>ID model</th>
<th>II model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \langle PLT \rangle )</td>
<td>( CV^2_{PLT} )</td>
<td>( \langle PLT \rangle )</td>
</tr>
<tr>
<td>DI</td>
<td>( \Delta \text{cas1,2} )</td>
<td>1.5 h 0.049</td>
<td>1.7 h 0.083</td>
</tr>
<tr>
<td></td>
<td>WT</td>
<td>2.8 h 0.77</td>
<td>1.7 h 0.080</td>
</tr>
<tr>
<td>PI</td>
<td>( \Delta \text{cas1,2} )</td>
<td>5.8 h 0.083</td>
<td>5.4 h 0.23</td>
</tr>
<tr>
<td></td>
<td>WT</td>
<td>16 h 0.071</td>
<td>4.0 h 0.11</td>
</tr>
<tr>
<td>P</td>
<td>( \Delta \text{cas1,2} )</td>
<td>22 h 0.14</td>
<td>21 h 0.16</td>
</tr>
<tr>
<td></td>
<td>WT</td>
<td>11 h 0.47</td>
<td>8.7 h 0.19</td>
</tr>
</tbody>
</table>

Table 4.1: Statistics of simulated plasmid loss time distributions for the interference-dependent (ID) model and the interference-independent (II) model as compared to the experimental plasmid loss data for all 6 experimental conditions.
that there are two assembly routes that include initial recruitment of either Cas3 or Cas1-Cas2 to target-bound Cascade, followed by the addition of the remaining sub-complex.\textsuperscript{116} This would result in different probabilities for interference and adaptation, as opposed to a scenario where a specific order is required for the PAC assembly. Alternatively, it has been proposed that Cas3 and Cas1-Cas2 might assemble into a pre-complex which is then recruited by Cascade.\textsuperscript{192,195} A possible indication for this mechanism can be found in type I-F CRISPR systems, where Cas2 is traditionally fused to Cas3.\textsuperscript{196} Moreover, this could provide an additional explanation for the decreased plasmid loss speed for DI and PI plasmids in the presence of Cas1-Cas2, as the assembly of a Cas1-Cas2-Cas3 complex would reduce the amount of free Cas3 available for interference.

In the previous chapter, we concluded that cellular growth rate has a small yet significant effect on the speed of the CRISPR-Cas response of cells. In our experimental set-up it is not possible to control the cellular growth rate, and there are differences across experiments in the distributions of growth rates of cells (Fig. 4.6). We now turn to the question of whether differences in the cellular growth rate, which affect the distribution of target copy number and Cas protein abundance, could explain the distinct plasmid loss time distributions of the WT and $\Delta$cas\textsubscript{1,2} strains. We point out that the agent-based model only includes effects of growth rate on molecule concentrations due to dilution, as the relationship between growth rate, protein synthesis rate, and plasmid replication rate is not well characterised.

To recapitulate, in Chapter 3 we showed that lineages which successfully clear all plasmids (‘loss lineages’) through direct interference in the absence of the Cas1-Cas2 adaptation machinery exhibit a higher median growth rate relative to lineages that had not lost their plasmids at that moment (‘non-loss lineages’). Conversely, priming (WT) was more successful in cells growing relatively slowly. This can be explained...
by considering the effect of cellular growth on both the concentration of Cas proteins and the target plasmid copy number. Indeed, slower cell growth correlates with higher concentrations of Cascade (Fig. 4.7a, Supplementary Fig. 3.18), which is a determinant in the speed of plasmid loss (Fig. 3.4). In addition, in previous studies faster growing cells have been shown to have lower plasmid abundance\textsuperscript{159,160} which correlates with faster interference, whereas in slow growing cells plasmid maintenance mechanisms increase plasmid abundance,\textsuperscript{161} resulting in higher DNA availability as substrate for pre-spacers (Fig. 4.7a).

While for the three additional experimental data sets presented in this chapter (DI (WT), PI ($\Delta$cas$^1$, 2; WT)) no significant deviations in growth rate between loss-lineages and non-loss lineages were detected (Supplementary Figures 4.1, 4.2 and 4.3), this does not exclude the possibility that growth rate has an influence on the plasmid loss time. For the data presented in this chapter, Cascade and plasmid abundance were not monitored during imaging so we are forced to speculate about the effects of the observed differences in growth rate between the $\Delta$cas$^1$, 2 and WT strains of each PAM. In the experiments in which the target sequence on the plasmid is flanked by the DI PAM, cells void of cas$^1$ and cas$^2$ had higher growth rates than WT cells (Fig. 4.6a). Fast growth correlates with lower Cas protein concentrations, which leads to a lower rate of interference, but could also result in lower plasmid copy numbers. On average, it takes less time to destroy a smaller number or target plasmids through interference (Fig. 3.5i). In line with the result of a lower average PLT for faster growing $\Delta$cas$^1$, 2 cells with DI targets (Fig. 3.3f), the higher average PLT in the WT strain (Fig. 4.2a) could be in part explained by the potentially higher plasmid copy number associated with slower growing cells. However, as plasmid loss still takes place multiple hours after induction, this effect might be in part counteracted by the higher Cascade levels present later in the experiment (Fig. 3.4b). Overall, it is unclear how the balance between Cascade and plasmid concentrations, and with it the rate of interference and primed adaptation, might shift in relation to changes in the growth rate (Fig. 4.7b). For the PI PAM, the WT strain grows on average faster than the $\Delta$cas$^1$, 2 strain (Fig. 4.6b), whilst exhibiting slower and more infrequent plasmid loss (Fig. 4.2b). Following previous reasoning, faster growth could result in faster plasmid loss through interference, but might also lead to a smaller fraction of cells clearing the plasmid through priming. As it is not known which is the dominant mechanism of plasmid clearance in the WT condition (interference or primed adaptation followed by primed interference), it is not straightforward to predict what would be the effect, if any at all, of a faster growth rate. Given the large difference between the PI WT and $\Delta$cas$^1$, 2 PLT distributions and frequency of plasmid loss events, combined with the wide distribution of growth rate rankings of loss lineages, it is highly unlikely that any effect of the growth rate is large enough to explain the observed differences in PLT between the two conditions. For the priming PAM, it is clear that the differences in PLT between the $\Delta$cas$^1$, 2 and WT strains is not caused by any growth rate.
Figure 4.7: Schematic showing the hypothesised effect of cellular growth rate on target copy number concentration, Cas protein concentration, and speed of interference and adaptation. 

**Part a:** Distribution of growth rate in a cell population results in cells with various target copy number and Cas protein concentrations. Lower target copy numbers are associated with higher interference, but lower adaptation speed, whereas lower concentrations of Cas proteins result in a decrease of both interference and primed adaptation speed.

**Part b:** Due to the effect of target copy number concentration and Cas protein concentrations, the speed of interference increases with growth rate whereas primed adaptation speed decreases. The magnitude of either effect is unknown however, as indicated by the vertical arrows. The overall effect of both on the plasmid loss speed depends on the relative change in either process.

We note that our data does not suggest that the interference-dependent spacer acquisition pathway should be dismissed as a model for primed adaptation. Experiments have demonstrated that degradation products from the activity of Cas3, although highly unstable, can function as pre-spacers. It is therefore possible that pre-spacers can be taken both directly from the invading DNA as well as be selected from the pool of DNA fragments that are the result of interference. The II pathway may be the most prominent in cells due to the efficiency of recruiting Cas1-Cas2 to target-bound Cascade, however free Cas1-Cas2 in the cell might be able to spontaneously capture fragments through a facilitated diffusion mechanism as proposed by Kim et al. The probability for the ID mechanism to result in the acquisition of a new spacer increases when interference is sustained over a longer period, such as when the rate of plasmid replication is higher than the rate of interference. As the interference rate is PAM-dependent, this might shift the balance between adaptation mechanisms for different PAM sequences in favour of interference-dependent spacer acquisition. This might result in a highly advantageous strategy for cells, as it leads to an amplification of the interference.
effect while reducing the chance that invaders escape CRISPR immunity through mutations.

4.4 Future research

Future experiments are necessary to resolve the mechanism underlying the generation of pre-spacers. Sequencing of the population to determine the percentage of cells acquiring new spacers could provide insight into the dominant mechanism of plasmid loss for cells carrying targets containing PAM sequences which are proficient at both interference and primed adaptation. However, this will not provide information about the mechanism behind plasmid clearance at the single-cell level. Detection of spacer acquisition in single cells could be achieved through the use of a frame-shift system where spacer integration results in a fluorescent signal. In addition, the present lack of data on the concentrations of CRISPR-associated proteins makes it impossible to untangle how growth rate, protein concentrations, and target copy number contribute to the probability of successful plasmid clearance. To this end, sensitive reporters of the concentrations of the various Cas proteins and the target copy number are required. In Chapter 3 a set-up in which mCherry (red fluorescent protein, RFP) is fused to Cascade (see also Vink et al.) was successfully used to monitor Cascade concentrations in addition to plasmid loss. However, in order to additionally monitor Cas1-Cas2 and Cas3, one needs to ascertain that steric hindrance due to the presence of fluorescent tags does not block the function or activity of proteins involved in CRISPR defence, or hinder the formation of multi-protein complexes. If this turns out to not be feasible, modulation of the cellular growth rate could ensure a fairer comparison between experimental conditions. However, due to differences in metabolic load this could still result in different protein concentrations.

In our current simulation framework, a model containing both adaptation pathways could be achieved by merging the reactions from both proposed mechanisms, although this would increase the number of parameters to be estimated from the data. Before performing inference, however, structural identifiability analysis should be carried out to establish the identifiability of model parameters from the available data. If the model is found to be structurally non-identifiable, it may be necessary to reduce the model in complexity. In addition, systematic sampling of the parameter space is required to assess the uniqueness, robustness, and biological plausibility of parameter sets that are consistent with the experimental data.

4.5 Conclusion

In summary, in this study we have expanded on previous work (Chapter 3) to further study the role of the PAM sequence in the dynamics and variability of the
CRISPR interference and adaptation response of bacterial populations. We have shown that the PAM plays an important role in the successful clearance of invading elements, and that both interference and adaptation are strongly PAM-dependent. Surprisingly, the presence of Cas1-Cas2 appears to disrupt the degradation of targets containing PAM sequences which were previously shown to be interference-proficient. We have employed an agent-based stochastic simulation framework to show that this observation is consistent with the interference-independent model for spacer acquisition. We thus hypothesise that our analysis provides support for the existence of a priming complex which involves recruitment of Cas3 in conjunction with Cas1-Cas2 by target-bound Cascade. A mechanism in which the PAM sequence affects the relative rates of interference and priming would allow bacteria to have a diversified response to invader DNA, thus increasing the population’s chance of survival. These findings open up new avenues of research on how cellular communities are able to provide robust immunity against infections by balancing rapid target destruction and acquisition of new spacers.

4.6 Methods

4.6.1 Experimental methods

Methods for cloning, growth conditions, time-lapse microscopy, image analysis, and plasmid loss detection are described in Section 3.4. Details on the KD615 (WT) and KD635 (Δcas1,2) strains and plasmids pTU166 (5'-CTT PAM, direct interference) and pTU190 (5'-CGT PAM, priming) can be found in Supplementary Tables 3.3–3.4 of Chapter 3. Plasmid pTU189 (containing the 5'-AAT PAM for the priming interference condition) targeted by KD615 (WT) and KD635 (Δcas1,2) was created by PCR amplification of pTU166 using primer BN911 in combination with BN910 (Supplementary Table 4.5).

Although for the pTU166 (DI) targeted by KD635 (Δcas1,2) and pTU190 (P) targeted by KD615 (WT) data from 2 wells from the same experiment were presented in the previous chapter, here only data from 1 well was included for a fair comparison with the other conditions, for which only 1 well was available. In Chapter 3, we have shown that data from wells within the same experiment are comparable.

4.6.2 Model implementation

Stochastic simulations were performed using the adapted Extrande algorithm\textsuperscript{184} implemented in C++. The simulation procedure and algorithm outline is described in Appendix 3.B, for which the code is available upon request. Each data point in Fig. 4.4 and Fig. 4.5 was obtained from 10 simulated experiments of up to 7 h.
The population size of each simulation was fixed at 100 cells. See Appendix 4.A for model details and parameters.

### 4.6.3 Author contributions

R.E.M., S.J.J.B. and S.J.T. and conceived the project. R.E.M. performed the experiments. E.M.K. analysed the data and performed the modelling, E.M.K. wrote the chapter with input from R.E.M., S.J.J.B., S.J.T., C.F., R.W.S., and J.M.
Appendices

4.A Reaction mechanism and model parameters

Plasmids $P$ have a maintenance mechanism in order to keep the plasmid copy number at the target concentration $p^*/V_B$, where $V_B$ is the average cell volume at birth. At the start of the experiment, expression of the Cas proteins $Cas_1-Cas_2$, $Cas_3$, and $Cascade$ starts. The protein expression rate $k_1$ is made time-dependent to emulate the experimental set-up, in which there is some delay in protein expression due to the time required for activation of the pAraBad promoter. Spacers $crRNA$ are continually transcribed from the spacer array $A$, and together with Cascade form the effector complex, $E$. The effector complex can form a reversible bond with the target plasmid.

Given the limited quantity of available data, accurate parameter estimates of the two proposed mechanistic models could not be obtained. In addition, the model structure is too complex for analytical treatment. For this reason, the parameters were altered manually and the fit to the experimental conditions was not optimised.

4.A.1 Interference-dependent (ID) model

In the ID model, the complex $EP$ can recruit Cas3 which degrades the plasmid into small DNA fragments $F$, which can be picked up by $Cas_1-Cas_2$. One of these pre-spacers captured by the Cas1-Cas2 complex, $FCas_{12}$, can be integrated into the CRISPR array as a new spacer, transforming the array to $A^*$ which now also expresses the newly acquired crRNA, $crRNA^*$, in addition to the spacer that was already present. The effector complex containing the new spacer, $E^*$, has a higher binding affinity to the target plasmid. These biochemical reactions are described in Supplementary Table 4.1. Parameters are given in Supplementary Table 4.2.
### Phase

**Target replication**

\[
P \xrightarrow{k_0/(1+((P/V_0)/p_0)^2)} 2P,
\]

\[
p_0 = \frac{P^*}{V_B} / \sqrt{\frac{k_0}{\mu} - 1}
\]

**Expression**

\[
G \xrightarrow{k_1(t)} G + b_P \cdot \text{Cas1-Cas2}
\]

\[
G \xrightarrow{k_1(t)} G + b_P \cdot \text{Cas3}
\]

\[
G \xrightarrow{k_1(t)} G + b_P \cdot \text{Cascade}
\]

\[
k_1(t) = \frac{k_1^*}{1 + \exp(-k_a t)}
\]

Before spacer integration

\[
A \xrightarrow{k_2} A + b_c \cdot \text{crRNA}
\]

After spacer integration

\[
A^* \xrightarrow{k_2, A} A^* + b_c \cdot \text{crRNA} + b_c \cdot \text{crRNA}^*
\]

\[
\text{crRNA} + \text{Cascade} \xrightarrow{k_3} E
\]

\[
\text{crRNA}^* + \text{Cascade} \xrightarrow{k_3} E^*
\]

\[
\text{crRNA} \xrightarrow{k_4} \emptyset
\]

**Interference**

\[
E + P \xrightarrow{k_5} EP
\]

\[
E^* + P \xrightarrow{k_8} EP^*
\]

\[
EP + \text{Cas3} \xrightarrow{k_9} E + \text{Cas3} + b_F \cdot F
\]

\[
EP^* + \text{Cas3} \xrightarrow{k_9} E^* + \text{Cas3} + b_F \cdot F
\]

\[
F \xrightarrow{k_{10}} \emptyset
\]

**Primed adaptation**

\[
F + \text{Cas1-Cas2} \xrightarrow{k_{11}} FCas12
\]

\[
FCas12 + A \xrightarrow{k_{12}} A^*
\]

---

**Supplementary Table 4.1:** Overview of the reactions in the interference-dependent (ID) model for primed adaptation.
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target replication</td>
<td>( k_0 )</td>
<td>0.125 min(^{-1})</td>
</tr>
<tr>
<td>( Cas ) proteins synthesis rate</td>
<td>( k_1 )</td>
<td>2.4 min(^{-1})</td>
</tr>
<tr>
<td>( crRNA/crRNA^* ) transcription</td>
<td>( k_2 )</td>
<td>10 min(^{-1})</td>
</tr>
<tr>
<td>( crRNA/crRNA^* ) degradation</td>
<td>( k_3 )</td>
<td>0.014 min(^{-1})</td>
</tr>
<tr>
<td>( crRNA-Cas/crRNA^*-Cas ) complex formation</td>
<td>( k_4 )</td>
<td>0.01 M(^{-1})min(^{-1})</td>
</tr>
<tr>
<td>( E-P ) binding affinity (P)</td>
<td>( k_5 )</td>
<td>( 2e^{-5}M^{-1}) min(^{-1})</td>
</tr>
<tr>
<td>( E-P ) binding affinity (PI)</td>
<td>( k_5 )</td>
<td>( 2e^{-4}M^{-1}) min(^{-1})</td>
</tr>
<tr>
<td>( E-P ) binding affinity (DI)</td>
<td>( k_5 )</td>
<td>( 1e^{-3}M^{-1}) min(^{-1})</td>
</tr>
<tr>
<td>( E-P ) dissociation (all)</td>
<td>( k_6 )</td>
<td>( 1e^{-4} ) min(^{-1})</td>
</tr>
<tr>
<td>( E^*P ) binding affinity</td>
<td>( k_7 )</td>
<td>( 1e^{-3}M^{-1}) min(^{-1})</td>
</tr>
<tr>
<td>( E^*P ) dissociation</td>
<td>( k_8 )</td>
<td>( 1e^{-3} ) min(^{-1})</td>
</tr>
<tr>
<td>Target degradation</td>
<td>( k_9 )</td>
<td>( 5e^{-3} ) min(^{-1})</td>
</tr>
<tr>
<td>Fragment degradation</td>
<td>( k_{10} )</td>
<td>1 min(^{-1})</td>
</tr>
<tr>
<td>( Cas1-Cas2 ) picks up pre-spacer</td>
<td>( k_{11} )</td>
<td>( 1e^{-3}M^{-1}) min(^{-1})</td>
</tr>
<tr>
<td>Spacer integration</td>
<td>( k_{12} )</td>
<td>0.02 M(^{-1})min(^{-1})</td>
</tr>
<tr>
<td>( Cas ) proteins burst size</td>
<td>( b_P )</td>
<td>3</td>
</tr>
<tr>
<td>( crRNA/crRNA^* ) burst size</td>
<td>( b_c )</td>
<td>3</td>
</tr>
<tr>
<td>DNA fragment burst size</td>
<td>( b_F )</td>
<td>5</td>
</tr>
<tr>
<td>Post-induction delay of protein production</td>
<td>( k_d )</td>
<td>0.025 min(^{-1})</td>
</tr>
</tbody>
</table>

**Supplementary Table 4.2**: Reaction rates for the interference-dependent (ID) model.

### 4.A.2 Interference-independent (II) model

In the II model, the complex \( EP \) can recruit either Cas3 which directly degrades the plasmid, or \( Cas1-Cas2 \) which initiates the assembly of the primed acquisition complex \( PAC \). Cas3 is recruited into the PAC, which excises a spacer from the target plasmid. This pre-spacer bound by Cas1-Cas2, \( FCas12 \), is integrated into the CRISPR array. From this point on, the mechanism is identical to the ID model. The biochemical reactions governing the II model are described in Supplementary Table 4.3. Parameters are given in Supplementary Table 4.4.
### Supplementary Table 4.3
Overview of the reactions in the interference-independent (II) model for primed adaptation. Plasmid replication and expression phase are identical to those of the ID model described in Supplementary Table 4.1.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interference</td>
<td>$E + P \overset{k_5}{\rightleftharpoons} EP$</td>
</tr>
<tr>
<td></td>
<td>$E^* + P \overset{k_7}{\rightleftharpoons} EP^*$</td>
</tr>
<tr>
<td></td>
<td>$EP + Cas3 \overset{k_9}{\rightarrow} E + Cas3$</td>
</tr>
<tr>
<td></td>
<td>$EP^* + Cas3 \overset{k_9}{\rightarrow} E^* + Cas3$</td>
</tr>
<tr>
<td>Primed adaptation</td>
<td>$EP + Cas1-Cas2 \overset{k_{10}}{\rightarrow} PAC$</td>
</tr>
<tr>
<td></td>
<td>$EP^* + Cas1-Cas2 \overset{k_{10}}{\rightarrow} PAC^*$</td>
</tr>
<tr>
<td></td>
<td>$PAC + Cas3 \overset{k_{11}}{\rightarrow} FCas12 + Cas3 + E$</td>
</tr>
<tr>
<td></td>
<td>$PAC^* + Cas3 \overset{k_{11}}{\rightarrow} FCas12 + Cas3 + E^*$</td>
</tr>
<tr>
<td></td>
<td>$FCas12 + A \overset{k_{12}}{\rightarrow} A^*$</td>
</tr>
</tbody>
</table>

### Supplementary Table 4.4
Reaction rates for the interference-independent (II) model. All other reaction rate are identical to the ID model as described in Supplementary Table 4.2.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct target degradation</td>
<td>$k_9$</td>
<td>$5 \times 10^{-3} M^{-1} min^{-1}$</td>
</tr>
<tr>
<td>PAC assembly</td>
<td>$k_{10}$</td>
<td>$5 \times 10^{-4} M^{-1} min^{-1}$</td>
</tr>
<tr>
<td>Spacer cutting by PAC</td>
<td>$k_{11}$</td>
<td>$1 \times 10^{-4} M^{-1} min^{-1}$</td>
</tr>
<tr>
<td>Spacer integration</td>
<td>$k_{12}$</td>
<td>$0.1 M^{-1} min^{-1}$</td>
</tr>
</tbody>
</table>

### 4.B Plasmids and oligonucleotides used

<table>
<thead>
<tr>
<th>Plasmid</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>pTU189</td>
<td>pSC101, StrepR, TetR mVenus PS8 flanked by 'ATT' PAM</td>
<td>This work</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Oligonucleotides</th>
<th>Description</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN910</td>
<td>Modify pTU66 CTT PAM to AAT, Fw</td>
<td>TTTTGTCGACATTCTG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACGACCGGGTCTCC</td>
</tr>
</tbody>
</table>

### Supplementary Table 4.5
Plasmids and oligonucleotides used
Supplementary Figures

Supplementary Figure 4.1: Growth rate, cell size and interdivision time of direct interference WT with different lookback windows

Boxplots of growth rate, average cell size and interdivision time presented as the percentile rankings of all plasmid loss lineages (green) that cleared a known target via direct interference. The cell feature of interest (e.g. growth rate) was averaged over a lookback window chosen in relation to the time from plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-loss lineages in the population at that same moment. The cell feature of interest was then ranked amongst the non-loss population as a percentile. We considered lookback windows of 60 minutes prior to plasmid loss. The median percentile ranking of loss lineages is indicated by a red line and black text, categories in which this value was significantly different from a ranking in the 50th percentile (p-value<0.05) are indicated in red text followed by an asterisk.
Supplementary Figure 4.2: Growth rate, cell size and interdivision time of priming interference Δcas1, 2 with different lookback windows Boxplots of growth rate, average cell size and interdivision time presented as the percentile rankings of all plasmid loss lineages (green) that cleared a known target via direct interference. The cell feature of interest (e.g. growth rate) was averaged over a lookback window chosen in relation to the time from plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-loss lineages in the population at that same moment. The cell feature of interest was then ranked amongst the non-loss population as a percentile. We considered lookback windows of 60 minutes prior to plasmid loss. The median percentile ranking of loss lineages is indicated by a red line and black text, categories in which this value was significantly different from a ranking in the 50th percentile (p-value<0.05) are indicated in red text followed by an asterisk.
**Supplementary Figure 4.3: Growth rate, cell size and interdivision time of priming interference WT with different lookback windows**

Boxplots of growth rate, average cell size and interdivision time presented as the percentile rankings of all plasmid loss lineages (green) that cleared a known target via direct interference. The cell feature of interest (e.g. growth rate) was averaged over a lookback window chosen in relation to the time from plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-loss lineages in the population at that same moment. The cell feature of interest was then ranked amongst the non-loss population as a percentile. We considered lookback windows of 60 minutes prior to plasmid loss. The median percentile ranking of loss lineages is indicated by a red line and black text, categories in which this value was significantly different from a ranking in the 50th percentile (p-value<0.05) are indicated in red text followed by an asterisk.
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Abstract

Although plant development is highly reproducible, some stochasticity exists. This developmental stochasticity may be caused by noisy gene expression. Here we analyse the fluctuation of protein expression in Arabidopsis thaliana. Using the photoconvertible KikGR marker, we show that the protein expressions of individual cells fluctuate over time. A dual reporter system was used to study extrinsic and intrinsic noise of marker gene expression. We report that extrinsic noise is higher than intrinsic noise and that extrinsic noise in stomata is clearly lower in comparison to several other tissues/cell types. Finally, we show that cells are coupled with respect to stochastic protein expression in young leaves, hypocotyls and roots but not in mature leaves. Our data indicate that stochasticity of gene expression can vary between tissues/cell types and that it can be coupled in a non-cell-autonomous manner.
5.1 Introduction

Plant development is governed by regulatory mechanisms that lead to the formation of specialized cell types and tissues in a well-organized manner. At the cellular and molecular level, however, a surprisingly high degree of stochasticity is observed.\textsuperscript{200} One way to look at stochasticity is that it may be a problem to establish regularity. On the other hand, stochasticity might be important to break the homogeneity, which is necessary for correct pattern formation.\textsuperscript{201,202}

In plants, stochasticity during development is best described for leaf growth. Here no correlation between growth rates and cell sizes, nuclear sizes and anisotropy was found.\textsuperscript{203} Similarly, the length of the cell cycle and the time point at which cells switch to endoreduplication was found to be stochastic in sepals.\textsuperscript{204} Recently, it was demonstrated that fluctuations of the transcription factor ATML1 initiate the spatial distribution of giant cells in sepals.\textsuperscript{205} The characteristics and basis of stochastic gene expression was analysed in various organisms including bacteria, yeast, mammalian cell cultures, \textit{Dictyostelium discoideum}, \textit{Mus musculus} and \textit{Drosophila melanogaster}.\textsuperscript{7,8,206–212} The overall noise of gene expression in a given cell can be divided into two components.\textsuperscript{7} Extrinsic noise equally affects the expression of all genes in a cell, for example, because of differences in the number of RNA polymerases or ribosomes between cells. Intrinsic noise is due to the inherent stochasticity of molecular processes influencing transcription and translation. As a consequence, the expression of individual genes fluctuates over time.

In this work we analyse the noisiness of gene expression in \textit{Arabidopsis thaliana} with emphasis on two questions: First, is intrinsic and extrinsic noise different in different tissues or cell types? It might be expected that stochasticity changes during cell differentiation or endoreduplication. Endoreduplication leads to higher copy numbers of genomes, which could balance the fluctuation of individual gene copies and a reduction of intrinsic noise. Second, is stochasticity of gene expression coupled between cells in a tissue? This could be the case because cellular conditions are inherited during cell divisions or because plant cells are well connected with each other through plasmodesmata\textsuperscript{213} such that they could cross regulate and balance each others transcription.

We demonstrate that gene expression fluctuates over time. In addition, we show that extrinsic noise is higher than intrinsic noise and that extrinsic noise in stomata is lower than in other tissues/cell types. Our spatial analysis of stochastic gene expression revealed coupling between cells in some but not all tissues.
5.2 Results

5.2.1 Temporal analysis of fluctuations

Fluctuations of gene expression over time have been successfully measured in single-cell systems including bacteria and human tissue cultures.\textsuperscript{214–216} In a first experiment, we aimed to detect a temporal correlation of protein expression in intact plant leaves by determining the correlation of protein levels between different time points (auto-correlation).\textsuperscript{217} Towards this end we developed the following experimental setup: (1) We decided to compare the protein levels at only two time points because the experiments have to be done with excised leaves and prolonged maintenance is expected to produce artefacts. (2) Under steady state expression, we had difficulties to detect relative differences of protein levels within 3 h time intervals. We therefore used the photoconvertible NLS-KikGR. KikGR can be irreversibly converted from a green fluorescent protein (KikG) to red fluorescent protein (KikR) by 405 nm illumination.\textsuperscript{218} Using this system we determined the production of new proteins\textsuperscript{219} by converting KikG to KikR followed by the quantification of newly produced green fluorescent KikG after 3 and 6 h. (3) We targeted the fluorescent protein to the nucleus by adding a NLS sequence to facilitate the selection of single cells. (4) We expressed NLS-KikGR under the strong ubiquitously and constitutively active cauliflower 35S and the UBIQUITIN10 (UBQ10) promoters. Fairly strong constitutive promoters were chosen to reach sufficiently high expression levels and thereby fluorescence intensities to measure fluctuations. Although this limits general conclusions, this procedure should result in a conservative estimation of intrinsic noise in our experiments as experimental data and theoretical considerations show that constitutive promoters show the lowest intrinsic noise.\textsuperscript{7, 220} Two different promoters were selected to exclude that we are exploring a specific property of one promoter. (5) We excluded that movement of NLS-KikGR between cells leads to correlation between neighbouring cells by using a KikGR protein version that forms tetramers\textsuperscript{218} which should not move between cells. We confirmed this by expressing the KikGR protein in single epidermal Arabidopsis cells by biolistic transformation. In these experiments we found no fluorescence in the neighbouring cells (Supplementary Fig. 5.1d-e\textsuperscript{218, 221}).

For the temporal correlation analysis, transgenic p35S:NLS-KikGR and pUBQ10:NLS-KikGR Arabidopsis leaves were dissected and kept in darkness for 36 h to reduce the amount of already converted red NLS-KikR protein. NLS-KikG was converted to the NLS-KikR by confocal laser scanning microscopy (CLSM). The amount of KikG was determined at three time points (0 h, 3 h and 6 h, Fig. 5.1a, b). To minimise technical errors and to control bleaching effects we measured each nucleus at each time point two times and used the mean for further calculations. We used at least three biological replicas to determine the average Spearman and Pearson’s correlation coefficients of the fluorescence levels between the 3-h intervals: p35S:NLS-KikGR
(number of leaves=4, n=393 cells, Spearman’s: $r = 0.83$, Pearson’s: $r = 0.88$, example leaf: Fig. 5.1c, Supplementary Fig. 5.2), pUBQ10:NLS-KikGR (number of leaves=3, n=153 cells, Spearman’s: $r = 0.76$, Pearson’s: $r = 0.80$, example leaf: Fig. 5.1d, Supplementary Fig. 5.3). Control experiments with p35S:NLS-KikGR plants without the 36 h dark treatment exhibited fluctuations in a similar range (number of leaves=10, n=465 cells, Spearman’s: $r = 0.59$, Pearson’s: $r = 0.68$, Supplementary Fig. 5.4). The finding that the correlations coefficients were always clearly below 1 (perfect correlation) indicates that we can detect fluctuations between the two 3-h time intervals.

In order to put the experimentally determined correlation coefficients into a context we used a modelling approach aiming to address two questions: Is the linear two-stage model shown in Fig. 5.2a sufficient to explain the data? How does cell-to-cell variability affect the decay of the auto-correlation? Towards this end, we analytically calculated the non-stationary auto-correlation function of the linear two-stage model with a stochastic translation rate $\nu_1$ as a source of extrinsic noise (Appendix 5.A). We further simulated the stochastic KikGR system. In Fig. 5.2b we show example trajectories before and after the converting light pulse. In order to make a prediction for the value of the temporal auto-correlation between 6 h and 3 h after the conversion we need to obtain estimates for the model parameters. We estimated the degradation rate $d_1$ of KikR using the measured values of the red fluorescent protein at 3 h and 6 h after conversion (Appendix 5.A; $d_1 = 0.09h^{-1} \pm 0.023h^{-1}$). The other model parameters are unknown and it is not easy to obtain reliable estimates. However, we can show that the auto-correlation for the non-stationary two-stage process with extrinsic translational noise is bounded from below by the much simpler auto-correlation function of the one-stage death-birth process (taking only protein production and decay into account), which only depends on the stability of the protein (Fig. 5.2c, Appendix 5.A, Supplementary Fig. 5.24). According to this we estimated the value $r$ for auto-correlation of the KiKG gene expression between 3 h and 6 h to be in the range $1 \geq r \geq 0.6$ (Appendix 5.A). Our experimental data are consistent with this expectation suggesting that the two-stage model provides a good estimate for the underlying noise. Cell-to-cell variability prolongs the auto-correlation time, given that the correlation time of the extrinsic noise is longer than the correlation time of the intrinsic fluctuations (an assumption underlying our analytical calculations, Appendix 5.A).

5.2.2 Extrinsic and intrinsic noise in different tissues

To enable a spatial analysis of the intrinsic and extrinsic noise we adopted a dual reporter strategy initially used in bacteria and yeast (Fig. 5.3a).7,8 Extrinsic noise is seen when both marker values correlate and show the same variation. Intrinsic noise is recognized when the two marker values are not correlated in single-cell
Figure 5.1: Temporal analysis of fluctuation in p35S:NLS-KikGR and pUBQ10:NLS-KikGR lines. a, Confocal laser scanning microscopy (CLSM) images of p35S:NLS-KikGR before (pre) and after conversion (0 h, 3 h and 6 h). b, CLSM images of pUBQ10:NLS-KikGR before (pre) and after conversion (0 h, 3 h and 6 h). Scale bar: 50 µm. c, Scatter plot of p35S:NLS-KikG expressing cells (n=103) obtained from one representative leaf. The normalised mean fluorescence intensity of the cells at 3 h is plotted against the normalised mean fluorescence intensity of the cells at 6 h. Data points are shown in grey, overlapping data points appear black. d, Scatter plot of pUBQ10:NLS-KikG expressing cells (n=55) obtained from one representative leaf.
Figure 5.2: Theoretical analysis of fluctuations. a. Schematic illustration of the two-stage stochastic gene expression model. $\nu=$production rate, $d=$degradation rate.
b. Modelling of three stochastic realizations of the KikGR reporter. After a 405 nm pulse the green fluorescence-emitting KikG is transformed into red fluorescence-emitting KikR. The auto-correlation between KikG at 3 h and 6 h is calculated. Parameters are: $\nu_0 = 2.25h^{-1}$, $d_0 = 1.125h^{-1}$, $d_1 = 0.09h^{-1}$ and $\nu_1 = 41.825h^{-1}$, $\nu_1 = 48.506h^{-1}$, $\nu_1 = 46.069h^{-1}$ for the three different trajectories. c, Modelling of the non-stationary auto-correlation of the two-stage gene expression model in presence of extrinsic noise (crosses and triangles) as calculated from stochastic simulation of the KikGR reporter from 105 trajectories (Appendix 5.A) and the theoretical non-stationary auto-correlation of a birth-death process $c_0(t_1, t_2)$ (black solid line) as a lower bound of the non-stationary auto-correlation (Appendix 5.A). The extrinsic noise is simulated as cell-to-cell variations in the protein translation rate $\nu_1$ with different coefficients of variation (CV). Parameters for the two-stage model are: $\nu_0 = 2.25h^{-1}$, $d_0 = 1.125h^{-1}$, $d_1 = 0.09h^{-1}$ and $<\nu_1>= 45h^{-1}$. In the case of no extrinsic noise ($\text{Var}(\nu_1) = 0h^{-2}$, blue triangles), the auto-correlation of the two-stage model approaches that of the birth-death model. With increasing extrinsic noise ($\text{Var}(\nu_1) = 100h^{-2}$, red crosses) the auto-correlation increases. The reason for this is that the covariance and the variance become dominated by the extrinsic noise, for which a much longer correlation time was assumed.
measurements. We generated transgenic plants expressing 2xNLS-YFP and 2xNLS-CFP under the control of the 35S promoter. We used YFP and CFP fusions to two nuclear localization signals (2xNLS) for two reasons. First, by targeting the signal to one defined region in the cell, the nucleus, we improved the accuracy of measurements. Second, the targeting of the marker to the nucleus reduces the intercellular mobility that would lead to an underestimation of fluctuations (Appendix 5.B, Supplementary Fig. 5.1a-c, e).

The analysis of pavement cells in young and mature rosette leaf stages revealed intrinsic and extrinsic noise. As shown in Fig. 5.3b the colour of individual nuclei ranged from green to magenta in merged YFP/CFP pictures indicating that the relative expression of the two 35S promoters driving 2xNLS-CFP and 2xNLS-YFP differs from cell to cell. This is indicative for intrinsic noise. Plotting the mean CFP values against the mean YFP values revealed intrinsic and extrinsic noise for young and mature leaves (representative leaf shown in Fig. 5.3c,d, Supplementary Figs. 5.5 and 5.6). The statistical analysis revealed significantly higher extrinsic noise than intrinsic noise (Appendix 5.C, Fig. 5.3e,f, young leaf: $p = 1.1 \times 10^{-5}$ and mature leaf: $p = 7.6 \times 10^{-5}$, Wilcoxon rank-sum test). Thus, extrinsic noise is the major source of noisy gene expression in young and mature rosette leaves. This parallels previous findings in yeast.\textsuperscript{201,217,222} These conclusions were confirmed using an independently transformed Arabidopsis line carrying the p35S:2xNLS-YFP p35S:2xNLS-CFP constructs (Supplementary Fig. 5.7a-b, Supplementary Fig. 5.8, Supplementary Fig. 5.9). To test whether the high extrinsic noise is specific to the 35S promoter, we also tested the UBQ10 promoter. Stably transformed pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP Arabidopsis plants revealed similar behaviour as described for the 35S promoter (Supplementary Fig. 5.7c-e, Supplementary Fig. 5.10, Supplementary Fig. 5.11).

These findings raised the question whether noise differs in different cell types or tissues. We therefore determined the noise additionally in stomata, epidermal hypocotyls and root tip cells of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (Fig. 5.4, Supplementary Figs. 5.12-5.18). Intrinsic and extrinsic noise were found in a similar range in all tissues/cell types except for stomata. For stomata we found a clearly and significantly lower extrinsic noise in both independent transgenic lines (root/stomata: $p = 0.0007$, $p = 0.03$, hypocotyl/stomata: $p = 0.0002$, $p = 0.03$, pavement cells in young leaves/stomata ($p = 1.08 \times 10^{-5}$, $p = 0.006$, Wilcoxon rank-sum test). This indicates that extrinsic noise can vary in a tissue/cell type specific manner.

5.2.3 Noise in cells with different DNA contents

Next we tested the concept whether higher endoreduplication levels lead to reduced noise. We took advantage of the fact that pavement cells exhibit a wide range of ploidy levels between 2C and 64C.\textsuperscript{203,223} This allowed us to study the correlation
between ploidy and noise for one specific cell type. As higher DNA contents lead to increased nuclear sizes, we used the maximal area of each nucleus as an estimator for the DNA content in our correlation studies. We determined the maximal nuclear area of leaf epidermal cells in a stack of images and analysed the YFP and CFP values. We estimated the median of nuclear area of all pavement nuclei and considered four quartiles separately in p35S:2xNLS-YFP, p35S:2xNLS-CFP and pUBQ10:2xNLS−YFP, pUBQ10:2xNLS−CFP plants. Intrinsic noise levels were similar in all four quartiles (Supplementary Fig. 5.19b-e; Supplementary Fig. 5.20b). This finding is not unexpected as already two gene copies in a diploid cell might be sufficient to balance fluctuations in one of them. For extrinsic noise we observed the trend that larger nuclei have slightly more extrinsic noise (Supplementary Fig. 5.19c,f; Supplementary Fig. 5.20c). Increased extrinsic noise in larger cells could be explained by less uniform cellular states in cells with a higher DNA content or by changes due to a progression of cell differentiation.

5.2.4 Correlation of noise between neighbouring cells

Finally, we aimed to understand whether fluctuation in gene expression is coupled in neighbouring cells. In contrast to unicellular bacteria or yeast one could envision that in tissues extrinsic noise might be correlated in immediately neighbouring cells. This could result from initially similar cellular conditions in daughter cells or cellular connectivity of plant cells by plasmodesmata. To exclude that the low movement rates of the fluorescent marker protein used in this study leads to a correlation between neighbouring cells we estimated the transport coefficient for the mobility between cells. We found that the contribution to a cell-cell correlation due to mobility of the fluorescent protein is negligible (Appendix 5.B). We reasoned that the intrinsic gene expression noise is mechanistically decoupled between cells, i.e., the expression of the fluorescent protein in one cell does not influence the expression in another cell. Moreover, due to cell division the stochastic gene expression in the growing tissue is never in stationary state. This would yield an extra contribution from the intrinsic noise if one would analyse the spatial correlation using a single reporter system (Appendix 5.B). However, using the dual reporter p35S:2xNLS-YFP, p35S:2xNLS−CFP plants for a cross-analysis (relating CFP to YFP and vice versa, see Fig. 5.5a) we can estimate the variance of the extrinsic noise (e.g., variability in ribosome number, transcription factor abundance) and the covariance between the extrinsic noise of neighbouring cells (Fig. 5.5b). The covariance between stochastically identical cells is equal to the variance of the extrinsic noise. Therefore, it is necessary to normalise the covariance using the variance of the extrinsic noise to obtain a measure between 1 and −1 for the correlation between neighbouring cells (Appendix 5.B). In this way we estimated the correlation of the extrinsic noise between nearest neighbour cells in young leaves and found a weak but significant correlation ($r = 0.34$, $p < 0.0002$, randomisation...
To test whether this correlation ceases with increased distances we calculated the correlation between each nucleus and its 39 closest neighbours. We observed a drastic reduction with increasing distance. To judge over how many cell diameters extrinsic fluctuations are correlated we determined the average nearest neighbour distance and used this value to define five concentric rings (tiers) of cell distances (Fig. 5.5e). These data indicate that on young leaves correlation is mainly found between immediately neighbouring cells. By contrast, we detected no correlation between neighbouring cells on mature leaves ($r = 0.02, p = 0.433$, randomisation test, Fig. 5.5f). Similar results were obtained with the second p35S:2xNLS-YFP p35S:2xNLS-CFP line ($r = 0.423; p = 0.0014$; Supplementary Fig. 5.21) and with a pUBQ10:2xNLS–YFP pUBQ10:2xNLS–CFP line ($r = 0.413; p = 0.0003$, randomisation test, Fig. 5.5g-i). Thus, correlation is only found in young but not in mature leaves (see confirmation in independent transformants in Supplementary Fig. 5.21). A distance dependent correlation of extrinsic noise was also found in hypocotyl and root tissues for two independent p35S:2xNLS-YFP p35S:2xNLS-CFP lines (Supplementary Fig. 5.22, Supplementary Fig. 5.23).

To judge to what extent inheritance of mRNA and protein content can explain the observed next-neighbour correlation we used the two-stage gene expression model shown in Fig. 5.1a under the following assumptions: At time $t = 0$ the mRNA and protein content of a mother cell expressing the dual reporter system is copied to two daughter cells. Thus daughter cells have identical initial condition for the mRNA and protein amount. Except for the translation rate, the cells inherit all parameter values from the mother cell (Fig. 5.5c). The translational rates of the daughter cells are stochastic and in general different from each other (extrinsic noise).

When cells divide the mRNA and protein content of the mother cell is inherited to the daughter cells. When calculating the CFP-YFP cross-correlation of the dual reporter system one avoids to introduce a correlation due to identical initial conditions. However, even though the initial conditions of CFP and YFP of the daughter cells are different they come from the same distribution, the underlying protein distribution of the mother cell. This induces a correlation which will decay with time. To show this we start with Eq. (5.9) and make the dependence on the extrinsic noise process $z_0$ of the mother cell explicit:

$$\text{cov}(c_1, y_2) = \langle\langle\langle\langle c_1 | N_1, z_1, z_0 \rangle | N_2 \rangle | N \rangle | z_1 \rangle | z_2 \rangle | z_0 \rangle - \langle\langle\langle c | N, z, z_0 \rangle | N \rangle | z_0 \rangle \langle\langle\langle y_2 | N_2, z_2, z_0 \rangle | N \rangle | z_2 \rangle | z_0 \rangle.$$ 

If we assume for simplicity that $z_0$, $z_1$ and $z_2$ are independent we find:

$$\text{cov}(c_1, y_2) = \langle\langle\langle x | N, z \rangle | N \rangle^2 \rangle | z_0 \rangle - \langle\langle\langle x | N, z \rangle | N \rangle \rangle^2 \rangle | z_0 \rangle.$$
At $t = 0$, right after cell division the expression above yields $\sigma^2_{\text{ext}}$, while for $t \to \infty$ the gene expression of the daughter cells are independent from the stochastic processes in the mother cell, therefore expect we $\text{cov}(c_1, y_2) \to 0$ for large $t$. It follows that for the correlation (defined by Eq. 5.10) between daughter cells $r(t) \leq 1$ with $r(t = 0) = 1$ and $\lim_{t \to \infty} r(t) = 0$ holds. To determine $r(t)$ we calculate the non-stationary covariance between two daughter cells as well as $\sigma^2_{\text{ext}}$ using the two-stage gene expression model. Because we only wish to estimate the contribution of cell division to the overall spatial correlation, we employ a simple cell division model. At time $t = 0$ an exact copy of the mother cell is produced. Thereby we avoid all complication introduced by cell growth. We obtain:

\[
\begin{align*}
\sigma^2_{\text{ext}}(t) &= \left( \langle a^2 b^2 \rangle - \langle ab \rangle^2 \right) \left( 1 - 2e^{-d_1 t} + 2e^{-2d_1 t} \right) \\
\text{cov}(c_1, y_2)(t) &= \left( \langle a^2 b^2 \rangle - \langle ab \rangle^2 \right) e^{-2d_1 t} \\
r(t) &= \frac{e^{-2d_1 t}}{\left( 1 - 2e^{-d_1 t} + 2e^{-2d_1 t} \right)}.
\end{align*}
\]

We then test the validity of the obtained expression for $r(t)$ by simulating the dual reporter system as described in Appendix 5.D.1. Typical trajectories of CFP and YFP for mother and daughter cells are shown in Supplementary Fig. 5.25A. After cell division the trajectories for CFP and YFP become different because of the different translational rates (extrinsic noise) and the stochasticity of the gene expression systems itself (intrinsic noise). From the simulation we estimate the temporal correlation between the two daughter cells using Eq. 5.11 (Appendix 5.B). The resulting time-dependent cell-to-cell correlation rate is shown in Fig. 5.6, which are in agreement with the theoretical predictions.
Figure 5.6: Correlation due to inheritance. Cell division with dual reporter system. At $t = 0$ an identical copy of the mother cell is produced. All parameters of the two-stage model are inherited, besides the translational rates, which are in general different between mother and daughter cells. (a) Example trajectories of the situation before and after cell division are shown. The daughter cells inherit mRNA and protein content from the mother cell. All parameters of the two-stage gene expression model are as well inherited besides the translational rates, which are different between mother ($\nu_1 = 14.581$) and daughter cells ($\nu_1 = 10.449$ and $\nu_1 = 15.917$, respectively). The other parameters are: $\nu_0 = 2.25$, $d_0 = 1.125$, $d_1 = 0.029$. (b) Correlation calculated using Eq. 5.11 between daughter cells, computed from $10^5$ simulated trajectories. The solid line denotes theoretical predictions of the autocorrelation given by Eq. 5.30, crosses denote the stochastic simulation results. Parameters are: $\nu_0 = 2.25$, $\langle \nu_1 \rangle = 14.5$, $\text{Var}(\nu_1) = 5$, $d_0 = 1.125$, $d_1 = 0.029$.

5.2.5 Estimating the contribution of cell division to the measured next neighbour correlation

As shown above, cell division introduces a correlation between neighbouring cells. This means that even though there are no further correlated processes, one may find a correlation due to inheritance of mRNA and protein. It is therefore important to estimate the value of this contribution. When we calculate the correlation between cells and their next neighbours we do not know which cells are daughter cells, but to make progress we reason that for any given cell two cells out of its neighbouring cells are progeny cells from the last two cell division events. Because we also do not know when after the cell division we observe the cells, we argue that all times within the intervals $[0, T]$ for the last cell division and $[T, 2T]$ from the next to last cell division are equally likely, where $T$ is the inverse cell division rate. For young leaves the observed division rate of Arabidopsis leaf epidermal cells is $T = 33$ h.\textsuperscript{226}
We average $r(t)$ over these time intervals:

$$r_1 = \frac{1}{T} \int_0^T r(t) dt, \quad r_2 = \frac{1}{T} \int_T^{2T} r(t) dt$$

and find $r_1 = 0.69$ and $r_2 = 0.11$. We used $d_1 = 0.029$ h$^{-1}$ as the degradation rate for CFP and YFP.\textsuperscript{227} On average the cells have five neighbouring cells. Given that two from these five cells are correlated to the center cell through inheritance of mRNA and protein content and the others are uncorrelated we arrive at our final estimate for the contribution of cell division to the measure next-neighbour correlation: $r = (r_1 + r_2)/5 \approx 0.16$

This indicates that the inheritance of mRNA and protein content is not sufficient to explain the observed spatial correlation. To estimate the maximal correlation caused by inheritance we considered the case that not only the mRNA and protein content is inherited but also all rates related to gene expression (i.e., all rates of the daughter cells are identical and equal to the rates of the mother cell and do not change over time). In this case we found a correlation of $r = 0.4$ which is close to the experimentally observed value.

### 5.3 Discussion

As reported before in bacteria, yeast and animals we report in this manuscript fluctuations of gene expression in 3 h time intervals. Interestingly, a recent publication by Meyer et al.,\textsuperscript{200} provided evidence that such a temporal fluctuation can be fixed and translated into different cell differentiation responses.

The use of a dual reporter system enabled us to distinguish between extrinsic and intrinsic noise. Consistent with results in yeast,\textsuperscript{201,217,222} we found that extrinsic noise is the major source of noisy gene expression in young and mature rosette leaves. This indicates that the physiological state of plant cells equally affecting expression of all genes creates more noise than the intrinsic stochasticity of molecular processes influencing transcription and translation. It is therefore conceivable that differences of extrinsic noise in different cell types reflects different physiological properties or states of the cell types. Consistent with this, our theoretical analysis of the spatial correlation suggests, that the inheritance of mRNA and proteins is not sufficient to explain the spatial correlation and that the inheritance of cellular conditions (e.g., ribosome number, stress status) and/or cell-cell communication is required. This explanation also fits the finding that we found no spatial correlation in mature leaves as both, cell division rates\textsuperscript{226} and the number of open plasmodesmata ceases in mature tissues.\textsuperscript{228} In this light, spatial coupling of extrinsic noise suggests that some processes needed for gene expression co-vary. One possible explanation is
that tissues are composed of micro-domains with different physiological properties that lead, e.g., to different numbers of accessible RNAs and/or ribosomes.

5.4 Methods

5.4.1 Construct generation

pENS-YFP GW (GlyphosatR) and pENS-CFP GW (GlyphosinatR) were modified by introducing the phosphorylated linker SalI – SV40NLS – XhoI (5’-CTCGAGATGCCAAA GAAGAAAAGAAATTTGAAGATCCTGGGTCGAC-3’) into the XhoI restriction site of the vectors. For generation of pENS-2xNLS-YFP GW and pENS-2xNLS-CFP GW the ligation procedure was repeated and an additional SV40NLS was introduced into the Xhol site. In order to introduce a stop codon downstream of the YFP sequence an LR reaction (Gateway® cloning of system Invitrogen) was performed with pENTR1A-ccdB and the destination vectors. p35S:NLS-KikGR and pUBQ10:NLS-KikGR were generated by LR reactions using pENTRA-NLS-KikGR and the pAMPAT plasmids. All constructs and their use in different experiments are summarized in Supplementary Table 1.

5.4.2 Transient transformation by particle bombardment

Arabidopsis leaves were transiently transformed by particle bombardment using a particle gun (gene gun). 0.8 µg DNA of each construct were used and pipetted into one reaction tube. 10 µl gold (30 mg/ml; diameter 1 µm), 20 µl CaCl2 2.5 M and 8 µl spermidine 0.1 M were added. After incubation for 10 minutes at room temperature the gold suspension was centrifuged (10 s, 10,000 r.p.m.) and the coated gold particles were resuspended in 100 µl 70% EtOH. After a second centrifugation step (10 s, 10,000 r.p.m.) 50 µl absolute EtOH were added to the gold particle pellet. After resuspending the pellet, the suspension was centrifuged again (10 s, 10,000 r.p.m.). Finally, the gold particle pellet was resuspended in 15 µl abs. EtOH and placed onto a plastic disc (macro carrier). After drying, the macro carrier was placed into the particle gun and the gold particles were used for bombardment of leek cells. Rupture disks (900 psi) and a vacuum of 26 Hg (inch of mercury, equivalent to 3.38 Pa at 0 °C) were applied during bombardments. After bombardment the samples were stored in darkness at room temperature and were analysed 16-24 h after the transformation procedure.

5.4.3 Stable transformation of Arabidopsis thaliana

5 ml pre-culture of agrobacteria containing the desired construct were grown over night. At the next day 200 ml were inoculated with 500 µl of the pre-culture. After 24 h 10 g sucrose and 50 µl Silwet L-77 were added to the culture. Plant flowers
were dipped into the suspension for 10 s. For double transformation 100 ml of each
culture were mixed shortly before transformation as described previously. 10 g
and 50 µl Silwet L-77 were added and flowers were incubated in the suspension for
10 s.

5.4.4 Confocal laser scanning microscopy

Confocal laser scanning microscopy (CLSM) images were generated using Leica TCS
SPE. Images were analysed and quantified using the software ImageJ. Mean grey
values (0=black; 255=white) of regions of interest (ROIs) of 8 bit images were used
for calculations. Analyses were always performed with overlaying maximum Z-stack
projection images. Laser, gain, and detection parameters were never changed for
all image acquisitions (Supplementary Table 2).

5.4.5 Measurement of photoconvertible NLS-KikGR

Single leaves (leaf number 3 or 4) of 7 days old stably transformed p35S:NLS-KikGR
and pUBQ10:NLS-KikGR plants (Col-0) were imaged by CLSM (Leica TCS SPE). The
leaves were placed onto 1% MS agar on a cover slip for imaging. NLS-KikG was
photoconverted to NLS-KikR by a 405 nm laser line (100% laser power) exciting
the sample for 5 to 10 s. NLS-KikR degradation and re-synthesized NLS-KikG
were sequentially imaged two times at three different time points (0, 3, and 6 h)
with the defined Z-slide distance of 3.0 µm. Each nucleus was manually selected
from Z-stack projections (512px×512px) of entire leaves to find the maximal cross-
section. The boundary of the nucleus was always clearly seen independent of the
fluorescence intensity. Subsequently, we determined the mean grey intensity of the
selected region using ImageJ. Mean grey values of ROIs were used for calculation
of protein degradation of NLS-KikR and protein synthesis of NLS-KikG.

To test whether NLS-KikGR can move between cells, we transformed single
Arabidopsis leaf epidermal cells by biolistic transformation with p35S:NLS-KikGR.
Among 20 transformed cells we found not a single case where fluorescent signal
could be detected in the neighbouring cells (Supplementary Fig. 5.1d-e).

5.4.6 Measurement of CFP and YFP fluorescence intensities

Stably transformed p35S:2xNLS-YFP p35S:2xNLS-CFP and pUBQ10 : 2xNLS—
YFP pUBQ10 : 2xNLS — CFP plants (Col-0) were imaged by CLSM (Leica
TCS SPE). Laser, gain and detection parameters were never changed for all image
acquisitions. CFP and YFP fluorescence intensities were sequentially imaged with
the defined Z-slide distance of 1.51 µm. Nuclei were selected and analysed as
describe above. The mean background of each channel and image was measured
separately and subtracted from the CFP and YFP mean grey values and the data
were normalised using the mean fluorescence of the data set. For raw images see Supplementary Fig. 5.26. Calculations of extrinsic and intrinsic noise were performed for each image separately and finally all noise values of each image of the same tissue were presented in a box plot including the corresponding median and mean values. We excluded samples from the analysis in which the YFP and CFP value distributions were significantly different in a Kolmogorov-Smirnov test to exclude that a skewing between the two channels influences our analysis. For all statistical analysis we confirmed that the data structure is adequate. Each root tip was virtually rotated in the $z - y$ axis to ensure a horizontal position of the root tip in the image. Only the upper 15 $\mu m$ layer was analysed for calculations of noise to select only epidermal cells.

5.4.7 Code availability

The codes that support the findings of this study are available from https://gitlab.com/wurssb/Stochastic_GE_in_Arabidopsis_thaliana.git.

5.4.8 Data availability

Additional data that support the findings of this study are available on request.
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Figure 5.3: Intrinsic and extrinsic noise in young and mature rosette leaves of p35S:2xNLS-YFP p35S:2xNLS-CFP plants. 

a, Schematic illustration of the experimental setup to determine the intrinsic and extrinsic noise. 
b, CLSM images of a young, developing leaf and a mature leaf of a p35S:2xNLS-YFP p35S:2xNLS-CFP line. CFP is shown in green, YFP in magenta and the same fluorescence levels of both is indicated in white. Note, stomata show autofluorescence in the CFP channel. Scale bars: 50 µm (young leaf) and 100 µm (mature leaf). 
c, Scatter plot of the normalised CFP mean fluorescence intensity plotted against the normalised YFP mean fluorescence intensity of single cells in one representative young leaf (n=284). Pearson’s correlation coefficient=0.914, Spearman’s correlations coefficient=0.905. Data points are shown in grey, overlapping data points appear black. 
d, Scatter plot of the normalised CFP mean fluorescence intensity plotted against the normalised YFP mean fluorescence intensity of single cells in one representative mature leaf (n=76). Pearson’s correlation coefficient=0.909, Spearman’s correlation coefficient=0.906. 
e, Box plot of extrinsic noise measurements of young (n=10 leaves with a total number of 2219 cells, median=33.5) and mature leaves (n=10 leaves with a total number of 757 cells, median=26.6). The extrinsic noise was slightly but not significantly higher in young leaves as compared to mature leaves (p = 0.075 Wilcoxon rank-sum test). 
f, Box plot of intrinsic noise measurements of young (n=10 leaves with a total number of 2219 cells, median=16.1) and mature leaves (n=10 leaves with a total number of 757 cells, median=10.8). The intrinsic noise was significantly higher in young leaves (p = 0.029 Wilcoxon rank-sum test). Boxes show 25th and 75th percentiles and median. White dots show mean values.
Figure 5.4: Intrinsic and extrinsic noise in stomata cells, root tip cells and hypocotyl cells of p35S:2xNLS-YFP p35S:2xNLS-CFP plants. a, CLSM images of a root tip and a hypocotyl of p35S:2xNLS-YFP p35S:2xNLS-CFP plants. CFP is green, YFP is magenta and overlay is white. b, Plot of extrinsic noise of root tip cells (n=6 roots with a total number of 463 cells, median=43.4), hypocotyl cells (n=6 hypocotyls with a total number of 690 cells, median=53.1) and stomata cells (n=10 from mature leaves with a total number of 513 cells, median=16.6). c, Plot of intrinsic noise of root tip cells (n=6 roots with a total number of 463 cells, median=15.1), hypocotyl cells (n=6 hypocotyls with a total number of 690 cells, median=15.9) and stomata cells (n=10 from mature leaves with a total number of 513 cells, median=12.8). The extrinsic noise in root tip cells and hypocotyl cells was significantly higher than in stomata cells (p = 0.00067 and p = 0.00025, Wilcoxon rank-sum test).
Figure 5.5: Figure caption on next page.
Figure 5.5: Nearest neighbour analysis of p35S:2xNLS-YFP p35S:2xNLS-CFP and pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP plants. a, Schematic illustration of the experimental setup to determine the co-fluctuation of neighbouring cells. b, Leaf area depicting the cell-to-cell variability of noise based on the YFP/CFP ratios in each cell. Colours show the YFP/CFP ratios as indicated in the legend. c, Schematic illustration of the effect of cell division on co-fluctuation. d, Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP young leaves showing the normalised fluorescence intensities of cells plotted against the normalised fluorescence intensity of the nearest neighbour of the considered cells (neighbour cell with the lowest distance). Blue circles indicate the CFP fluorescence intensity of a cell (CFP1) plotted against the YFP fluorescence intensity of the nearest neighbouring cell (YFP2). Red circles show the YFP fluorescence intensity of a cell (YFP1) plotted against the CFP fluorescence intensity of the nearest neighbouring cell (CFP2) (n=2219 cells; \( r = 0.341; \) \( p = 0.0002 \), randomisation test). e, Mutual dependency of the distance to the neighbouring cell and the co-fluctuation in young rosette leaves of p35S:2xNLS-YFP p35S:2xNLS-CFP. Neighbouring cells were grouped into five tiers according to their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=86, 541 neighbourhood analyses (2219 cells×39 cells)). f, Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP mature rosette leaves showing the normalised fluorescence intensities of cells plotted against the normalised fluorescence intensity of the nearest neighbour (n=757 cells; \( r = 0.02; \) \( p = 0.433 \), randomisation test). g, Scatter plot of pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP young rosette leaves showing the normalised fluorescence intensities of cells plotted against the normalised fluorescence intensity of the nearest neighbour (n=2021 cells; \( r = 0.413; \) \( p = 0.0003 \), randomisation test). h, Mutual dependency of the distance to the neighbouring cell and the co-fluctuation in young rosette leaves of pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP. Neighbouring cells were grouped into five tiers according to their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=78, 819 neighbourhood analyses (2021 cells×39 neighbouring cells)). i, Scatter plot of pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP mature rosette leaves showing the normalised fluorescence intensities of cells plotted against the normalised fluorescence intensity of the nearest neighbour (n=775 cells; \( r = -0.06; \) \( p = 0.681 \), randomisation test).
Appendices

5.A Non-stationary auto-correlation of the two-stage gene expression model in presence of extrinsic noise

In the experiments we can estimate the auto-correlation of the gene expression in Arabidopsis. To be able to compare the estimation with the result from the two-stage gene expression model, we need to calculate the non-stationary auto-correlation between protein abundance in case of extrinsic noise. At time $t_0 = 0$ KikG is converted from green to red, i.e., for $t > t_0$ one has a red and a green fluorescent protein population. The red protein population decays to zero due to protein degradation and the green population is building up from zero. We therefore consider a stochastic process with initial condition $n(t_0) = 0$. We denote the value at time $t_2$ conditioned on the value at time $t_1$ by: $n(t_2)|n(t_1)$ and the expectation value of $n$ at time $t_2$ conditioned on the value $n(t_1)$ at time $t_1$ by $\langle n(t_2)|n(t_1) \rangle$. If we denote by $P(n_2,t_2|n_1,t_1)$ the non-stationary conditional probability density this reads explicitly:

$$\langle n(t_2)|n(t_1) \rangle = \sum_{n_2} n_2 P(n_2,t_2|n_1,t_1)$$

The correlation between $n(t_2)$ and $n(t_1)$ is given by:

$$\langle \langle (n(t_2)|n(t_1))(n(t_1)|n(t_0)) \rangle \rangle = \sum_{n_2} \sum_{n_1} n_2 n_1 P(n_2,t_2|n_1,t_1) P(n_1,t_1|n_0,t_0)$$

$\langle \langle \cdot \rangle \rangle$ means averaging over all possible $n_2$ and over all possible $n_1$. We consider the two-stage protein expression model shown in Figure 1A of the main text. If the protein degradation rate $d_1$ is much lower than the mRNA degradation rate $d_0$ the
conditional probability reads in zero-order approximation in $\gamma = d_0/d_1$: \(^{231}\)

\[
P(n_2, t_2|n_1, t_1) = \sum_{m=0}^{n_1} \frac{n_1! f(t_2 - t_1)^{n_1-m} (1-f(t_2-t_1))^m}{(n_1-m)!m!} P_0(n_2 - m, t_2 - t_1) + \mathcal{O}(\gamma^{-1}).
\]

The function $P_0$ denotes the probability distribution for $n_1 = 0$ initial proteins given by:

\[
P_0(n, t) = \frac{(a)_n}{n!} \left( \frac{b}{1+b} \right)^n \left( \frac{1+ne^{-d_1 t}}{1+b} \right) \sum_{k=0}^{n} \frac{(-n)_k (-a)_k}{(1-a-n)_k k!} \left( \frac{(1+b)e^{-d_1 t}}{1+be^{-d_1 t}} \right)^k + \mathcal{O}(\gamma^{-1}),
\]

where $(a)_n$ is the Pochhammer symbol,\(^{232}\) the parameters and the function $f$ are defined as:

\[
a = \frac{\nu_0}{d_1}, \quad b = \frac{\nu_1}{d_0}, \quad f(t) = 1 - e^{-d_1 t}.
\]

In general the parameters will slightly vary from cell to cell and also over time (time-dependent extrinsic noise). For simplicity, we consider cell-to-cell variability in the transcription and translation rates $\nu_0$ and $\nu_1$ and keep the degradation rates constant (note that in the simulations we only vary the translation rate $\nu_1$). This means the transcription and translation rates vary from cell to cell, but are otherwise constant. To calculate the auto-correlation, one has to average over the extrinsic noise:

\[
c(t_2, t_1; t_0) \equiv \frac{\langle \langle (n(t_2)|n(t_1))(n(t_1)|n(t_0)) \rangle \rangle_e - \langle \langle n(t_2)|n(t_0) \rangle \rangle_e \langle \langle n(t_1)|n(t_0) \rangle \rangle_e}{\sqrt{[\langle \langle (n(t_2)|n(t_0))^2 \rangle \rangle_e - \langle \langle n(t_2)|n(t_0) \rangle \rangle_e^2 ][\langle \langle (n(t_1)|n(t_0))^2 \rangle \rangle_e - \langle \langle n(t_1)|n(t_0) \rangle \rangle_e^2]}} + \mathcal{O}(\gamma^{-1})
\]

Note that the above expression depends on the initial time $t_0$. Using the above stated approximations we find after some algebra for the auto-correlation:

\[
c(t_2, t_1; t_0) = \frac{V^2 f_{20} f_{10} + \langle ab \rangle_e f_{10} (1-f_{21}) + \langle ab^2 \rangle_e g_{10} (1-f_{21})}{\sqrt{[V^2 f_{20}^2 + \langle ab \rangle_e f_{20} + \langle ab^2 \rangle_e g_{20}] [V^2 f_{10}^2 + \langle ab \rangle_e f_{10} + \langle ab^2 \rangle_e g_{10}]}} + \mathcal{O}(\gamma^{-1})
\]

\(^{(5.5)}\)
with

\[ V^2 = \langle a^2 b^2 \rangle_e - \langle ab \rangle_e^2 \]

\[ f_{pq} = 1 - e^{-d_1(t_p - t_q)} \]

\[ g_{pq} = 1 - e^{-2d_1(t_p - t_q)} \]

It is instructive to consider limiting cases:

- **No extrinsic noise,** \( V^2 = 0 \):

\[
\lim_{V^2 \to 0} c(t_2, t_1; t_0) = \frac{f_{10}(1 - f_{21}) + (1 - f_{21})b_{g_{10}}}{\sqrt{f_{20} + bg_{20}}} \frac{1}{f_{10} + bg_{10}} + \mathcal{O}(\gamma^{-1})
\]

- The limit \( a \to \infty, b \to 0 \) with \( ab \) finite corresponds to the one-stage gene expression model, simple production and degradation of a protein:

\[
\lim_{ab=\text{const} \atop a \to \infty \atop b \to 0} c(t_2, t_1; t_0) = \frac{V^2 f_{20} f_{10} + \langle ab \rangle_e f_{10} (1 - f_{21})}{\sqrt{[V^2 f_{20}^2 + \langle ab \rangle_e f_{20}][V^2 f_{10}^2 + \langle ab \rangle_e f_{10}]}},
\]

This is the non-stationary autocorrelation for a death-birth process with extrinsic noise. It is exact, the correction of order \( \mathcal{O}(\gamma^{-1}) \) vanishes. To see why this is the case, write \( a = \nu_0/d_0 \gamma \) and \( b = \nu_1/d_1 \gamma^{-1} \) and take the limit \( \gamma \to \infty \).

- Taking also the limit \( V^2 \to 0 \) yields:

\[
\lim_{ab=\text{const} \atop a \to \infty \atop b \to 0} \lim_{V^2 \to 0} c(t_2, t_1; t_0) = c_0(t_2, t_1; t_0) = \sqrt{\frac{f_{10}}{f_{20}}(1 - f_{21})}
\]

which is the non-stationary autocorrelation for a death-birth process with constant parameters. For \( t_1 - t_0 \gg d_1^{-1} (t_2 \geq t_1) \) we obtain:

\[ c_0(t_2, t_1) = (1 - f_{21}) = e^{-d_1(t_2 - t_1)}. \]

Note that \( c_0 \) only depends on the protein degradation rate.

### 5.A.1 The birth-death process as a lower bound

In the following we prove that the auto-correlation of the birth-death process provides a lower bound for the auto-correlation of the two-stage model with extrinsic noise.
We start by rewriting Eq. (5.5):

\[ c(t_2, t_1; t_0) = c_0(t_2, t_1; t_0) \Gamma(t_2, t_1; t_0) \]

\[ \Gamma(t_2, t_1; t_0) = \sqrt[21]{\frac{V^2}{(ab)\Gamma} f_20 + 1 + \frac{\langle ab^2 \rangle c g_{10}}{(ab)\Gamma f_{10}}} \]

It is sufficient to show that \( \Gamma \geq 1 \) for all possible parameter combinations. Because \( 1 - f_{21} \leq 1 \) we have:

\[ \Gamma(t_2, t_1; t_0) \geq \sqrt[21]{\frac{V^2}{(ab)\Gamma} f_20 + 1 + \frac{\langle ab^2 \rangle c g_{10}}{(ab)\Gamma f_{10}}} \]

Further, because \( f_20 \geq f_{10} \) (\( t_2 \geq t_1 \)) we find:

\[ \Gamma(t_2, t_1; t_0) \geq \sqrt[21]{\frac{V^2}{(ab)\Gamma} f_20 + 1 + \frac{\langle ab^2 \rangle c g_{10}}{(ab)\Gamma f_{10}}} \]

We have

\[ \frac{g_{20}}{f_{20}} \leq \frac{g_{10}}{f_{10}} \Leftrightarrow g_{20}f_{10} \leq g_{10}f_{20} \Leftrightarrow (1 - (1 - f_{20})^2)f_{10} \leq (1 - (1 - f_{10})^2)f_{20} \]

\[ \Leftrightarrow f_{10}f_{20}^2 \geq f_{10}^2f_{20} \Leftrightarrow f_{20} \geq f_{10} \]

and with this

\[ \Rightarrow \Gamma(t_2, t_1; t_0) \geq \sqrt[21]{\frac{V^2}{(ab)\Gamma} f_20 + 1 + \frac{\langle ab^2 \rangle c g_{10}}{(ab)\Gamma f_{10}}} = 1. \]

It follows that \( 1 \geq c(t_2, t_1; t_0) \geq c_0(t_2, t_1; t_0) \).

### 5.A.2 Estimation of the protein half-life

In order to obtain an estimate for \( c_0 \) we estimated the protein degradation rate by measuring the fluorescent of the remaining red fluorescence proteins after conversion. Note that we were only interested in obtaining a rough estimate of the lifetime of the protein. For simplicity we ignored bleaching effects; by this we may overestimate the degradation rate, by means of which our estimate is an upper bound of the true rate. To obtain the estimate we processed the data as follows. For each cell we
have three measurements: \( x_0 \) the fluorescence directly after the conversion \((t_0 = 0)\), \( x_1 \) \((t_1 = 3\, \text{h})\) and \( x_2 \) \((t_2 = 6\, \text{h})\) after the conversion. The amount of red proteins at time \( t \geq 0 \) is given by \( x(t) = x_0 e^{-d_1 t} \). We transformed the data logarithmically and calculated for each cell an optimal degradation value by minimising:

\[
L = \left( \ln \left[ \frac{x_1}{x_0} \right] + d_1 t_1 \right)^2 + \left( \ln \left[ \frac{x_2}{x_0} \right] + d_1 t_2 \right)^2 \tag{5.6}
\]

with respect to \( d_1 \). Because the logarithm is a strictly monotonic function this transformation preserves the optimum in absence of noise and measurements errors, but simplifies its calculation considerably. As long as the noise is small the optima (with and without transformation) are very similar. We incur for the optimal \( d_1 \):

\[
d_1 = -\frac{t_1 \ln \left[ \frac{x_1}{x_0} \right] + t_2 \ln \left[ \frac{x_2}{x_0} \right]}{t_1^2 + t_2^2}.
\]

We find for \( d_1 \): \((d_1)_{0.5} = 0.095\, \text{h}^{-1}\) (median), \( \bar{d}_1 = 0.091\, \text{h}^{-1}\) (mean), and \( \sigma = 0.023\, \text{h}^{-1}\) (SD). Using \( d_1 = 0.09\, \text{h}^{-1}\) together with \( t_2 = 6\, \text{h}, t_1 = 3\, \text{h}\) and \( t_0 = 0\, \text{h}\) in the expression for the auto-correlation we find \( c_0 \approx 0.6 \). Thus the theoretical prediction for the auto-correlation is \( 1 \geq c \geq 0.6 \).

### 5.A.3 Simulation of the KikGR experiment

In order to test our analytical results we simulated the KikGR experiment using the stochastic simulation algorithm (SSA).\(^55\) For sake of simplicity we kept all parameters constant besides the translational rate \( \nu_1 \). We simulated \( 10^5 \) trajectories of a single reporter according to:

1. Draw the translation rate \( \nu_1 \) from a log-normal distribution with \( \langle \nu_1 \rangle = 45\, \text{h}^{-1} \) and \( \text{Var}(\nu_1) \in \{0\, \text{h}^{-2}, 10^2\, \text{h}^{-2}\} \).

2. Simulate the reporter until stationary state with zero protein initial condition and mRNA initial condition drawn from the Poisson distribution

\[
P(m) = \frac{\left( \frac{\nu_0}{d_0} \right)^m}{m!} e^{-\frac{\nu_0}{d_0}}.
\]

3. Compute the non-stationary auto-correlation.

In Fig. 5.2b we show example trajectories before and after the converting light pulse. After the bleach at time \( t_0 = 0 \) the red proteins decay and the green proteins build up until being in stationary state. In Fig. 5.2c, we compare \( c_0 \) to the simulation results for different CVs of the protein translation rate \( \nu_1 \). In Supplementary
Fig. 5.24A we compare the zero-order approximation for the auto-correlation given in Eq. (5.5) with simulation results for finite $\gamma$. We also show $c_0$ as the lower bound of the auto-correlation. The dependency of the non-stationary auto-correlation on $t_1$ can be seen in Supplementary Fig. 5.24B ($\gamma = 12.5$) and Supplementary Fig. 5.24C ($\gamma = 1250$), respectively.

5.B Spatial correlation

5.B.1 Diffusion-like transport

Movement of molecules between cells can induce a spatial correlation. To see this, we briefly investigate a simplified system. We consider a protein which synthesized with rate $\sigma_i$ in cell $i$, is degraded with rate $\lambda$ and is transported across cell boundaries with rate $\mu$. We assume that $\mu$ and $\lambda$ are homogeneous and constant over the grid. The synthesis, however, are stochastic variables. For sake of simplicity, we consider them to be time independent, i.e., the synthesis rates $\sigma_i$ vary from cell to cell, but are otherwise constant. The concentration of the protein on the tissue can be described by:

$$\frac{dx}{dt} = (\mu C - \lambda \mathbb{1})x + b$$

where $x$ is a vector of the concentrations of the protein on the cellular grid, $C$ is the connectivity matrix of the grid and $b$ is a vector with the production rates $\sigma_i$. The connectivity matrix is given by $C_{ii} = -|\Omega_i|$ and $C_{ij} = 1$ for $i \neq j$ if cell $i$ is connected to cell $j$ and $C_{ij} = 0$ otherwise. $|\Omega_i|$ denotes the number of connected neighbors of cell $i$. For low mobility the contribution to the correlation due protein mobility will be proportional to $\varepsilon = \mu/\lambda$. This can be seen as follows. In steady state the solution for $x$ can be written formally:

$$x = (\mathbb{1} - \varepsilon C)^{-1}b$$
with $\tilde{b} = \lambda^{-1} b$. In case $\varepsilon \ll 1$ we can expand $x$ in terms of $\varepsilon$:

$$ x = \sum_{n=0}^{N} \varepsilon^n C^n \tilde{b}, $$

$(N$ is the number of cells on the grid) from which follows:

$$ x_i = \tilde{b}_i + \varepsilon \sum_{j}^{N} C_{ij} \tilde{b}_j + \mathcal{O}(\varepsilon^2).$$

For the covariance between two cells we find:

$$ \text{cov}(x_i, x_j) = \text{cov}(\tilde{b}_i, \tilde{b}_j) + \varepsilon \left[ 2V^2 + \sum_{n \neq j}^{N} C_{in} \text{cov}(\tilde{b}_j, \tilde{b}_n) + \sum_{m \neq i}^{N} C_{jm} \text{cov}(\tilde{b}_i, \tilde{b}_m) \right] + \mathcal{O}(\varepsilon^2).$$

In case of no spatial correlation between the synthesis rates all $\text{cov}(\tilde{b}_n, \tilde{b}_m)$ vanish; however, the covariance between two cells would be non-zero and proportional to $\varepsilon \left( V^2 = \langle b_i^2 \rangle - \langle b_i \rangle^2, \forall i \in \{1, ..., N\} \right)$. Since we are interested in the covariance between the expression systems of two neighbouring cells (i.e., $\text{cov}(\tilde{b}_n, \tilde{b}_m)$), it is important to find an estimate for $\varepsilon$. To obtain this we consider the case in which we have only one cell producing the protein (the donor cell), all other cells are receptor cells, i.e., $\tilde{b}_1 = \sigma/\lambda$, $\tilde{b}_i = 0$ for $i \neq 1$. In this case we have: $x_1 = \tilde{b}_1 - \varepsilon |\Omega_1| \tilde{b}_1$ and $x_i = \varepsilon \tilde{b}_1$, from which follows:

$$ \frac{x_i}{x_1} = \varepsilon + \mathcal{O}(\varepsilon^2).$$

By building the ratio of the measured fluorescence of a receptor cell to the measured fluorescence of the donor cell, i.e., by determining the fraction of fluorescence obtained by the receptor cell, one can find an approximation for $\varepsilon$.

### 5.B.2 Characterization of localization and movement of YFP tags

We aimed to choose CFP and YFP tags that minimize intercellular movement and that localize completely to the nucleus to enable accurate measurements. We compared three tags: YFP, 2xNLS-YFP and NLS-2xYFP that was published to be cell-autonomous. Arabidopsis leaves were transiently transformed by biolistic transformations. Free YFP was localized in the cytoplasm and the nucleus (Supplementary Fig. 5.1A). As compared to NLS-2xYFP, 2xNLS-YFP showed a stronger nuclear localization, while NLS-2xYFP was still prominently localized in the cytoplasm (Supplementary Fig. 5.1B,C). Unexpectedly, all YFP variants tested showed the ability to move to adjacent cells. To obtain an estimate for $\varepsilon$ we have to build the ratio between the donor and the receptor cells. A precise value for $\varepsilon$ would
be difficult to obtain, but for our purpose it is sufficient to obtain an upper bound. This simplifies the experimental analysis considerably. For each donor cell we only determine the ratio between the receptor cell with the highest fluorescence and the donor cell. This systematically overestimate the rate, but provides a sufficient upper bound. Free YFP showed the highest movement ($\varepsilon = 0.08 (+0.019/−0.022)$, basic bootstrap confidence intervals). 2xNLS-YFP ($\varepsilon = 0.0218 (+0.0061/−0.0066)$) and NLS-2xYFP ($\varepsilon = 0.0047 (+0.0016/−0.0018)$) both revealed much lower values (Supplementary Fig. 5.1D). We decided to use 2xNLS-YFP for our analysis of the spatial correlation as this fusion exhibits only slightly higher movement rates, but enabled us to precisely measure the fluorescence in individual cells due to its strong nuclear localization.

5.B.3 Pearson correlation between neighbouring cells

The half-life of the used reporter CFP and YFP (24 h)\textsuperscript{227} is of the same order as the cell division time of epidermal cells on young leaves (33 h).\textsuperscript{226} Due to this the stochastic gene expression system is never in stationary state on young growing leaves. This gives rise to an extra term when calculating the covariance from a single reporter. The daughter cells inherit mRNA and protein from their mother cell, by which the initial conditions are the same (or at least very similar). In order to analyse the consequence of this we write:

$$\text{cov}(x_1, x_2) = \langle\langle\langle x_1 | N_1, z_1 \rangle \langle x_2 | N_2, z_2 \rangle \rangle_N \rangle_e - \langle\langle\langle x_1 | N_1, z_1 \rangle \rangle_N \rangle_e \langle\langle\langle x_2 | N_2, z_2 \rangle \rangle_N \rangle_e$$

where $N_1$ and $N_2$ denote the protein amounts directly after cell division and $z_1$ and $z_2$ denote the extrinsic stochastic processes in cell 1 and cell 2, resp. $\langle\cdot\rangle_N$ means averaging over all possible initial conditions. We assume that the intrinsic processes in cell 1 and cell 2 are independent in a mechanistic sense, i.e., they do not influence each other in any way (directly or indirectly through feedbacks to the environment), which implies they are statistically independent for a given realisation of sample extrinsic noise $z_1$ and $z_2$. Further, we assume the stochastic processes are the same in all cells, i.e., $\langle\langle\langle x_1 | N_1, z_1 \rangle \rangle_N \rangle_e \equiv \langle\langle\langle x_2 | N_2, z_2 \rangle \rangle_N \rangle_e \equiv \langle\langle\langle x | N, z \rangle \rangle_N \rangle_e$. Therefore, we can rewrite the covariance:

$$\text{cov}(x_1, x_2) = \langle\langle\langle x_1 | N_1, z_1 \rangle \langle x_2 | N_2, z_2 \rangle \rangle_N \rangle_e - \langle\langle\langle x_1 | N_1, z_1 \rangle \rangle_N \rangle_e^2$$

We investigate now the case where the stochastic extrinsic processes $z_i$ and $z_j$ are identical. If the initial conditions $N_1$ and $N_2$ are independent we find:

$$\text{cov}(x_1, x_2) = \langle\langle\langle x | N, z \rangle \rangle_N \rangle_e^2 - \langle\langle\langle x | N, z \rangle \rangle_N \rangle_e^2 = \sigma_{\text{ext}}^2. \quad (5.7)$$

However, if the initial conditions are identical as it is in case of cell division, one
obtains (again for identical $z_1$ and $z_2$):

$$\text{cov}(x_1, x_2) = \langle\langle x|N, z_1\rangle^2\rangle_N e - \langle\langle x|N, z\rangle\rangle_N^2 e \neq \sigma^2_{\text{ext}}. \quad (5.8)$$

In a growing tissue there will be always next neighbour cells which are daughter cells and others which are not. Note that in stationary state the expressions given in Eq. (5.7) and (5.8) are identical, because all dependence on the initial conditions is decayed. Since on young developing leaves the gene expression systems are not in stationary state it is better to estimate the spatial correlation of the extrinsic noise by using the dual reporter system correlating CFP from cell 1 to YFP in cell 2:

$$\text{cov}(c_1, y_2) = \langle\langle c_1|N_1, z_1\rangle\langle y_2|N_2, z_2\rangle\rangle_N e - \langle\langle c|N, z\rangle\rangle_N e\langle\langle y|N, z\rangle\rangle_N e$$

with $c_i$ and $y_i$ denoting the two channels of the dual reporter system of cell $i$. The initial mRNA and protein abundance of CFP are identical in the two daughter cells and the same is true for YFP, but the initial conditions of CFP are different and independent of YFP and vice versa. We arrive at:

$$\text{cov}(c_1, y_2) = \langle\langle c_1|N_1, z_1\rangle\langle y_2|N_2, z_2\rangle\rangle_N e - \langle\langle c|N, z\rangle\rangle_N e\langle\langle y|N, z\rangle\rangle_N e \quad (5.9)$$

which yields for identical stochastic extrinsic processes $z_1$ and $z_2$ Eq. (5.7). We therefore define Pearson’s correlation coefficient between two neighbouring cells:

$$r = \frac{\text{cov}(c_1, y_2)}{\sigma^2_{\text{ext}}}. \quad (5.10)$$

To analyse the experimental data we define for each set of cells from a given leaf: $\hat{c} = \frac{1}{N} \sum_{i=1}^{N} x_i$, $\hat{y} = \frac{1}{N} \sum_{i=1}^{N} y_i$, $\hat{\sigma}^2_{\text{ext}} = \frac{1}{N-1} \sum_{i=1}^{N} (c_i - \hat{c})(y_i - \hat{y})$, and

$$r = \frac{1}{2\hat{\sigma}^2_{\text{ext}} \sum_{i=1}^{N}|\Omega_i|} \sum_{i=1}^{N} \sum_{j \in \Omega_i} (c_i - \hat{c})(y_j - \hat{y}) + (y_i - \hat{y})(c_j - \hat{c}) \quad (5.11)$$

where $N$ are the number of cells on the particular leaf, the neighbours of cell $i$ are given by the set $\Omega_i$ and the number of neighbours by $|\Omega_i|$. Note that $r$ is also scale invariant, i.e., a scaling factor between $c$ and $y$ does not change $r$. 171
5.C Measuring intrinsic and extrinsic noise

In presence of intrinsic and extrinsic noise the total variance of a stochastic component $x$ can be decomposed: \( \sigma^2 = \sigma^2_{\text{int}} + \sigma^2_{\text{ext}} \) with:

\[
\begin{align*}
\sigma^2_{\text{int}} &= \langle \langle x^2 | z \rangle \rangle_e - \langle \langle x | z \rangle \rangle_e^2 \\
\sigma^2_{\text{ext}} &= \langle \langle x | z \rangle \rangle_e^2 - \langle \langle x | z \rangle \rangle_e^2
\end{align*}
\]

$z$ denotes the extrinsic stochastic process and the outer brackets indicate averages over all states of $z$ (extrinsic noise). Using the dual reporter system (with $c$ and $y$ denoting the reporter abundance) we can write:

\[
\begin{align*}
\langle \langle (c - y)^2 | z \rangle \rangle_e &= \langle \langle c^2 | z \rangle \rangle_e + \langle \langle y^2 | z \rangle \rangle_e - 2\langle \langle c | z \rangle \langle y | z \rangle \rangle_e \\
\langle \langle cy | z \rangle \rangle_e - \langle \langle c | z \rangle \rangle_e \langle \langle y | z \rangle \rangle_e &= \langle \langle c | z \rangle \langle y | z \rangle \rangle_e - \langle \langle c | z \rangle \rangle_e \langle \langle y | z \rangle \rangle_e
\end{align*}
\]

If the reporters are identical and independent we have:

\[
\begin{align*}
\langle \langle (c - y)^2 | z \rangle \rangle_e &= 2\langle \langle c^2 | z \rangle \rangle_e - 2\langle \langle c | z \rangle \rangle_e^2 = 2\sigma^2_{\text{int}} \\
\langle \langle cy | z \rangle \rangle_e - \langle \langle c | z \rangle \rangle_e \langle \langle y | z \rangle \rangle_e &= \langle \langle c | z \rangle \rangle_e^2 - \langle \langle c | z \rangle \rangle_e^2 = \sigma^2_{\text{ext}}.
\end{align*}
\]

Using the definition for the intrinsic and extrinsic noise:

\[
\begin{align*}
\eta^2_{\text{int}} &= \frac{\sigma^2_{\text{int}}}{\langle c \rangle^2}, \quad \eta^2_{\text{ext}} &= \frac{\sigma^2_{\text{ext}}}{\langle c \rangle^2}
\end{align*}
\]

we arrive at the expressions:\footnote{\cite{5.12}}

\[
\begin{align*}
\eta^2_{\text{int}} &= \frac{\langle (c - y)^2 \rangle}{2\langle c \rangle \langle y \rangle}, \quad \eta^2_{\text{ext}} &= \frac{\langle cy \rangle - \langle c \rangle \langle y \rangle}{\langle c \rangle \langle y \rangle}.
\end{align*}
\]

We used $\langle \cdot \rangle$ as a short hand notation for the average over extrinsic and intrinsic stochasticity.

In the experiment one cannot measure the abundance of the reporter directly, but rather quantifies the fluorescence. When marking the region of interest (ROI) one may mark pixels which do not belong to the true ROI or miss pixels which do. If we denote the average intensity of the true ROI with $N$ pixels as $c$ and the average intensity of the extra or missed $n$ pixels as $s$ (note that $n$ can be positive or negative) we can write for the measured signal $m$:

\[
m = p \frac{Nc + ns}{N + n}
\]

where $p$ is the proportionally factors between fluorescence and abundance. The
average intensity $s$ of the extra or missed pixels is related to the average intensity $c$ of the nucleus. We therefore write $s = c(1 + \eta)$ where $\eta$ is a stochastic number with $|\eta| < 1$, $\langle c\eta \rangle = \langle c \rangle \langle \eta \rangle$ and $\langle \eta \rangle = 0 \ (\Rightarrow \langle s \rangle = \langle c \rangle)$. With this we rewrite Eq. (5.13):

$$m = pc (1 + \varepsilon_m), \quad (5.14)$$

with the definition:

$$\varepsilon_m = \frac{n}{N + \frac{n}{N}} \eta. \quad (5.15)$$

It is important to realise that $n$, the number of erroneously marked or missed pixels and $s$ the average intensity of these pixels are uncorrelated stochastic numbers. Due to this we obtain $\langle \varepsilon_m \rangle = 0$ and $\langle m \rangle = p\langle c \rangle$. Altogether, we can write for the measured CFP and YFP signals:

$$m_c = pc(1 + \varepsilon_m) + \varepsilon_c \quad (5.16)$$

$$m_y = py(1 + \varepsilon_m) + \varepsilon_y. \quad (5.17)$$

$\varepsilon_c$ and $\varepsilon_y$ denote the technical error due to stochasticity of the equipment (in general different for $c$ and $y$). Because there is no bias in the experiment $\langle \varepsilon_c \rangle = \langle \varepsilon_y \rangle = 0$ holds. The proportionally factors between fluorescence and abundance $p_c$ and $p_y$ are in general different. This causes a problem, when one estimates the intrinsic noise from data. To see this we ignore the errors in Eqs. (5.16) and (5.17) and calculate the intrinsic noise using Eq. (5.12):

$$\frac{\langle (m_c - m_y)^2 \rangle}{2\langle m_c \rangle \langle m_y \rangle} = \frac{p_c}{p_y} \frac{\langle (c - \frac{p_y}{p_c} y)^2 \rangle}{2\langle c \rangle \langle y \rangle} \neq \frac{\langle (c - y)^2 \rangle}{2\langle c \rangle \langle y \rangle}. \quad (5.18)$$

We therefore normalise the data with the mean and again (for the sake of the argument) ignore the errors:

$$\frac{\langle (m_c/\langle m_c \rangle - m_y/\langle m_y \rangle)^2 \rangle}{2} = \frac{\langle (c/\langle c \rangle - y/\langle y \rangle)^2 \rangle}{2} \Rightarrow \frac{\langle (c - y)^2 \rangle}{2\langle c \rangle \langle y \rangle}.$$

The last equality holds if $\langle c \rangle = \langle y \rangle$, which is true for the dual reporter system. In presence of technical and measurement errors the estimated (apparent) intrinsic noise is given by:

$$\eta_{\text{int,app}}^2 = \frac{\langle (m_c/\langle m_c \rangle - m_y/\langle m_y \rangle)^2 \rangle}{2} = \eta_{\text{int}}^2 (1 + \langle \varepsilon_m^2 \rangle) + \varepsilon_t^2$$
with the total technical error:

$$\varepsilon_t^2 = \frac{\langle \varepsilon_c^2 \rangle}{2 \langle m_c \rangle^2} + \frac{\langle \varepsilon_y^2 \rangle}{2 \langle m_y \rangle^2}.$$  

For the estimated (apparent) extrinsic noise we find:

$$\eta_{\text{ext,app}}^2 = \frac{\langle m_c m_y \rangle - \langle m_c \rangle \langle m_y \rangle}{\langle m_c \rangle \langle m_y \rangle} = \eta_{\text{ext}}^2 \left( 1 + \langle \varepsilon_c^2 \rangle \right). \quad (5.19)$$

In both cases the apparent noise overestimates the true intrinsic and extrinsic noise, respectively. The factors (relative error) by which the intrinsic and extrinsic noise is overestimated are given by:

$$f_{\text{int}} = \frac{\eta_{\text{int,app}}}{\eta_{\text{int}}} - 1 = \sqrt{1 + \frac{\langle \varepsilon_c^2 \rangle}{\eta_{\text{int,app}}^2} - 1}, \quad f_{\text{ext}} = \frac{\eta_{\text{ext,app}}}{\eta_{\text{ext}}} - 1 = \sqrt{1 + \langle \varepsilon_m^2 \rangle} - (5.20)$$

In order to estimate the technical error generated by the used instruments ($\langle \varepsilon_c^2 \rangle$, $\langle \varepsilon_y^2 \rangle$), a yellow autofluorescent plastic slide (ChromaTechnologies, https://www.chroma.com/products/accessories/92001-autofluorescent-plastic-slides) was imaged with identical CFP and YFP settings and laser intensities as used for noise measurements. Because fluorochromes do not bleach and diffuse in this type of slides, only one region of interest was imaged 221 times to avoid variation in our measurements due to inhomogeneities. Because we do not have any additional errors besides the technical error we can write: $m_c^s = p_c^s s + \varepsilon_c$ and $m_y^s = p_y^s s + \varepsilon_y$, where $s$ is the signal from the yellow autofluorescent plastic slide. We find:

$$\frac{\text{Var}(m_c^s)}{\langle m_c^s \rangle^2} = \frac{\text{Var}(s)}{\langle s \rangle^2} + \frac{\langle \varepsilon_c^2 \rangle}{\langle m_c^s \rangle^2}, \quad \frac{\text{Var}(m_y^s)}{\langle m_y^s \rangle^2} = \frac{\text{Var}(s)}{\langle s \rangle^2} + \frac{\langle \varepsilon_y^2 \rangle}{\langle m_y^s \rangle^2}$$

and

$$\langle (m_c^s / \langle m_c^s \rangle - m_y^s / \langle m_y^s \rangle)^2 \rangle = \frac{\langle \varepsilon_c^2 \rangle}{\langle m_c^s \rangle^2} + \frac{\langle \varepsilon_y^2 \rangle}{\langle m_y^s \rangle^2}.$$  

Taken together we obtain estimates for the technical errors:

$$\frac{\text{Var}(s)}{\langle s \rangle^2} = 3.7 \times 10^{-6}, \quad \frac{\langle \varepsilon_c^2 \rangle}{\langle m_c^s \rangle^2} = 1.6 \times 10^{-5}, \quad \frac{\langle \varepsilon_y^2 \rangle}{\langle m_y^s \rangle^2} = 9.6 \times 10^{-7}. \quad (5.21)$$

In contrast to the technical errors coming from the microscopy equipment the measurement error is the same for both channels per analysed cell. To obtain an estimate for $\varepsilon_m$, we performed the following series of experiments. The ROI were
on three leaves marked three times. This means that the technical errors and the CFP and YFP amount are constant for the three subsequent measurements of the nuclei. The estimator for covariance between the measured signal for CFP and YFP reads:

\[
\hat{\text{cov}}(m^n_c, m^n_y) = \frac{1}{2} \sum_{i=1}^{3} \left( m^n_{c,i} - \frac{1}{3} \sum_{i=1}^{3} m^n_{c,i} \right) \left( m^n_{y,i} - \frac{1}{3} \sum_{i=1}^{3} m^n_{y,i} \right). \quad (5.22)
\]

\(m^n_{c/y}\) are the signals obtained from the \(i^{th}\) measurements of the \(n^{th}\) nucleus. Using Eqs. (5.16) and (5.17) we find:

\[
\hat{\text{cov}}(m^n_c, m^n_y) = \frac{p_c p_y c_n y_n}{2} \sum_{i=1}^{3} \left( \varepsilon_{m,in} - \frac{1}{3} \sum_{i=1}^{3} \varepsilon_{m,in} \right) \left( \varepsilon_{m,in} - \frac{1}{3} \sum_{i=1}^{3} \varepsilon_{m,in} \right) \quad (5.23)
\]

It follows for the average over sufficiently many nuclei:

\[
\frac{1}{N} \sum_n \hat{\text{cov}}(m^n_c, m^n_y) = \langle \hat{\text{cov}}(m^n_c, m^n_y) \rangle = p_c p_y \langle cy \rangle \langle \varepsilon^2_m \rangle. \quad (5.24)
\]

We also find:

\[
\langle m_c m_y \rangle = \frac{1}{3N} \sum_{n=1}^{N} \sum_{i=1}^{3} m_{c,i} m_{y,i} = p_c p_y \langle (c(1 + \varepsilon_m))(y(1 + \varepsilon_m)) \rangle = p_c p_y \langle cy \rangle (1 + \langle \varepsilon^2_m \rangle) \quad (5.25)
\]

From Eqs. (5.24) and (5.25) one obtains:

\[
\langle \varepsilon^2_m \rangle = \frac{\langle \hat{\text{cov}}(m^n_c, m^n_y) \rangle}{\langle m_c m_y \rangle - \langle \hat{\text{cov}}(m^n_c, m^n_y) \rangle} \quad (5.26)
\]

We estimate \(\langle \varepsilon^2_m \rangle\) by averaging over 100 nuclei on 3 different leaves (i.e., 300 nuclei in total):

\[
\langle \varepsilon^2_m \rangle = 4.0 \times 10^{-3}. \quad (5.27)
\]

The measurement noise is two orders of magnitude larger than the technical errors from the microscopy equipment and thus dominates the relative errors made by estimating the intrinsic and extrinsic noise. The error of the extrinsic noise is the same for all measurements while the error of the intrinsic noise depends on the actual measured apparent intrinsic noise (Eq. 5.20). We find \(f_{\text{ext}} = 2.0 \times 10^{-3}\) and \(f_{\text{int}} < 2.1 \times 10^{-3}\) for all measured values of the intrinsic noise. We conclude that in both cases the error introduced due to mistakes made by marking of the ROI and fluctuations in the technical equipment are negligible.
5.D Spatial correlation due to cell division

When cells divide the mRNA and protein content of the mother cell is inherited to the daughter cells. When calculating the CFP-YFP cross-correlation of the dual reporter system one avoids to introduce a correlation due to identical initial conditions. However, even though the initial conditions of CFP and YFP of the daughter cells are different they come from the same distribution, the underlying protein distribution of the mother cell. This induces a correlation which will decay with time. To show this we start with Eq. (5.9) and make the dependence on the extrinsic noise process $z_0$ of the mother cell explicit:

$$\text{cov}(c_1, y_2) = \langle\langle\langle\langle (c_1 | N, z_0) \rangle \rangle \rangle \langle\langle\langle\langle (y_2 | N, z_2, z_0) \rangle \rangle \rangle_{z_0}$$

If we assume for simplicity that $z_0$, $z_1$ and $z_2$ are independent we find:

$$\text{cov}(c_1, y_2) = (\langle\langle\langle\langle (x | N, z) \rangle \rangle \rangle_{z_0}^2 - \langle\langle\langle (x | N, z) \rangle \rangle_{z_0}^2).$$

At $t = 0$, right after cell division the expression above yields $\sigma_{\text{ext}}^2$, while for $t \to \infty$ the gene expression of the daughter cells are independent from the stochastic processes in the mother cell, therefore expect we $\text{cov}(c_1, y_2) \to 0$ for large $t$. It follows that for the correlation (defined by Eq. 5.10) between daughter cells $r(t) \leq 1$ with $r(t = 0) = 1$ and $\lim_{t \to \infty} r(t) = 0$ holds. To determine $r(t)$ we calculate the non-stationary covariance between two daughter cells as well as $\sigma_{\text{ext}}^2$ using the two-stage gene expression model. Because we only wish to estimate the contribution of cell division to the overall spatial correlation, we employ a simple cell division model. At time $t = 0$ an exact copy of the mother cell is produced. Thereby we avoid all complication introduced by cell growth. We obtain:

$$\sigma_{\text{ext}}^2(t) = (\langle a^2 \rangle - \langle ab \rangle) \left(1 - 2e^{-d_1 t} + 2e^{-2d_1 t}\right)$$

$$\text{cov}(c_1, y_2)(t) = (\langle a^2 \rangle - \langle ab \rangle) e^{-2d_1 t}$$

$$r(t) = \frac{e^{-d_1 t}}{1 - 2e^{-d_1 t} + 2e^{-2d_1 t}}.$$  \hspace{1cm} (5.30)

5.D.1 Simulation of the stochastic gene expression in daughter cells

We calculate the correlation between two cells that originate from the same mother cell. The daughter cells inherit all rates from the mother cell, beside the translational rate $\nu_1$. In order to estimate how much of the correlation between cells stems from mRNA and protein inheritance, we assume that the translation rates of the daughter
cells are in general different to each other and also differ from the translational rate of the mother cell. The dual reporter system is simulated as follows:

1. Draw the translation rate $\nu_0$ of the mother cell from a log-normal distribution with $\langle \nu_0 \rangle = 500 \, h^{-1}$ and $\text{Var}(\nu_0) = 1000 \, h^{-2}$.

2. mRNA and protein of CFP and YFP of the mother cell are drawn from the steady state distributions of the two-stage gene expression model. We set $\gamma = 12.5$ and for this the deviations of the analytical protein steady state distribution and the true are small.

3. Draw the translation rates $\nu_1$ and $\nu_2$ of the daughters cell from a log-normal distribution with $\langle \nu_1 \rangle = \langle \nu_2 \rangle = \nu_0$ and $\text{Var}(\nu_1) = \text{Var}(\nu_2) = 1000 \, h^{-2}$.

4. Simulate the dual reporter system until stationary state.

This process is repeated $10^6$ times. At each interval of $\Delta t = 0.01$, we compute the Pearson correlation according to Eq. (5.11). Typical trajectories of CFP and YFP for mother and daughter cells are shown in Supplementary Fig. 5.25A. After cell division the trajectories for CFP and YFP become different because of the different translational rates (extrinsic noise) and the stochasticity of the gene expression systems itself (intrinsic noise). From the simulation we estimate the temporal correlation between the two daughter cells. The results are shown in Supplementary Fig 5.25B, which are in agreement with the theoretical predictions.

5.D.2 Estimating the contribution of cell division to the measured next neighbour correlation

As shown above, cell division introduces a correlation between neighbouring cells. This means that even though there are no further correlated processes, one may find a correlation due to inheritance of mRNA and protein. It is therefore important to estimate the value of this contribution. When we calculate the correlation between cells and their next neighbours we do not know which cells are daughter cells, but to make progress we reason that for any given cell two cells out of its neighbouring cells are progeny cells from the last two cell division events. Because we also do not know when after the cell division we observe the cells, we argue that all times within the intervals $[0, T]$ for the last cell division and $[T, 2T]$ from the next to last cell division are equally likely, where $T$ is the inverse cell division rate. For young leaves we have $T = 33 \, h$. We average $r(t)$ over these time intervals:

$$r_1 = \frac{1}{T} \int_0^T r(t)dt, \quad r_2 = \frac{1}{T} \int_T^{2T} r(t)dt$$
and find $r_1 = 0.69$ and $r_2 = 0.11$. We used $d_1 = 0.029 \text{ h}^{-1}$ as the degradation rate for CFP and YFP.\textsuperscript{227} On average the cells have five neighbouring cells. Given that two from these five cells are correlated to the center cell through inheritance of mRNA and protein content and the others are uncorrelated we arrive at our final estimate for the contribution of cell division to the measure next-neighbour correlation: $r = (r_1 + r_2)/5 \approx 0.16$.

If the daughter cells inherit not only the mRNA and protein content but also all other relevant features from the mother cell, the three cells have the same rates. In this case the correlation between the cells is always one, given the rates are constant over time. Following the same argument as outlined above one would expect a total next neighbour correlation of $r = 0.4$. 
**Supplementary Table 1:** List of constructs used in this study.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Tissue</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>p35S:NLS-KikGR</td>
<td>young leaf</td>
<td>stable</td>
</tr>
<tr>
<td>pUBQ10:NLS-KikGR</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>primary root tip hypocotyl stomata (mature leaf)</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>young leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
</tbody>
</table>

**Supplementary figures**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Tissue</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>p35S:YFP</td>
<td>mature leaf</td>
<td>transient</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>young leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>young leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>primary root tip hypocotyl stomata (mature leaf)</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>primary root tip</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>primary root tip</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>hypocotyl</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>hypocotyl</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>stomata (mature leaf)</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>stomata (mature leaf)</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#2</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>p35S:2xNLS-YFP p35S:2xNLS-CFP line#1</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>pUBQ10:2xNLS-YFP pUBQ10:2xNLS-CFP</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>pUBQ10:2xNLS-YFP pUBQ10:2xNLS-CFP</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
<tr>
<td>pUBQ10:2xNLS-YFP pUBQ10:2xNLS-CFP</td>
<td>mature leaf</td>
<td>stable</td>
</tr>
</tbody>
</table>
**Supplementary Table 2:** Acquisition settings for fluorescent proteins.

<table>
<thead>
<tr>
<th>Fluorescent protein</th>
<th>Laser line [nm]</th>
<th>Detection range [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Excitation</strong></td>
<td><strong>Emission</strong></td>
</tr>
<tr>
<td>CFP</td>
<td>405</td>
<td>458-489</td>
</tr>
<tr>
<td>YFP</td>
<td>488</td>
<td>526-557</td>
</tr>
<tr>
<td>KikG</td>
<td>488</td>
<td>500-520</td>
</tr>
<tr>
<td>KikR</td>
<td>561</td>
<td>565-633</td>
</tr>
</tbody>
</table>
Supplementary Figures
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Supplementary Figure 5.1: Comparison of protein localisation and movement of YFP variants. (A-D) Representative CLSM images of transiently transformed single pavement cells in Arabidopsis expressing YFP-tagged and KikG marker proteins and marker movement into neighbouring cells. The colour code indicates the signal intensity in a scale between 0 and 255. (A) Free YFP. (B) 2xNLS-YFP. Arrow indicates fluorescence in the neighbouring cell. (C) NLS-2xYFP. (D) NLS-KikG. Colour code legend indicates grey scale values from 0 to 255 in A-D. (E) Box plot diagram of the ratio between sink and source cells in %. This corresponds to the mobility coefficient $\epsilon$ (see supplement). YFP ($n = 48, \epsilon = 0.0843$), 2xNLS-YFP ($n = 65, \epsilon = 0.0218$), NLS-2xYFP ($n = 61, \epsilon = 0.0046$) and NLS-KikG ($n = 20, \epsilon = 0.0$). Ratios for 2xNLS-YFP were significantly lower compared to YFP (Kolmogorov Smirnov test $p < 3 \times 10^{-6}$). Ratios for NLS-2xYFP was significantly reduced compared to 2xNLS-YFP and free YFP (Kolmogorov Smirnov test $p < 2 \times 10^{-4}$ and $p < 6 \times 10^{-12}$). Boxes show 25th, 75th quartiles and median. White dots show mean values.
Supplementary Figure 5.2: Scatter plots of *p35S:NLS-KikG* expressing cells.
(A) Scatter plot of *p35S:NLS-KikG* expressing cells obtained from four individual leaves.
(B) Cumulative scatter plot of all leaves.
Supplementary Figure 5.3: Scatter plots of \( pUBQ10 : NLS - KikG \) expressing cells. (A) Scatter plot of \( pUBQ10 : NLS - KikG \) expressing cells obtained from three individual leaves. (B) Cumulative scatter plot of all leaves.
Supplementary Figure 5.4: Scatter plots of p35S:NLS-KikG expressing cells without dark treatment. (A) Scatter plot of p35S:NLS-KikG expressing cells obtained from ten individual leaves. (B) Cumulative scatter plot of all leaves.
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Supplementary Figure 5.5: Scatter plots of the CFP and YFP values in young leaves of \textit{p35S:2xNLS-YFP \textit{p35S:2xNLS-CFP} plants (Transgenic line 1).} (A) Scatter plots of the CFP and YFP values obtained from ten individual young leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.6: Scatter plots of the CFP and YFP values in mature leaves of \textit{p35S:2xNLS-YFP} \textit{p35S:2xNLS-CFP} plants (Transgenic line 1). (A) Scatter plots of the CFP and YFP values obtained from ten individual mature leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
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**Supplementary Figure 5.7:** Intrinsic and extrinsic noise in young and mature rosette leaves of a second independently transformed p35S:2xNLS-YFP p35S:2xNLS-CFP line (Transgenic line 2) and pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP plants. (A) Box plot of extrinsic noise measurements of young leaves (7 leaves with a total number of 1020 cells, median=42.9) and mature leaves (9 leaves with a total number of 796 cells, median=24.0). The extrinsic noise in young leaves was significantly higher compared to mature leaves ($p = 0.0002$, Wilcoxon rank sum test). Boxes show 25th and 75th quartiles and median. White dots show mean values. (B) Box plot of intrinsic noise of young (7 leaves with a total number of 1020 cells, median=19.7) and mature leaves (9 leaves with a total number of 796 cells, median=11.3). The intrinsic noise in young leaves was significantly higher compared to mature leaves ($p = 0.005$, Wilcoxon rank sum test). The extrinsic noise in mature and young leaves was significantly higher than the intrinsic noise ($p = 4.1 \times 10^{-5}$ and $p = 0.0006$, Wilcoxon rank-sum test). (C) CLSM image of a young and a mature leaf of pUBQ10 : 2xNLS – YFP pUBQ10 : 2xNLS – CFP. YFP is shown in magenta, CFP in green, overlapping fluorescence intensities are white. Note the auto-fluorescence in the CFP channel of stomata. Scale bar: 30 $\mu$m (upper row) and 100$\mu$m (lower row). (D) Box plot of extrinsic noise measurements of young (8 leaves with a total number of 2021 cells, median=33.9) and mature leaves (12 leaves with a total number of 775 cells, median=30.3). The extrinsic noise in young leaves was not significantly higher compared to mature leaves ($p = 0.082$, Wilcoxon rank sum test). (E) Box plot of intrinsic noise measurements of young (8 leaves with a total number of 2120 cells, median=19.6) and mature leaves (12 leaves with a total number of 775 cells, median=12.8). The intrinsic noise in young leaves was significantly higher compared to mature leaves ($p = 0.003$, Wilcoxon rank sum test). The extrinsic noise of young and mature leaves was significantly higher compared to the intrinsic noise ($p = 7.4 \times 10^{-7}$ and $p = 0.0002$, Wilcoxon signed-rank test).
Supplementary Figure 5.8: Scatter plots of the CFP and YFP values in young leaves of *p35S:2xNLS-YFP p35S:2xNLS-CFP* plants (Transgenic line 2). (A) Scatter plots of the CFP and YFP values obtained from seven individual young leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.9: Scatter plots of the CFP and YFP values in mature leaves of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (Transgenic line 2). (A) Scatter plots of the CFP and YFP values obtained from nine individual mature leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.10: Scatter plots of the CFP and YFP values in young leaves of \( pUBQ10 : 2xNLS - YFP \) \( pUBQ10 : 2xNLS - CFP \) plants. (A) Scatter plots of the CFP and YFP values obtained from eight individual young leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.11: Scatter plots of the CFP and YFP values in mature leaves of *pUBQ10 : 2xNLS − YFP* *pUBQ10 : 2xNLS − CFP* plants. (A) Scatter plots of the CFP and YFP values obtained from twelve individual mature leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.

Supplementary Figure 5.12: Extrinsic and intrinsic noise in epidermal stomata cells, root tip cells and hypocotyls cells of a second independently transformed *p35S:2xNLS-YFP* *p35S:2xNLS-CFP* line (Transgenic line 2). (A) Plot of extrinsic noise of root tip cells (n=4 root tips with a total number of 385 cells, median=58.7), hypocotyls cells (n=4 hypocotyls with a total number of 481 cells, median=52.0) and stomata cells (n=4 mature leaves with a total number of 184 stomata cells, median=20.1). (B) Plot of intrinsic noise of root tip cells (n=4 root tips with a total number of 385 cells, median=13.4), hypocotyls cells (n=4 hypocotyls with a total number of 481 cells, median=13.7) and stomata cells (n=4 mature leaves with a total number of 184 stomata cells, median=20.6). The extrinsic noise in root tip cells and hypocotyls cells was significantly higher as in stomata cells (*p = 0.029* and *p = 0.029*, Wilcoxon rank-sum test).
Supplementary Figure 5.13: Scatter plots of the CFP and YFP values in root tips of \textit{p35S:2xNLS-YFP p35S:2xNLS-CFP} plants (Transgenic Line 1). (A) Scatter plots of the CFP and YFP values obtained from five individual root tips. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.14: Scatter plots of the CFP and YFP values in root tips of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (Transgenic Line 2). (A) Scatter plots of the CFP and YFP values obtained from four individual root tips. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.15: Scatter plots of the CFP and YFP values in hypocotyl of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (Transgenic Line 1). (A) Scatter plots of the CFP and YFP values obtained from six individual hypocotyls. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.16: Scatter plots of the CFP and YFP values in hypocotyl cells of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (Transgenic Line 2). (A) Scatter plots of the CFP and YFP values obtained from four individual hypocotyls. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.17: Scatter plots of the CFP and YFP values in stomata of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (Transgenic Line 1). (A) Scatter plots of the CFP and YFP values obtained from stomata on ten individual mature leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.18: Scatter plots of the CFP and YFP values in stomata of *p35S:2xNLS-YFP p35S:2xNLS-CFP* plants (Transgenic Line 2). (A) Scatter plots of the CFP and YFP values obtained from stomata on four individual mature leaves. A Kolmogorov Smirnov Test was used to test, whether the CFP and YFP value distribution significantly differed. This was not the case in all samples used in this study. (B) Cumulative scatter plot combining all samples.
Supplementary Figure 5.19: Analysis of noise with respect to the nucleus size of pavement cells of *p35S:2xNLS-YFP p35S:2xNLS-CFP* and *pUBQ10 : 2xNLS − YFP pUBQ10 : 2xNLS − CFP* plants. (A) Scatter plots of normalised mean CFP and YFP intensities of *p35S:2xNLS-YFP p35S:2x NLS-CFP* nuclei. Cells were separated into quartiles depended on their nucleus size and scatter plots are shown for each quartile. (B) Box plot analysis of intrinsic noise in *p35S:2xNLS-YFP p35S:2xNLS-CFP* plants (n=757 × 1000 cells) in four nuclear size quartiles. Intrinsic noise was similar in all four quartiles. (C) Box plot analysis of extrinsic noise in *p35S:2xNLS-YFP p35S:2xNLS-CFP* plants (n=757 × 1000) in four nuclear size quartiles. Extrinsic noise was higher in larger nuclei (3rd and 4th quartile) as compared to the 1st quartile (Bootstrap analysis; p < 0.001, Wilcoxon rank-sum test). (D) Scatter plot of normalized mean CFP and YFP intensities of *pUBQ10 : 2xNLS − YFP pUBQ10 : 2xNLS − CFP* nuclei for each quartile. (E) Box plot analysis of intrinsic noise of *pUBQ10 : 2xNLS − YFP pUBQ10 : 2xNLS − CFP* plants (n=775 × 1000 cells) in four nuclear size quartiles. Intrinsic noise was similar in all four quartiles. (F) Box plot analysis of extrinsic noise of *pUBQ10 : 2xNLS − YFP pUBQ10 : 2xNLS − CFP* plants (n=775 × 1000 cells) in four nuclear size quartiles. Extrinsic noise was higher in larger nuclei (2nd, 3rd and 4th quartile) as compared to the 1st quartile (Bootstrap analysis; p < 0.001, Wilcoxon rank-sum test).
Supplementary Figure 5.20: Analysis of noise with respect to the nucleus size of pavement cells of a second independently transformed p35S:2xNLS-YFP p35S:2xNLS-CFP line (Transgenic line 2). (A) Scatter plot of normalized mean CFP and YFP intensities of p35S:2xNLS-YFP p35S:2xNLS-CFP nuclei for each quartile. (B) Box plot analysis of intrinsic noise of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (n=796 × 1000 cells) in four nuclear size quartiles. Intrinsic noise was similar in all four quartiles. (C) Box plot analysis of extrinsic noise of p35S:2xNLS-YFP p35S:2xNLS-CFP plants (n=796 × 1000 cells) in four nuclear size quartiles. Extrinsic noise was higher in larger nuclei (2nd, 3rd and 4th quartile) as compared to the 1st quartile (Bootstrap analysis; p < 0.001, Wilcoxon rank-sum test)
Supplementary Figure 5.21: Nearest neighbour analysis of a second independently transformed p35S:2xNLS-YFP p35S:2xNLS-CFP line (Transgenic line 2). (A) Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP young rosette leaves showing the normalized fluorescence intensities of cells plotted against the normalized fluorescence intensity of the nearest neighbour of the considered cells (neighbour cell with the lowest distance). Blue circles indicate the CFP fluorescence intensity of a cell (CFP1) plotted against the YFP fluorescence intensity of the nearest neighbouring cell (YFP2). Red circles show the YFP fluorescence intensity of a cell (YFP1) plotted against the CFP fluorescence intensity of the nearest neighbouring cell (CFP2) (n=1020 cells, r = 0.423, p = 0.0014, randomization test). (B) Dependency of the distance to the neighbouring cell and co-fluctuation in young rosette leaves of p35S:2xNLS-YFP p35S:2xNLS-CFP. Neighbouring cells were grouped into five tiers dependent on their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=39780 neighbourhood analyses). (C) Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP mature rosette leaves showing the normalized fluorescence intensities of cells plotted against the normalized fluorescence intensity of the nearest neighbour (n=796 cells, r = 0.014, p = 0.451, randomization test).
Supplementary Figure 5.22: Nearest neighbour analysis of root tips and hypocotyls of p35S:2xNLS-YFP p35S:2xNLS-CFP line. (A) Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP root tip cells showing the normalized fluorescence intensities of cells plotted against the normalized fluorescence intensity of the nearest neighbour of the considered cells (neighbour cell with the lowest distance). Blue circles indicate the CFP fluorescence intensity of a cell (CFP1) plotted against the YFP fluorescence intensity of the nearest neighbouring cell (YFP2). Red circles show the YFP fluorescence intensity of a cell (YFP1) plotted against the CFP fluorescence intensity of the nearest neighbouring cell (CFP2). (B) Dependency of the distance to the neighbouring cell and co-fluctuation in root tip cells of p35S:2xNLS-YFP p35S:2xNLS-CFP. Neighbouring cells were grouped into five tiers dependent on their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=18057 (463 cells × 39 neighbouring cells) neighbourhood analyses). (C) Scatter plot of p35S:2xNLS- YFP p35S:2xNLS-CFP hypocotyl cells showing the normalized fluorescence intensities of cells plotted against the normalized fluorescence intensity of the nearest neighbour (n=690 cells; r = 0.379, p = 0.0, randomization test). (D) Dependency of the distance to the neighbouring cell and co-fluctuation in hypocotyl cells of p35S:2xNLS-YFP p35S:2xNLS-CFP. Neighbouring cells were grouped into five tiers dependent on their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=26910 (690 cells × 39 neighbouring cells) neighbourhood analyses).
Supplementary Figure 5.23: Nearest neighbour analysis of root tips and hypocotyls of a second independently transformed p35S:2xNLS-YFP p35S:2xNLS-CFP line (Transgenic line 2). (A) Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP root tip cells showing the normalized fluorescence intensities of cells plotted against the normalized fluorescence intensity of the nearest neighbour of the considered cells (neighbour cell with the lowest distance). Blue circles indicate the CFP fluorescence intensity of a cell (CFP1) plotted against the YFP fluorescence intensity of the nearest neighbouring cell (YFP2). Red circles show the YFP fluorescence intensity of a cell (YFP1) plotted against the CFP fluorescence intensity of the nearest neighbouring cell (CFP2) (n=385 cells, \( r = 0.375, \ p = 0.0018 \), randomization test). (B) Dependency of the distance to the neighbouring cell and co-fluctuation in root tip cells of p35S:2xNLS-YFP p35S:2xNLS-CFP. Neighbouring cells were grouped into five tiers dependent on their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=15015 (385 cells \times 39 neighbouring cells) neighbourhood analyses). (C) Scatter plot of p35S:2xNLS-YFP p35S:2xNLS-CFP hypocotyl cells showing the normalized fluorescence intensities of cells plotted against the normalized fluorescence intensity of the nearest neighbour (n=481 cells; \( r = 0.241, \ p = 0.0135 \), randomization test). (D) Dependency of the distance to the neighbouring cell and co-fluctuation in hypocotyl cells of p35S:2xNLS-YFP p35S:2xNLS-CFP. Neighbouring cells were grouped into five tiers dependent on their distance (cell diameters) to the considered cell. Mean values and standard deviations are shown (n=18759 (481 cells \times 39 neighbouring cells) neighbourhood analyses).
Supplementary Figure 5.24: Simulation of the KikGR experiments.  (A, B) Auto-correlation of the reporter system computed for different $t_1$. Solid lines denote theoretical predictions of the auto-correlation given by Eq. (2), crosses denote the stochastic simulation results, computed from 105 trajectories. (B) Auto-correlation with $\gamma = 12.5$. (C) Auto-correlation with $\gamma = 1250$. Parameters are for (A - C): $\nu_0 = 2.25$, $d_1 = 0.09$. For $\gamma = 12.5$: $\langle \nu_1 \rangle = 45$, $\text{Var}(\nu_1) = 8.1$, $d_0 = 1.125$ and for $\gamma = 1250$: $\langle \nu_1 \rangle = 4500$, $\text{Var}(\nu_1) = 8.1 \times 10^4$, $d_0 = 112.5$. 
Supplementary Figure 5.25: Correlation due to inheritance. Cell division with dual reporter system. At \( t = 0 \) an identical copy of the mother cell is produced. All parameters of the two-stage model are inherited, besides the translational rates, which are in general different between mother and daughter cells. (a) Example trajectories of the situation before and after cell division are shown. The daughter cells inherit mRNA and protein content from the mother cell. All parameters of the two-stage gene expression model are as well inherited besides the translational rates, which are different between mother (\( \nu_1 = 14.581 \)) and daughter cells (\( \nu_1 = 10.449 \) and \( \nu_1 = 15.917 \), respectively). The other parameters are: \( \nu_0 = 2.25 \), \( d_0 = 1.125 \), \( d_1 = 0.029 \). (b) Correlation calculated using Eq. 5.11 between daughter cells, computed from \( 10^5 \) simulated trajectories. The solid line denotes theoretical predictions of the autocorrelation given by Eq. 5.30, crosses denote the stochastic simulation results. Parameters are: \( \nu_0 = 2.25 \), \( \nu_1 = 14.5 \), \( \text{Var}(\nu_1) = 5 \), \( d_0 = 1.125 \), \( d_1 = 0.029 \).
Supplementary Figure 5.26: Raw images of different cell types. Raw images are shown for the YFP and CFP channel for all cell types/tissues. The mean fluorescence intensities were in the following ranges (YFP, CFP). For Line 1: hypocotyl 110, 101, mature leaf 155, 118, root tip 112, 110, stomata 99, 106, young leaf 60, 83. For Line 2: hypocotyl 75, 90, mature leaf 114, 96, root tip 118, 116, stomata 134, 126, young leaf 39, 74. For the ubiquitin promoter line: mature leaf 141, 83, young leaf 58, 52.
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Chapter 6

General discussion
In this thesis, I have investigated how environmental noise impacts phenotype and functioning for several biological systems through the integration of experimental approaches and mathematical modelling. These systems range from isolated gene regulatory networks (Chapter 2) and isogenic populations of prokaryotes (Chapters 3–4) to plant cells which are embedded in a tissue (Chapter 5). Due to limitations in how many features we can measure experimentally, we can not always incorporate every aspect that causes variability in our models. A question that may arise at this point is whether we can distill fundamental relationships between phenotypic variability and cellular functioning, or whether we need to account for all sources of variability to understand biology. There are distinct challenges associated with the analysis of each of the biological systems discussed in this thesis. These challenges present themselves both in the generation of experimental data and the correct mathematical representation and interpretation of gene expression noise. More often than not, experimental and theoretical challenges are intricately linked. In this chapter, I will discuss some of these challenges, how they have impacted the results presented in this work, and look ahead to opportunities for future progress.

6.1 Stochastic gene expression in dynamic environments: a changing definition of extrinsic noise?

Traditionally, the variability that is observed in the expression levels of genetically identical cells is categorised as having intrinsic and extrinsic origins. Extrinsic noise is defined as the variation that arises from the environment in which the network is embedded, and thus will depend on what details are included in the definition of the system. The intrinsic component comes from the random timing of individual reaction events, its magnitude dictated by the architecture of the gene regulatory network and the parameters associated with it. We have found in all the examples discussed in this work, extrinsic noise contributes substantially to the total variability in gene expression levels.

In the gene expression models studied with the approximate analytical framework described in Chapter 2, extrinsic noise enters the system through fluctuations in the reaction rates. These fluctuations, which are characterised by their slow time scale and non-Gaussian character, arise from unobserved upstream influences, such as changes in temperature or ribosome numbers. Depending on the reaction within the gene regulatory network that is affected by these external influences, the mean number of proteins in the system can either increase or decrease. In addition, the variability of protein levels over time and across populations can increase substantially as the amplitude of the extrinsic noise gets larger. We have also shown that noise properties such as the time scale and strength of the extrinsic fluctuations determine how signal transduction is affected. Our results imply that robustness to extrinsic noise should be seriously taken into account when designing
synthetic biological systems.

The conclusions from Chapter 2 are dependent on the condition that the system is in a stationary state. However, for many biological systems this is not the case: for example, bacterial populations in the exponential growth phase continually grow and divide. Classical models of stochastic gene expression lack a cell size and growth description. Now that modern experimental techniques such as time-lapse microscopy allow for the dynamic monitoring of gene expression in individual cells over multiple generations, in recent years we have seen a changing definition of extrinsic noise. With this broader definition of extrinsic noise coming from the population dynamics, the old methods of measuring gene expression noise are no longer sufficient: due to the age structure of the population, the statistics of lineages and population snapshots are not equivalent.\textsuperscript{17,23,233} In addition to the age structure of a population, cell cycle variations (division time variability, asymmetric partitioning, etc.) also contribute to gene expression noise, and the inheritance of protein and mRNA content from the mother cell affects the next generation of cells. However, as we have shown in Chapter 5 in plants, this inheritance of mRNAs and proteins is often not enough to account for the variability in daughter cells. This implies that the inheritance of other cell features, such as cell size or cellular state (e.g. the abundances of polymerases and ribosomes), also propagate noise from one generation to the next causing reaction rates to fluctuate over time and between cells.

In Chapters 3–4, we have studied the CRISPR-Cas immune response in a population of \textit{Escherichia coli} which continually grow and divide. Due to cell growth, factors like cellular growth rate, cell cycle length, and the inheritance of proteins become important contributions to gene expression noise at the single-cell level. As the molecular basis of the CRISPR-Cas immune system is too complex to gain mechanistic insight through analytical treatment, we have employed stochastic simulations of the system dynamics. In order to incorporate the population dynamics we have made use of an agent-based simulation framework, in which each cell is an agent for which we simulate the intracellular stochastic reaction dynamics individually. This approach enables a realistic comparison with the experimental single-cell lineage data, and allows us to relate single-cell fluctuations to heterogeneity at the population level. We have found that cell-to-cell differences in growth rate affect survival probabilities: on the one hand, fast growth enables bacteria to clear previously encountered invaders faster, whereas slow growth is associated with increased chances of adapting to new threats. Cellular growth rate was also found to influence the concentration of the CRISPR surveillance complex Cascade, which is responsible for locating invading elements and initiating the immune response. Due to the stability of this protein complex, cells with increased Cascade levels can pass this on to future generations, thus increasing their probability of successfully defending the cell against future invading elements. As the prolonged presence of plasmids, in contrast to other mobile genetic elements such as bacteriophages, does
not result in cell death, this allowed for long-term imaging of the bacterial population. However, future experiments with e.g. phages are necessary to corroborate the long-term effects of growth rate on population fitness and survival.

6.2 Limitations of the methodology

The stochasticity of reaction kinetics that arises from low copy numbers has historically been studied in detail using the mathematical framework of the chemical master equation. The CME assumes the reaction volume is both well-mixed and dilute, which allows one to ignore the spatial organisation of the system. However, these assumptions are not always a realistic portrayal of physiological in vivo conditions. Instead, the interiors of cells are crowded environments, containing many different molecular species which may be present in low numbers but together make up a substantial portion of the system volume (20 – 30% in general). This affects reaction rates in opposing ways: on the one hand, the presence of macromolecules reduces the diffusion coefficients of molecules. On the other hand, the volume excluded by these macromolecules decreases the available reaction volume and thus enhances the association of interacting molecular species. The overall effect of crowding on reaction rates is thus complex and depends on multiple factors, such as the magnitude of excluded volume and the nature of the reaction in question.

Gillespie’s stochastic simulation algorithm, which is used to simulate trajectories which are exact realisations of the underlying chemical reaction process modelled with the CME, suffers from the same limitation as the CME itself. In addition to this, a limitation of stochastic simulation algorithms with extrinsic processes, such as the Extrande extension used in this thesis, is that it assumes that the external inputs influence the system of interest but the latter does not influence the inputs. In other words, the method requires that the inputs can be pre-simulated. This limits the nature of the external stimuli that affect the system: it allows us to investigate how light and temperature affect the stochastic dynamics, but the method is less generally applicable to chemical stimuli. In the case of a fluctuating chemical input, the method can accurately describe the effects on the system dynamics if the system does not in turn affect the original stimulus. Alternatively, if a regulatory mechanism between the system and the extrinsic process exists, it is necessary to incorporate these interactions in the system definition.

6.3 Applicability

Systems biology aims to uncover how the dynamic system behaviour of complex biological systems emerges from the interactions of its many components. With omics approaches becoming cheaper and more accurate, nowadays we are able
to amass large amounts of biological data. These allow a top-down descriptive understanding of the system, and we can infer how components within a system are connected. However, the statistical analysis of high-throughput measurements does not automatically lead to a mechanistic understanding of how cells, tissues, and organisms function. Often, statistical analysis returns information at the level of gene-phenotype correlations. These correlations can be used in a top-down approach and then lead to statistical models that may yield accurate predictions within the conditions of the original data. However, it does not allow for generalisation, and the high dimensionality of data makes it difficult to distinguish between correlations and causal relationships.\(^{236}\)

On the other side of the spectrum are mechanistic bottom-up modelling approaches, which describe system interaction at the level of individual molecular components and their local environment. These bottom-up approaches require at least some level of *a priori* knowledge of the underlying gene regulatory interactions and reaction mechanism. In Chapter 2, we have seen that the use of analytical methods such as those based on the linear noise approximation is limited to a subset of simple network motifs. While at this high level of mechanistic detail, it is computationally expensive to simulate the stochastic system dynamics at the level of a cell or an organism, these small models do allow us to make experimental predictions and provide support for biological hypotheses. In future years, challenges lie in bridging the gap between these detailed stochastic models and more efficient phenomenological approaches.\(^{237}\)

In order to study biological systems using stochastic models, knowledge of the kinetic rate parameters that govern the biochemical reactions is required. As bulk measurements provide only information about the average behaviour of intracellular dynamics, parameters obtained from ensemble averages may not result in good predictions of the behaviour of individual cells. In some cases, fluctuating single-cell measurements in fact contain more information about model parameters than ensemble averages.\(^{238}\) However, the reliable inference of reaction rate constants and other model parameters from heterogeneous single-cell data is challenging, especially in the presence of extrinsic noise.\(^{239}\) Existing approaches can be roughly classified into those focussing on measurements from population snapshot\(^{238,240–242}\) or time-lapse microscopy approaches.\(^{239,243}\) The former does not result in measurements that contain temporal correlations on a single-cell level, whereas the latter allows cells to be tracked throughout an experiment, resulting in multiple measurements of the same cell. Unlike snapshot studies, in time-lapse imaging the measurements are not statistically independent of each other. Failing to take this statistical dependence into account ignores important information contained in the ancestry of cells, and can lead to biased results.\(^{243}\) In order to maximise the information we can gain from measurements about the model parameters, there is a need for a theory of single-cell experimental design. While becoming increasingly important, assessing structural identifiability when performing parameter inference for stochastic models
6.4 Challenges associated with experimental single-cell approaches

6.4.1 Using fluorescent biosensors to illuminate cell-to-cell variability

Fluorescent reporters have become widely utilised to study phenotypic heterogeneity, and have become instrumental in uncovering the molecular mechanisms behind cellular processes. In Chapters 3–5 of this thesis, we have made use of fluorescent protein (FP) reporters to quantify gene expression noise. Fluorescent biosensors have the advantage that cells can be observed non-invasively and directly show the variability of processes. However, the number of molecular species that can be tracked simultaneously is limited due to a limited number of fluorescent proteins and spectral overlap, and so most processes remain unobserved.

Many single-cell studies are based on snapshot analysis, where fluorescence levels of all cells in the population are only recorded for a single time point. While snapshot studies can capture the heterogeneity of cell populations, the resulting estimate of the phenotypic heterogeneity can only give information on long-term behaviour of single cells if these cells behave ergodically. In these systems, the information obtained from averaging over the history of one cell is equivalent to the information obtained from averaging over a whole ensemble of cells at one moment in time. In practice, this is not always the case, and as a result statistics obtained from cross-sectional (snapshot) and longitudinal studies are not equivalent. Furthermore, data obtained from snapshot studies limits how much insight can be gained about the sources of this variability. This is because measurements that are not time-resolved do not allow for reliable identification of the molecular and cellular dynamics underlying the heterogeneity. For example, we cannot isolate factors that contribute to this heterogeneity such as the cell cycle phase or cell age. Additionally, population snapshots give no information on the lifetime of fluctuating or periodic influences: two stochastic processes that fluctuate on different time scales can result in the same copy number distributions. Instead, the autocorrelation function of time series can give information about the time scale on which molecular components fluctuate, and thus the structural properties of the noise.

Calculating the autocorrelation function thus requires time-series data of the processes under investigation. However, long-term monitoring of cell traits requires keeping the extracellular environment as constant as possible. In Chapter 5, we used plasmid-based fluorescent reporters and protein-FP fusions to study gene expression in different cell types of Arabidopsis thaliana. Due to the use of excised leaves, it is a challenge to keep cells and tissues healthy for prolonged periods of
time under a microscope. For this reason, we had access to a limited number of data points to quantify the temporal fluctuations of the fluorescent protein concentrations. The consequence of this is that we cannot detect fluctuations which happen on a timescale faster than the inter-measurement time. In Chapter 3 and Chapter 4, we used time-lapse microscopy to follow the expression of a plasmid-based fluorescent reporter protein and Cascade-FP fusion protein expression levels for a prolonged period (over 36 hours) and were able to obtain measurements every few minutes. During time-lapse imaging, it is important that a constant cellular environment is maintained: for example, temperature gradients can affect cell growth and result in artefacts in the data. For this reason, the microscope set-up used in Chapters 3–4 was placed in a temperature-controlled box. However, induction of the CRISPR-Cas response at the start of the experiment causes an increase in the metabolic burden, which results in a non-stationary population growth rate on the timescale of the experiment thus complicating the statistical analysis of the experimental data.

While providing very detailed temporal information on cell growth and gene expression dynamics, long-term imaging requires extensive processing of the acquired images: correcting the automatically generated segmentation of cells in each frame and tracking of cells between frames. We have used a ‘traditional’ computational segmentation program to automatically annotate pixels to detect cell boundaries (custom software based on the Schnitzcells package\textsuperscript{150}). In the near future, approaches based on machine-learning algorithms might result in faster, more reliable segmentation and tracking results, although calibration on a per-experiment basis is likely still required.

An alternative to fluorescence methods can be found in single-cell omics approaches such as single-cell RNA sequencing or single-cell proteomics. These methods are cheap and high-throughput, as well as enable the quantification of a large number of different molecules. However, due to their destructive nature, we can obtain only snapshot data from the population, which means we lose temporal information about the fluctuations. An overview of the current state of and challenges associated with single-cell data science can be found in the recent review by Lähnemann et al.\textsuperscript{245}

6.4.2 Is decomposing gene expression noise into intrinsic and extrinsic components informative?

The introduction of the dual reporter system by Elowitz et al.\textsuperscript{5} allowed for the quantification of intrinsic and extrinsic contributions to the total gene expression noise in a way that is easy to implement and measure experimentally. The magnitude of the extrinsic noise is defined as the normalised covariance between the protein levels of two statistically independent twin reporters, leaving the remainder of the total noise as intrinsic.\textsuperscript{7} However, it has been pointed out that the decomposition of
gene expression noise as measured by the dual reporter method does not generally give a valid description of intrinsic versus extrinsic noise. The correlations only give valid interpretations for static environmental heterogeneity (which varies across systems but is constant in time), and not for a dynamically changing cellular environment. In those cases, it is necessary to know the history of the environment. Furthermore, when only the intrinsic and extrinsic contributions to the variance are measured by means of twin reporter proteins, it is generally not possible to infer what the mechanisms are that cause the variability. In order to distinguish between different mechanisms, higher order moments and temporal correlations are required.

In growing cell populations, the variability in cell division times causes heterogeneity of cell ages, thus complicating the quantification of the extrinsic component to the variance of molecule numbers. In order to separate the variability that results from this periodic cell growth effect from that due to other stochastic components, it is necessary to condition the covariance of dual reporter expression levels on the cell age. This means that in order to estimate intrinsic and extrinsic noise in single-cell lineages, we need time-lapse studies of dual reporter systems. If the cell age is unknown there are some experimental approaches that can be used to make the extrinsic contribution to the total variability accessible from snapshot data.

6.5 Stochastic effects: connecting the microscopic and the macroscopic scale

6.5.1 The microscopic scale: is there noise beyond unobserved information?

Biochemical reactions are often said to be ‘inherently stochastic’, but where exactly does this non-deterministic behaviour come from? Biochemical reactions are a consequence of erratic Brownian motion: the random movement of particles in a fluid due to their collisions with other atoms or molecules. In association reactions, involving two molecular species, this causes the two molecules to collide with enough energy to spark a reaction. Unimolecular reactions, such as isomerisation, dissociation, or degradation reactions, are able to take place because these collisions with other particles result in the required energy for activation of the reaction.

Extrinsic noise comes from unobserved processes that affect the system dynamics. In the event where one is able to measure the abundances of all molecular components which affect the system of interest at a detailed temporal and spatial level, this will result in accurate but very large and possibly intractable models. Furthermore, many extrinsic noise processes have both stochastic and deterministic influences, and it is not straightforward to delineate between their relative contri-
butions to the overall variability. For example, while the cell cycle is periodic there is cell-to-cell variability in the duration of the different cell cycle phases which results in a non-uniform cell cycle duration. The sources of this variability are largely unknown. There have been instances where stochastic extrinsic noise has been found in fact to have deterministic origins and causes correlations over multiple generations.

6.5.2 The macroscopic scale: does stochastic gene expression affect higher organisms?

Throughout this thesis, we have moved along the biological ‘ladder’ from gene regulatory networks, bacterial populations, to cells embedded within a tissue. In recent years it has become more clear what the origins and implications of gene expression noise are at the (sub)cellular level, and how the resulting cell-to-cell phenotypic variability can benefit bacterial populations. It might seem natural that isogenic populations of bacteria exploit this heterogeneity: after all, they have limited alternative options to defend themselves against a changing environment. However, for many larger organisms diversity can arise from other factors, such as sexual reproduction and (learned) behaviour. Thus, on the macroscopic scale, it is usually assumed that gene expression noise is negligible. However, it is still largely unknown if phenotypic variation at the level of plant and animal cells averages out in favour of robust development, or if gene expression noise could actually affect these higher-level organisms. While the study of cell-to-cell variability in higher eukaryotes is still in its infancy, there are some examples from developmental biology that show that stochastic gene expression is in fact functional and can trigger cell-fate decision. Currently, the analysis of gene expression noise is still limited to a small subset of genes, whereas in higher organisms there are many different processes going on at the same time that need to be tightly coordinated. These processes usually evolve over the course of multiple cell cycles. However, the in vivo monitoring of stochastic gene expression in most mammalian tissues at a high spatiotemporal resolution with live imaging approaches is extremely challenging, except for experiments with limited durations.

In this thesis, we have among other things considered extrinsic noise coming from the cell cycle dynamics. Beyond the inheritance of the mRNA and protein content at cell division, recently it was shown in bacterial and mammalian cells that other cellular features such as cell cycle duration can be passed on from a mother cell to its daughters, which leads to correlations on a timescale longer than the cell cycle itself. It has been suggested that some of these long-term correlations are caused by epigenetic mechanisms (e.g. DNA methylation), which may be inherited under certain conditions and can thus modify gene expression on the scale of multiple generations. These epigenetic mechanisms will add another layer of complexity to the study of how environmental factors affect biological functioning.
and long-term population fitness.

6.6 Outlook

“Reality is not a point; it is a cloud of possibilities” – Amos Tversky

In modern-day science, ‘nature versus nurture’ is often interpreted as the relative contributions of genetic and environmental factors to phenotypic variability. Since around 1900, we are aware that genetic diversity causes differences between and within species. This variation in the gene pool of populations allows for natural selection, thus enabling a population to adapt to a changing environment. One gradually came to the insight that an organism’s genome does not code for a specific phenotype, but rather acts as a rule book for development. These rules drive self-organisation, and so determine the range of possible outcomes. In this landscape of possibilities, environmental influences shape the phenotype of an organism. But genetically identical bacteria still display phenotypic heterogeneity, despite being embedded in controlled laboratory conditions. The reason for this is the unavoidable stochasticity inherent to biochemical reaction events. In this view, ‘nature versus nurture’ should perhaps be replaced by ‘nature versus nurture versus noise’, which refers to the genetic, environmental, and intrinsic contributions to the overall phenotypic variability respectively.

While it has been well established that genetic diversity plays an important role in adaptability and survival of species, more recently it has become clear that both prokaryotes and eukaryotes exploit non-genetic variability. Cells appear to have evolved gene regulatory network architectures in order to be better equipped against changing circumstances on a population level, either by exploiting or suppressing this noise. Bet-hedging strategies have been found in bacteria, yeast, and mammals. In turn, there is evidence that natural selection has led to minimised expression noise of genes in yeast for which under- or overexpression is harmful. These examples show that an interplay between nature, nurture, and noise on cellular functioning can exist. However, it is not always straightforward to describe how cell-to-cell variability is driven by each of these categories.

While computational and experimental advances in molecular biology have moved our understanding of variability in biological systems forward, many challenges remain in the experimental quantification, statistical analysis, and computational modelling of gene expression noise. In this thesis, we have discussed some of these computational and experimental difficulties. However, the biggest challenge in mathematical biology yet might be the adoption of models as predictive tools. Although currently mathematical models are often used to explain experimental results, hopefully we can move towards a future where models are used to generate hypotheses which can be supported by experimental studies. With the increasing
availability of high-throughput data, dynamic mechanistic models remain necessary to connect cell-to-cell variability to biological function.
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Summary

The study of genetically identical cells frequently reveals that substantial variation exists between the expression levels of molecules, such as mRNAs and proteins, with respect to time in individual cells and across a population. This is due to intrinsic noise arising from the random timing of biochemical reactions in the gene regulatory network. An additional source of noise in biological systems comes from the interaction of unknown molecular components with the network. These interaction come from the cell’s changing environment, from upstream processes, or from fluctuations associated with cell growth and division, and are collectively termed extrinsic noise. Mathematical modelling has been used as a means to understand the factors that contribute to the resulting stochasticity in the gene expression dynamics of cells. As many molecular species are present in small numbers, models based on ordinary differential equations that describe the time evolution of the mean values of these species do not accurately capture the system behaviour. For this reason, we require a stochastic description of these biochemical systems. Chapter 1 of this thesis gives a general introduction into the sources of gene expression noise and non-genetic cell-to-cell variability. To study how biological processes affect the fluctuations of molecule numbers in cells, the chemical master equation (CME) and the stochastic simulation algorithm (SSA) are widely used to model the reaction kinetics inside cells. Throughout Chapters 2–5 of this thesis, we investigate cell-to-cell variability in a wide range of biological systems through the integration of experimental approaches and mathematical modelling.

In Chapter 2, we derive a novel approximate method to obtain closed-form expressions for the means, variances, and power spectra of the molecular species within a chemical reaction network with intrinsic and slowly changing extrinsic noise. We do this by extending the conventional linear-noise approximation (LNA) to include systems where extrinsic noise manifests itself as fluctuations in the reaction rates. These extrinsic fluctuations are assumed to have a longer timescale, e.g. corresponding to the cell cycle period, compared to the typically fast intrinsic reaction processes. We verify the accuracy of the theory by its application to different models of gene regulatory networks, and comparing the analytical predictions to the more computationally costly results produced through stochastic simulations. Our results show that the effect of extrinsic noise on the means and variances of
molecule number fluctuations is dependent on the affected reaction rates, and that negative feedback control can suppress gene expression noise in the presence of environmental perturbations. Furthermore, we demonstrate how information flow between components in a gene regulatory network can be affected by extrinsic noise. Finally, we give an example of how the framework can be applied to aid in the design of robust synthetic circuits.

In Chapter 3, we study the bacterial adaptive immune system CRISPR-Cas in a growing population of *Escherichia coli*. In order to survive infection, bacteria are forced to obtain an immunological memory of past infections through a process termed priming, in order to enable recognition of previously encountered threats. In addition, the cell contains an operon of CRISPR-associated (Cas) proteins which are responsible for finding and eliminating these invaders through a process called interference. We use time-lapse microscopy in combination with microfluidics to obtain single-cell lineage data throughout the entire duration of CRISPR defence. For the first time, we quantify the variation that exists between cells in how fast they are able to respond to foreign mobile genetic elements. Clearance of previously encountered invaders through CRISPR interference is fast with a narrow distribution. However, invaders can accumulate mutations in the PAM region which allows them to escape direct interference, resulting in large cell-to-cell variability of clearance times. Further analysis of the experimental data, together with a specially developed agent-based stochastic framework which simulates the behaviour of the bacterial population, allow us to identify the acquisition of a new immunological memory (adaptation) as the source of the increased variation in priming. Statistical analysis of cell lineage features reveals that faster growth and cell division, as well as higher levels of the CRISPR surveillance complex Cascade, increase the probability of plasmid clearance by interference. In contrast, slower growth is associated with a higher rate of adaptation. Through mathematical modelling we estimate the influence of target and Cascade copy numbers, as well as Cascade binding affinity of the rate of priming. Our results show that the ability to adapt to an invading threat by primed CRISPR adaptation is highly stochastic, implying that only subpopulations of bacteria are able to respond to foreign invaders in a timely manner.

It has been shown that mutations in the protospacer adjacent motif (PAM), which flanks the DNA sequence targeted by the surveillance complex, affect target recognition by Cascade. In Chapter 3, we found that this reduced binding affinity of Cascade to targets with escaping PAM mutations can explain the observed wide distribution of plasmid loss times. However, the exact mechanism by which Cascade initiates primed adaptation, the acquisition of a new immunological memory, is largely unknown. In Chapter 4, we investigate the primed adaptation mechanism further by characterising the dynamics of CRISPR-mediated target clearance for three different PAM variants. We use the same microfluidics set-up as in the previous chapter, and compare the experimental single-cell lineages to simulated trajectories from two mechanisms of primed adaptation proposed in the literature.
by adapting the reaction mechanism of the agent-based framework developed in the previous chapter. We show that features of the data are consistent with the interference-independent model for adaptation, in which a primed adaptation complex is responsible for the acquisition of new immunological memories. Our results show that the CRISPR-response of *E. coli* depends strongly on the PAM variant, which suggests these bacteria might employ a strategy to balance the relative rates of interference and the acquisition of new memories. This would lead to a diversified response to invaders, thus increasing the population’s chance of survival.

While for bacteria the notion of cell-to-cell variability to enable bet-hedging strategies is sensible, for multicellular organisms reproducible and coordinated development might seem more important. Plants have evolved regulatory mechanisms to achieve specialised cell types and robust tissue growth. Although plant development is highly reproducible, some developmental stochasticity exists. In Chapter 5 we quantify the noisiness of stochastic gene expression in *Arabidopsis thaliana* at the cellular level. To this end, we employ a combination of experimental and modelling approaches. First, we use the photoconvertible KikGR marker to show that the protein expressions of individual cells fluctuate over time. A dual reporter system is then used to study extrinsic and intrinsic noise. This reveals that extrinsic noise is the main source of protein variability in both young and old rosette leaves, and that extrinsic noise in stomata is clearly lower in comparison to several other cell types. Finally, through spatial analysis we show that cells are coupled with respect to stochastic protein expression in young leaves, hypocotyls and roots but not in mature leaves. Through theoretical analysis we find that the observed spatial correlation between cells can only partially be explained by the inheritance of mRNA and protein from a shared ancestor, which suggests other extrinsic noise sources affect the cellular dynamics.

The results from Chapters 2–5 are discussed in a broader context in Chapter 6. In this general discussion, experimental and computational challenges relating to the study of gene expression noise are reviewed. Furthermore, I discuss possible implications of stochastic gene expression for phenotypic variability.
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**Melina**, dankjewel voor de gezelligheid, voor de leuke logeerpartijtjes, knuffels met Ollie, en je steun in moeilijke tijden. Je bent creatief, slim, en gedreven, en ik weet zeker dat je wel je weg gaat vinden in én na je PhD.

Mijn adoptie-nichtjes **Fenny, Noortje, Sianne, Eline en Franka**, jullie zijn me zo lief. Als ik eraan denk hoe lang ik jullie al ken (mijn hele leven) voel ik me bijna oud, maar alle herinneringen aan onze vaak idiote (maar nog vaker succesvolle) plannen, kampeeravontuurs, knutselsessies en sinterklaasweekendjes doen me dat gelukkig per direct weer vergeten.

Aan de mannen en vrouwen van **Toerclub Wageningen**: het was heerlijk om bij tijden de benen eens goed vol te laten lopen (met melkzuur welteverstaan) en tegelijkertijd het hoofd leeg te maken. Bedankt voor het vele kopwerk, de af en toe zeer welkome duwtjes, en de altijd gezellige borrel na afloop.

**Sjoerd**, dankjewel voor je liefde en je geduld. De vele avonturen samen met jou hebben me voor zover mogelijk gegrond gehouden tijdens de soms pittige PhD-jaren.

Lieve zus, lieve **Sianne**, je bent mijn meest favoriete persoon op deze hele wereld. Ik heb het grootste geluk dat ik zij aan zij met jou heb mogen opgroeien,
en dat we nog steeds alle mooie en ook moeilijke momenten kunnen delen. Jij en Robert staan altijd voor iedereen klaar en daar bewonder ik jullie om. Het is zo mooi om te zien met hoeveel liefde en plezier jullie Flor, mijn meest favoriete mini-mensje, grootbrengen; het is geen wonder dat hij zoveel lacht met jullie als ouders.
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## Overview of completed training activities

<table>
<thead>
<tr>
<th>Discipline specific activities</th>
<th>Organised by</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>iGEM 2017 world jamboree (supervisor)</td>
<td>BioBricks foundation</td>
<td>2017</td>
</tr>
<tr>
<td>BioSB 2016</td>
<td>BioSB</td>
<td>2016</td>
</tr>
<tr>
<td>International Workshop on Control Engineering and Synthetic Biology</td>
<td>SynBioControl2017 – SISOS</td>
<td>2017</td>
</tr>
<tr>
<td>SEB Florence</td>
<td>The Society for Experimental Biology</td>
<td>2018</td>
</tr>
<tr>
<td>Single Cell Data Science: Making Sense of Data from Billions of Single Cells</td>
<td>Lorentz Center</td>
<td>2018</td>
</tr>
<tr>
<td>CompSysBio 2019</td>
<td>Université de Lyon</td>
<td>2019</td>
</tr>
<tr>
<td>SWI 2019</td>
<td>SWI</td>
<td>2019</td>
</tr>
<tr>
<td>CRISPR 2021</td>
<td>Institut Pasteur</td>
<td>2021</td>
</tr>
<tr>
<td>SMB 2021</td>
<td>Society of Mathematical Biology</td>
<td>2021</td>
</tr>
<tr>
<td>General courses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VLAG PhD week</td>
<td>VLAG</td>
<td>2016</td>
</tr>
<tr>
<td>Competence Assessment</td>
<td>WGS</td>
<td>2016</td>
</tr>
<tr>
<td>Soft skills training with role play</td>
<td>Aude</td>
<td>2016</td>
</tr>
<tr>
<td>PhD Workshop Carousel</td>
<td>WGS</td>
<td>2017</td>
</tr>
<tr>
<td>Reviewing a scientific paper</td>
<td>WGS</td>
<td>2018</td>
</tr>
<tr>
<td>Career perspectives</td>
<td>WGS</td>
<td>2018</td>
</tr>
<tr>
<td>Presenting with impact</td>
<td>WGS</td>
<td>2018</td>
</tr>
<tr>
<td>Machine Learning for Research</td>
<td>eScience Center</td>
<td>2020</td>
</tr>
<tr>
<td>Optionals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparation of research proposal</td>
<td>SSB</td>
<td>2015</td>
</tr>
<tr>
<td>Weekly group meetings</td>
<td>SSB</td>
<td>2015–2019</td>
</tr>
<tr>
<td>Seminar series</td>
<td>SSB</td>
<td>2015–2019</td>
</tr>
<tr>
<td>PhD trip 2017</td>
<td>SSB / MIB</td>
<td>2017</td>
</tr>
<tr>
<td>SB&amp;E colloquium series</td>
<td>Biometris</td>
<td>2019–2021</td>
</tr>
<tr>
<td>Modelling and Simulation discussion group</td>
<td>Biometris</td>
<td>2019</td>
</tr>
</tbody>
</table>
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