
 

 

 
 

 

  



 

 

 
 

 

Propositions 

 

 

1. Space-time analysis and modelling of nitrogen use efficiency is meaningful for 

agricultural productivity, environmental sustainability and economic profit (this 

thesis). 

 

2. Soil properties have a principal effect on nitrogen use efficiency (this thesis). 

 

3. Food security is associated with chemical fertilizers. 

 

4. The overuse of nitrogen fertilizer leads to soil acidification. 

 

5. The random forest model has superior performance over the linear model. 

 

6. The nutrient expert system is an efficient way to improve land management for 

smallholder farmers in China. 

 

7. Climate change threats migration of wild animals. 

 

8. People increasingly distrust news reports. 
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1.1. Effects of nitrogen fertilizer on food security and 

environment 

1.1.1. Contribution of nitrogen fertilizer application to food security 

It has been and will continue to be a global challenge to fulfil the food demands of 

a growing population. It is predicted that the global food production will be 4.2 

billion tons by 2050, which is an increase of 26% compared to that in 2020, and is 

relatively lower than the global food demand (Tian et al., 2021). The gap between 

food supply and demand is predicted to gradually increase from 390 million tons in 

2020 to 1260 million tons in 2050 (Tian et al., 2021). In China, the peak food 

demand is predicted to occur in 2036 with the amount of 760 million tons (Du et 

al., 2020). The COVID-19 pandemic even makes thing worse, and 2.4 billion people 

suffered from food insecurity in the world in 2020. Half of these (1.2 billion) are in 

Asia; one-third (800 million) in Africa; and 11% (270 million) in Latin America & 

the Caribbean (Figure 1.1; FAO, 2021). Therefore, effective measures need to be 

taken to increase food production. Nitrogen (N) application is one of the most 

potential methods to accomplish this goal, since N plays a key role in crop growth 

and the introduction of N fertilizer realized a substantial increase in food production 

(Latiri-Souki et al., 1998). It has been proven that N contributed to more than 50% 

of the world’s food production increase (Zhang et al., 2015; Dimkpa et al., 2020). 

Conversely, the excessive N application caused diminishing returns for increased 

crop yields and N removals (Zhang et al., 2015). That is to say, the nitrogen use 

efficiency (NUE) decreased. China applied the highest N rate in agriculture since 

1990, even though it had a short decrease after 2015 due to the “Zero Growth in 

Chemical Fertilizer Use by 2020” policy ushered by the Chinese government in 2015 

(Figure 1.2). Therefore, NUE in China needs our careful attention (Zhu et al., 2018). 

Although China’s one-child policy reduced population growth, it has now a large 

population base of 1.43 billion residents; since May 2021, the policy has been 

changed to allow a couple to have three children. Securing food demands of the 

population is a top priority of the government. The government has also drawn a 

‘red line’ to protect the 1.2 billion ha of high-quality agricultural land for food 

security, and scientific communities have been looking for ways to boost yields 

through crop breeding, e.g., hybrid rice breeding by Longping Yuan, and advanced 

agronomic management to improve yield and resource use efficiency, including 

NUE. Zhang et al. (2016) indicated that sustainable high yield and economic gains 

could be achieved by a Science and Technology Backyard platform. Xu et al. (2016a) 
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indicated that the Nutrient Expert tool could improve maize yield by 0.9 t ha-1 

compared with common farmers’ practices. 

 

Figure 1.1: The concentration and distribution of food insecurity by severity 

differs greatly across the regions of the world (FAO, 2021). 

 

Figure 1.2: Nitrogen application in six main agricultural countries from 1960 to 

2019 (FAO, 2021). 

1.1.2. Environmental risk of nitrogen fertilizer application 

Due to the large profit of N fertilizer application, farmers tend to apply excessive N 

fertilizer to obtain high yields and productivity. However, excessive use of N has a 

negative impact on environmental sustainability (Zhu et al., 2018). In the past 



Chapter 1 General Introduction 

 

 

4 

 

 
 

 

decades, N has led to a series of environmental problems, such as soil acidity (Tian 

& Niu, 2015), greenhouse gas emission (Kahrl et al., 2010; Liu et al., 2015b), and 

eutrophication of surface waters (Reidsma et al., 2012). Furthermore, N fertilizer 

is produced in a chemical process that has a high energy cost (especially of natural 

gas) (Kliopova et al., 2016). Ren et al. (2021) found that low fixed inputs (e.g., 

machinery and knowledge) was the key factor leading to over-fertilization in 

smallholder farms in China.  

1.2. Nitrogen use efficiency in the world and China 

1.2.1. Nitrogen use efficiency definition and indicators  

NUE is a crucial index in agricultural production and environmental sustainability. 

It is defined as the ratio of N output to N input and reflects how efficient the N 

application is for crop production. Technically, low NUE implies high N loss and, in 

contrast, high NUE indicates low N loss. NUE indicators include recovery efficiency, 

physiological efficiency, internal utilization efficiency, agronomic efficiency, partial 

factor productivity, and partial nutrient balance (Dobermann, 2007; He et al., 

2015). All these indicators have their optimal range and interpretation for specific 

problems. 

In this thesis, I used the partial factor productivity of N (PFPN, in kilograms of grain 

per kilogram of N applied) and partial nutrient balance of N (PNBN, in kilograms of 

nitrogen removal by aboveground crop per kilogram of nitrogen applied) to explore 

the long-term trend and spatial distribution of NUE in China. N application sources 

include chemical fertilizer and organic fertilizer (straw return, cake fertilizer, 

manure from livestock). It is worth noting that if PNBN is higher than 1, it will 

deplete soil N, leading to decline in soil fertility. 

1.2.2. Nitrogen use efficiency in the world 

The spatial and temporal variation of NUE varies among countries and regions in 

the world. Some countries and regions have high NUE and maintain a sustainable 

range, such as America and Europe; while other countries, such as China, have a 

low NUE due to excessive N application, while countries in Africa have a low NUE 

because of low yields. Globally, PFPN decreased from 68 kg kg-1 yr-1 in 1961 to 

45 kg kg-1 yr-1 in 1980 and kept steady at 47 kg kg-1 yr-1 from 1981 to 2009 

(Lassaletta et al., 2014). NUE is also different among crops: soybean had the 

highest PNBN (0.80 kg kg-1), followed by cereal crops (maize: 0.46 kg kg-1, wheat: 

0.42 kg kg-1, rice: 0.39 kg kg-1, others: 0.53 kg kg-1), sugar crops (0.19 kg kg-1), 

and fruits and vegetables (0.14 kg kg-1) in 2010 globally (Zhang et al., 2015). From 
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1987 to 2006, PNBN increased in Africa (from 1.2 to 1.4 kg kg-1 yr-1) and Europe 

(from 0.40 to 0.60 kg kg-1 yr-1) and decreased in China (from 0.50 to 

0.40 kg kg-1 yr-1) (Brentrup & Pallière, 2010). Overall, PFPN was higher in European 

countries (e.g., Netherlands: 78 kg kg-1, France: 76 kg kg-1 and Greece: 69 kg kg-1) 

than in USA (45 kg kg-1), Brazil (40 kg kg-1), Egypt (34 kg kg-1), China (30 kg kg-1) 

and India (26 kg kg-1) in 2009 (Lassaletta et al., 2014). There are two major 

reasons to explain the low NUE: 1) low N application and low food productivity 

(Africa); and 2) poor management and field conditions (China and India). Simply 

reducing N application rate or blindly pursuing high NUE (soil depletion) is not the 

right way forward. Instead, the aim is to obtain high yield with reasonable and 

sustainable NUE. Therefore, exploring key factors that influence NUE and yield is 

an urgent scientific topic. 

1.2.3. Nitrogen use efficiency in China 

NUE in China is lower than in other developed countries. To improve NUE and obtain 

a sustainable range, it is beneficial to understand its spatial and temporal variation. 

Yan et al. (2022) indicated that PNBN generally decreased and then remained at 

low levels (0.20-0.35 kg kg-1 yr-1) in the economically developed provinces (e.g., 

Guangdong and Zhejiang) and undeveloped provinces (e.g., Yunnan and Guizhou) 

from 2005 to 2014. There was a pronounced increasing trend in agricultural 

provinces with high economic development (e.g., Shandong and Jiangsu) and 

intermediate economic growth (Hunan and Hebei). NUE varied in different crops; 

even within the same crop, different varieties could have different NUE. PNBN 

increased gradually from 0.48 kg kg-1 in 1980 to 0.83 kg kg-1 in 2012 for wheat and 

increased from 0.43 kg kg-1 in 1980 to 0.68 kg kg-1 in 2002 and then declined to 

0.61 kg kg-1 in 2014 for maize (Zhang et al., 2017). For maize, PFPN was higher in 

the northeast provinces (Heilongjiang: 61.2 kg kg-1 yr-1; Liaoning: 59.1 kg kg-1 yr-1; 

Jilin: 51.7 kg kg-1 yr-1) than in northcentral China (Shanxi: 50.5 kg kg-1 yr-1; 

Shandong: 44.3 kg kg-1 yr-1; Henan: 39.4 kg kg-1 yr-1; Hebei: 32.1 kg kg-1 yr-1) from 

2010 to 2012 (Xu et al., 2014b). For irrigated rice, PFPN was higher in Jiangsu 

(37 kg kg-1) and Hunan (34 kg kg-1) than in Zhejiang (32 kg kg-1) and Guangdong 

(27 kg kg-1) in 2002 (Peng et al., 2006).  

Few studies have been carried out to explore the influential factors on spatial and 

temporal variation in NUE. Possible reasons for temporal and spatial variation of 

NUE are farmer’s income, agricultural management practices (AMP, e.g., irrigation, 

machinery, fertilizer, crop types and variety) and environmental factors (e.g., soil, 

climate, topography). Most existing studies explored the influence of management 
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practices on NUE, such as N application rate (Qiu et al., 2015; Li et al., 2016b), 

application time (Yousaf et al., 2016), and straw return (Zhang et al., 2017). Some 

studies focused on population growth and economy (Gao et al., 2019), soil types 

(Xu et al., 2014b), and climate (Liang et al., 2018). Few studies were carried out 

on the influence of integrated factors on NUE. 

1.3. Methods to analyze causal factors of nitrogen use 

efficiency and prediction uncertainty 

1.3.1. Summary statistics 

Summary statistics are used to summarize a set of observations. It communicates 

the largest amount of information as simply as possible and typically includes the 

following descriptive statistics: arithmetic mean and median (a measure of location 

or reflecting central tendency); standard deviation (a measure of statistical 

dispersion); skewness and kurtosis (measures of the shape of the distribution); 

quantiles or percentiles, and maximum/minimum value of the observation dataset 

(Bullen, 2013; Piazza et al., 2013; Alexander et al., 2014). Summary statistics can 

also be displayed by histograms, box plots and scatter plots, depending on the 

objectives. 

1.3.2. Stepwise multiple linear regression 

Multiple linear regression (MLR) is an extension of simple linear regression, that 

uses just one explanatory variable (Kolehmainen & Knuutinen, 1981; Rencher & 

Christensen, 2012). It is a statistical technique that uses multiple explanatory 

variables to predict the outcome of a response variable. Normally there are two 

broad categories that define the use of MLR. On the one hand, if the goal is 

prediction, forecasting, or error reduction, a predictive MLR model can be built with 

a calibration data set of the response and explanatory variables (Sousa et al., 2007; 

Khan et al., 2013). On the other hand, the goal might be to gain understanding of 

how explanatory variables explain variation in the response variable. MLR can 

quantify the strength of the relationship between the response and the explanatory 

variables, especially to determine whether some explanatory variables have no 

linear relationship with the response or to identify which subsets of explanatory 

variables may contain redundant information about the response (Chen et al., 2014; 

Popescu et al., 2016; Chang & Xu, 2021). Stepwise MLR (SMLR) reduces multi-

collinearity of explanatory variables (Khanal et al., 2018) by an iterative process 

that continues to add or remove variables from the regression equation until there 



Chapter 1 General Introduction 

 

 

7 

 

 
 

 

is no improvement (Dutta et al., 2015). It is widely used in developing empirical 

models from large data sets (Peerlinck et al., 2018). 

1.3.3. (Quantile) Random Forest 

Random forests (RF) or random decision forests is an ensemble learning method 

for classification, regression and other tasks. It operates by constructing a 

multitude of decision trees (Svetnik, 2003; Thongkam et al., 2008). For 

classification tasks, the output of the random forest is the class selected by most 

trees (Rodriguez-Galiano et al., 2012; Alencar et al., 2014), while for regression 

tasks, the mean or average prediction of the individual trees is returned (Lie et al., 

2012; Bettinger, 2021). The first algorithm for RF was created in 1995 by Tin Kam 

Ho using the random subspace method (Ho, 1995, 1998). An extension of the 

algorithm was developed by Breiman (2001). It sacrifices the intrinsic 

interpretability present in decision trees (without a specific equation it becomes a 

‘black box’), but it usually achieves higher accuracy (Pereira et al., 2017; Orlenko 

& Moore, 2020). Quantile regression forests (QRF) considers the spread of the 

response variable from which prediction intervals are constructed, which can reflect 

model uncertainty (Meinshausen, 2006; Vaysse & Lagacherie, 2017). 

1.3.4. Cross-validation 

Cross-validation, sometimes called rotation estimation or out of sample testing, is 

a resampling method that uses different portions of the data to train and test a 

model in different iterations (Stone, 1977; Lendasse et al., 2003). Its goal is to 

estimate the model prediction ability for new data, in order to flag problems like 

overfitting or selection bias and to give insight into how a model will generalize to 

an independent data set (Yong & Liao, 2014). 

1.3.5. Uncertainty propagation (Monte Carlo simulation) 

Uncertainty propagation or propagation of error is the effect of variables' 

uncertainties or errors (more specifically, random errors) on the uncertainty of a 

model or function that uses these variables as input (Heuvelink, 1998b). When the 

variables are the values of experimental measurements, they may have 

uncertainties due to measurement limitations (e.g., instrument precision) which 

propagate through the function (Degiuli et al., 2007; Garamszegi, 2016). There are 

two methods to deal with uncertainty propagation: 1) the Taylor series method, 

which uses an analytical approach and mathematical formulae (Xu et al., 2006); 

and 2) Monte Carlo simulation (Jansen et al., 1994). The latter approach starts by 

sampling a large number of ‘possible realities’ from the probability distributions of 



Chapter 1 General Introduction 

 

 

8 

 

 
 

 

the uncertain inputs, using a pseudo-random number generator. The model is run 

or the function applied to each of the simulated realities, and the variation in the 

model or function outputs reflect how input uncertainty has propagated. It is mainly 

used in three problem classes: optimization, numerical integration, and uncertainty 

analysis. It is simple, fast and highly-adaptable. It considers factors in a wide range 

of input values. In contrast, model risk will exist if it assumes the underlying risk 

factors (Bavajigari & Singh, 2019). 

1.4. Problem definition (gaps) 

NUE has large spatial and temporal variation in China, and its reasons need to be 

explored for improving NUE and keeping it at a sustainable range. According to the 

definition of PFPN, yield influences NUE variation and it is also very important for 

food security. The space-time variation of crop yield and yield residual among 

different crops in China was not yet explained by MLR models in the literature. 

NUE space-time variation could be analyzed through descriptive statistics, graphics 

and tables and so on; but it can also be done using statistical models, which could 

identify causal factors and their contribution to NUE variation. To the best of my 

knowledge, statistical modelling has not yet been applied for analyzing NUE 

variation in space and time in China at provincial and county scales. 

No model is perfect, and model uncertainty deteriorates the quality of model 

predictions. Therefore, uncertainty of the model outcomes and the main sources of 

uncertainty need to be analyzed as well to evaluate the value of these outcomes 

and get insight into how model output quality could be improved. 

1.5. Research objectives and questions 

The overall objective of this thesis is to apply statistical methods to analyze and 

explain space-time patterns of crop yield and NUE in China at two spatial scales, 

i.e., provincial and county level, for supporting the development of effective 

strategies and policies. These policies could improve NUE in a sustainable way 

without impeding crop productivity. The models that are used for this analysis 

should take account of the trade-offs between economy, ecology and environment 

as well as climate change, land use change and N reallocation. I consider NUE to 

be optimal when it is sustainable and strikes a balance between agronomic 

productivity and the environment. 



Chapter 1 General Introduction 

 

 

9 

 

 
 

 

To achieve this objective, four sub-objectives (SO) and associated research 

questions were defined: 

SO 1. Space-time statistical analysis and modelling of NUE indicators at provincial 

scale in China (Chapter 2). 

• What are spatial and temporal patterns of NUE at provincial level? 

• What prediction models for NUE are obtained using SMLR? 

• What are the major explanatory variables of NUE as derived from the SMLR 

prediction model? 

• How accurate are model predictions based on 10-fold cross-validation? 

• Which recommendations can be drawn from the model to improve NUE in 

a sustainable way in China? 

SO 2. Analysis of spatio-temporal variation of crop yield in China using stepwise 

multiple linear regression (Chapter 3). 

• What are spatial and temporal patterns of yield at provincial level? 

• What prediction models for crop yield are obtained using SMLR? 

• What are the major explanatory variables of crop yield as derived from the 

prediction model? 

• How accurate are model predictions based on 10-fold cross-validation? 

• Which recommendations can be drawn from the model to improve yield in 

a sustainable way in China? 

SO 3. Statistical analysis of nitrogen use efficiency in northeast China using multiple 

linear regression and random forest (Chapter 4). 

• What are spatial and temporal patterns of NUE at county level? 

• What prediction models for NUE are obtained using SMLR and RF? 

• What are the major explanatory variables of the prediction models?  

• How accurate are model predictions based on 10-fold cross-validation? 

• How to derive recommendations from the models to improve NUE in a 

sustainable level in northeast China? 

• Which model is more predictable for NUE at county level? 
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SO 4. Uncertainty quantification of NUE prediction in China using Monte Carlo 

simulation and quantile regression forests (Chapter 5). 

• What are the uncertainty sources of NUE? 

• How large is the uncertainty in measurements of NUE (through 

measurement uncertainty in yield, N fertilizer input and crop removal N)? 

• How does uncertainty in these measurements propagate through RF? 

• Which of the uncertain inputs are the main uncertainty sources of NUE? 

• How to improve the NUE prediction models based on the results of the 

uncertainty analysis? 

1.6. Study area 

The study area of this thesis is China at two spatial scales, provincial and county 

scale. For the provincial scale analysis I included all provinces (31) excluding 

Hongkong, Macao and Taiwan; for the county scale analysis I selected all counties 

(183) in provinces Jilin, Liaoning and Heilongjiang in northeast China (Figure 1.3). 

 

Figure 1.3: Study areas (China and northeast China, red color) of this thesis. 
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China has 167.5 million hectares of crop planting land, 17.5% of the total territory 

of China – only 8% of the global arable land (FAO, 2018), and it feeds 1.43 billion 

people surveyed in 2021 in China (National Bureau of Statistics of China, 2022) – 

19% of the world population. The crop planting areas are distributed in all climatic 

zones from tropical to temperate zones spanning longitudes from 73°33’ to 

135°05’E and latitudes from 3°51’ to 53°33’N. Planting systems range from one 

crop per year in north and west China, two crops per year or three crops within two 

years in northcentral and south China and three crops per year in south China. 

These crops grow in almost all soils and terrains. Mountains, plateaus and hills 

account for about 67% of the land area, and basins and plains account for about 

33% of the land area (see Figure 1.4) (Feng et al., 2007). China's climate is 

dominated by dry seasons and wet monsoons, which lead to pronounced 

temperature differences between winter and summer. In winter, northern winds 

coming from high-latitude areas are cold and dry; in summer, southern winds from 

coastal areas at lower latitudes are warm and moist. The climate varies also from 

region to region due to highly complex topography. Figure 1.5 shows spatial 

patterns of annual temperature [1] and precipitation [2] in China.  

 

Figure 1.4: Digital elevation model (DEM) of China (Feng et al., 2007). 

 

https://www.chinamaps.org/china/china-temperature-map-annual.html
https://www.chinamaps.org/china/china-map-of-precipitation.html
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Figure 1.5: Annual temperature (a) and precipitation (b) in China [1,2]. 

For the county level analysis I chose Jilin, Liaoning and Heilongjiang in northeast 

China (Figure 1.3 marked in red) as this region is one of the three black soil areas 

in the world with high soil fertility (Ren et al., 2021) and the ‘breadbasket’ of China. 

The region is in the large Great Plains of China and has a high concentration of 

cultivated land, which is conducive to large-scale mechanized operation. The study 

area includes 183 counties (79 in Heilongjiang, 47 in Jilin and 57 in Liaoning) within 

latitude 38°46′-53°33′N and longitude 118°53′-135°05′E. The region is 

characterized as a temperate and cold temperate continental monsoon climate: it 

has long, cold winters and short, cool summers. Annual mean temperature ranges 

from −5 to 10°C, with mean winter temperature ranging from −28 to −2°C and 

mean summer temperature ranging from 15 to 25°C. Annual precipitation ranges 

from 400 mm in the northeast to 1000 mm in the southeast. 

The population in the region is 98 million which is 7% of the total population in 

China. The region has 25.3 million ha of crop land, 15% of the total cultivated area 

of China, and grows one crop per year. Main crops are rice, maize, soybean, potato, 

and peanut. 

1.7. Outline of thesis 

This thesis comprises six chapters. Chapter 1 contains this general introduction on 

the contribution of N fertilizer application to food security and environmental risk, 

NUE in the world and China, research objectives and questions, and a description 

of the study area and methods. Chapter 2 presents an analysis of the spatial and 

temporal variation of NUE and its causal factors at provincial scale in China. 

Chapter 3 investigates spatio-temporal variation of yields for different crop 

aggregations and influences of agricultural, environmental and economic factors on 

the space-time variation of yield at provincial level in China. Chapter 4 further 

describes spatial and temporal variation of NUE and impacts of agricultural, 
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environmental and economic factors on the variations at county scale in northeast 

China (Jilin, Liaoning and Heilongjiang). Chapter 5 presents an uncertainty 

analysis and quantifies uncertainty sources of NUE modelling at provincial scale in 

China. Chapter 6 summarizes the major conclusions of this thesis, implications, 

and recommendations for improvement of NUE in a sustainable range as well as an 

outlook for future study. 
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Chapter 2 

Space-time statistical analysis and modelling of nitrogen 

use efficiency indicators at provincial scale in China 

Nitrogen use efficiency (NUE) is crucial to establish efficient fertilizer application 

guidelines that balance crop yield, economic return and environmental 

sustainability. Although there are quite a few research about the spatial and 

temporal variation of NUE, little work has been done on modelling NUE through 

deriving empirical relationships with explanatory environmental variables and 

exploring their relative importance quantitatively. The space-time patterns of NUE 

indicators (i.e., the Partial Factor Productivity of nitrogen, PFPN, and the Partial 

Nutrient Balance of nitrogen, PNBN) at provincial scale in China were derived and 

related to environmental covariates using stepwise multiple linear regression. PFPN 

was higher in east and south China than in central and west China and was smaller 

than 30 kg kg-1 yr-1 in most provinces, while PNBN was moderate in most provinces 

(0.41-0.50 kg kg-1 yr-1) and low (< 0.40 kg kg-1 yr-1) in south China. The national 

PFPN declined slightly from 32 kg kg-1 in 1978 to 27 kg kg-1 in 1995 and went up 

gradually to reach 38 kg kg-1 in 2015. The national PNBN decreased from 0.53 to 

0.36 kg kg-1 from 1978 to 2003, thereafter stabilizing at around 0.40 kg kg-1 yr-1 

between 2004 and 2015. The multiple linear regression models explained 74% of 

the variance of PFPN and PNBN. The main explanatory variables of PFPN were 

planting area index of sugar crop (32% of the R-square), followed by Arenosols 

(12%), planting area index of oil crop (8%), planting area index of vegetables (5%), 

silt content (5%) and total potassium (5%). For PNBN, the variation was mainly 

attributed to mean annual daytime surface temperature (28% of the R-square), 

planting area index of crops (beans 20%, orchards 10% and vegetables 9%) and 

wet day frequency (5%). The results of this chapter indicate that crop types, 

temperature and soil properties are important variables that determine NUE. These 

should be considered by policy makers when agricultural land development 

decisions are made in order to balance NUE and productivity (i.e., agronomy and 

environment). 

Based on: 

Liu, Y., Heuvelink, G. B. M., Bai, Z., He, P., & Masiliūnas, D. (2020). Space-time 

statistical analysis and modelling of nitrogen use efficiency indicators at provincial 

scale in China. European Journal of Agronomy, 115, 126032. 
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Abbreviations: ALI, Alisols; AMP, agricultural management practice; AND, Andosols; ARE, Arenosols; 

BEAN, planting area index of beans; CHE, Chernozems; COA, coarse fragments volumetric; DIE, 

agricultural diesel engines; DTR, diurnal temperature range; EXH, exchangeable acidity; INC, per capita 

annual net income of rural households (farmer income); INF, inorganic fertilizer output; KAS, 

Kastanozems; MEL, planting area index of melons; NUE, nitrogen use efficiency; OIL, planting area 

index of oil crop; ORC, planting area index of orchards; PFPN, Partial Factor Productivity of nitrogen; 

PNBN, Partial Nutrient Balance of nitrogen; POP, rural population; REG, Regosols; ROC, absolute depth 

to bedrock; SILT, silt content; STA, Stagnosols; SUG, planting area index of sugar crop; TC, total carbon; 

THR, motorized threshing machines; TK, total potassium; TMP, mean annual surface temperature at 

daytime; TOB, planting area index of tobacco; TS, total sulfur; VEG, planting area index of vegetables; 

VIF, variance inflation factor; WET, wet day frequency. 
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2.1. Introduction 

Cereal crop yields in China increased substantially from 1961 (1200 kg ha-1) to 

2017 (6000 kg ha-1), mainly driven by the increasing use of chemical fertilizers, 

improved crop varieties and agronomic management (Mueller et al., 2012; Chen et 

al., 2014) (FAO, 2018). Nitrogen (N), as a major constituent of chemical fertilizer, 

is applied to agricultural fields to improve the growth and yield of crops (Sharma & 

Bali, 2018). For example, the chemical fertilizer application in agriculture was 58.6 

million metric tons in mainland China in 2017, in which N fertilizer accounted for 

50.8% of the total (National Bureau of Statistics of China, 2019). As the influence 

of N fertilizer on crop yield becomes increasingly prominent, the N consumption for 

agriculture in China has been increasing significantly since the 1980s. In 2016, 

China became the largest worldwide consumer with 27.8% of the global N 

consumption (FAO, 2018). However, the N application rate in China is high in 

comparison with other countries and regions, e.g., the annual chemical N 

application was 256 kg ha-1 in 2016, which was 3.3 times the global average N 

application rate, and 3.9 and 4.7 times the American and European average 

application rate, respectively (FAO, 2018). 

The excess N application not only decreased the economic efficiency of fertilizer 

application (Zhu et al., 2018), but also resulted in serious environmental problems, 

such as waterbody eutrophication (Reidsma et al., 2012), greenhouse gas emission 

(Liu et al., 2015b) and soil acidification (Tian & Niu, 2015). Farmers in China need 

to use less N for environmental sustainability but at the same time must also make 

sure that the crop yields do not suffer from a lowered N application rate. Food 

security is of utmost importance for a large and continuously growing population in 

a country with limited agricultural land (China has 19% of the global population 

with an average annual increment of 9 million since 1990, while it has only 8% of 

the global arable land) (FAO, 2018). In other words, there is an urgent need to 

improve nitrogen use efficiency (NUE), since this would allow increasing yield and 

profits with minimal environmental impact (Kant et al., 2011). Two important NUE 

indicators are the Partial Factor Productivity of nitrogen (PFPN) and the Partial 

Nutrient Balance of nitrogen (PNBN) (defined in Section 2.2.1). The mean PFPN was 

59% for cereals in Western European countries from 1999 to 2002, 45% in North 

America, but only 32% in East Asia (Dobermann & Cassman, 2005). The overall 

observed global trend was a distinct decrease of PFPN in the period 1961–1980 

(from 68% to 45%), thereafter stabilizing to about 47% (Lassaletta et al., 2014). 
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China experienced a downward trend in PFPN from 32% in 1980 to 26% in 2005 

(Ma et al., 2012). The PNBN in China varied largely among provinces in 2013 (12–

33%) (Wang et al., 2018b). In recent years, the Chinese government has enacted 

several policies and regulations, e.g., ‘Double High Agriculture’, i.e., transforming 

from solely high yield to both high yield and high resource use efficiency, and ‘Zero 

Growth in Chemical Fertilizer Use by 2020’, aiming at improving fertilizer use 

efficiency and reducing pollution. However, it is difficult to evaluate the 

effectiveness of these policies without a clear understanding of the mechanisms 

behind and variation of NUE in space and time (Liu et al., 2018). In order to support 

decision making on allocation of fertilizer resources and define effective agricultural 

management practice (AMP), it is important to get more insight into how NUE 

indicators in China vary in space and time and how these are related to and respond 

to various environmental and socio-economic variables. 

Although there are quite a few researches about the spatial and temporal variation 

of NUE, little work has been done to explore its explanatory variables and model 

NUE through deriving empirical relationships with explanatory variables (Ma et al., 

2012; He et al., 2018). Explanatory variables of NUE, such as socio-economic 

variables (e.g., income), AMP (e.g., irrigated area, agricultural machinery) and 

environmental variables (e.g., soil, climate) are crucial for explaining the variation 

of NUE in space and time, developing strategies to balance crop yield, profitability 

and environmental sustainability, and achieving suitability-based highly-efficient 

agricultural management. However, most researches only concentrated on the 

influence of the nitrogen application rate (Xu et al., 2014a), crop variety 

(Barraclough et al., 2010) and soil type (Meena et al., 2016) on NUE by performing 

experiments for specific sites, which does not yield representative relationships 

between NUE and explanatory variables for the country as a whole. A few studies 

explored the correlation between total soil nitrogen and explanatory variables 

(Wang et al., 2018c) and the correlation between soil organic carbon and 

explanatory variables (Yang et al., 2016). (Ichami et al., 2019) applied a meta-

analysis using linear regression to explore the explanatory variables of NUE in Africa. 

However, their model explained less than 30% of the variation of NUE and cannot 

easily be extrapolated to China. 

The objectives of this chapter were to derive space-time patterns of two NUE 

indicators (PFPN and PNBN) at provincial scale in China for the 1978-2015 period, 

and construct NUE prediction models by stepwise multiple linear regression (SMLR), 

aiming to derive and interpret the major explanatory variables of the space-time 

variation in NUE. 
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2.2. Data and Methods 

2.2.1.  NUE indicators and covariates 

The study covers 31 provinces of China (excluding Hong Kong, Macao and Taiwan) 

(Figure 2.1). Two popular NUE indicators (PFPN and PNBN, Table 2.1, Dobermann, 

2007) were calculated using provincial data on the amount of chemical N fertilizer 

(single N fertilizer and compound N fertilizer), livestock numbers (cattle, horse, 

donkey, mule, camel, pig, sheep, poultry), rural population, crop yield and planting 

area of different crops (cereals, vegetables, melons and fruits) from 1978 to 2015, 

using data obtained from the National Bureau of Statistics of China (2019). Detailed 

equations are given in Appendix A and required parameters (N ratio of compound 

fertilizer, amount of N content in excretion and urine in humans and livestock, 

returning field rate of manure, cake ratio, amount of N content in different cake 

crops, returning field rate of cake fertilizer, ratio of straw to grain, amount of N 

content in different straw and returning field rate of straw) used to calculate the 

NUE were presented in He et al. (2018). 

 

Figure 2.1: Spatial distribution of the average PFPN (a) and PNBN from 1978 to 

2015 (b). 
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Table 2.1: NUE indicators and their application (Dobermann, 2007). 

Term Calculation Unit Question 

addressed 

Typical use 

Partial 

Factor 

Productivity 

PFPN = 

Yield/Ninput 

kg kg-1 yr-1 How productive 

is this cropping 

system in 

comparison to its 

nitrogen input?  

Long-term 

indicator of 

trends in NUE.  

Partial 

Nutrient 

Balance 

PNBN = 

Ncrop_removal/Ninput 

kg kg-1 yr-1 How much 

nitrogen is being 

taken out of the 

system in 

relation to how 

much is applied?  

Long-term 

indicator of 

trends; most 

useful when 

combined with 

soil fertility 

information.  
Note: Yield, the economic yield of crop with nitrogen applied; Ncrop_removal, total nitrogen removal in 

aboveground crop biomass with nitrogen applied; Ninput, total amount of nitrogen applied to the field 

from different sources (chemical fertilizer, manure, cake fertilizer and straw). 

For deriving provincial NUE indicators over four decades, the initial data needed to 

be pre-processed, mainly by filling missing data in some years, calculating 

indicators which were not present in the original database but that can be obtained 

using other available data or parameters, and original data verification. Gap filling 

was done by consulting statistical yearbook/published literature and using data 

from adjacent years if the absent data only occurred in a few years. Deriving data 

and parameters that were not in the original database was more difficult since we 

needed a large number of parameters. For example, for calculating PNBN, the N of 

crop removal is required, but no information about it was available from any 

authorized source. In this case, we used economic yield data (dry matter of the 

main harvested product for cereal crop cultivation purposes; fresh weight for 

vegetables, melons and fruits) and parameters about the N requirement per unit 

of economic yield per crop to calculate the N of crop removal. The data verification 

step is important because it is directly related to the quality of the database and 

accuracy of the results. The database was too large to manually identify erroneous 

data. Therefore, a set of strict rules for data quality evaluation were applied to 

detect suspicious values. We flagged suspicious values if there was a large 

difference between data from adjacent years (i.e., outliers). For example, if a value 

was more than 10 times larger or smaller than that of an adjacent year, then this 

may be due to a typo and the value was flagged. Flagged data were closely 

examined and compared with other available data sources (e.g., total economic 

yield must equal the product of the economic yield per planting area and planting 

area of different crops). If a value was not accepted, it was replaced by the average 

value of adjacent years. This was the case for planting area of tubers in Tibet in 
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1978; phosphorus application rate in Shanghai and Beijing in 1996; total fertilizer 

application rate in Tianjin, Inner Mongolia, Liaoning, Jilin, Heilongjiang, Jiangsu, 

Hubei, Hunan, Yunnan, Guangxi, Shanxi, Gansu, Qinghai, Ningxia and Xinjiang in 

1978. 

Explanatory variables representing crop types, topography, soil properties 

(including soil types), climate, economy and AMP were used in the multiple linear 

regression models. Some covariates, such as related to biomass productivity (e.g., 

enhanced vegetation index, topography and soil properties) were considered static, 

while others were treated as dynamic, so that for these variables we prepared 

annual time series maps from 1978 to 2015. Explanatory variables were derived 

from SoilGrids (2018), Hengl et al. (2017), SoilGrids covariates, Climate Research 

Unit (2015), the National Bureau of Statistics of China (2019) and published articles 

(e.g., Shangguan et al., 2014), see Table A.1. All covariates were aggregated to 

the provincial level by taking their spatial average. Categorical variables crop type 

and soil type were represented as continuous-numerical variables by using 

proportions (planting area index of each crop in total provincial planting area, 

proportion of dominant soil types in each province). As SoilGrids distinguishes 118 

soil types, with differences between them that are not all relevant for this chapter, 

we grouped the 118 soil types into 30 (i.e., the reference groups of the World 

Reference Base) by summing the proportions of soil types that have the same 

reference group. In summary, there are 1159 NUE observations (30 provinces from 

1978 to 2015; Chongqing province was established in 1997) and 108 explanatory 

variables. The mean values of the main covariates for each province are 

summarized in Table A.2.  

2.2.2. Stepwise multiple linear regression and model fitting 

Multiple linear regression, a classical linear method, aims at explaining the variation 

of the dependent variable by a linear combination of explanatory variables (Ryan, 

2008). In this chapter, the dependent variables were PFPN and PNBN at provincial 

scale and the explanatory variables were covariates that might influence the NUE 

indicators (see Section 2.2.1). However, the problem of multi-collinearity occurs 

when explanatory variables are significantly and strongly correlated. Stepwise 

regression analysis reduces multi-collinearity of explanatory variables (Khanal et 

al., 2018). It is an iterative process that continues to add or remove variables from 

the regression equation until there is no improvement (Dutta et al., 2015). SMLR 

is widely used in developing empirical models from large data sets (Peerlinck et al., 

2018). R statistical computing software (R Core Team, 2018) was used for 
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regression analysis, and the adjusted R2 (coefficient of determination) and residual 

standard errors were recorded for each model. During the modelling process, 

transformation of the dependent variable was applied if the residuals of the 

regression model deviated substantially from the normal distribution. In this 

chapter, transformation of the dependent variables was not necessary since the 

residuals of the models were sufficiently normal (Figure A.1). 

There are many criteria that can be used to select explanatory variables in stepwise 

regression, such as a sequence of F-tests or t-tests, the adjusted R2, Akaike 

information criterion (Soergel et al.) and Bayesian information criterion (BIC) 

(Efroymson, 1960; Montgomery et al., 2021). AIC is often used but tends to keep 

a large number of explanatory variables, which makes the model more difficult to 

interpret. Therefore, in this chapter, we used the BIC for variable selection. It is 

implemented in the stepAIC function in the MASS package (Khanal et al., 2018). 

The stepAIC function begins with either a full or a null model, and methods for 

stepwise regression can be specified in the direction argument, with character 

values ‘forward’, ‘backward’ and ‘both’ (Zhang, 2016). In this chapter, we used the 

‘forward’ approach, which starts with a null model without covariates and iteratively 

adds covariates based on the BIC criterion. As the choice of the explanatory 

variables during stepwise regression is carried out automatically, there is a risk of 

including spurious explanatory variables in the final model, leading to interpretation 

difficulties (Zuur et al., 2009). The remedy is to check the explanatory variables in 

the final model and substitute the variables not easily explained with other highly 

correlated variables, which are easier to interpret. However, in our study, variable 

substitution appeared to be not necessary. 

Pearson’s correlation was calculated using the chart.Correlation function in R to 

explore the direct linear relationships between NUE indicators and explanatory 

variables (de Carvalho Junior et al., 2014). The variance inflation factor (VIF) of all 

covariates in the model were monitored in the modelling process to check for multi-

collinearity (multi-collinearity is considered a serious problem if the VIF value of 

any covariate is larger than 10) (Wang et al., 2018c). It should be noted that the 

model is usually only reliable within the range of covariate values exhibited by the 

training data. Thus, care was taken that ‘extrapolation in feature space’ did not 

occur, by excluding covariates that induce a strong extrapolation. The relative 

importance of explanatory variables of the SMLR models was obtained by the 

method of relative weights (Kabacoff, 2011). This method closely approximates the 

average increase in R-square obtained by adding an explanatory variable across all 

possible sub-models (LeBreton & Tonidandel, 2008). 
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2.2.3. Validation/Accuracy assessment 

The performance of the SMLR model was evaluated with 10-fold cross-validation 

by comparing the predicted and observed NUE indicator values. Model validation 

metrics were the mean prediction error (ME), the root mean squared prediction 

error (RMSE), the normalized RMSE (nRMSE), R2 and Lin's concordance correlation 

coefficient (LCCC) (Lin, 1989). These indices were computed as follows: 

ME =
1

n
∑ (Pi − Oi)

n
i=1             (2.1) 

RMSE = √
1

n
∑ (Pi − Oi)2n

i=1                (2.2) 

nRMSE =
√

1

n
∑ (Pi−Oi)2n

i=1

O̅
              (2.3) 

R2 =
∑ (Pi−O̅)2n

i=1

∑ (Oi−O̅)2n
i=1

             (2.4) 

LCCC =
2rσoσp

σo
2+σp

2+(O̅−P̅)2             (2.5) 

where n is the number of observations; Pi and Oi are the predicted and observed 

NUE values for observation i, respectively; O̅ and P̅ are the mean of predicted and 

observed values; σp and σo are the standard deviations of predicted and observed 

values; and r is the Pearson correlation coefficient between the predicted and 

observed values. 

ME represents the prediction bias. RMSE reflects how far off the predicted values 

on average are from the observed values. R2 and LCCC signify the degree to which 

the predicted and observed values are close to the 1:1 line (Yang et al., 2016). 

Predictions become increasingly better as ME is close to zero, RMSE and nRMSE are 

small, and R2 and LCCC close to one. 

2.3. Results 

2.3.1. Spatial and temporal variations of NUE indicators 

There is considerable spatial variation in the long-term average PFPN (Figure 2.1a). 

It is higher in east and south China than in central and west China; 16 provinces 

have PFPN less than 30 kg kg-1 yr-1); three provinces (Guangxi, Tianjin and 

Heilongjiang in east China) have PFPN higher than 45 kg kg-1 yr-1, which is nearly 

twice as large as that in Tibet in west China, and Inner Mongolia, Shaanxi and 

Guizhou in central China (< 25 kg kg-1 yr-1). There are also different temporal 

trends between provinces (Figure 2.2). In 1978, Tianjin and Heilongjiang had 

similar PFPN (about 55 kg kg-1), and both provinces showed a downward trend from 
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1978 to 2007, which increased again in Tianjin from 23 kg kg-1 in 2007 to 

34 kg kg-1 in 2015, while in Heilongjiang it stayed stable (about 40 kg kg-1 yr-1). 

PFPN in Guangxi was fairly stable with 40 kg kg-1 yr-1 from 1978 to 1989, and then 

increased, becoming higher than that in Heilongjiang in 1991 and Tianjin in 1995. 

By 2015 the PFPN in Guangxi had increased almost twofold. Although PFPN in Tibet, 

Inner Mongolia and Guizhou fluctuated slightly over time, from 2006 onward it 

showed an increasing trend from 23, 20 and 24 kg kg-1 to 28, 26 and 33 kg kg-1, 

respectively. PFPN in Shaanxi decreased to a minimum value of 16 kg kg-1 in 1995 

from 26 kg kg-1 in 1978, while after 1995 it experienced a dramatic increase to 

33 kg kg-1 in 2015. 

The temporal variations of PFPN are shown in Figure 2.2a. The national PFPN was 

31 kg kg-1 yr-1 from 1978 to 2015, which declined slightly from 32 kg kg-1 in 1978 

to 27 kg kg-1 in 1995, and then went up gradually to 38 kg kg-1 in 2015. There was 

a dramatic reduction of PFPN (< 5 kg kg-1 yr-1) in six provinces (Tianjin, Jilin, 

Heilongjiang, Anhui, Beijing and Fujian) in east China between 1978 and 2015. 

PFPN in Jiangxi, Henan, Sichuan, Hunan, Hubei, Guangdong and Tibet remained 

stable varying from -5 to 5 kg kg-1 yr-1 for the 38-year time period, while PFPN in 

the remaining provinces experienced an increasing trend (> 5 kg kg-1 yr-1) over the 

entire time period. 

 

Figure 2.2: Temporal distribution of PFPN (a) and PNBN (b). The green line 

represents the annual national result computed over all provinces. 

The spatial distribution of PNBN was quite different from that of PFPN. PNBN was low 

in south China (< 0.40 kg kg-1 yr-1) and moderate in the 15 provinces of central 

China (0.41-0.50 kg kg-1 yr-1) (Figure 2.1b). PNBN in Heilongjiang was the highest 

(1.03 kg kg-1 yr-1) among all 31 provinces, followed by Jilin and Qinghai 

(0.60 kg kg-1 yr-1), which doubled that in Hainan and Guangdong (0.30 kg kg-1 yr-1), 

the lowest PNBN. Interestingly, there was a similar temporal trend of PNBN in 

Heilongjiang and Jilin (Figure 2.2b): a decline from 1978 to 1990 (from 1.13 to 

0.84 kg kg-1 in Heilongjiang; from 0.87 to 0.50 kg kg-1 in Jilin), after which it 
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became relatively stable (around 0.90 kg kg-1 yr-1 in Heilongjiang and 

0.50 kg kg-1 yr-1 in Jilin) until 2015. From 1978 to 2015, PNBN fluctuated in Qinghai 

(between 0.50 and 0.80 kg kg-1 yr-1), while it gradually declined in Hainan (from 

0.36 to 0.25 kg kg-1 yr-1) and in Guangdong (from 0.45 to 0.27 kg kg-1 yr-1). 

The national PNBN was around 0.43 kg kg-1 yr-1 from 1978 to 2015. It decreased 

from 0.53 kg kg-1 in 1978 to 0.36 kg kg-1 in 2003, thereafter stabilizing at around 

0.40 kg kg-1 yr-1 over twelve years (Figure 2.2b). The PNBN in most of the provinces 

(23) declined with time (PNBN decreased more than 0.05 kg kg-1 yr-1 from 1978 to 

2015), while in Jiangsu, Ningxia, Chongqing, Xinjiang and Gansu, it maintained 

steady (ranging between -0.05 and 0.05 kg kg-1 yr-1). The PNBN in Shanghai, 

Shanxi and Inner Mongolia showed an improvement (> 0.05 kg kg-1 yr-1) for the 

1978-2015 period. 

2.3.2. Prediction model and performance evaluation 

Table A.3 shows summary statistics of the NUE indicators and explanatory variables. 

PFPN and PNBN had positive skewness, with skewness coefficients of 1.75 and 2.27, 

respectively. Standard deviations (SD) of PFPN and PNBN were 10 and 

0.15 kg kg-1 yr-1, respectively, substantially smaller than the mean value of 

32 kg kg-1 yr-1 (ranging from 16 to 81 kg kg-1 yr-1) and 0.45 kg kg-1 yr-1 (ranging 

from 0.20 to 1.35 kg kg-1 yr-1). To quantify the pairwise relationships between the 

dependent variables and explanatory variables, Pearson’s correlation coefficients 

were calculated (Figure 2.3). PFPN had a positive correlation with planting area 

index of sugar crop, planting area index of vegetables, planting area index of 

melons, farmer income, agricultural diesel engines, total carbon, and total sulphur. 

It was negative between PFPN and planting area index of oil crop, Arenosols, total 

potassium, diurnal temperature range, coarse fragments volumetric, planting area 

index of tobacco and silt content. There was no significant correlation between PFPN 

and Andosols, inorganic fertilizer output, rural population and Chernozems 

(Figure 2.3a). For PNBN, most of the explanatory variables were significantly 

negatively correlated with PNBN. There was a significant positive correlation 

between PNBN and planting area index of beans, absolute depth to bedrock, 

Stagnosols, total carbon and Kastanozems, while no significant correlation was 

found with Arenosols, planting area index of oil crop, and coarse fragments 

volumetric (Figure 2.3b). 
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Figure 2.3: Pairwise comparison of all explanatory variables used in the PFPN (a) 

and PNBN regression models (b). The upper-right panel contains estimated pair-

wise Pearson correlations. The diagonal panel shows histograms and the lower-left 

panel shows scatter plots with a LOESS smoother added to aid visual interpretation. 

Note: * P < 0.05; ** P < 0.01; *** P < 0.001. See Abbreviations for explanation of the variable code 

names. 
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We established two SMLR models to predict PFPN and PNBN. The estimated 

regression coefficients of the models are shown in Table 2.2. All explanatory 

variables significantly influenced the NUE indicators. Half of the explanatory 

variables showed positive influence in the PFPN model, while one fourth of the 

explanatory variables showed positive influence in the PNBN model. The VIF of the 

explanatory variables were all smaller than 10, indicating that there was no multi-

collinearity problem (Table 2.3). 

Table 2.2: Regression coefficients of the PFPN and PNBN models. 

Classification Property PFPN model PNBN model 

    Regression 

coefficients 

Std. error Regression 

coefficients 

Std. error 

 (Intercept) 5.18E+01 3.06E+00 8.19E+00 3.91E-01 

Crop 

BEAN     2.88E-03 6.85E-04 

MEL 2.26E+00 2.56E-01 

 

 

OIL -3.10E-01 4.64E-02 -3.38E-03 6.54E-04 

ORC 

  

-6.25E-03 7.31E-04 

SUG 2.53E+00 9.92E-02 

 

 

TOB -1.28E+00 1.46E-01 

 

 

VEG 1.20E-01 4.64E-02 -5.57E-03 5.83E-04 

Soil 

COA 1.47E-01 5.72E-02 -1.26E-02 1.00E-03 

SILT -1.48E-01 4.64E-02   

ROC 

  

-2.47E-05 3.56E-06 

ALI 

  

-5.17E-03 8.79E-04 

AND -3.67E+00 2.46E-01 

 

 

ARE -3.48E+00 1.50E-01 -1.21E-02 2.37E-03 

CHE -2.10E-01 5.42E-02 

 

 

KAS 

  

-1.08E-02 1.49E-03 

REG 

  

9.96E-03 1.86E-03 

STA 
  

-3.82E-01 6.15E-02 

TC 1.90E+00 4.03E-01 4.37E-02 5.60E-03 

TK -9.18E+00 2.00E+00 
 

 
TS 1.69E+01 2.20E+00 

 

 
EXH 

  
4.00E+01 4.55E+00 

Climate 

WET     -1.04E-03 1.51E-04 

TMP 
  

-2.53E-02 1.32E-03 

DTR 1.34E+00 1.85E-01     

Economic variables INC 5.33E-04 6.38E-05  

 

AMP 

POP -1.71E+00 1.08E-01  

 

INF 1.11E-03 2.84E-04  

 

DIE -3.19E-02 5.23E-03  

 

THR     -1.43E-04 4.37E-05 
Note: See Abbreviations for explanation of the variable code names. All variables were significant at the 

p=0.01 level.  



Chapter 2 Space-time statistical analysis and modelling of nitrogen use efficiency 

indicators at provincial scale in China 

 

28 

 

Table 2.3: Variance inflation factors (VIF) for the multiple linear stepwise 

regression models. 

Classification Property PFPN model PNBN model 

Crop 

BEAN - 2.6 

MEL 2.6 - 

OIL 2.4 1.8 

ORC - 2.4 

SUG 2.5 - 

TOB 1.9 - 

VEG 3.9 2.4 

Soil 

COA 4.4 5.2 

SILT 4.4 - 

ROC - 3.8 

ALI - 4.7 

AND 3.1  

ARE 5.5 5.3 

CHE 2.3 - 

KAS - 3.8 

REG - 4.7 

STA - 2.0 

TC 2.6 1.9 

TK 9.6 - 

TS 2.6 - 

EXH - 2.5 

Climate 

WET - 7.9 

TMP - 5.1 

DTR 8.6 - 

Economic variables INC 2.5 - 

AMP 

POP 2.8 - 

INF 1.5 - 

DIE 1.6 - 

THR - 1.4 

Note: See Abbreviations for explanation of the variable code names. 

The predictive performance of the SMLR models was evaluated using 10-fold cross-

validation, and from the results the ME, RMSE, nRMSE, R2 and LCCC were computed 

(Table 2.4). The cross-validation statistics are only slightly worse than the model 

performance statistics, indicating that overfitting did not occur (Table 2.4). The 

models were highly predictive and explained 74% of the variance of PFPN and PNBN. 

The nRMSE of the two models were 0.15 and 0.17, respectively, indicating that the 

model performance was good. Other accuracy verification metrics also showed that 
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the NUE models exhibited good performance with low ME and RMSE, and high LCCC 

(> 0.8). The relationships between observed and predicted data are shown in 

scatter plots in Figures 2.4a and b, while density plots are shown in Figures 2.4c 

and d. Both models tend to smooth the data and underrepresent extremes, 

although this effect is stronger for PFPN than for PNBN. 

Table 2.4: Model performance and cross-validation metrics of stepwise multiple 

linear regression models. 

Metrics PFPN PFPN CV PNBN PNBN CV 

ME 0.00 -0.01 0.000 0.000 

RMSE 4.86 5.02 0.079 0.080 

nRMSE 0.15 0.16 0.17 0.18 

R2 0.74 0.73 0.74 0.73 

LCCC 0.85 0.84 0.85 0.85 

Note: CV means 10-fold cross-validated results. 

 

Figure 2.4: Scatter plots and Kernel density plots of observed and predicted PFPN 

(a, c) and PNBN (b, d). 
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2.3.3. Relative importance of explanatory variables 

The relative importance of the explanatory variables for both NUE models are 

shown in detail in Figures 2.5a and b. The variance of PFPN is primarily explained 

by planting area index of sugar crop (32% of the R-square), followed by Arenosols 

(12%), planting area index of oil crop (8%), planting area index of vegetables (5%), 

silt content (5%) and total potassium (5%). The variance of PNBN is mainly 

attributed to mean annual surface temperature at daytime (28% of the R-square), 

planting area index of crops (beans 20%, orchards 10% and vegetables 9%) and 

wet day frequency (5%). The relative importance of other explanatory variables 

was below 5%. Overall, the crop types and soil properties accounted for 52% and 

36% of the R-square, respectively; the AMP, economic factors and climate factors 

accounted for 6%, 4% and 3% of the R-square in the PFPN model, respectively. For 

PNBN, the most influential factors were crop types (45% of the R-square), climate 

(34%) and soil properties (19%). In contrast, the AMP only accounted for 2% of 

the R-square. 

 

Figure 2.5: Relative importance of explanatory variables for the PFPN model (a) and 

PNBN model (b). Green shading means positive influence and orange shading 

means negative influence. 

Note: See Abbreviations for explanation of the variable code names. 
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2.4. Discussion 

2.4.1. Spatial and temporal variability of NUE indicators 

The results showed large spatial variations in PFPN among provinces (23-

55 kg kg-1 yr-1), which were caused by the great spatial variation in both yield and 

N application rate. Therefore, the policy of ‘Zero Growth in Chemical Fertilizer Use 

by 2020’ proposed by the Ministry of Agricultural and Rural Affairs should be 

considered specifically by provinces or regions. For example, the N rate may be 

further reduced in Jiangsu, where the N input was more than 250 kg kg-1 yr-1, while 

the yield achieved was only moderate (Figure A.2.2b). PFPN was higher in east and 

south China than in central and west China. Other researches obtained similar 

results, with PFPN decreasing from 52 kg kg-1 yr-1 in northeast China (Qiu et al., 

2015), 47 kg kg-1 yr-1 in south China (Pan et al., 2017), 23 kg kg-1 yr-1 in north-

central China (Meng et al., 2012) to less than 20 kg kg-1 yr-1 in west China (Zhang, 

2012; Wang et al., 2016a). Li et al. (2013) also obtained similar PFPN results for 

grain crops, which was largest in north-east China (60 kg kg-1), followed by south-

west China (33 kg kg-1), central China (29 kg kg-1) and west China (27 kg kg-1) in 

2008. The only difference was that PFPN in south-east China in their study was the 

lowest (20 kg kg-1). The reason for the difference is that Li et al. (2013) only 

considered grain crops, while planting area of grain crops accounts for less than 

40% of total crops in south-east China. 

Analysis of the causes of the spatial differences could lead to opportunities for 

improvement of PFPN in some provinces. PFPN in Guangxi, Tianjin and Heilongjiang 

was at the highest level (> 45 kg kg-1 yr-1), almost twice as large as that in Tibet, 

Inner Mongolia, Shaanxi and Guizhou (< 25 kg kg-1 yr-1). This was caused by the 

higher yield level than N input in Guangxi, Tianjin and Heilongjiang; whereas Inner 

Mongolia and Guizhou had lower yield level than N input, and both yield and N input 

levels were low in Tibet and Shaanxi (Figures A.2a and b). Taking the influence of 

explanatory variables into account showed that there was a larger planting area of 

sugar crop (sugarcane) in Guangxi, which contributed largely to improving PFPN 

(see Section 2.3.3). In Tianjin, there was more planting area of vegetables, total 

carbon and farmer income and less planting area of oil crop. In Heilongjiang, there 

was more planting area of sugar crop (sugar beet) and less planting area of oil crop, 

whereas in Tibet, Inner Mongolia, Shaanxi and Guizhou, there was less planting 

area of sugar crop, planting area of vegetables, farmer income, and more planting 

area of oil crop (Table A.2). 
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Although the yield almost doubled from 1978 to 1995, the PFPN decreased from 

32 kg kg-1 to 27 kg kg-1 during this period, because the N inputs increased even 

more. For the 1995-2015 period the PFPN increased gradually in the first decade 

because the government introduced a balanced fertilization policy in 1995. From 

2005 onward the PFPN increased much faster due to the promotion and application 

of soil testing and fertilizer recommendations in 2005. Another plausible reason for 

the PFPN increase between 1995 and 2015 is the improvement of AMP and crop 

varieties. For example, the PFPN of irrigated rice from 2000 to 2013 with optimal 

treatment was 47 kg kg-1 yr-1 (Xu et al., 2016b). Qian et al. (2016) used 21 maize 

hybrids within four decades from the 1970s to 2000s, which were the most 

representative hybrids of the time, to do experiments in the main maize-growing 

area in north-east China. Their results indicated that PFPN was increased by 

changing maize hybrids over time. The PFPN for global cereals decreased from 

245 kg kg-1 yr-1 in 1961-1965 to 52 kg kg-1 yr-1 in 1981-1985 and was 37 kg kg-1 

in 2002 (Dobermann & Cassman, 2005). However, the PFPN was lower than 

30 kg kg-1 yr-1 in most of the provinces in this chapter. It was lower than the global 

level during the same period, which proves the need for the ‘Double High 

Agriculture’ policy in China. In addition, the national PFPN was 31 kg kg-1 yr-1 from 

1978 to 2015, which was much lower than that of well-managed systems (> 

60 kg kg-1 yr-1) (Dobermann, 2007). 

The spatial distribution of PNBN showed substantial spatial variation: PNBN was low 

in south China (< 0.40 kg kg-1 yr-1) and moderate in most provinces of central 

China (0.41-0.50 kg kg-1 yr-1). This may be explained by the annual N amount of 

crop removal and input: south China had lower N levels of crop removal than input, 

while central China had similar N levels of crop removal and input (Figures A.2b 

and c). Liu et al. (2011) indicated that PNBN was 1.70 kg kg-1 yr-1 in north-west 

China, larger than 1.10 kg kg-1 yr-1 in north-central China and 0.81 kg kg-1 yr-1 in 

central China and south of the Yangtze River. PNBN in south China was the lowest 

(0.79 kg kg-1 yr-1) (Wu et al., 2015), while it was highest in Heilongjiang in north-

east China (1.03 kg kg-1 yr-1), followed by Jilin in north-east China and Qinghai in 

west China (0.60 kg kg-1 yr-1). This was twice the lowest PNBN in Hainan and 

Guangdong in south China (0.30 kg kg-1 yr-1). The explanation for these differences 

was that there were higher N levels of crop removal than input in Heilongjiang, Jilin 

and Qinghai, and lower N levels of crop removal than input in Hainan and 

Guangdong (Figures A.2b and c). The differences can also be interpreted by 

explanatory variables: lower surface temperature at daytime, more planting area 

of beans and less planting area of orchards and vegetables have large contributions 
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to the higher PNBN of Heilongjiang, Jilin and Qinghai. In contrast, Hainan and 

Guangdong have higher surface temperature at daytime, less planting area of 

beans and more planting area of orchards and vegetables (Table A.2). 

Most published researches only focused on cereals and rarely included vegetables, 

melons and fruits, which may not reflect the agricultural PFPN and PNBN of the whole 

region (Dobermann & Cassman, 2005). In this chapter, we considered all crops in 

agricultural land and major fertilizer input resources (chemical N, manure and cake 

N, and straw returning N). As reported in (He et al., 2018), the PNBN in China was 

0.39, 0.36, 0.34 and 0.37 kg kg-1 yr-1 in the 1980s, 1990s, 2000s and 2010s, 

respectively. These values are much lower than the results presented in this 

chapter, i.e., 0.48, 0.43, 0.38 and 0.41 kg kg-1 yr-1, respectively. This was because 

the former also considered other N input sources (fixation, symbiotic and non-

symbiotic, dry and wet deposition from the atmosphere, irrigation water and crop 

seed). The differences suggest that other N input sources play a less important role 

over time. According to this chapter, the long-term national PNBN was 

0.43 kg kg-1 yr-1, which reflected that the applied N was much more than the N of 

crop removal (PNBN < 1). Applied N that is not taken up by the crop or immobilized 

in soil organic N pools, including both microbial biomass and soil organic matter, 

has a risk to be lost by volatilization, denitrification and leaching. Therefore, 

increasing uptake efficiency from applied N inputs is an effective method to achieve 

higher NUE, by reducing the amount of N loss from soil organic and inorganic N 

pools. 

2.4.2. NUE models and main explanatory variables 

The results of this chapter show that the available data on topography, crop type, 

soil property, climate, economic variables and AMP explain 81% of the variation of 

PFPN. To simplify the models and make them easier to interpret, we selected 18 

explanatory variables in the final model, which explained 74% of the variation of 

PFPN, higher than that of Ichami et al. (2019), which could only explain 33% of the 

variation of NUE. For PNBN, the full model explained 84% of the variation, while the 

final model with 16 explanatory variables still explained 74% of the variation. Thus, 

both models had the same R2 with almost the same number of explanatory 

variables. The ME, RMSE, R2 and LCCC metrics also indicated that the PNBN model 

had the same performance as the PFPN model. 

PFPN is a broad indicator of NUE, incorporating the contributions from indigenous 

soil N, N uptake efficiency, and the efficiency of converting N acquired by the plant 

into grain yield (Cassman et al., 2002). PNBN is a simpler measure of N recovery 
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efficiency, which is useful when combined with soil fertility information. Thus, 

differences of the NUE indicators depend on crop types, their attainable yield 

potential, soil quality, climate, amount and form of N application, and the overall 

timing and quality of other crop management operations (e.g., crop variety, 

planting density, tillage, seeding rate, sowing time, weeds, pest management, 

irrigation infrastructure) (Cassman et al., 2002; Zhang et al., 2016). However, 

these factors have different relative importance under different conditions. The 

main factors affecting NUE (agronomic efficiency of N) for Kenya were P-Olsen, silt 

content, soil pH, clay and rainfall, whereas only soil pH, exchangeable K and texture 

were important for Sub-Saharan Africa (Ichami et al., 2019). However, in China, 

crop type and soil property contributed most to the variance explained of both NUE 

indicators. A possible reason might be that fewer explanatory variables were used 

in the Kenya and Sub-Sahara Africa studies (Ichami et al., 2019), and that the NUE 

indicators were also different (agronomic efficiency of N, PFPN, PNBN). In this 

chapter, temperature was also an important factor for PNBN, but not PFPN. PFPN is 

related to economic yield produced by grain or fruits, while PNBN considers N uptake 

by the whole plant, including grain/fruits and straw/leaves (brunches). In addition, 

yield was largely affected by accumulated temperature, while N uptake benefited 

from temperature (Kaur et al., 2012; Fan et al., 2014). Therefore, for agricultural 

resource use efficiency balancing NUE, productivity, and environment, suitable crop 

types, temperature and soil properties should be considered by policy makers when 

taking decisions on developing agricultural land. 

In this chapter, planting area index of sugar crop was the most important 

explanatory variable for PFPN. This was likely because the economic yield per unit 

of sugar crop was the largest among different crops, since the yield of sugar crop 

was considered by fresh weight, including large water content. All vegetables, 

melons and fruits were considered fresh weight. This explains that planting area 

index of sugar crop, vegetables and melons all had positive influences on PFPN. In 

view of exploring the approach for improving the NUE, it is advised that the biomass 

of crops is used instead of yield. However, the database that we used did not list 

all different kinds of vegetables, melons and fruits, which means that this correction 

could not be made. On the contrary, planting area index of oil crop had a negative 

effect on PFPN, since most of the oil crops had lower yield in agriculture. 

Interestingly, Arenosols was also an important negative factor for PFPN at provincial 

level, based on the regression coefficients and relative importance analysis. This is 

because Arenosols have coarse soil texture and very low cation exchange capacity. 

Cation exchange capacity is an important indicator of soil fertility, because it 
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indicates an abundance of essential nutrients which can be taken up by plants 

(Sharma et al., 2015). In addition, Arenosols have high permeability and a low 

water and nutrient storage capacity, which cause lower yield with the same N inputs, 

i.e., low PFPN. Silt content and total potassium had a negative influence on PFPN. 

Ichami et al. (2019) also noted that less silt led to higher agronomic nitrogen use 

efficiency. This might be because soils with more than 40% silt tend to have low 

permeability and intake rates (if the compaction of soil or bulk density are the 

same), which reduce the water and nutrient use efficiency (Diebold, 1954; Ishaq 

et al., 2001). In fact, moderately compact and compact soils containing less than 

40% silt had three times the median percolation rate than soils with 40% or more 

silt (Diebold, 1954). The mean silt content in this chapter was 41% (Table A.3), 

which means that more than half of the soils had silt content over 40%. Another 

explanation for the lower nutrient use efficiency might be that higher silt content 

increases gross nitrification rates (i.e., nitrogen loss), since silt content is 

negatively correlated with the C/N ratio (Li et al., 2020c), while the gross 

nitrification rate is negatively related to the C/N ratio (Bengtsson et al., 2003). For 

total potassium, it is hard to explain why this had a negative influence on PFPN 

(Figure 2.8a). Moreover, total carbon and total sulphur were positively associated 

with PFPN, which is consistent with the result of Ichami et al. (2019). Many studies 

show that climate has a great influence on yield (e.g., Challinor et al., 2014). In 

this chapter, diurnal temperature range was revealed as an important positive 

factor for PFPN at provincial scale. This might be because a higher diurnal 

temperature range could increase seed weight during the grain-fill stage (Fang et 

al., 2017). Although the diurnal temperature range had a negative impact on yield 

(Lobell, 2007a; Tao et al., 2008) and this chapter also showed a negative impact 

of the diurnal temperature range on PFPN, the interaction of other factors in the 

model might also have caused this result. The data used in this chapter was the 

annual temperature, which differs from the mean growing season temperature, 

which might not sufficiently reflect the real relation between PFPN and diurnal 

temperature range. However, it was difficult to consider the mean growing season 

temperature because many crops were included, which have different growing 

seasons. 

The most important explanatory variable for PNBN was mean annual surface 

temperature at daytime, which had a negative influence on PNBN. Temperature and 

atmospheric CO2 concentration affect soil microbial physiology, nutrient cycles and 

availability of nutrients for crop growth, but the net effect (positive or negative) is 

different in different crops and regions (Pilbeam, 2015). In this chapter, the 
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negative influence of temperature on PNBN in China might be because a higher 

temperature causes higher emission and leaching of nitrogen, especially in south 

China (Sänger et al., 2011). Similarly, wet day frequency is a negative factor for 

PNBN in our study (the mean value was 123 days per year). It might be negative 

because more slight precipitation promotes ammonia volatilization and nitrogen 

leaching (Wang et al., 2019; Liu et al., 2020). However, these results are in conflict 

with those of (Peng et al., 2015). Therefore, further study is needed. The planting 

area index of beans positively influenced the PNBN, according to the regression 

model. This might be caused by the fact that beans have higher nitrogen 

requirement per unit economic yield, which can promote nitrogen removal. On the 

contrary, planting area index of orchards and vegetables had negative impact on 

PNBN, since these had lower nitrogen requirement per unit economic yield. Total 

carbon also had a positive influence on PNBN, since this was positively correlated 

with important crop nutrients. However, improving soil quality and its indigenous 

N supply is a slow process and depends on other factors as well, such as reduced 

tillage and the return of crop residues (Ding et al., 2018). Instead, achieving higher 

NUE at provincial or national level will require policies that favor increases in NUE 

at the field scale, with emphasis on technologies that can achieve greater 

congruence between crop N demand and N supply from all sources, including 

chemical fertilizer, organic inputs, and indigenous soil N (Cassman et al., 2002). 

2.4.3. Weakness and limitations 

Some explanatory variables used in this chapter were dynamic and recorded as 

annual time series. These variables often display temporal autocorrelation. The 

data analysis and modelling might therefore benefit from a longitudinal analysis 

approach (Cook et al., 2002), which takes temporal correlation into account. 

Results might also improve using a geostatistical approach (e.g., regression 

kriging), in which spatial correlation is considered (Webster & Oliver, 2007). The 

limitations of the data (e.g., we had no fertilization rate for each crop and ignored 

temporal variation in soil and other properties) may also affect the accuracy of the 

results presented in this chapter. Uncertainties were also introduced by gap filling 

of missing values in certain years, notably in N, phosphorus and potassium ratio in 

compound fertilizers, manure and straw returning rate, and straw/grain ratio 

changing among varieties of crops. 

It should be noted that this chapter did a statistical analysis on the provincial scale, 

which was much too coarse for deriving detailed recommendations for farmers. In 

order to derive more spatially refined fertilizer recommendations, a higher spatial 
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resolution should be used, such as on county or site level. This could be done if 

NUE indicator observations are available at finer spatial scales. Note that most of 

the covariates used in this chapter were available at high spatial resolution and 

were aggregated to provincial level for the purposes of this chapter. 

Finally, although the models could explain a large part of the spatial and temporal 

variation, they may be improved by expanding the covariate set with additional 

relevant variables. While SMLR is a useful method to quantify the effect of 

explanatory variables on dependent variables and allows interpretation because of 

the simplicity of the resulting models, it is important to note that it only reflects 

linear and additive relationships. These relationships are much more complex, 

which calls for the use of non-linear statistical models. Machine learning approaches 

(e.g., random forests) are a potential option to address this problem (James et al., 

2013), and we will investigate this in future research. 

2.5. Conclusions 

This chapter developed and calibrated multiple linear regression models that predict 

nitrogen use efficiency indicators at provincial scale in China from explanatory 

variables (crop type, climate, topography, soil type and properties, economic 

variables and AMP). It also included an analysis of the spatial and temporal 

variations of NUE indicators at the provincial scale in China from 1978 to 2015. The 

results showed substantial temporal and spatial variation of PFPN and PNBN. PFPN 

was larger in east and south China than in central and west China. It was also 

smaller than 30 kg kg-1 yr-1 in most provinces. PNBN was low in south China (< 

0.40 kg kg-1 yr-1) and moderate in most provinces (0.41-0.50 kg kg-1 yr-1). The 

PFPN in China decreased from 32 kg kg-1 in 1978 to 27 kg kg-1 in 1995, after which 

it increased to 38 kg kg-1 in 2015. PNBN varied from 0.53 in 1978 to 0.38 kg kg-1 

in 2000, after which it remained constant until 2015. 

Stepwise multiple linear regression is an effective and powerful modelling approach 

to model and predict NUE and can derive the major influencing factors of the 

dependent variables. The models derived in this chapter explained more than 70% 

of the variation of NUE. Crop types and various soil properties were influential 

factors of the PFPN model, while crop types, climate and soil properties accounted 

for most of the variation of PNBN. Although the models could explain a large part 

of the spatial and temporal variation, they may be improved by expanding the 

covariate set with additional relevant variables and by exploring the use of non-

linear statistical models. Suitable crop types, temperature and soil properties 

should be considered by policy makers when taking decisions on developing 
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agricultural land management in an agricultural resource use efficiency way, by 

balancing NUE, productivity, and the environment.  
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Chapter 3 

Analysis of spatio-temporal variation of crop yield in China 

using stepwise multiple linear regression 

With increasing discrepancies between population growth and food production in 

China, the monitoring of crop yield is essential to support food security policies. 

However, current studies about spatio-temporal variation of yield mainly focus on 

the influence of climatic factors on grain crops, and do not explore the contributions 

of agricultural, environmental and economic factors on crop yield in China. In this 

study, a large yield dataset, covering 31 provinces and a 38-year period from 1978 

to 2015, and related explanatory variables were collected for analyzing the spatio-

temporal variation of different yield aggregations using stepwise multiple linear 

regression. At the national scale, the average aggregate yield increased from 3.04 

Mg ha-1 in 1978 to 10.04 Mg ha-1 in 2015. Overall, the average aggregate yield 

increased in all provinces, but the average annual growth rates varied: it was 

smaller than 2.5% in Heilongjiang, Guizhou, Beijing, Qinghai and Jilin, more than 

4.0% in Hainan, Guangxi, Ningxia, Hebei and Shaanxi, and between 2.5% and 4.0% 

in other provinces. The spatial patterns of the average yield from 1978 to 2015 

were different for different crop aggregations. Most of the regression models 

explained more than 60% of the yield variance, except for rice, potato and cotton 

models. Agricultural management practices, soil and economic covariates were 

important explanatory variables in all models. Topography and climatic covariates 

were also important for some of the crop models. The regression model of the 

aggregate yield for all crop explained 95% of the yield variance, which was mainly 

explained by planting area index of vegetables (20%), followed by farmer income 

(14%), planting area index of other crops (orchards 11%, melons 8%, sugar 6%, 

cereals 6%), and density of agricultural diesel engines (5%). Although the 

regression residual of the aggregate yield model was zero on average, the trends 

were different in different provinces: most provinces demonstrated a small negative 

or positive residual; the yield was substantially lower (< -0.20 Mg ha-1 yr-1) than 

predicted by the regression model in three provinces in central China (Hebei, 

Shaanxi and Anhui) and substantially higher (> 0.20 Mg ha-1 yr-1) in four provinces 

(Shanxi, Shandong, Sichuan and Guangdong). These systematic over- and 

underpredictions may be caused by other factors, such as plagues, pests, natural 

hazards, market structures (such as competition for labor or impediments to 

market access) and farmer’s management skills. With the increasing population 
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and limited agricultural land resources, enhancing economic growth might be an 

adequate solution to meet the growing demand for food. It can also promote 

agricultural efficiency in China, certainly when combined with better management 

practices, crop composition, breeding and planting technologies. 

Based on: 

Liu, Y., Heuvelink, G. B. M., Bai, Z., He, P., Xu, X., Ding, W., & Huang, S. (2021). 

Analysis of spatio-temporal variation of crop yield in China using stepwise multiple 

linear regression. Field Crops Research, 264, 108098. 
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3.1. Introduction 

China must make strategic decisions on enhancing food production and ensuring 

food security for 1.4 billion people, and those decisions will have a large effect on 

agriculture and land use. Over the past 60 years, crop yield in China has increased 

dramatically, on average by 125 kg ha-1 yr-1 (FAO, 2018). For example, the 

average annual yield increases are 2.5, 1.7 and 3.1% for maize, rice and wheat, 

respectively (National Bureau of Statistics of China, 2019). However, there are 

large spatio-temporal variations of crop yields in China, among others due to 

climate and soil variation (Chen et al., 2011a). Overall, the grain production in 

eastern China was higher than that in the west of China (Wang et al., 2018a). 

Therefore, understanding the temporal and spatial variation of crop yield across 

China is crucial for national food availability and food security. 

Many studies were conducted on analyzing the spatio-temporal variation of crop 

yields in China. High-yield maize was mainly produced in Heilongjiang, Jilin and 

Liaoning provinces in northeast China, with average yields of 1.07, 1.38 and 

1.52 Mg ha-1 in 1961 and increasing rates of 54 kg ha-1 yr-1, 81 kg ha-1 yr-1 and 

67 kg ha-1 yr-1 over the past 60 years, respectively (Guo et al., 2017). Rice yield 

increased by 23 kg ha-1 yr-1 since 2000. The highest rice yield was produced in 

central China with 7.07 Mg ha-1 in 2015; while the lowest rice yield was in south 

China, with 5.85 Mg ha-1 in 2015 (Wang et al., 2018d). Wheat yield varied from 

6.33 Mg ha-1 in north China to 14.80 Mg ha−1 in south China. It also increased from 

west to east along the same latitude (Lv et al., 2017). Sunflower yield was steady 

from 1985 to 2008 and increased slowly afterwards; in 2015, productive sunflower 

was mainly distributed in north and central China (Gansu 3.67 Mg ha-1, Hebei 

2.82 Mg ha-1, Xinjiang 2.81 Mg ha-1, Inner Mongolia 2.74 Mg ha-1, Ningxia 

2.56 Mg ha-1) (Fu et al., 2019). 

In order to improve crop yields, exploring the causes of spatio-temporal yield 

variation is helpful to design policies. Important factors of agricultural production 

and its variation include technology, genetics, climate, soil, field management 

practices and associated decisions such as fertilizer application, tillage and crop 

hybrid selection, irrigation management, row spacing, planting date and depth 

(Kukal & Irmak, 2018). On a global scale, over 21% of yield variation could be 

explained by agro-climatic variation (Iizumi & Ramankutty, 2016). Climatic factors, 

especially their annual variation, exhibit a stronger overall linkage to changes in 

late paddy rice yield of China than technological factors (Wang et al., 2016b). The 

warming trend increased rice yield in northeast China and soybean in north and 
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northeast China; however, it decreased maize yield in seven provinces in central 

and northeast region and wheat yield in three provinces (central and northeast 

China) (Tao et al., 2008). Thus, the relationship between climatic factors and yield 

is scale-, location- and crop-dependent. Large-scale statistical data and regional 

climate datasets are important for investigating general response patterns of crop 

yields to climate change and variation. 

Most studies on yield variation addressed either one specific crop (Deng et al., 2019) 

or main grain crops (Iizumi & Ramankutty, 2016). In such a case, the result does 

not reflect the integral productivity for all crops. Moreover, existing research mostly 

focused on the influence of climatic factors on yield (e.g., (Kukal & Irmak, 2018). 

Few studies aimed at explaining the yield variation using agricultural, 

environmental and economic factors, let alone explore the importance of these 

factors. As a consequence, a better understanding of the contributions of 

agricultural, environmental and economic factors on yield and yield variation is 

needed. A provincial-scale evaluation of the spatio-temporal variation for aggregate 

yield over a long-term period could provide a general overview and the required 

high-level information for decision makers. 

A disadvantage of analysis of aggregate yield variation is that different crops may 

have very different yields. For instance, the average yield of tomatoes, rice and 

maize per unit area is quite different and only evaluating the aggregate yield would 

not recognize these differences. To account for this, it is also useful to run separate 

analyses for different crop categories and for individual crops. Such analyses do 

not suffer from the problem that yields from different crops are aggregated, but an 

important drawback is that the analysis must be done for many different crop 

categories, individual crops and perhaps even for different crop varieties. This may 

yield too detailed and too much information, thus obscuring general patterns. 

Decision and policy makers in particular need integrated information that shows 

general patterns and trends.  

In this chapter, we collected agricultural, environmental and economic factors that 

may influence the spatio-temporal variation of yield and analyzed their correlation 

with the aggregate yield of all crops in 31 provinces in China, from 1978 to 2015. 

This study aims at: a) analyzing the space-time patterns of yield aggregations at 

multiple levels in China with large yield datasets; b) constructing empirical models 

of different yield aggregations using stepwise linear regression; c) exploring the 

major explanatory variables of spatio-temporal variation of different yield 

aggregations and their relative importance; d) analyzing the temporal and spatial 

patterns of the regression residual (difference between observations and 



Chapter 3 Analysis of spatio-temporal variation of crop yield in China using 

stepwise multiple linear regression 

 

45 

 

predictions) for the models for yield aggregated over all crops, staples crops, cash 

crops and three individual crops (maize, rice and wheat). 

3.2. Data and Methods 

3.2.1. Yield and explanatory variables 

We collected yield data from 1978 to 2015 of 31 provinces of China (excluding Hong 

Kong, Macao and Taiwan; Chongqing started from 1997). For potatoes, the data 

was from 1982 to 2015, while watermelon data was from 1996 to 2012. To assess 

the effect of fertilization policies on temporal variation of yield at provincial scale, 

we distinguished three fertilization periods: (a) high-yield fertilization (1978–1995), 

(b) balanced fertilization (1996–2005), (c) soil-test based fertilization (2006–2015). 

The yield was calculated using data on crop production and planting area of various 

crops (cereals, beans, tubers, oil crop, sugar crop, fiber (fiber and cotton), tobacco, 

tea, vegetables, melons and fruits), originating from the National Bureau of 

Statistics of China (2019). Explanatory variables included topography, crop types, 

soil types and soil properties, climate, economy and agricultural management 

practices (AMP). The explanatory variables were obtained from the Climate 

Research Unit (1978-2015), (Harris et al., 2014), National Bureau of Statistics of 

China (2019) and published articles (Shangguan et al., 2014; Hengl et al., 2017; 

SoilGrids, 2018), see Table B.1. For convenience, we use abbreviations to represent 

these variables (see Table B.1). All explanatory variables available as raster maps 

were aggregated to provincial scale by taking the spatial average over all raster 

cells within a province. Most of the variables were dynamic, except for enhanced 

vegetation index, topography and soil covariates, which were considered static 

because these had negligible temporal variation during the period studied. Crop 

and soil types were transformed to continuous-numerical variables by computing 

area proportions. In this study, we used 30 reference soil groups of the World 

Reference Base (Hengl et al., 2017). Climatic variables were detrended according 

to the growing season of crops: we used seasonal averages for some crops (major 

staples crops: maize, rice, wheat, potato and soybean; major cash crops: cotton, 

peanut, rapeseed, watermelon, see Table B.2), and annual climate information for 

crops whose growing season is a full year or more (Ray et al., 2015). A total of 

1,159 annual yield observations and 115 explanatory variables were employed to 

analyze and explain spatio-temporal variation in aggregate yield. Mean values of 

the explanatory variables used in the final aggregate yield model for each province 

are summarized in Table B.3. 
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3.2.2. Stepwise multiple linear regression and model fitting 

The regression models used in this study can be divided into three levels according 

to crop yield aggregation: 1) all crops; 2) staples (aggregation of cereal, beans and 

tubers) and cash crop categories (aggregation of oil, sugar, fiber, tobacco, tea, 

vegetables, melons and fruits); 3) twelve individual crops: maize, rice, wheat, 

potato and soybean (major staples crops); cotton, sugarcane, peanut, rapeseed, 

apple, citrus, watermelon (major cash crops). If there is no further specification, 

then yield refers to the first level, that is the aggregate yield over all crops. 

Regression analysis is widely used for prediction. Multiple linear regression models 

the relation between a dependent variable (i.e., crop yield) and explanatory 

variables by fitting a linear equation using observed data. A first step in multiple 

regression is to examine pairwise relationships among all variables, since this is 

helpful to understand the data. In some circumstances, the emergence and 

disappearance of relationships can indicate important findings that result from 

multiple regression models. The bivariate correlations and corresponding scatter 

plots were plotted in a single figure using the chart.Correlation function of the 

PerformanceAnalytics package, v2.0.4 of the R language for statistical computing 

(R Core Team, 2018) (See Figure 3.1). 

Stepwise regression methods use criteria to select explanatory variables 

automatically, such as F-test, adjusted R2, Akaike information criterion (Soergel et 

al.) and Bayesian information criterion (BIC). Here, we used BIC for variable 

selection and forward stepwise regression, as implemented in the stepAIC function 

in the MASS package, v7.3-53 of the R language for statistical computing (R Core 

Team, 2018). Furthermore, multicollinearity, which refers to a situation in which 

two or more explanatory variables in a multiple regression model are highly linearly 

related, can be detected using the variance inflation factor (VIF). A rule of thumb 

is that if VIF is more than 10 then multicollinearity is too high (Kutner et al., 2004). 

If this occurred, we deleted the explanatory variable with the highest VIF and 

refitted the model. We repeated this procedure until the condition that all VIFs are 

below 10 was satisfied. Next, we used the confint function in the stats package 

(v3.6.2) to check the statistical significance of the remaining explanatory variables. 

Insignificant variables (i.e., p-value larger than 0.05) were deleted in a stepwise 

procedure. A flowchart of the model selection process is given in Figure B.1. 

In order to make the regression coefficients of the final model more interpretable, 

all explanatory variables were standardized to zero mean and unit standard 

deviation using the scale function in the base package of R. As a result, the 
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regression coefficients describe the expected change in the dependent variable for 

a standard deviation change in an explanatory variable, holding the other 

explanatory variables constant. This is the simplest means to assess the relative 

importance of explanatory variables. But in this study, we used the method of 

relative weights to obtain the relative importance of explanatory variables 

(Kabacoff, 2011). This method closely approximates the average increase in R-

square obtained by adding an explanatory variable across all possible sub-models. 

Multiple linear regression assumes that the regression residuals are independent 

and identically distributed Gaussian variables. The normality assumption was 

evaluated by computing the studentized residual, the histogram of which is 

generated in the ‘residplot’ function, which superimposes a normal curve, kernel 

density curve and rug plot, visually reflecting how close model errors are to a 

normal distribution (Kabacoff, 2011). 

3.2.3. Validation/Accuracy assessment 

Cross-validation is a resampling procedure used to evaluate prediction models on 

a limited data set. This method is commonly applied because it generally results in 

a more stable assessment of model performance than other methods, such as 

splitting a dataset into a calibration and validation set. In k-fold cross-validation, 

the original sample is randomly partitioned into k equally sized subsamples. Of the 

k subsamples, a single subsample is retained as validation data for testing the 

model, and the remaining k – 1 subsamples are used as training data. The cross-

validation process is then repeated, with each of the k subsamples in the process 

used once as a validation set. The results from the k processes are merged to 

produce a single validation set. 10-fold cross-validation is widely used, also in this 

study, but other values of k can also be used. 

The model validation metrics used were the mean error (ME), root mean squared 

error (RMSE), normalized RMSE (nRMSE), coefficient of determination (R2) and 

Lin's concordance correlation coefficient (LCCC) (Lin, 1989). These are computed 

as follows: 

ME =
1

n
∑ (Pi − Oi)

n
i=1                                      (3.1) 

RMSE = √
1

n
∑ (Pi − Oi)2n

i=1                                  (3.2) 

nRMSE =
√

1

n
∑ (Pi−Oi)2n

i=1

O̅
                                    (3.3) 

R2 =
∑ (Pi−O̅)2n

i=1

∑ (Oi−O̅)2n
i=1

                                          (3.4) 



Chapter 3 Analysis of spatio-temporal variation of crop yield in China using 

stepwise multiple linear regression 

 

48 

 

LCCC =
2rσoσp

σo
2+σp

2+(O̅−P̅)2                                    (3.5) 

where n is the number of observations; Pi and Oi are the predicted and observed 

yield values for observation i, respectively;P̅ and O̅ are the mean of predicted and 

observed values; σp and σo are the standard deviations of predicted and observed 

values; and r is the Pearson correlation coefficient between the predicted and 

observed values. 

ME represents the prediction bias of the model (i.e., the systematic error). RMSE 

reflects how far off the predicted values on average are from the observed values. 

Smaller ME and RMSE values indicate better model performance. The nRMSE 

statistic (0 ≤ nRMSE ≤ 100%) is convenient for comparing the degree of agreement 

between predicted and observed values for variables measured in different units. 

It only applies to ratio variables (i.e., variables that have a natural zero). We 

consider nRMSE ≤ 15% as “good” agreement; 15–30% as “moderate” agreement; 

and ≥ 30% as “poor” agreement (Liu et al., 2013a; Liang et al., 2016). R2 measures 

the closeness of the predicted and observed values to the 1:1 line. If it is over 0.90, 

this indicates a good agreement between observations and predictions (Aghdaei et 

al., 2017). LCCC is an alternative to R2 and signifies the degree to which the 

predicted and observed values are close to the 1:1 line. An LCCC smaller than 0.90 

is considered to be poor agreement, 0.90–0.95 as moderate agreement, 0.95–0.99 

as substantial agreement, and larger than 0.99 as almost perfect agreement (de 

Beaufort et al., 2017). 

In order to analyze the model performance for each province over 1978–2015, the 

temporal and spatial variation of the regression residual (i.e., observed yield minus 

predicted yield) was also calculated. Whenever the regression residual is positive 

(the observed yield is higher than predicted), the provinces in that year do better 

than expected based on explanatory variables. The opposite occurs in case of a 

negative regression residual. 

3.3. Results 

Because of space limitations, this section mainly focuses on the results of the first 

level modelling (aggregate yield over all crops) and presents fewer results for the 

level 2 (staples and cash crop categories) and level 3 (individual crops) analyses. 

More detailed results for levels 2 and 3 are provided in Appendix C. 
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3.3.1. Descriptive statistics of dependent and explanatory variables 

Summary statistics of the yield and explanatory variables included in the final 

level 1 model are listed in Table 3.1. The yield exhibited a slightly skewed 

distribution, with skewness and kurtosis coefficients of 1.07 and 3.78, respectively, 

and a mean value of 6.59 Mg ha-1, which was higher than its standard deviation 

(Std., 3.34 Mg ha-1), indicating a fairly steady yield. 
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Table 3.1: Summary statistics of yield and explanatory variables included in the final model. 

Classification Property Unit Min. 1st Qu. Median Mean 3rd Qu. Max. Std. Skewness Kurtosis 

Dependent 
variable Yield Mg ha-1 1.57 4.13 5.82 6.59 8.16 19.24 3.34 1.07 3.78 

Topography 
TPI meter  -0.46 -0.06 0.02 0.03 0.08 0.82 0.23 1.16 6.27 

SLP meter 0.0 0.1 0.2 0.2 0.2 0.4 0.1 0.07 1.96 

Crop 

VEG % 0.0 3.2 5.9 7.8 10.9 32.4 6.1 1.35 4.75 
SUG % 0.0 0.0 0.2 1.1 0.8 16.3 2.3 3.55 17.98 
BEAN % 0.0 2.1 4.0 5.4 6.7 39.4 5.5 3.00 14.90 
ORC % 0.1 1.1 3.3 5.0 6.9 23.9 4.9 1.39 4.35 
CER % 25.9 47.7 58.1 56.5 65.6 93.0 12.7 -0.22 2.63 
MEL % 0.0 0.4 0.7 1.0 1.2 5.6 0.9 2.18 9.64 
TEA % 0.0 0.0 0.1 0.8 1.0 7.9 1.3 2.41 9.09 

Soil 

EXH cmol kg-1 1.05E-03 1.71E-03 2.18E-03 2.27E-03 2.75E-03 4.91E-03 8.07E-04 1.07 4.72 
PHO ppm of weight 0.00 0.02 0.04 0.06 0.04 0.28 0.07 1.79 4.99 
TC % of weight 0.57 1.06 1.37 1.49 1.90 3.33 0.58 0.94 4.35 
TP % of weight 0.03 0.04 0.05 0.05 0.06 0.08 0.01 0.21 2.31 
SILT % 27.6 36.1 41.3 41.4 44.0 60.9 6.5 0.64 4.25 
HP % 0.0 0.3 0.5 0.7 0.9 2.8 0.6 1.75 6.64 

ALI % 0 0 2 4 6 24 6 1.77 6.09 
LUV % 4 7 12 13 18 31 8 0.62 2.38 
CRY % 0 0 0 1 0 6 2 2.38 7.40 
CAM % 8 13 18 20 22 58 11 2.02 7.15 
GLE % 1 2 4 4 6 10 3 0.78 2.40 
SOL % 0 0 1 2 4 9 2 1.22 3.50 

Economic 
variables 

INC RMB person-1 142 479 1697 2949 3950 23205 3537 2.09 8.20 

AMP 

TOW (1000 ha)-1 0 3 8 16 20 333 26 4.70 39.73 

DIE (1000 ha)-1 0 5 15 27 34 173 34 2.18 7.48 

TRA (1000 ha)-1 0 3 6 12 13 419 23 10.24 150.93 

TRAS (1000 ha)-1 1 21 43 64 70 561 78 3.53 18.52 

IRRI ha ha-1 0.1 0.2 0.3 0.3 0.4 1.0 0.2 1.54 5.87 
Notes: Min.: minimum; 1st Qu.: first quartile; 3rd Qu.: third quartile; Max.: maximum; Std.: standard deviation; See Abbreviations for explanation of the variable code 

names.
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Pearson’s correlation coefficients were used to compare the pairwise relationships 

between yield and explanatory variables (Figure 3.1). There was a significant 

negative correlation between yield and local upslope curvature, exchangeable 

acidity, planting area index of beans, cryosols, total phosphorus, amount of water-

soluble phosphorus, and planting area index of cereal, while no significant 

correlation between yield and planting area index of tea, topographic position index 

(TPI), solonchaks, histosol probability, alisols, cambisols, gleysols was found. Yield 

had a positive correlation with thirteen other explanatory variables. Most of the 

explanatory variables were significantly correlated with each other. 

  

Figure 3.1: Pairwise comparison of yield and all explanatory variables used in the 

level 1 yield model. The upper-right panel contains predicted pair-wise Pearson’s 

correlations. The diagonal panel shows histograms and the lower-left panel shows 

scatterplots with a LOESS smoother added to aid visual interpretation. Top row and 

left columns show bivariate relations between yield and explanatory variables. 

Note: See Abbreviations for explanation of the variable code names. * p < 0.05; ** p < 0.01; *** p < 

0.001.  
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3.3.2. Temporal and spatial variations of yield from 1978 to 2015 

A large temporal increase of aggregate yield from 1978 to 2015 was detected 

(Figure 3.2a). At the national scale, it increased from 3.04 Mg ha-1 in 1978 to 

10.04 Mg ha-1 in 2015 (average yield of 6.37 Mg ha-1 yr-1), with an average annual 

growth rate of 3.3%. The yield increased in all provinces but the average annual 

growth rates varied. It was smaller than 2.5% in Heilongjiang, Guizhou, Beijing, 

Qinghai and Jilin, more than 4.0% in Hainan, Guangxi, Ningxia, Hebei and Shaanxi, 

and between 2.5% and 4.0% in other provinces (Figure 3.2a). 

Figure 3.2b shows results of the yield variation over time for crop categories and 

individual crops, on a national scale. The average yields of staples and cash crop 

were 4.17 and 12.79 Mg ha-1 yr-1, respectively; while their average annual growth 

rates were 2.1 and 2.6%, respectively. The average yields of cotton, rapeseed and 

soybean were smaller than 2 Mg ha-1 yr-1 (0.98, 1.45 and 1.55 Mg ha-1 yr-1, 

respectively) while they were higher than 10 Mg ha-1 yr-1 for watermelon and 

sugarcane (11.46 and 19.83 Mg ha-1 yr-1, respectively). The lowest average annual 

growth rate was less than 2.5% (1.5, 1.5, 1.7, 1.7, 1.9 and 2.0% for soybean, rice, 

potato, sugarcane, watermelon and maize, respectively). The highest average 

annual growth rates were more than 4.0% (4.7 and 5.3% for apple and citrus, 

respectively) (Figure 3.2b). 
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Figure 3.2: Temporal variation of crop yield from 1978 to 2015: (a) aggregate yield 

(points refer to provincial yield; red line is the national average); (b) national yield 

for different crop aggregations (sugarcane and watermelon units are plotted on the 

Y-axis on the right). 
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We grouped the aggregate yield into five grades: very low (< 4 Mg ha-1 yr-1), low 

(4–6 Mg ha-1 yr-1), moderate (6–8 Mg ha-1 yr-1), high (8–10 Mg ha-1 yr-1), and very 

high (> 10 Mg ha-1 yr-1), and derived maps of the yield for the three fertilization 

periods (1978–1995, 1996–2005, 2006–2015) (Figure 3.3). Overall, the yields in 

the eastern coastal provinces were higher than those in the inland provinces; and 

higher in east and south China than in west and north China. This is most clear for 

the first period (1978–1995, Figure 3.3a). As the yield increased faster in west 

China, the yield discrepancies became smaller during the 2006–2015 period. 

Between 1978 and 1995 the yield was low (less than 6 Mg ha-1 yr-1) in most of the 

provinces, moderate (6–8 Mg ha-1 yr-1) in Liaoning, Shanghai, Guangdong and 

Tianjin, and high (8.99 Mg ha-1 yr-1) in Beijing. From 1996 to 2005, there was not 

a single province with a yield at the very low level; most of the provinces had a 

yield at low and moderate level; four provinces (Henan, Fujian, Jiangsu and 

Zhejiang) had yield at the high level; and nine provinces (Hebei, Liaoning, 

Guangdong, Hainan, Shandong, Tianjin, Shanghai, Guangxi, and Beijing) had yield 

at the very high level. From 2006 to 2015, four provinces (Guizhou, Qinghai, 

Heilongjiang and Inner Mongolia) had yield at low level; twelve provinces had yield 

at moderate level; Hunan and Hubei had yield at high level and the other thirteen 

provinces had yield at the very high level. 
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Figure 3.3: Spatial distribution of the average yield aggregated over all crops per 

province for three periods: (a) high yield fertilization (1978–1995), (b) balanced 

fertilization (1996–2005), (c) soil-test based fertilization (2006–2015). 

The spatial patterns of the average yield from 1978 to 2015 were different for 

different crop yield aggregations (Figure 3.4). We present results for both crop 

categories (staples and cash) and for three individual crops (maize, rice and wheat). 

Results for all other individual crops are shown in Appendix C. For staples crops, 

the yield was less than 3.0 Mg ha-1 yr-1 in north China; yield between 3.0 and 

4.0 Mg ha-1 yr-1 mostly located in southwest China, northeast China, northwest 

China and north central China. Yields higher than 4.0 Mg ha-1 yr-1 were mostly in 

east and south China, except for Xinjiang (Figure 3.4b). The spatial pattern of cash 

crops (Figure 3.4c) was similar to that of the aggregate yield (especially the yields 

in the eastern coastal provinces, which were much higher than those in the inland 

provinces). The maize yields (Figure 3.4d) were higher in north China than in south 

China. For rice, the yields in middle China were higher than those in north and 

south China. Rice yields in south China were lower than 5 Mg ha-1 yr-1, while rice 

yield in northwest China (Ningxia) was the highest (8.11 Mg ha-1 yr-1) (Figure 3.4e). 
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The spatial pattern of wheat yield was similar to that of rice, but only 8 provinces 

had a yield lower than 2.5 Mg ha-1 yr-1. These were mostly provinces in north and 

south China. The wheat yield in south China (Guangxi and Jiangxi) was the lowest 

(< 1.5 Mg ha-1 yr-1) while the highest yield (> 4.5 Mg ha-1 yr-1) was situated in 

north-central China (Shandong and Beijing) and west China (Tibet) (Figure 3.4f). 

  

Figure 3.4: Spatial distribution of the average yield per province from 1978 to 2015: 

(a) all crops, (b) staples crops, (c) cash crops, (d) maize, (e) rice, (f) wheat. 
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3.3.3. Stepwise multiple linear regression model and performance evaluation 

The initial stepwise regression model included 45 explanatory variables, which 

explained 97% of the variance of aggregate yield. Gross domestic product of 

agriculture (GDP), rural population, temperature, wet day frequency and other 

explanatory variables were dropped from the regression model in the VIF step to 

remove multicollinearity. This reduced the complexity of the model to 28 

explanatory variables. Next agricultural electronic engines were removed because 

it was not statistically significant. The final model had 27 explanatory variables and 

explained 95% of the aggregate yield variance (Figure B.1). 

The regression coefficients of the aggregate yield model are shown in Table 3.2. 

Note that these were obtained using standardized explanatory variables and hence 

can be mutually compared. The explanatory variables significantly affected the 

yield (p < 0.01). There were fifteen explanatory variables that had a positive impact 

on yield, while the other twelve explanatory variables had a negative contribution.  
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Table 3.2: Regression coefficients of the yield model. 

Property Regression coefficients Std. error 

(Intercept) 6.59 0.02 

VEG 1.87 0.06 

SUG 1.24 0.04 

TOW 1.00 0.06 

IRRI 0.60 0.05 

ORC 0.55 0.05 

SLP 0.39 0.06 

TP 0.38 0.06 

TRAS 0.36 0.04 

INC 0.35 0.04 

GLE 0.31 0.05 

LUV 0.31 0.05 

DIE 0.29 0.03 

TC 0.22 0.04 

CER 0.19 0.05 

MEL 0.19 0.04 

TPI -0.11 0.04 

ALI -0.16 0.05 

PHO -0.20 0.06 

BEAN -0.20 0.05 

SOL -0.26 0.07 

TEA -0.33 0.04 

CAM -0.40 0.05 

HP -0.41 0.05 

SILT -0.42 0.07 

CRY -0.50 0.07 

EXH -0.59 0.06 

TRA -0.80 0.06 

Note: See Abbreviations for explanation of the variable code names. 

The regression diagnostics showed that the model studentized residuals follow a 

normal distribution quite well (Figure 3.5). None of the explanatory variables had 

a VIF greater than 10 (Table 3.3), which is as expected because we corrected 

multicollinearity during model selection. 
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Figure 3.5: Distribution of the studentized residual of the aggregate yield model. 

Table 3.3: Variance inflation factors (VIF) of the aggregate yield model. 

Classification Property VIF 

Topography TPI 3.8 
SLP 8.0 

Crop VEG 7.9 
 SUG 2.7 
 BEAN 4.4 
 ORC 4.3 
 CER 5.1 
 MEL 2.9 
  TEA 3.8 

Soil 

EXH 7.2 
PHO 7.2 
TC 2.6 
TP 8.2 
SILT 9.0 
HP 5.0 
ALI 5.3 
LUV 4.2 
CRY 9.4 
CAM 4.3 
GLE 5.6 
SOL 9.3 

Economic variables INC 3.6 

AMP 

TOW 8.4 
DIE 1.8 
TRA 7.0 
TRAS 2.5 
IRRI 5.0 

Note: See abbreviations (Table B 1) for explanation of the variable code names. 
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The 10-fold cross-validation results are shown in Table 3.4. The coefficient of 

determination defined in Equation 3.4 was 0.95 and practically equal to the 

adjusted R-square of the multiple regression model, indicating no over-fitting 

problem. Other accuracy verification metrics also showed good model performance, 

with low ME (0.00 Mg ha-1), RMSE (0.75 Mg ha-1), nRMSE (11%) and high LCCC 

(0.97). The scatter plot of observations against predictions and density plots of 

observations and predictions also showed that the model predicted yield quite well, 

even though it slightly smoothed the data and under-predicted extremes 

(Figure 3.6). 

Table 3.4: Model performance and cross-validation (CV) metrics of the yield 

model. 

Metrics Yield Yield CV 

ME 0.00 -0.00 

RMSE 0.75 0.77 

nRMSE 11% 12% 

R2 0.95 0.95 

LCCC 0.97 0.97 

Note: CV means 10-fold cross-validated results. 

  

Figure 3.6: Scatter (a) and Kernel density (b) plots of observed and predicted 

aggregate yield. 

Note: the dotted line means average value in Figure 3.6b; the average values of observed and predicted 

yield were the same. 
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For other aggregation levels, the model performance between original and 10-fold 

cross-validation results was very similar, indicating no over-fitting problem 

(Appendix C). From the R-square (Figure 3.7 and Appendix C), we understand that 

the cash crops model (R-square of 0.88) explained more yield variation than the 

staples crops model (R-square of 0.77). Most of the individual cash crop models 

had an R-square higher than or around 0.7, except for the cotton model. On the 

contrary, for the individual staples crop models, only the maize and wheat models 

had a high R-square of 0.71 and 0.76, respectively, while the soybean, potato and 

rice models had an R-square lower or around 0.6. Note that the rice model had a 

low nRMSE (16%), suggesting that it was a moderate to good model. 

3.3.4. Relative importance of explanatory variables 

The relative importance of explanatory variables in yield models at different 

aggregation levels is shown in Figure 3.7. Most crop models had an R-square larger 

than 0.6, except for the models for rice, potato and cotton. In summary, AMP, soil 

and economic covariates were included in all models. Crop type covariates were 

important in the aggregate yield and cash crops models, but not for the staples 

crops model. Topography had influence in the aggregate yield model with low 

relative importance but had no impact on the staples and cash models. Instead, 

climatic covariates were relatively important for the staples and cash models, but 

not for the aggregate yield model. For individual crop yield models, the sugarcane 

model was the only model where topography and climate were both important and 

had a contribution larger than 5% of R-square. Topographic covariates were also 

important for the maize and rapeseed models (contribution > 5% of R-square), 

while climatic covariates were also important for the watermelon model. 

For the aggregate yield model, the R-square was 0.95 (Figure 3.7a). The crop type 

had the highest importance (54% of the R-square, e.g., planting area index of 

vegetables 20%, orchards 11%, melons 8%, sugar 6%, cereals 6%), followed by 

soil covariates (19%, e.g., water soluble phosphorus 4%, luvisols 3% and total 

phosphorus 2%), economic variables (farmer income 14%), AMP (12%, e.g., 

agricultural diesel engines 5%, towing farm machinery of large and medium-sized 

agricultural tractors 3% and available irrigation area index 2%). Topography had 

the least influence, accounting for only 1% of the R-square (TPI 0.6% and local 

upslope curvature 0.6%). Most crops had a positive influence on yield (i.e., they 

had a positive partial regression coefficient), except for beans and tea (Figure 3.7a). 

AMP had similar characteristics: positive effects on yield for most explanatory 

variables but a detrimental impact of large and medium-sized agricultural tractors. 
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Farmer income was the only economic variable included and had, as expected, a 

positive influence on yield. Soil covariates had a more complex influence: many of 

them had a negative impact on yield, while luvisols, total phosphorus, total carbon 

and gleysols affected yield positively. The two explanatory variables in the 

topography group showed the same absolute value of relative importance: a 

negative impact of TPI and a positive effect of local upslope curvature. 
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Figure 3.7: Relative importance of explanatory variables for the yield models for all 

three crop aggregation levels. Negative values mean that the explanatory variables 

have negative influence on yield; positive values, a positive influence. 

3.3.5. Temporal and spatial patterns of regression residuals 

Temporal variation trends of the regression residual varied between provinces: 

aggregate yield was over-predicted first and then under-predicted in northeast, 

northwest and northcentral China (six provinces) (Figure 3.8a; green color in 

Figure 3.9a). Conversely, yield was under-predicted first and over-predicted later 

in west and south China (eight provinces) (Figure 3.8b; red color in Figure 3.9a). 

Observed yield was higher than predicted yield in the mid-term and lower than 

predicted in the beginning and end of the 1978–2015 period in north, central and 

southwest China (six provinces) (Figure 3.8c; yellow color in Figure 3.9a). 

Unstructured variation in regression residual was observed in central, south and 

northeast China (eleven provinces) (Figure 3.8d; orange color in Figure 3.9a). 
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Figure 3.8: Temporal variation trend of regression residual for all provinces: (a) 

increasing trend, (b) decreasing trend, (c) arched trend, (d) complex fluctuation. 
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Figure 3.9: Spatial patterns of regression residual characteristics during 1978–

2015: (a) temporal trend shape; (b) mean values; (c) standard deviation (Std.). 

On average, most provinces demonstrated a near zero or positive regression 

residual (i.e., these provinces produced similar or higher yield when compared with 

predicted yield from explanatory variables). Eleven provinces had a small residual 

(-0.05 – 0.05 Mg ha-1 yr-1) and were mostly situated in north and central China. 

Eight provinces in north and central China showed a large positive residual (0.05 – 

0.20 Mg ha-1 yr-1), while four provinces (Shanxi, Shandong, Sichuan and 

Guangdong in central and south China) had very large positive residual (> 

0.20 Mg ha-1 yr-1). Five provinces in south, west and northeast China indicated a 

large negative residual (-0.05 – -0.20 Mg ha-1 yr-1); three provinces (Hebei, 

Shaanxi and Anhui in central China) had a very large negative residual (< -

0.20 Mg ha-1 yr-1) (Figure 3.9b). There was a considerable spatial variation in 

regression residual standard deviation (Figure 3.9c). It was higher in east China 

than in west China. Five provinces in central China had very small regression 

residual standard deviation (smaller than 0.4 Mg ha-1 yr-1); nine provinces in 

central and west China had small regression residual standard deviation (0.4 – 
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0.6 Mg ha-1 yr-1); seven provinces in east China had moderate regression residual 

standard deviation (0.6 – 0.8 Mg ha-1 yr-1); six provinces in east and southwest 

had large regression residual standard deviation (0.8 – 1.0 Mg ha-1 yr-1); four 

provinces in northeast and northcentral China had very large regression residual 

standard deviation (> 1.0 Mg ha-1 yr-1). 

For the staples crop, cash crop and three individual crop models, temporal variation 

trends of the regression residual varied between provinces (Appendix C). A few 

provinces showed an increasing trend of yield residual, while even fewer provinces 

showed a decreasing trend (i.e., changing from positive values to negative values) 

for regression residual in yield models of staples (Zhejiang and Qinghai), maize 

(Zhejiang), wheat (Zhejiang and Shanghai) and rice. For the cash yield model, nine 

provinces (e.g., Zhejiang) showed a decreasing trend. Therefore, the yield in 

Zhejiang was underestimated first and then overestimated in all crop models except 

for rice. Many provinces showed an arched trend of regression residual, had higher 

prediction in the mid-term and lower in the beginning and end of the 1978–2015 

period. However, some provinces showed special characteristics: Shandong had 

higher prediction first and then lower prediction in staples yield (Figure C.3c); 

Gansu (in cash model, Figure C.7c) and Jiangxi (in rice and wheat model, Figures 

C.15b, 19c) had higher predicted than observed yield in most of the years; Qinghai 

and Liaoning had lower predicted than observed yield in the cash model during 

most of the years (Figure C.7c). Although the yield residual in Yunnan and Guizhou 

fluctuated, it had higher predicted yield than observed in the wheat model for most 

years (Figure C.19d). Overall, the cash yield model had higher mean values and 

standard deviation for the regression residual than other models. The standard 

deviation of yield residual was higher in north and west China for staples and three 

individual grain crops, while it was higher in east China for cash crops. 

3.4. Discussion 

3.4.1. Spatial and temporal variation of yield 

The marked increase of aggregate yield in China between 1978 and 2015 

(Figure 3.2a) is likely caused by improved crop varieties and increased fertilizer 

application. However, the average annual growth rates in Heilongjiang, Guizhou, 

Beijing, Qinghai and Jilin were smaller than those in other provinces. In 

Heilongjiang and Jilin, constraints from shallow topsoil resulting from long-term 

continuous cropping, severe black soil loss due to soil erosion and insufficient 

organic matter input led to decline in soil fertility and affected yield (Tang, 2016). 
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In Beijing, rapid urbanization and industrial development (rapid development of 

manufacturing, commercial service and animal husbandry) during this period led 

to fewer farmers and less input on agricultural land, compared with other provinces. 

The difficulty of large agricultural machines operation in rugged terrain and 

mountainous landscapes limited the yield increase in places like Guizhou and 

Qinghai (Wang et al., 2018a). For Guizhou in southwest China, insufficient solar 

radiation and uneven precipitation also limited yield increase (Xiao et al., 2004). 

High altitude, low temperature and shortage of precipitation limited yield 

improvement in Qinghai (Yang et al., 2019). 

The average annual growth rates increased strongly in Hainan, Guangxi, Ningxia, 

Hebei and Shaanxi. Hainan and Guangxi were abundant in solar radiation and 

temperature, precipitation and capital investment, which created favorable 

conditions for production of fruit trees with high yield (Huang et al., 2018). Not 

surprisingly, promotion and application of advanced technology played a key role 

in increasing yield, such as introducing new variety breeding, soil-test based 

fertilizer recommendation and pest control (Zhao, 2010). Ningxia had favorable 

environmental conditions: high temperature in crop growing season, large day and 

night temperature difference, sufficient solar radiation with sufficient irrigation and 

good management practices made large improvements of yield possible (Yang, 

2017). For Hebei, the cultivation of drought-tolerant varieties and crops with low 

water consumption alleviated the restriction of drought on yield (Zhang et al., 

2020). The yield increased in Shaanxi province due to modern dry-land cultivars 

(Sun et al., 2014) and increasing solar radiation (Chen et al., 2017). 

The average annual growth rates of cash crops were larger than those of staples 

crops during the study period, especially for apples and citrus. The most important 

reason is likely technological improvements has been stronger for cash crops since 

these crops have higher economic value than staples crops, which promotes the 

development of agricultural management and farmers’ motivation (e.g., pruning, 

pest control, bagging, fertilization) and processing manufacturing (e.g., post-

harvest processing technology, fruit juice processing technology). 

The yield increase over the three effectual fertilization periods suggests that the 

adoption of these fertilization polices was effective. The spatial distribution pattern 

of yield conforms to the distribution characteristics of the Hu Huanyong Line from 

1978 to 2005. This line is the divide between farming area and nomadic area in 

China. To the west of the line are mostly grasslands, deserts and snowy plateaus, 

which are not appropriate for high-yield crops. This area is sparsely populated and 

the economy is underdeveloped. Therefore, the yield is quite low. East of the line, 
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especially south of the Qinling-Huaihe River, is a highly populated and economically 

developed area where agriculture is intensive with multiple cropping and crop yield 

is relatively high. The distribution pattern of staples production accords with the Hu 

Huanyong Line between 1998 to 2014 (Wang et al., 2018a). Although the crops 

considered in these studies, which only include staples crops, are different from 

those in our study, the distribution pattern is similar. Zhu et al. (2012) investigated 

crop straw production, such as grain, beans, tuber crops, cotton and cane in 2009, 

and found that the spatial distribution pattern was well in line with the 400 mm 

rainfall separation line, and close to the Hu Huanyong Line. Since 2006, the 

difference in yield characteristics on either side of the Hu Huanyong Line has 

become less distinctive. Instead, the yield tended overall to be strongly correlated 

with the GDP, except for Sichuan (high GDP with low yield), Hainan and Guangxi 

(low GDP with high yield). The increased correlation between yield and GDP since 

2006 indicates that economic factors became more important for crop yield.  

The spatial pattern of the aggregate yield was more similar to that of cash yield 

than that of staples yield. This may be explained from the much higher yield 

observed in cash crops than in staples crops. Surprisingly, the spatial pattern of 

staples yields was quite different among the three main grain crops. For example, 

maize in north China had much higher yield than in south China (Xu et al., 2017), 

while single season and middle rice in northeast and central China had higher yield 

than early and late rice in other regions (Ding et al., 2018). Winter wheat with 

much higher yield is mainly grown in central China, while spring wheat with shorter 

growing season and lower yields is mostly grown in other regions (Liu et al., 2011). 

3.4.2. Yield models and main explanatory variables 

The aggregate yield prediction model had a high accuracy (R-square 0.95) since 

the explanatory variables were comprehensive and included topography, crop types, 

soil covariates, economic variables and AMP. For the staples and cash yield models, 

the R-square was lower and it was even lower for the individual crop models. A 

possible explanation for the low R-square for rice could be that rice is a mix of 

many different varieties (early rice, middle rice, late rice, and single-season rice) 

(Xu et al., 2016b; Ding et al., 2020). The main reason is that aggregate yield 

strongly depends on crop type (see Figure 3.7a). For obvious reasons crop type 

explains much less of the variation in crop categories and none of the variation in 

individual crops. 

Miao et al. (2006) indicated that soil, landscape and hybrid factors could explain 

68% of the observed yield variation at field level. Li et al. (2016a) indicated that 
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the main factors affecting temporal variation of food production are economic 

factors and agricultural technology application; while the main factors that 

influence spatial variation of crop production are climate, topography, water 

availability. In this chapter, economy, AMP and soil covariates were important for 

all crops. For economic covariates, either farmer income or GDP had a positive and 

important influence on models. There is no doubt that economic development is 

beneficial to agricultural production. Crop types were more important for cash crops 

than for staples crops, since the yield variation was larger among different cash 

crops. The contribution of topography was less than 10% of the R-square in all the 

models. This indicates that crop yield relies less on topography, because it affects 

crop yield indirectly by influencing soil properties (Jiang & Thelen, 2004). 

Many studies indicated that for the main cropping regions of China, major crop 

yields are significantly related to climate in the growing season (Tao et al., 2008; 

Iizumi & Ramankutty, 2016). In this chapter, climate factors were not selected in 

the aggregate yield model and in several individual crop models. This is likely 

because climate is correlated with other explanatory variables and dropped out 

during model selection because other covariates represented the effect of climate 

on yield. This shows that the results of the multiple linear regression models should 

be interpreted with care, because there is no doubt that climate does influence 

yield. In the staples and cash yield models, climate was included but not that 

important. Again, this may be because the effect of climate was represented by 

other covariates. 

Agricultural management practice had a positive effect on aggregate yield model 

of all crops, while large and medium-sized agricultural tractors had a negative 

contribution. This negative contribution is counter-intuitive and indeed the Pearson 

correlation between large and medium-sized agricultural tractors and yield is 

positive. The negative contribution in the model is explained by cross-correlations 

with other explanatory variables. Large machines are more popular in north China 

than in south China (Table B.3), while lower yield is produced in north China than 

south China, due to unfavorable other yield factors. This explains that the modelled 

influence of large and medium-sized agricultural tractors on yield was influenced 

by other explanatory variables in the model. 

Crop type was the most important factor in the aggregate yield model. High-yield 

crops such as vegetables, fruits, melons and sugar crops had a positive influence 

on yield, while low-yield crops, such as beans and tea, had a negative influence. 

This may be explained by the fact that the yield of vegetables, fruits, melons and 

sugar crops was reported in fresh weight. This leads to larger model contributions 
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of crops that have relatively high fresh weight, while those that have a low fresh 

weight than other crops may get a lower or even negative contribution. Farmer 

income was the second most important explanatory variable for yield variability. 

Rich farmers can invest more in management practices, and this pays off in a higher 

yield. For the least important factor topography, the local upslope curvature had a 

negative correlation with yield, but it had a positive regression coefficient. The 

negative correlation is likely because topography restricts the yield in mountainous 

regions (such as Sichuan, Yunnan and Guizhou province), while the positive partial 

regression coefficient may result from the fact that some mountain regions (such 

as Guangxi, Zhejiang and Fujian) also have more high-yield crops: their planting 

area of vegetables and fruit accounted for more than 30% of the total planting area 

(Table B.3). 

The six soil types included in the aggregate yield model had an R-square 

contribution of 8%. On average, their area accounted for 44% of province area, 

ranging between 26 and 71% among provinces, which means that the selected soil 

type factors covered a large part of the provincial areas (Figure B.2). Luvisols was 

the most important soil type, taking up 3% of the R-square. It accounted for 13% 

of the total area, and had a positive influence on yield, as these are fertile soils 

with high clay content and cation exchange capacity. Although cryosols occupied 

only 1% of the total area, it was important (2% of R-square) and produced a 

negative impact on yield. These soils are influenced by freeze-thaw and lack of 

nutrients, especially calcium and potassium, which are easily leached above the 

permafrost. Other soil types (cambisols, alisols, gleysols and solonchaks) were less 

influential (1% of R-square), occupying 20, 4, 4 and 2% of the total area. The 

model showed a positive contribution of gleysols, where mostly rice was grown. On 

the contrary, cambisols, solonchaks and alisols exerted negative impacts on yield. 

Cambisols are soils with incipient soil formation and low weathering degrees. These 

soils could be managed for yield improvement with good development and 

improvement. Solonchaks contain high soluble salts and alisols are acidic. Both are 

unproductive. 

Soil total phosphorus is a major determinant and indicator of soil fertility and quality, 

so it had a positive influence in aggregate yield model (2% of R-square). However, 

it showed a significant negative correlation with yield according to Pearson’s 

correlation coefficient. This is possibly caused by the high correlation with the 

planting area index of high-yield crops (vegetables, melons and fruits). The 

negative influence of water-soluble phosphorus may be caused by the application 

of large amounts of inorganic fertilizers, which lead to soil acidification (Liang et al., 
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2013). This conformed by its significant positive correlation with exchangeable 

acidity (2% of R-square), because higher exchangeable acidity is detrimental to 

nutrient uptake and plant growth. Although silt content (1% of R-square) had a 

negative impact on yield in the model, it had a positive correlation with yield. This 

is likely to be caused by a significant correlation with total carbon. Obviously, total 

carbon (1% of R-square) influenced yield positively, because it improves soil 

fertility and water retention, and, ultimately, to maintaining and increasing crop 

production (Wang et al., 2015). A very interesting result is that increasing histosol 

probability is accompanied by lower crop yield. This result looks counter-intuitive, 

but it is sensible if we consider the formation of histosol. Histosol are found in places 

where organic matter accumulation is greater than mineralization, i.e., in poorly 

drained soils (Lucas, 1982). So the negative influence of histosol probability on 

yield was likely due to poor drainage (Masuda, 2016). In this chapter, we could 

only use static soil covariates as explanatory variables because maps of the space-

time distribution of soil type and soil properties were not generally available. In 

future studies, the model performance might improve if space-time soil maps 

become available and soil temporal variation is included in the modeling. 

Note that we aggregated covariates over all cells within a province. Alternatively, 

we might have aggregated only over cells that have agriculture. This could be 

investigated in future research, and the effect of it on the importance of covariates 

analyzed as well. Particularly for topography, this might be important, because 

within each province there may be terrain with different topography that is 

unsuitable for agriculture. 

3.4.3. Temporal and spatial patterns in regression residuals 

There were different temporal variation trends of regression residuals for the 

aggregate yield model in China: increasing trends mostly occurred in north China, 

while south China mostly had decreasing trends. That is to say, the yield in north 

China was lower than expected in the first time period and higher than expected 

towards the end of the 1978–2015 period. This might be because China’s open gate 

policy first happened in south China, which started to attract new technologies 

investment, including high yield fertilization earlier (He et al., 2018). This effect 

may only be partially explained by the explanatory variables used in the regression 

model. Another possible reason for the north-south differences could be the 

temperature increase due to climate change during the time period considered in 

this chapter, which obviously had a greater effect in north China. Some provinces 

had an ‘arched’ trend with lower yield than expected in the beginning and end of 
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the periods and higher yield than expected in the middle period. While these 

patterns were clear it was difficult to postulate plausible explanations for these 

trends. Careful analysis and more detailed modelling of yield for individual 

provinces might provide more insight into the causes of these patterns, which could 

be explained by local covariates that were not included in the national model that 

we developed in this chapter. 

The model simulated aggregate yield well for most of the provinces (i.e., in most 

cases the regression residual was within 0.05 Mg ha-1 yr-1). It is interesting to note 

that some provinces had a systematic positive residual, which means that these 

provinces produced a higher yield than predicted by the model over the 38-year 

period. There were also provinces with a systematic negative residual. These 

systematic over- and under-predictions may be caused by factors that were not 

included in our model, such as plagues, pests, natural hazards, market structures 

(such as competition for labor or impediments to market access) and farmer’s 

management skills. For example, some provinces suffer more from natural hazards 

than others. A more detailed study at provincial level would be required to reveal 

the magnitude of these effects and determine if these could be the causes of the 

systematic differences between provinces. 

The standard deviation of regression residuals of the aggregate yield model was 

higher in most provinces in east China than in west China. This might be because 

yield in east China is influenced more by highly variable factors, such as 

precipitation and economy, but again a closer look is needed to investigate these 

possible causes. While we could not explain the spatio-temporal patterns of the 

regression residuals shown in Figures 3.8 and 3.9, these results identify valuable 

research gaps and highlight the need for further research. 

3.4.4. Strengths and limitations 

The analytical results at provincial scale may support the provincial government to 

compare their yields with other provinces and formulate more effective policies to 

increase crop yield, such as high-yield fertilization, balanced fertilization and soil-

test based fertilization. Many studies on yield variation of grain crops have been 

carried out but since these studies rarely include cash crops, these do not fully 

reflect the entire productivity (Simmonds et al., 2013). In this chapter, we analyzed 

spatial patterns and temporal trends in the aggregate yield of all crops at provincial 

level in order to analyze the total productivity of each province, among others using 

planting area of different crop types as explanatory variables. However, the fact 

that different crops are grown in different parts of the country and that planting 



Chapter 3 Analysis of spatio-temporal variation of crop yield in China using 

stepwise multiple linear regression 

 

73 

 

area of crops varies over time, will have affected the spatio-temporal patterns of 

aggregate yield. We therefore also analyzed the relative importance for two other 

yield aggregation levels: main crop categories (staples and cash crops) and 

individual crop types within each of these categories. For these categories and 

specific crops, the effect of crop types on spatio-temporal patterns of yields is much 

less or absent.  

To make results economically tangible, dry weight of staples crops (for beans) and 

fresh weight of cash crops (except for beans) were considered in this chapter. From 

the perspective of exploring the influence of factors on crop yield, it would be better 

to use dry matter of cash crops instead of fresh weight. However, the available 

datasets reported fresh weight and these are not easily converted to dry weight. 

For instance, the moisture content is highly dependent on the cultivar of cash crops. 

It is a challenging task to apply conversions from fresh weight to dry weight for 

every variety of cash crops at national scale for a 38-year period, in a case where 

essential conversion parameters are lacking. 

Some explanatory variables that had high correlation with yield were excluded from 

the final model to avoid multicollinearity. This reduced model complexity without 

sacrificing much of the variance explained. But the decision which variables to 

remove and which to retain has some degree of arbitrariness, while it may have a 

large impact on model interpretation. This should be kept in mind when interpreting 

regression coefficients and relative importance of explanatory variables. There are 

important advantages to taking an empirical modelling approach, such as the 

relative ease of model building, but one must be cautious that empirical models 

detect correlations instead of causalities (e.g., the negative influence of soil organic 

carbon density in the watermelon model). Also, results are by construction limited 

to the explanatory variables included in the model and by correlations between 

covariates. For instance, we noted before that while climate was not often included 

in the models, this does not mean that climate has no effect on yield. Further, due 

to lack of data the influence of natural abiotic stress, plant disease and insect pests 

could not be included in this chapter. The model could perhaps be extended using 

predictions of natural disaster and pest diagnosis analysis, using e.g., longitudinal 

analysis approach (Cook et al., 2002). 

The multiple linear regression analysis in this chapter was also limited to linear 

relationships between crop parameters and explanatory variables, and results may 

be suboptimal when these relationships are nonlinear (Kitchen et al., 2003). The 

regression residual also had different patterns for each province, which indicated 

that our model could not reflect all spatial complexity in data relationships. 
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Geographically weighted regression (GWR) may be an attractive way to extend the 

modelling by providing an intuitive and technically accessible tool to explore where 

non-stationarity is taking place, by fitting regression coefficients locally rather than 

on a national scale (Fotheringham et al., 2003). Huang et al. (2010) made an 

extended GWR model of real estate market data, composed of geographically and 

temporally weighted regression, by incorporating temporal effects into a GWR 

model. This might be an interesting approach for space-time modelling and analysis 

of yield data. 

3.5. Conclusions 

This chapter analyzed temporal and spatial variation in crop yield aggregations at 

provincial level in China from 1978 to 2015. Stepwise multiple linear regression 

was used to explore the relationships between crop yield and agricultural, 

environmental and economic explanatory variables. The temporal and spatial 

patterns of yields were different for different levels of crop aggregations. Most of 

the models had an R-square larger than 0.6, except for rice, potato and cotton. 

AMP, soil and economic covariates were the most important factors in all models. 

Topography had an influence on the aggregate yield model but was not included in 

the staples and cash model. Instead, climatic covariates were important for the 

staples and cash models, but not for the aggregate yield model. The model 

performance for the aggregate yield was different for each province in individual 

years and residuals of the regression model had distinct spatial and temporal 

patterns. Hence, a more detailed analysis of model performance and residual 

analysis is needed to explore the causes of these patterns. The models could not 

predict the impact of natural hazards, plant diseases and insect pests due to lack 

of data. This may be improved in future research using a combination of natural 

disaster prediction and pest diagnosis analysis. With the increasing food 

requirement and limited agricultural land resources, enhancing economic growth 

might be possible solutions for China to safeguard food security, in particular if this 

is combined with better management practices, breeding and planting technologies, 

and taking account of crop suitability (i.e., adaptability of crops to the local 

environment). 

 

Supplementary materials 

The supplementary materials, Appendices B and C, can be downloaded as 

Appendices A-B from the journal version of this chapter: Liu, Y., Heuvelink, G. B. M., 
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variation of crop yield in China using stepwise multiple linear regression. Field Crops 

Research, 264, 108098. https://doi.org/10.1016/j.fcr.2021.108098. 
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Chapter 4 

Statistical analysis of nitrogen use efficiency in northeast 

China using multiple linear regression and random forest 

Understanding the spatial-temporal dynamics of crop nitrogen (N) use efficiency 

(NUE) and the relationship with explanatory environmental variables can support 

land-use management and policymaking. Nevertheless, the application of statistical 

models for evaluating the explanatory variables of space-time variation in crop NUE 

is still under-researched. In this chapter, stepwise multiple linear regression (SMLR) 

and random forest (RF) were used to evaluate the spatial and temporal variation 

of NUE indicators (i.e., partial factor productivity of N (PFPN); partial nutrient 

balance of N (PNBN)) at county scale in northeast China (Heilongjiang, Liaoning and 

Jilin provinces) from 1990 to 2015. Explanatory variables included agricultural 

management practices, topography, climate, economy, soil and crop types. Results 

revealed that the PFPN was higher in the northern parts and lower in the center of 

the northeast China and PNBN increased from southern to northern parts during the 

1990-2015 period. The NUE indicators decreased with time in most counties during 

the study period. The model efficiency coefficients of the SMLR and RF models were 

0.44 and 0.84 for PFPN, and 0.67 and 0.89 for PNBN, respectively. The RF model 

had higher relative importance of soil and climatic covariates and lower relative 

importance of crop covariates compared to the SMLR model. The planting area 

index of vegetables and beans, soil clay content, saturated water content, 

enhanced vegetation index in November & December, soil bulk density, and annual 

minimum temperature were the main explanatory variables for both NUE indicators. 

This is the first study to show the quantitative relative importance of explanatory 

variables for NUE at a county level in northeast China using RF and SMLR. This 

novel study gives reference measurements to improve crops NUE which is one of 

the most effective means of managing N for sustainable development, ensuring 

food security, alleviating environmental degradation and increasing farmer’s 

profitability. 

Based on: 

Liu, Y., Heuvelink, G. B. M., Bai, Z., He, P., Jiang, R., Huang, S. & Xu, X. (2022). 

Statistical analysis of nitrogen use efficiency in Northeast China using multiple 

linear regression and random forest. Journal of Integrative Agriculture (accepted). 
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4.1. Introduction 

Estimation of nitrogen (N) use efficiency (NUE) is important for evaluating the 

performance of N use in agricultural systems and NUE is often used as a 

management tool for determining agronomic and environmental sustainability 

(Omara et al., 2019). There are different ways to express NUE, of which the 

recovery and agronomic efficiency of N use require field trial data while the partial 

factor productivity of N (PFPN) and partial nutrient balance of N (PNBN) can be 

obtained from survey data (Dobermann, 2007; Quan et al., 2021). In this chapter, 

we used PFPN (yield divided by N input, unit: kg kg-1 yr-1) and PNBN (N removal 

divided by input, unit: kg kg-1 yr-1) to analyze long-term NUE trends. However, NUE 

is also influenced by different N input sources. At a global scale, considering total 

N inputs to cropland (chemical fertilizer, manure, biologically fixed N, and N 

deposition), PFPN decreased from 68 kg kg-1 in 1961 to 45 kg kg-1 in 1980, followed 

by a stabilization at around 47 kg kg-1 during the next 30 years (Lassaletta et al., 

2014); while PNBN remained relatively stable at 0.50-0.55 kg kg-1 between 1987 

and 2006 when only chemical fertilizer was considered as an N input (Brentrup & 

Pallière, 2010), thereafter decreasing to 0.42 kg kg-1 in 2010 when total N inputs 

were considered (Zhang et al., 2015). However, China had much lower PFPN 

(26 kg kg-1 in 2009, Lassaletta et al., 2014) and PNBN (0.25 kg kg-1 in 2010, Zhang 

et al., 2015) values because it has been experiencing a massive N loss from 

agriculture to the environment, via ammonium volatilization, nitrate leaching and 

nitrification/denitrification. Such losses are not only an unnecessary wastage of 

natural resources (Galloway et al., 2008), but also pose serious potential 

‘downstream’ pressures on the aquatic environment (Chien et al., 2009) and affect 

air quality (Xu et al., 2016a). Given this situation, improving the NUE of crops is 

one of the most effective means of managing N for sustainable development, 

ensuring food security, alleviating environmental degradation and increasing 

farmer’s profitability. 

In China, determination of crop NUE is complex and has substantial spatial and 

temporal variation. At a national level, the PFPN decreased from 32 kg kg-1 in 1978 

to 27 kg kg-1 in 1995, after which it increased to 38 kg kg-1 in 2015 (Chapter 2). 

It was higher in eastern and southern China than in central and western China. 

PNBN decreased from 0.53 in 1978 to 0.38 kg kg-1 in 2000, after which it remained 

constant until 2015. It was low in southern China and moderate in other regions 

(Chapter 2). Coarse-scale (Zhang et al., 2015) and short-term studies (Yousaf et 

al., 2016) provide only a limited understanding of the spatial-temporal dynamics 

of NUE. It would therefore be useful to quantify NUE using a fine spatial resolution 
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and long-term data set. However, NUE studies at farm or field scale (Liang et al., 

2018) may be too detailed and too limited to obtain regional overviews that would 

allow formulation of region-wide agricultural policies. Comprehensive county scale 

analyses may be feasible for large regions and provide insights that are obscured 

by provincial scale analyses (Lu et al., 2019a).  

Northeast China has sufficient irrigation water (Pan et al., 2020) and higher NUE 

than other regions (Chapter 2). Thus, examining space-time trends and 

explanatory variables of crop NUE in this region can help explain when, where and 

why crops have reached a NUE peak, identify remaining potentials of NUE 

improvement, and avoid deterioration caused by environmental pollution (Lu et al., 

2019a). The region is vast with various soil characteristics, different crops, complex 

topography and diverse climate. Therefore, many explanatory variables can 

markedly influence NUE in the region. For example, the maize PFPN varies with soil 

type: it was about 60 kg kg-1 yr-1 in chernozem soils (i.e., black soils) of 

Heilongjiang and Liaoning provinces, and roughly 45 kg kg-1 yr-1 and 30 kg kg-1 yr-1 

in cambisol soils (i.e., cinnamon and fluvo-aquic soils) of Shanxi and Hebei 

provinces during 2010-2012 (Xu et al., 2014b). The PNBN variation is large among 

crops: at the global level, it is more than 0.80 kg kg-1 for soybean, and less than 

0.14 kg kg-1 for fruits and vegetables and other crops (Zhang et al., 2015). NUE 

variation also likely depends on a broad spectrum of soil fertility and different 

capabilities of N uptake and yield among crop varieties (Lu et al., 2019a). Crop 

genotypes vary in removing N (Fageria & Baligar, 2005), which can result in NUE 

variation. Many causes of NUE variation, including socioeconomic variables (e.g., 

farmer income and crop price), agricultural management practices (AMP) (e.g., 

irrigation area, nutrient management measures, agricultural machinery) and 

environmental variables (e.g., soil, climate, topography) may explain NUE variation 

across counties and over time. 

Most methods or models only evaluate NUE from an agronomic perspective, by 

optimizing nutrient management strategies with crop yield models (Xu et al., 2013), 

precision agriculture (Diacono et al., 2012), site-specific nutrient management 

(Dobermann et al., 2003), 4R nutrient stewardship (i.e., right source, right rate, 

right time and right place) (Johnston & Bruulsema, 2014), Nutrient Expert Systems 

(Xu et al., 2014b) and soil testing (He et al., 2009). More advanced statistical 

methods need to be applied when exploring the factors influencing NUE. Stepwise 

multiple linear regression (SMLR) and random forest (RF) are both intuitive, 

meaningful, and informative methods for exploring explanatory variables and 

quantifying their relative importance in explaining NUE variability from a large data 
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set. SMLR produces explicit equations which detail the importance of every 

explanatory variable through standardized regression coefficients. In contrast, RF, 

as a black-box model, does not lend itself to specific mathematical equations, but 

usually has a higher accuracy than SMLR (Sakamoto, 2020). SMLR and RF models 

have been applied in agriculture, such as for predicting sugarcane yield 

(Everingham et al., 2016), rice aboveground biomass (Cen et al., 2019), and maize 

yield and NUE (Li et al., 2020a). Nevertheless, SMLR and RF modelling for 

evaluating the explanatory variables of space-time variation in crop NUE is still 

under-researched. 

The objectives of this chapter were to: (1) explore and interpret space-time 

patterns of NUE indicators (PFPN and PNBN) at county scale in northeast China from 

1990 to 2015; (2) construct NUE prediction models at county scale using SMLR and 

RF models and evaluate their performance; (3) compare the relative importance of 

explanatory variables in SMLR and RF models. 

4.2. Materials and methods 

4.2.1. Study area and time 

In this chapter, we analyzed NUE at a county scale in Heilongjiang, Jilin, and 

Liaoning provinces in northeast China. We chose this region because it has highly 

fertile black soil (Ren et al., 2011) and it is known as the ‘breadbasket’ of China. 

The region is located in the large Great Plains of China and has a high concentration 

of cultivated land, which is conducive to large-scale mechanized operation. The 

study area includes 183 counties (79 in Heilongjiang, 47 in Jilin and 57 in Liaoning) 

(38°46′-53°33′N, 118°53′-135°05′E). More county information is provided in the 

Appendix D. The study area is characterized as a temperate and cold temperate 

continental monsoon climate: it has long, cold winters and short, cool summers. 

Annual mean temperature ranges from −5 to 10°C, with mean winter temperatures 

ranging from −28 to −2°C and mean summer temperatures ranging from 15 to 

25°C. Annual precipitation ranges from 400 mm in the northeast to 1000 mm in 

the southeast. Monthly precipitation, temperature and land cover in 2015 are 

shown in Figure 4.1 (Climatic Research Unit, 2015; ESA, 2015). This region grows 

one crop per year. To explore time-related changes in spatial patterns, the study 

period (1990-2015) was divided into five sub-periods of five years each. 
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Figure 4.1: Monthly precipitation, average daily maximum (Tmax) and minimum 

temperature (Tmin) (a) and land cover (b) in northeast China in 2015. 

4.2.2. NUE data and covariates 

Two indicators of NUE long-term trends were used: PFPN and PNBN (Dobermann, 

2007).  

PFPN =
Yield

Ninput
                         (4.1) 

PNBN =
Ncrop_removal

Ninput
          (4.2) 

Here, Yield refers to the economic yield of crop with applied; Ncrop_removal is the total 

removal in aboveground crop biomass with applied and Ninput is the total amount of 

applied to the field from different sources (chemical fertilizer, manure, cake 

fertilizer and straw). 

The total number of observations for each indicator was 4687 (i.e., the product of 

years and counties). Economic yield and planting area were obtained for ten crops: 

cereals, beans, tubers, oil crop, sugar crop, fiber (including cotton), tobacco, 

vegetables, melons and fruits. Crop yields of the main harvested products were 

measured as fresh weight for vegetables, melons and fruits, dry matter for others. 

Chemical N fertilizer sources were single N fertilizer and compound N fertilizer. 

Manure fertilizers came from cattle, pigs, sheep, poultry, horse, donkey, mule and 

humans. More details about computing NUE indicators are given in He et al. (2018). 

The county data for NUE calculation were obtained from the National Bureau of 

Statistics of China (1991-2016) of northeast China. 
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Explanatory variables (i.e., covariates) contained topography (6 covariates), crop 

covariates (enhanced vegetation index (EVI, 6 covariates), crop types (10 

covariates, as listed above)), soil types (17 covariates, which were aggregated from 

118 soil sub-types based on reference groups of the World Reference Base), soil 

properties (34 covariates), climate (12 covariates), economy (1 covariates) and 

AMP (2 covariates). These were obtained from the Climatic Research Unit (1990-

2015), Harris et al. (2014), the National Bureau of Statistics of China (1991-2016) 

and published articles (Shangguan et al., 2014; Hengl et al., 2017; Poggio et al., 

2020). More details about the explanatory variables including abbreviations can be 

found in Table D.1. All explanatory variables available in raster maps were 

aggregated to county scale by taking the spatial average over agricultural land 

(obtained by land cover maps during 1992-2015 from the European Space Agency 

Climate Change Initiative Land Cover (ESA, 2015)). Most covariates were dynamic 

and varied between years, except for the enhanced vegetation index (for which we 

took long-term averages for each of the two-month time periods within a year, thus 

capturing seasonal variation), topography and soil covariates, which were 

considered static because these covariates had negligible temporal variation during 

the period studied. Crop and soil types were transformed to continuous-numerical 

variables by computing area proportions. Climatic variables (excluding night and 

daytime temperature, which were only available as annual values) were computed 

for the crop growing season (March-October) (Ray et al., 2015). A total of 88 

explanatory variables were employed to analyze and explain the spatial-temporal 

variation of PFPN and PNBN. 

The pre-processing of the initial data set before computing NUE indicators and 

building models was as follows: (a) filling missing data and covariates in absent 

years, either by consulting statistical yearbook/published literature, supplementing 

missing values by mean values of adjacent years (if the time gap was relatively 

small), or by using data from neighboring counties. For covariates, we used the 

poly2nb function of the spdep package (v1.1-5) to fill gaps; (b) we flagged 

suspicious values (i.e., outliers that are 10 times larger or smaller than that of 

adjacent years) and double-checked the reference data and compared them with 

other available data. 

4.2.3. SMLR and RF models 

The SMLR and RF models were used to help to summarize and understand spatial 

and temporal patterns of NUE. Although they cannot detect causal influences (only 
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correlations instead), they provide insight into the causes of the variation by 

quantifying the importance of explanatory variables. 

SMLR model 

Multiple linear regression models the linear relation between a dependent variable 

(i.e., NUE indicator) and explanatory variables. Stepwise regression was used to 

select explanatory variables automatically and simplify the initial model that used 

all covariates. We used the Bayesian information criterion (BIC) and “both” 

direction for variables selection, as implemented in the stepAIC function in the 

MASS package, v7.3-53 of the R language for statistical computing (R Core Team, 

2021). A common problem of SMLR is multicollinearity (highly linearly correlated 

explanatory variables), which can be detected using the variance inflation factor 

(VIF). A rule of thumb is that the VIFs of all covariates used in the model should 

be smaller than 10 to avoid multicollinearity (Kutner et al., 2004). If the highest 

VIF was greater than 10 we deleted the corresponding explanatory variable and 

refitted the model. This procedure was repeated until all VIFs were below 10. Next, 

we used the confint function in the stats package (v3.6.2) to obtain confidence 

intervals of the remaining explanatory variables coefficients. Insignificant variables 

(i.e., P-value > 0.05) were deleted from the model, again in a stepwise manner. 

More details about the model building process are given in Figure D.1. 

Bivariate correlations between covariates and dependent variables were also 

computed and examined since this was helpful to understand the correlation of the 

data and interpret results. Corresponding scatter plots were plotted in a single 

figure using the chart.Correlation function of the PerformanceAnalytics package, 

v2.0.4. Multiple linear regression assumes that the regression residuals are 

independent and identically distributed Gaussian variables. The normality 

assumption was evaluated by computing the studentized residual, the histogram of 

which is generated in the residplot function (Kabacoff, 2011), which superimposes 

a normal curve, kernel density curve and rug plot, visually reflecting how close 

model errors are to a normal distribution. To make the regression coefficients of 

the final model more interpretable, all explanatory variables were standardized to 

zero mean and unit standard deviation prior to model calibration, using the scale 

function in the base package of R. As a result, the regression coefficients describe 

the expected change in the dependent variable for a standard deviation change in 

an explanatory variable, holding the other explanatory variables constant. This is 

the simplest method to obtain the relative importance of explanatory variables. In 

this chapter, we used the method of relative weights (abbreviated as relweights) 
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to obtain the relative importance of explanatory variables (relweights function, 

Kabacoff, 2011). This method closely approximates the average increase in the 

model efficiency coefficient (MEC) (see Equation 4.4 in Section 4.2.4) obtained by 

adding an explanatory variable across all possible sub-models. Another popular 

method is the averaging over orderings proposed by Lindeman et al. (1980), 

abbreviated as LMG, which was calculated using the calc.relimp function of R 

package relaimpo v2.2-3 (Grömping, 2007). 

RF model 

The RF algorithm, developed by Breiman (2001), tends to have higher accuracy 

compared with other approaches (Hengl et al., 2015). It belongs to the family of 

ensemble machine learning algorithms that predicts a dependent variable (in this 

case a NUE indicator) from a set of explanatory variables (training data) selected 

randomly using a bootstrapping technique (sampling with replacement). In this 

way, it generates multiple trees in the training procedure without pruning (reducing 

the number of trees) and aggregates the results. Each tree in the forest is less 

correlated with other trees because only random subsets of covariates are included 

in each tree, which increases accuracy (Gislason et al., 2006). For each tree, there 

are two datasets: the “in-bag” data for model training that contained two thirds of 

the features data set and the “out-of-bag (OOB)” data to verify model error that 

contained the remaining one third of the features data (Fraiwan et al., 2012). Three 

user-defined parameters are required in the RF model: the number of trees (ntree, 

500, following a rule-of-thumb), the number of variables as explanatory variables 

to grow in each tree (mtry, 32, 1/3 of explanatory variables), and the minimum 

size of terminal nodes (node size, 5) (Liu et al., 2015a). Default values of these 

parameters were used in this chapter. The mtry parameter determines the strength 

of each tree and the correlation among trees in the model, meaning that the 

strengths of the individual trees and the correlations among all trees increase as 

mtry increases (Prasad et al., 2006; Peters et al., 2008). 

The complexity of the RF model means that it has a ‘black box’ character, although 

variable importance ranking is possible with RF and provides valuable information 

about what drives the model (Breiman, 2001). Two variable importance methods 

in the randomForest package v4.6-14 are the mean increase in mean square error 

(unscaled %IncMSE) and total decrease in node impurities (IncNodePurity). For 

convenience of presentation, we normalized the variable importance of the most 

important explanatory variables of the RF models (using an equal number of 

variables as used in the corresponding SMLR model) to sum to 100%. Computations 
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of the RF model can be costly but this has been greatly improved with the 

development of the “RANdom forest GEneRator" (ranger v0.12.1) package, which 

has good scaling properties with the number of features, samples, trees, and 

features tried for splitting (Wright & Ziegler, 2017). The ranger package uses 

unscaled permutation and node impurity methods for ranking variable importance 

(Nicodemus et al., 2010). 

4.2.4. Validation/Accuracy assessment 

Cross-validation is a popular approach for assessing and selecting predictive models. 

In this chapter, we used 10-fold cross-validation by the shrinkage function 

(Kabacoff, 2011) for SMLR models and the RFcv function in the spm package v1.2.0 

for RF models. In 10-fold cross-validation, the sample is divided into 10 subsamples. 

Each of the 10 subsamples serves as a hold-out group and the combined 

observations from the remaining 9 subsamples serves as the training group. The 

performance for the 10 prediction equations applied to the 10 hold-out samples are 

recorded and then averaged (Kabacoff, 2011). The model validation metrics were 

the mean error (ME), root mean squared error (RMSE), normalized RMSE (nRMSE), 

model efficiency coefficient (MEC) and Lin's concordance correlation coefficient 

(LCCC) (Lin, 1989). These are computed as follows: 

ME =
1

n
∑ (Pi − Oi)

n
i=1         (4.3) 

RMSE = √
1

n
∑ (Pi − Oi)2n

i=1        (4.4) 

nRMSE =
√

1

n
∑ (Pi−Oi)2n

i=1

O̅
        (4.5) 

MEC = 1 −
∑ (Pi−Oi)2n

i=1

∑ (Oi−O̅)2n
i=1

        (4.6) 

LCCC =
2 ∑ (Oi−O̅)(Pi−P̅)n

i=1

∑ (Oi−O̅)2n
i=1 +∑ (Pi−P̅)2n

i=1 +𝑛∙(O̅−P̅)2    (4.7) 

where n is the number of observations; Pi and Oi are the predicted and observed 

NUE values for observation i, respectively, and �̅� and �̅� are the means of the 

predicted and observed NUE values. 

We consider nRMSE≤15% as “good” agreement; 15–30% as “moderate” 

agreement; and ≥30% as “poor” agreement (Liu et al., 2013b). If MEC is over 0.90, 

this indicates good agreement between observations and predictions (Aghdaei et 

al., 2017). According to Ichami et al. (2019) a model with a MEC higher than 0.3 

could still be a useful model in this domain of science. An LCCC smaller than 0.90 

is considered as poor agreement, 0.90–0.95 as moderate agreement, 0.95–0.99 
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as substantial agreement, and larger than 0.99 as almost perfect agreement (de 

Beaufort et al., 2017). 

4.3. Results 

4.3.1. Spatial and temporal variations of NUE indicators from 1990 to 

2015 

Spatial and temporal variations of PFPN  

In order to depict spatial patterns of county-level PFPN in northeast China from 

1990 to 2015, the PFPN were grouped into five categories: very low (< 

25 kg kg-1 yr-1), low (25-35 kg kg-1 yr-1), moderate (35-45 kg kg-1 yr-1), high (45-

60 kg kg-1 yr-1), and very high (> 60 kg kg-1 yr-1) (Figure 4.2). Overall, most 

counties in Heilongjiang province had higher PFPN and in Jilin province had lower 

PFPN values. Over the first four periods, more counties had very low PFPN 

(increasing from 32 to 43 counties) and moderate PFPN values (increasing from 37 

to 52 counties), and fewer counties had high PFPN (decreasing from 34 to 26 

counties) and very high PFPN values (decreasing from 32 counties to 14 counties). 

In the fifth period, fewer counties (23 counties; within Jilin province, southeast and 

northwest of Liaoning province) had PFPN values at a very low level, and more 

counties (41 counties; within Heilongjiang province, middle and southwest of 

Liaoning province) had PFPN values at a high level. 

The temporal variation of PFPN varied between counties in northeast China 

(Figures 4.3a and 4.4a). On a county scale, we selected the five biggest-area 

counties in each province for display in Figure 4.4. Their temporal variation trends 

from 1990 to 2015 fluctuated more than the provincial trend. Overall, they can be 

divided into two types (Figure 4.4a): (1) decrease in most counties (the average 

annual growth rate ranged from -6.1 to -0.1%); (2) increase in Huma county of 

Heilongjiang province, Beipiao city of Liaoning province and Antu county of Jilin 

province (the average annual growth rate ranged from 0.2 to 2.3%). 
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Figure 4.2: Spatial distribution of county-average PFPN in northeast China for six 

time periods: (a) 1990-2015, (b) 1990-1995, (c) 1996-2000, (d) 2001-2005, (e) 

2006-2010, (f) 2011-2015. Violin plots show the distribution of county data for 

each province: HLJ, Heilongjiang; JL, Jilin; LN, Liaoning. 

  



Chapter 4 Statistical analysis of nitrogen use efficiency in northeast China using 

multiple linear regression and random forest 

 

88 

 

 

Figure 4.3: Temporal variation of PFPN (a) and PNBN (b) in northeast China from 

1990 to 2015. The solid red, green and blue lines represent the aggregated 

provincial NUE indicators of Heilongjiang (HLJ), Jilin (JL) and Liaoning (LN) 

provinces, respectively, which was computed by averaging over counties (sum of 

yields/N of crops removal in each county divided by the sum of N input). County 

NUE indicators are shown by open circles with color indicating the province in which 

the county lies. 

 

Figure 4.4: Temporal variation of PFPN (a) and PNBN (b) in fifteen counties in 

northeast China from 1990 to 2015. Note: Mohe city included Mohe county, Xinlin 

district and Huzhong district; Fencheng, Fuxin and Kuandian are Manchu 

Autonomous counties; the red, green and blue color represents the province of 

Heilongjiang (HLJ), Jilin (JL) and Liaoning (LN), respectively; the counties in the 

scatter plot were the five biggest-area counties of each province. 
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Spatial and temporal variations of PNBN  

Overall, the PNBN increased from south to north in the study area in the period 

1990-2015 (Figure 4.5a). This might be related to the spatial patterns of crop 

removal N and N input: these were lower in the north of northeast China 

(Figures D.2b and c. PNBN was divided into five classes: very low (< 

0.45 kg kg-1 yr-1), low (0.45-0.65 kg kg-1 yr-1), moderate (0.65-1.00 kg kg-1 yr-1), 

high (1.00-1.50 kg kg-1 yr-1), and very high (> 1.50 kg kg-1 yr-1). More counties 

had very low and low PNBN, and fewer counties had high and very high PNBN from 

1990 to 2005. In contrast, from 2006 to 2015, fewer counties had PNBN at a very 

low level, and more counties had PNBN at a moderate and high level. 

The trend of PNBN variation from 1990 to 2015 was different among the counties 

(the five biggest-area counties from each province were selected and plotted in 

Figure 4.4b): PNBN decreased in most counties (the average annual growth rate 

ranged from -3.8 to -0.3%); it had no notable change in Beipiao city of Liaoning 

province and Mohe city of Heilongjiang province (~0.0% of the average annual 

growth rate); and increased in Fengcheng county of Liaoning province, Wangqing 

and Antu counties of Jilin province, and Huma county of Heilongjiang province (the 

average annual growth rate ranged from 0.3 to 3.0%).Prediction models and 

performance evaluation 

SMLR model  

Summary statistics of the NUE indicators and explanatory variables included in the 

final SMLR model are listed in Table 4.1. The PFPN and PNBN values exhibited a 

slightly skewed distribution, with skewness and kurtosis coefficients of 2.01 and 

11.52 for PFPN, and 1.38 and 4.65 for PNBN, respectively; and mean values of 40 

and 0.75 kg kg-1 yr-1 (ranging from 5 to 216 kg kg-1 yr-1 for PFPN, and from 0.12 to 

3.00 kg kg-1 yr-1 for PNBN), respectively, which were higher than their standard 

deviations (Std., 19 and 0.46 kg kg-1 yr-1 respectively). 
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Figure 4.5: Spatial distribution of county-average average PNBN in northeast China 

for six time periods: (a) 1990-2015, (b) 1990-1995, (c) 1996-2000, (d) 2001-2005, 

(e) 2006-2010, (f) 2011-2015. Violin plots show the distribution of county data for 

each province: HLJ, Heilongjiang; JL, Jilin; LN, Liaoning. 

 



 

 

 

91 

 

Table 4.1: Descriptive statistics of nitrogen use efficiency indicators and explanatory variables in the stepwise multiple linear regression 

model. 

Classification Property1) Min. 2) 1st.Qu. 3) Median Mean 3rd.Qu. 4) Max. 5) SD6) Skewness Kurtosis 

Dependent variable PFPN 5 26 36 40 48 216 19 2.01 11.52 

PNBN 0.12 0.42 0.59 0.75 0.94 3.00 0.46 1.38 4.65 

Climate TMN -4.18 5.99 7.52 7.54 9.10 13.74 2.43 -0.41 4.34 

Crop CER 0.01 0.48 0.62 0.60 0.74 0.98 0.20 -0.52 2.87 

BEAN 0.00 0.05 0.13 0.20 0.30 0.98 0.19 1.40 4.80 

TUB 0.00 0.01 0.02 0.03 0.03 0.48 0.03 4.05 32.57 

SUG 0.00 0.00 0.00 0.01 0.01 0.35 0.02 4.19 36.24 

VEG 0.00 0.02 0.05 0.07 0.09 0.68 0.08 2.70 13.05 

ORC 0.00 0.00 0.01 0.04 0.06 0.69 0.07 2.45 10.81 

MEL 0.00 0.00 0.01 0.01 0.01 0.24 0.01 6.95 82.63 

EVI_JanFeb 0.03 0.08 0.10 0.09 0.11 0.19 0.02 -0.54 3.73 

EVI_SepOct 0.16 0.22 0.24 0.24 0.25 0.31 0.03 -0.16 3.12 

EVI_NovDec 0.05 0.08 0.10 0.10 0.11 0.19 0.02 0.12 3.48 

Economy GDP 0 5197 9359 24520 16859 4954333 148026 24.56 697.52 

Soil CAL 0.00 0.00 0.00 11.54 2.08 99.97 26.12 2.31 7.07 

GLE 0.00 0.00 0.00 0.83 0.00 39.96 4.26 6.39 45.95 

GYP 0.00 0.00 0.00 0.59 0.00 41.01 3.65 7.85 69.22 

SOCc 10.94 21.26 32.85 33.38 44.07 76.07 13.70 0.42 2.61 

HP 0.00 0.15 0.46 0.94 1.54 10.45 1.19 3.38 21.17 

PHk 4.73 5.45 5.74 5.73 6.02 6.69 0.41 -0.07 2.63 

ACID 0.00 0.00 0.57 0.51 0.97 1.01 0.44 -0.08 1.18 

COA 3.23 9.54 11.64 12.38 15.07 33.59 5.26 1.35 6.37 
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CLAY 16.27 21.04 23.17 23.81 26.81 34.31 3.94 0.32 2.42 

SILT 27.31 38.58 42.77 41.50 44.92 50.00 4.82 -0.81 3.08 

TC 0.18 1.35 1.83 1.79 2.12 6.74 0.88 2.21 13.51 

TN 0.05 0.12 0.15 0.16 0.19 0.51 0.05 1.67 10.38 

TP 0.03 0.05 0.06 0.06 0.07 0.11 0.01 -0.01 3.02 

EXCA 0.02 0.09 0.11 0.11 0.13 0.18 0.03 0.25 2.74 

EXNA 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.44 4.04 

WATa2 12 13 14 13 14 15 1 -0.17 2.53 

Topography CUVlu -0.01 0.02 0.04 0.05 0.07 0.19 0.03 1.35 5.13 

Note: 1) PFPN, partial factor productivity of nitrogen; PNBN, partial nutrient balance of nitrogen; TMN, daily mean temperature; CER, planting area index of cereal; BEAN, 

planting area index of beans; TUB, planting area of tuber; SUG, planting area index of sugar; VEG, planting area index of vegetables; ORC, planting area index of orchards; 

MEL, planting area index of melons; EVI_JanFeb, enhanced vegetation index in January and February; EVI_SepOct, enhanced vegetation index in September and October; 

EVI_NovDec, enhanced vegetation index in November and December; GDP, gross output value of agriculture; CAL, calcisols; GLE, gleysols; Gyp, gypsisols; SOCc, soil organic 

carbon content; HP, histosols cumulative probability; PHk, pH in KCl; ACID, acid sub-soils grade; COA, coarse fragments volumetric; CLAY, clay content; SILT, silt content; TC, 

total carbon; TN, total nitrogen; TP, total phosphorus; EXCA, exchangeable calcium; EXNA, exchangeable sodium; WATa2, available soil water capacity with FC=pF 2.3; CUVlu, 

local upslope curvature. More explanations of the variable code names can be found in Table D.1. 

2) Min., minimum value. 

3) 1st. Qu., the first quantile value. 

4) 3rd. Qu., the third quantile value. 

5) Max., maximum value. 

6) SD, standard deviation. 
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The regression coefficients and VIF of the SMLR models are shown in Table 4.2. 

Note that we standardized the explanatory variables to compare regression 

coefficients. All explanatory variables in the final model affected the NUE indicators 

significantly (P<0.01) and had a VIF less than 10: among them, seven explanatory 

variables had a negative impact and ten showed a positive influence on PFPN; for 

PNBN there were seven explanatory variables with a negative and eight with a 

positive influence. The studentized residuals were not strictly Gaussian distributed, 

which suggests that the normality assumption was not perfectly satisfied 

(Figure 4.6). 
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Table 4.2: Regression coefficients and variance inflation factor (VIF) of the stepwise multiple linear regression models. 

Classification Property1) PFPN model PNBN model 

Regression 

coefficients 

Std. Error2) VIF3) Regression 

coefficients 

Std. error VIF 

 
(Intercept) 39.64 0.21 

 
0.75 0.00 

 

Climate TMN -5.15 0.48 5.4   
  

Crop 

CER 2.63 0.30 2.1 0.07 0.01 4.2 

BEAN 
   

0.16 0.01 6.0 

TUB 
   

-0.02 0.00 1.2 

SUG 2.53 0.25 1.4 
   

VEG 7.82 0.24 1.3 
   

ORC 2.08 0.32 2.3 
   

MEL 
   

-0.02 0.00 1.1 

EVI_JanFeb 3.83 0.44 4.5 
   

EVI_SepOct -5.12 0.39 3.5 
   

EVI_NovDec 
  

-0.16 0.01 3.2 

Economy GDP -1.59 0.22 1.1 -0.03 0.00 1.0 

Soil 

CAL   
  

0.02 0.00 1.1 

GLE 4.41 0.24 1.3 
   

GYP 5.32 0.24 1.3 
   

SOCc 
   

-0.05 0.01 7.4 

HP -6.40 0.50 5.7 
   

PHk 
   

0.08 0.01 4.1 

ACID 3.66 0.49 5.5 0.12 0.01 7.4 
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COA 
   

-0.10 0.01 2.1 

CLAY 10.72 0.57 7.5 
   

SILT 
   

-0.11 0.01 3.6 

TC 
   

0.02 0.01 1.8 

TN 4.96 0.52 6.3 
   

TP 
   

0.07 0.01 2.4 

EXCA -1.90 0.42 4.1 
   

EXNA -3.17 0.37 3.2 
   

WATa2   
  

0.10 0.01 2.0 

Topography CUVlu -3.56 0.32 2.4       

Note : 1) TMN, daily mean temperature; CER, planting area index of cereal; BEAN, planting area index of beans; TUB, planting area of tuber; SUG, planting area index of 

sugar; VEG, planting area index of vegetables; ORC, planting area index of orchards; MEL, planting area index of melons; EVI_JanFeb, enhanced vegetation index in January 

and February; EVI_SepOct, enhanced vegetation index in September and October; EVI_NovDec, enhanced vegetation index in November and December; GDP, gross output 

value of agriculture; CAL, calcisols; GLE, gleysols; Gyp, gypsisols; SOCc, soil organic carbon content; HP, histosols cumulative probability; PHk, pH in KCl; ACID, acid sub-

soils grade; COA, coarse fragments volumetric; CLAY, clay content; SILT, silt content; TC, total carbon; TN, total nitrogen; TP, total phosphorus; EXCA, exchangeable calcium; 

EXNA, exchangeable sodium; WATa2, available soil water capacity with FC=pF 2.3; CUVlu, local upslope curvature. More explanations of the variable code names can be found 

in Table D.1. 

2) Std. error, standard error. 

3) VIF, variance inflation factor. 

All variables were significant at the P-value=0.01 level. 
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Figure 4.6: Distribution of residual standard errors for PFPN model (a) and PNBN 

model (b). 

RF model  

It took a while for the RF model to stabilize (Figure D.3). The MSE, RMSE and MEC 

converged to 57 (kg kg-1 yr-1)2, 7.5 kg kg-1 yr-1, 0.84 for PFPN, and 0.02 

(kg kg-1 yr-1)2, 0.15 kg kg-1 yr-1, 0.89 for PNBN, respectively, using 500 trees. This 

showed that a forest with 500 trees was large enough to get stable results. In this 

chapter, we therefore followed the rule-of-thumb that there should be at least 500 

trees in a forest, even though a forest with 50 trees provided good results 

(Figure D.3). 

Accuracy comparison between SMLR and RF models  

RF used all 88 variables in a ‘black box’ approach while the SMLR models used 

fewer covariates. Thus, the latter were easier to interpret. The model performance 

metrics for each model were similar between 10-fold cross-validation and the 

internal model (original model built using the complete dataset) (Table 4.3), 

indicating there was no over-fitting problem. SMLR and RF models explained 44% 

and 84% of the PFPN variance, and 67% and 89% of the PNBN variance, respectively. 

Therefore, the RF model had much higher accuracy. The ME was close to zero and 

revealed unbiased predictions for all models. Regarding other model performance 

metrics, the RF models showed moderate performance, while SMLR models had 

poor performance, especially for PFPN. The scatter and density plots of observations 

and predictions also showed that the RF models had smaller prediction errors than 

SMLR models (Figures 4.7f and h). As with most statistical prediction methods, 
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both models smooth the reality and underpredict high extremes and overpredict 

low extremes. 

Table 4.3: Model performance and cross-validation metrics of stepwise multiple 

linear regression and random forest models. Note: INT refers to internal model 

performance, CV to 10-fold cross-validation results. 

Metrics PFPN PNBN 

MLR RF MLR RF 

INT CV INT CV INT CV INT CV 

ME -0.00 0.00 0.11 -0.11 -0.00 -0.00 0.00 0.00 

RMSE 14.17 14.29 7.55 7.71 0.26 0.26 0.15 0.15 

nRMSE 0.36 0.36 0.19 0.19 0.35 0.35 0.20 0.20 

MEC 0.45 0.44 0.84 0.84 0.67 0.67 0.89 0.89 

LCCC 0.62 0.61 0.91 0.91 0.80 0.80 0.94 0.94 

 

Figure 4.7: Scatter plots and Kernel density plots of observed and predicted PFPN 

(a, b for SMLR model and c, d for RF model) and PNBN (e, f for SMLR model and 

g, h for RF model). Note: the dotted line means average value in Kernel density 

plots; the average values of observed and predicted variables were the same. 

4.3.2. Relative importance of explanatory variables 

Here, we only show the variable importance results for the relweights method in 

the SMLR model, and the %IncMSE and IncNodePurity methods in the RF model 

(Figure 4.8). Results of the other variable importance methods (LMG and ranger) 

were similar to the above methods, so they are provided only in the supplementary 

material (Figure D.4). 
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Figure 4.8: Relative importance of explanatory variables for the PFPN: a) relweights 

method in SMLR model; b) %IncMSE method and c) IncNodePurity methods for RF 

model; and for PNBN: d) relweights method in SMLR model; e) %IncMSE method 

and f) IncNodePurity methods for RF model. Note: ACID, acid sub-soils grade; BD, bulk 

density; BEAN, planting area index of beans; CAL, calcisols; CEC, cation exchange capacity; CER, 

planting area index of cereal; CLAY, clay content; COA, coarse fragments volumetric; CUVlu, local 

upslope curvature; EVI_JanFeb, enhanced vegetation index in January and February; EVI_MayJun, 

enhanced vegetation index in May and June; EVI_NovDec, enhanced vegetation index in November and 

December; EVI_SepOct, enhanced vegetation index in September and October; EXAL, exchangeable 

aluminum; EXCA, exchangeable calcium; EXK, exchangeable potassium; EXNA, exchangeable sodium; 

GDP, gross output value of agriculture; GLE, gleysols; Gyp, gypsisols; HP, histosols cumulative 

probability; MEL, planting area index of melons; ORC, planting area index of orchards; PHk, pH in KCl; 

PHw, pH in H2O; SILT, silt content; SOCc, soil organic carbon content; SOCd, soil organic carbon density; 

SUG, planting area index of sugar; TC, total carbon; TMN, daily mean temperature; TMNd, annual 

average surface temperature (daytime); TMNn, annual average surface temperature (nighttime); TN, 

total nitrogen; TP, total phosphorus; TPI, topographic position index; TS, total sulfur; TUB, planting area 

of tuber; VEG, planting area index of vegetables; WATa, available soil water capacity (volumetric fraction) 

until wilting point; WATa1/WATa2/WATa3, available soil water capacity with FC=pF 2.0/2.3/2.5; WATs, 

saturated water content (volumetric fraction). More explanations of the variable code names can be 

found in Table D.1. 

Relative importance of explanatory variables for PFPN  

For PFPN, the results of the relweights method suggested that crop and soil 

covariates had similar importance in the SMLR model accounting for 46% and 44% 

of the MEC, respectively (Figure 4.8a). The main crop covariates were planting area 
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index of vegetables (21%), sugar (7%), EVI in September & October (8%), EVI in 

January & February (6%). Most of the covariates had a positive influence on PFPN 

(EVI in September & October was an exception). Major soil covariates with positive 

regression coefficients were clay content (16%), gypsisols (8%) and total (7%). 

Soil covariates had more positive explanatory variables than negative variables (i.e., 

histosols cumulative, exchangeable sodium and exchangeable calcium). Climatic 

(i.e., annual average daily minimum temperature 6%), topographic (i.e., local 

upslope curvature 4%) and economic variables (i.e., agricultural GDP 0.6%) had 

negative impacts on PFPN.  

The %IncMSE and IncNodePurity methods showed similar results for variable 

relative importance (Figures 4.8b and c). Soil covariates accounted for the highest 

importance (73% for the normalized %IncMSE and 68% for the normalized 

IncNodePurity methods: e.g., bulk density 15 and 11%, saturated water content 

15 and 11%, soil organic carbon density 2 and 10%, CEC 7 and 6%, clay content 

7 and 5% for %IncMSE and IncNodePurity, respectively). Crop covariates (planting 

area index of vegetables) were less important than soil covariates, accounting for 

9 and 16% for the %IncMSE and IncNodePurity methods, respectively. Topography 

ranked third (i.e., local upslope curvature 5%, topographic position index (TPI) 4% 

for %IncMSE, and the same for IncNodePurity) and climate factors fourth (i.e., 

annual average night land surface temperature 10 and 7% for %IncMSE and 

IncNodePurity, respectively).  

There was a large difference in the variable importance between the SMLR and RF 

models. The relative importance of soil covariates in the RF model was much higher 

than in the SMLR model, while that of crop covariates was much lower. For 

individual variables, planting area index of vegetables and soil clay content had 

higher relative importance in the SMLR than in the RF model. In contrast, the 

relative importance of other soil covariates (e.g., bulk density, saturated water 

content, soil organic carbon density and CEC) and minimum temperature was 

higher in the RF than in the SMLR model. 

Relative importance of explanatory variables for PNBN  

For PNBN, the relweights method showed that soil covariates had the highest 

importance in the SMLR model (accounting for 56% of the MEC, e.g., available soil 

water capacity (with FC=pF 2.3) 16%, coarse fragments (>2 mm) 10%, pH (in KCl) 

9% and soil organic carbon content 6%), followed by crop covariates (43%, e.g., 

EVI in November & December 20%, planting area index of beans 16%, cereal 5%) 

(Figure 4.8d). Economic covariates had the least influence, accounting for 0.5% 
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(i.e., agricultural GDP) of the MEC. Most soil covariates had a positive influence on 

PNBN in the SMLR model, however coarse fragments, soil organic carbon content 

and silt content had negative effects (Figure 4.8d). EVI in November & December 

and planting area index of melons and tubers also decreased PNBN, while planting 

area index of beans and cereals led to an increase. Agricultural GDP had, 

unexpectedly, a slight negative impact on PNBN.  

The variable relative importance of the %IncMSE and IncNodePurity methods for 

PNBN were similar (Figures 4.8e and f). Soil covariates accounted for the highest 

importance (71% of the normalized %IncMSE and 77% of the normalized 

IncNodePurity methods, e.g., saturated water content 23 and 27%, bulk density 

14 and 15%, available soil water capacity until wilting point 11 and 14% and CEC 

11 and 13% for the %IncMSE and IncNodePurity methods, respectively), followed 

by climate factors (17% and 14% for the %IncMSE and IncNodePurity methods, 

respectively, i.e., annual average night land surface temperature 12 and 8% and 

annual average surface temperature at daytime 5 and 6% for the %IncMSE and 

IncNodePurity methods, respectively) and crop covariates (12 and 10% 

for %IncMSE and IncNodePurity, respectively, e.g., EVI in May & June 4 and 2% 

for the %IncMSE and IncNodePurity methods, respectively) (Figure 4.8f).  

The main difference in the variable relative importance between the SMLR and RF 

models for PNBN was that the RF model had higher relative importance of soil and 

climatic covariates, and lower relative importance of crop covariates. For individual 

variables, the relative importance of EVI in November & December and planting 

area index of beans were higher in the SMLR than in the RF model, while the relative 

importance of saturated water content, bulk density, CEC and annual average 

surface temperature was higher in the RF than in the SMLR model. 

4.4. Discussion 

4.4.1. Spatial and temporal variations of NUE indicators 

Most counties in Jilin and Liaoning provinces had higher crop yields than most 

counties in Heilongjiang province where N application was lower (Figure D.2). Some 

counties such as Yichun and Qiqihaer cities in Heilongjiang province performed well 

since they produced higher yields with lower N inputs. These counties may have 

had high soil fertility, and good water and nutrient management. Management 

practices in these counties could be shared to support farmers in other counties, 

although it should be noted that in the long run soil depletion may still occur. During 

the 1990-2010 period there was an overall reduction in PFPN: more counties had 
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very low and moderate PFPN levels, while less counties had high and very high PFPN 

levels. After that period, the situation improved: less counties had PFPN at very low 

levels (e.g. northeast of Jilin province), and more counties had PFPN at a high level 

(e.g. middle and southwest of Liaoning province). Zhu et al. (2018) also found that 

PFPN decreased from the 1980s to the 2000s. Therefore, with the NUE increasing 

in Jilin and Liaoning provinces, the spatial patterns of PFPN might change in the 

future.  

He et al. (2018) reported that PNBN in northeast China was 0.50, 0.45 and 

0.50 kg kg-1 yr-1 in the 1990s, 2000s and 2010s, respectively. The present study 

revealed a similar trend, but the values were higher, i.e., 0.76, 0.72 and 

0.78 kg kg-1 yr-1, respectively. The differences are likely caused by the fact that He 

et al. (2018) considered additional N input sources (symbiotic and non-symbiotic 

fixation, dry and wet atmospheric deposition, irrigation water and crop seed). Fixen 

et al. (2015) suggested that a PNBN of 0.7-0.9 kg kg-1 is a typical level (with 

chemical and organic fertilizers as N inputs). In our study, while it is a good sign 

that more counties reached a moderate PNBN level during the final time period, 

other counties still had lower levels. These counties require assistance as advanced 

management could improve efficiency or increase soil fertility. The EU Nitrogen 

Expert Panel (2015) observed that a PNBN of 0.7-0.9 kg kg-1 indicates a balanced 

N fertilization, and suggested target values between 0.5-0.9 kg kg-1. In our study, 

64 counties were in this target interval in 2015. Note that the EU target is based 

on total N inputs, while we only included chemical and organic fertilizers. The 

average PNBN in Heilongjiang province was higher than 1, which indicates means a 

soil mining situation which is not sustainable. PNBN was lower than 0.55 kg kg-1 in 

Jilin and Liaoning provinces, suggesting avoidable N losses were occurring and the 

need for improved NUE (Snyder & Bruulsema, 2007). 

4.4.2. Performance comparison between SMLR and RF models 

In the SMLR models, regression coefficients are dependent on the unit of each 

explanatory variable. The SMLR models used 17/15 explanatory variables for 

PFPN/PNBN, but the RF model used all the variables in a ‘black box’ (no closed-form 

expression for the prediction equation). In this perspective, the SMLR model was 

simpler than the RF model and easier to explain. However, the RF model has a 

higher accuracy and the ability to model complex interactions between variables 

(Grömping, 2009; Richardson et al., 2017). Limitations of the SMLR and RF models 

are that these models are usually only effective within the range of covariate values 

exhibited by the training data, that relations found are empirical rather than causal 
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and that overfitting may occur in instances where noisy data are being modelled 

(Hengl et al., 2015). Therefor it should be kept in mind that our prediction model 

should not be applied out of range. For model performance metrics (except ME), 

RF models were more predictive than SMLR models, especially for PFPN. This 

suggests that including non-linear relationships between dependent and 

explanatory variables was more important for PFPN than for PNBN. The statistical 

model for predicting NUE at farm level had an MEC of 0.77 (Ramírez & Reheul, 

2009). Chapter 2 obtained an NUE model at provincial scale with an MEC of 0.74. 

They were less predictable than the RF model in this article (MEC of 0.84/0.89). In 

principle, our RF model is especially good at predicting NUE at county level in 

northeast China which is consistent with training data. Predictions outside the area 

of applicability should be handled with care or be left out from further consideration 

because the environmental properties differ too strongly from those observed in 

the training data (Meyer & Pebesma, 2021). 

4.4.3. Relative importance comparison of explanatory variables 

Relative importance of variables for PFPN  

For PFPN, the crop covariates (e.g., planting area index of vegetables) were the 

most important factors for the relweights and %IncMSE methods, while they 

ranked second in the IncNodePurity method. In particular, planting area index of 

vegetables had a highly positive influence on PFPN in the SMLR model. The yield 

per unit of vegetables (measured as fresh weight) was higher than that of other 

crops (measured as dry matter). This is not surprising given that fresh weight is 

typically larger than dry matter weight. However, this does not mean that more 

vegetables should be grown, because this would neither increase the nutritious 

value nor promote food security. Besides that, the EVI was an important factor in 

the relweights method. Although they are all negatively correlated with PFPN, but 

the equation coefficients showed that EVI in September and October had a negative 

influence while EVI in January and February had a positive influence on PFPN in the 

SMLR model. 

Soil covariates were the most important variables for the IncNodePurity method, 

while they were the second most important for the relweights and %IncMSE 

methods. The representative covariates in the SMLR model were clay content, 

gypsisols and total N. Hamoud et al. (2019) indicated that an increase in soil 

clay content improved rice root morphology and NUE. In addition, more clay means 

less leaching because leaching mainly takes place in sandy soils. Cambisols, soil 

organic carbon density and the amount of phosphorus (Olsen method) were the 
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representative variables in the %IncMSE method of the RF model. The 

IncNodePurity method suggested that bulk density, saturated water content, soil 

organic carbon density and CEC were the main soil covariates. These covariates 

are important soil properties, which have a direct influence on N uptake by crops 

and soil N mineralization (Ishaq et al., 2002). Saturated water content reflects the 

pore status of the soil and the maximum water holding capacity, which is beneficial 

to NUE (Iqbal et al., 2019). The high saturated water content (43-56%) also 

reflects high soil organic matter. CEC gives insight into the fertility and nutrient 

retention capacity of the soil, because exchangeable cations are the most important 

source of immediately available K, Ca and Mg (Mukhopadhyay et al., 2019). Soil 

covariates had more positive explanatory variables than negative variables (i.e., 

histosols cumulative, exchangeable sodium and exchangeable calcium). Chapter 2 

also indicated that histosols cumulative had a negative influence on yield, because 

histosols typically are poorly drained soils, where organic matter accumulation is 

greater than mineralization. 

The relative importance of climate factors was similar in the relweights and 

IncNodePurity methods. In the relweights method of the SMLR model, annual 

average daily minimum temperature had negative impacts on PFPN, and in the RF 

model, annual average surface temperature at night was also important. 

Temperature is among the key driving factors of crop yield variability (Zscheischler 

et al., 2017). The temperature in northeast China is lower than in other regions of 

China and the minimum night land surface temperature restricts the PFPN by 

limiting crop growth and N absorption (Jin et al., 2017). (Chen et al., 2011b) found 

that daily minimum temperature was the dominant factor in corn production, 

especially in May and September. 

The economic variable (i.e., agricultural GDP) was more important in the IncMSE 

method of the RF model than in the relweights method of the SMLR model. 

Agricultural GDP refers to the total amount of all agricultural products expressed in 

monetary currency, reflecting the general trend of agricultural production in a 

certain period, which is related to crop types, crop yield and market price. This 

influences NUE at a macroeconomic level. In this chapter, agricultural GDP per unit 

of planting area, rather than per capita, was used to better reveal the agricultural 

productivity and explore the relationship with NUE. Higher agricultural GDP 

promotes the improvement of mechanization, and this pays off in a higher yield 

and NUE. Conversely, once the agricultural GDP reaches a certain level, excessive 

fertilization might also cause reduced NUE. The non-linear relationship between 
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agricultural GDP and PFPN explained why agricultural GDP had a low importance in 

the SMLR model. 

Topography was more important in the RF model than the SMLR model. Local 

upslope curvature and TPI were the main topographic covariates. Local upslope 

curvature is detrimental to PFPN. TPI measures the relative topographic position of 

a point as the difference between the elevation at this point and the mean elevation 

within a predetermined neighborhood (De Reu et al., 2013). TPI could influence 

climate variability (temperature and precipitation) (Tang et al., 2017), and N loss 

(Singh et al., 2019). 

The relative importance of soil covariates in the RF model was much higher than in 

the SMLR model while that of crop covariates was much lower. This may be because 

crop covariates tend to be more linearly correlated with PFPN, while soil covariates 

are more complex and tend to be nonlinearly correlated. For individual variables, 

planting area index of vegetables had higher relative importance in the SMLR than 

in the RF model, because vegetables had higher PFPN than other crops (> 80 kg kg-1 

in Li et al. (2017). The soil clay content is also more important in the SMLR model. 

This might be because the range of soil clay content (16-34%) in this chapter had 

a linear relation with PFPN, so its influence is well-represented in the SMLR model. 

The relative importance of minimum temperature was higher in the RF than in the 

SMLR model. This might be because the relationship between temperature and NUE 

is nonlinear. Peng et al. (2004) showed that increased night temperature decreased 

rice yields, which was associated with global warming. In contrast, Jin et al. (2017) 

indicated that higher NUE and rice yield could be obtained with a combination of 

higher effective temperature and fewer sunshine hours during the entire growth 

period in northeast China. 

Relative importance of variables for PNBN  

For PNBN, three methods showed that soil covariates were the most important 

variables (>50%). In the relweights method, available soil water capacity and pH 

had a positive influence while coarse fragments and soil organic carbon content had 

a negative impact on PNBN. Pan et al. (2020) showed that greater water holding 

capacity improved maize growth and thus enhanced N absorption and accumulation 

by plants. Table 4.1 shows that the minimum pH was 4.73, so soil acidification 

of croplands decreased NUE (Pan et al., 2020), which can be overcome by the use 

of a combination of chemical and organic fertilizers (Miao et al., 2010). Coarse 

fragments increase the risk of N loss and ammonia volatilization, and thus reduce 

crop NUE (Peng et al., 2015). The saturated water content was very important in 
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the %IncMSE and NodePurity methods. Saturated water content refers to the water 

content when all pores in the soil are filled with water. It is one of the soil moisture 

constants, reflecting the pore status of the soil and the maximum water holding 

capacity. Improved soil porosity is beneficial to NUE (Iqbal et al., 2019). The bulk 

density, available soil water capacity until wilting point and CEC were also very 

important factors. CEC is a sign of soil fertility and nutrient retention capacity 

(Mukhopadhyay et al., 2019). Soil water affects nutrient transformation from 

unavailable to available forms and vice versa, and thereby the total nutrient uptake 

amount. It also influences the availability of applied nutrients and efficiency through 

its effect on various nutrient loss mechanisms such as volatilization, nitrification, 

and/or urease hydrolysis (Ullah et al., 2019).  

Crop covariates were second in importance in the three methods. EVI in November 

& December and planting area index of melons and tubers decreased PNBN, while 

planting area index of beans and cereal led to an increase. EVI in November & 

December also had a significantly negative correlation with PNBN (Figure D.5b). 

This is as expected because long winter dormancy inhibits crop growth and has a 

negative effect on PNBN (Gurung et al., 2009). Melons have a lower N requirement 

per unit of economic yield than beans (Chapter 2), which explains their negative 

influence on PNBN. The planting area index of cereals was negatively correlated 

with PNBN based on Pearson’s correlation but showed positive influence in the SMLR 

model. This indicated that the influence of cereals on PNBN was affected by other 

explanatory variables. Furthermore, cereal crops have various varieties. So NUE 

varied largely between different cereal crops and management practices (Xu et al., 

2014b; Zhang et al., 2015). 

Climate factors were important in RF models according to the %IncMSE and 

NodePurity methods. Ding et al. (2018) also found that climate and soil variation 

were dominant factors driving N leaching. This is because temperature influences 

the N availability to crops and changes crop N removal and N losses from the plant-

soil system (Liang et al., 2018). 

We had expected that increasing wealth would raise farmers' investment in farming 

and the government's attention to agriculture, and thus provide better 

agrotechnical services and increase NUE. Most countries, however, show an 

attenuated increase of maximum N removal from crops with increasing GDP, which 

adheres to the law of diminishing returns (Mogollón et al., 2018). Despite that, the 

temptation of higher interests might lead to excessive fertilization and reduce NUE. 

In Japan, a negative relationship between GDP and maximum N removal from crops 

was found (Mogollón et al., 2018). Proper guidance by the government and related 
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scientific research workers is needed to avoid the negative effect of agricultural 

GDP. 

The main difference in the relative importance of variables between the SMLR and 

RF models for PNBN was that the RF model had higher relative importance of soil 

and climatic covariates, and lower relative importance of crop covariates. Similar 

to that observed for PFPN, this may be because crop covariates have a simple linear 

relationship with PNBN while soil and climate covariates are more complex and 

nonlinearly related with PNBN. For example, the relative importance of EVI in 

November & December and planting area index of beans were higher than 15% in 

the SMLR model, while they were lower than 5% in the RF model. In contrast, the 

relative importance of saturated water content, bulk density and CEC was higher 

in the RF than in the SMLR model; the annual average surface temperature was 

important in the RF model, but not in the SMLR model. This could be because EVI 

in November & December has a linear relation with PNBN, which SMLR captures 

well. However, soil covariates and temperature have a complex non-linear relation 

with PNBN, by influencing N uptake and denitrification, which may explain why these 

were more important in the RF model (Fan et al., 2014). 

We compared different methods that quantify the relative importance of 

explanatory variables. Although the methods used for this are not entirely new, 

their comparison is rarely made and certainly not in the context of NUE modelling. 

Considering that the ranger package is much faster, we found that the permutation 

and node impurity method used in the ranger package were more efficient than in 

the randomForest package. However, it was difficult to recognize the negative or 

positive influence of covariates and interpret results with the ranger package. More 

enhanced methods, such as deep learning, transfer learning, and wavelet phase 

harmonics (WPH) statistics are needed (Allys et al., 2020). One thing that attracted 

our approval was that the %IncMSE method in the randomForest package and 

permutation method in the ranger package were unscaled, because scaling of 

variable importance is misleading (Strobl et al., 2009). 

4.4.4. Crop-specific analyses at county scale 

Many studies have focused only on a single crop or grain crop, and rarely included 

cash crops (Xu et al., 2014b; Li et al., 2020a). As a result, these studies do not 

reflect the entire local NUE trends, which inhibits their use for formulating 

appropriate policies and technical guidance. This chapter made up for these 

shortcomings by aggregating all crops and including crop types as explanatory 

variables. Analysis at a higher level of aggregation is important for decision and 
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policy makers who often need integrated information that shows general patterns 

and trends (Chapter 2). However, in some cases decision makers may benefit 

from crop-specific analyses. Such analysis was beyond the scope of this work and 

is also hampered by the fact that crop-specific N application data at county scale 

are not readily available in the governmental database (i.e., in the municipal and 

provincial Yearbook of northeast China). Future research could look into ways to 

collect such data and apply a similar analysis as we did to reveal trends and 

patterns for specific crops and crop categories, such as staples and cash crops. Our 

analysis was also conducted at a county level, thus enabling recommendations and 

policies, such as N fertilization regulation, at a much finer scale than the provincial 

level. This is important because our results indicated that there were considerable 

differences in NUE trends between counties in the same province. 

4.5. Conclusions 

We performed a first and novel study analyzing spatial and temporal variation of 

NUE at a county scale in three provinces in northeast China using statistical 

regression. The NUE indicators decreased in most counties during the study period 

and were higher in Heilongjiang province than in the other two provinces. The RF 

model was superior in performance than the SMLR model, indicating that many 

covariates had a non-linear relation with NUE. We note that both models smooth 

the reality and underpredict high extremes and overpredict low extremes. 

Considering that the ranger package is much faster than the randomForest package, 

we found that the permutation and node impurity methods in the ranger package 

were more efficient for analyzing covariate importance in the RF model.  

The relative importance of crop covariates was much higher in the SMLR than in 

the RF model, while soil and climatic covariates were more important in the RF 

model, indicating the difference between linear and non-linear relationships 

between dependent and explanatory variables. These novel findings are particularly 

valuable when put into action in supporting land-use management and 

policymaking. 

 

Supplementary material 

The supplementary materials, Appendix D, can be downloaded as Appendices A-G 

from: https://wageningenur4-

my.sharepoint.com/:w:/g/personal/yingxia_liu_wur_nl/EQLnRgk6ERRPjygndH-

miiYBCx793tl1hqLuvQ_B7xKQWQ?email=liuyingxia91%40163.com&e=jySl9r. 
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Chapter 5 

Uncertainty quantification of nitrogen use efficiency prediction in 

China using Monte Carlo simulation and quantile regression forest 

Nitrogen use efficiency (NUE) plays an essential role in food security and environmental 

sustainability. This chapter analyzed uncertainty in NUE predictions obtained from a 

random forest machine learning model. We quantified the uncertainty of the input data 

and model and used Monte Carlo simulation in three scenarios and quantile regression 

forests (QRF) to analyze how these uncertainties propagate to the NUE predictions for 31 

provinces in China from 1978 to 2015. We considered two specific NUE indicators, the 

partial factor productivity of nitrogen (PFPN) and the partial nutrient balance of nitrogen 

(PNBN). The prediction uncertainty for both NUE indicators decreased over time. In 2015, 

PFPN had a higher 90% prediction interval ratio (PIR90) of input data in south and west 

China and a higher 90% prediction interval width (PIW90) in south and east-costal China, 

while PNBN had a higher PIR90 in north China and a higher PIW90 in northeast China. The 

NUE prediction uncertainty propagated from QRF models has similar spatial patterns as 

input data. NUE in most provinces had smaller input uncertainty than model uncertainty, 

except PNBN, which had larger model uncertainty than input uncertainty after 2010. 

Generally, PNBN had higher input uncertainty contributions than PFPN in 2015, especially 

in south and northeast China. Overall, the uncertainties in NUE predictions was substantial. 

A series of recommendations were made to improve the accuracy of NUE prediction. These 

may be applied by the government, in order to inform sustainable nitrogen management 

in food systems. 

 

Based on: 

Liu, Y., Heuvelink, G. B. M., Bai, Z., He, P. (2022). Uncertainty quantification of nitrogen 

use efficiency prediction in China using Monte Carlo simulation and quantile regression 

forest. (submitted to Journal of Cleaner Production) 
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5.1. Introduction 

The Sustainable Development Goals defined by the United Nations call to action to ensure 

agricultural and environmental sustainability. Nitrogen (N) is one of the most important 

nutrients for crop growth, contributing more than 50% of the crop yield increase (Stewart. 

et al., 2005; Zhang et al., 2015; Dimkpa et al., 2020). Studies demonstrated that 

excessive N application caused diminishing returns for increased crop yields and N 

removals, especially in China (Zhang et al., 2015). In other words, excessive N application 

leads to decreased nitrogen use efficiency (NUE). NUE indicators are a major detection 

instrument related to food security, environmental pollution, economic development and 

resource use, and widely and increasingly used by agronomists, environmental scientists, 

biogeochemists, policymakers and other stakeholders at various temporal and spatial 

scales (Quan et al., 2021). The partial factor productivity of N (PFPN, in kilograms of grain 

per kilogram of N applied) and partial nutrient balance of N (PNBN, in kilograms of N 

removal by aboveground crop per kilogram of N applied) are two popular indicators to 

reflect NUE averages and trends (Dobermann, 2007). Specifically, NUE (38 and 

0.4 kg kg-1 yr-1 for PFPN and PNBN, respectively) (Chapter 2) in China is much lower than 

in well managed systems in other parts of the world (>60 and 0.7-0.9 kg kg-1 yr-1 for PFPN 

and PNBN, respectively) (Roberts, 2007; Fixen et al., 2015). Therefore, improving NUE 

indicators to a reasonable range is vital to environmental sustainability in China. 

Many studies revealed that NUE has large spatial and temporal variation as a consequence 

of different crops, climate, soil properties and management practices (Zhang et al., 2015). 

For example, PFPN changed from 86, 56 and 74 kg kg-1 in 1960 to 26, 30 and 69 kg kg-1 

in 2009 in China, India and USA, respectively (Lassaletta et al., 2014). Statistical modelling 

can support the understanding of the causes of the spatial and temporal variations (Li et 

al., 2020b; Zhang et al., 2021b). Random forest (RF), as one of the machine learning 

algorithms, stands out due to its flexibility and competitive explanatory performance. Li et 

al. (2020b) used RF and found that mean annual temperature was the most critical factor 

of PFPN improvement. Ren et al. (2019) applied RF to the effects of manure on recovery 

efficiency of N, and found that soil properties contributed up to 55%, followed by climatic 

factors that contributed of 32%. N application rate and crop types only contributed 8.3% 

and 4.6%, respectively. Correndo et al. (2021) explored the driving factors of maize yield 

without N fertilizer using RF, and indicated that previous crop, irrigation and soil organic 

matter were the most relevant factors for maize yield. 

Even though the explanatory performance of RF models is often high compared to other 

models, no model is perfect and model predictions have errors, which might influence their 

explanatory ability. Models are useful tools to support increasing policy interest in 

monitoring and reporting performance of sustainable agriculture and sustainable nutrient 
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management practices, but only if their accuracy is sufficient. So far, current research 

rarely addressed prediction uncertainty of NUE models, even though this restricts their 

application. Additionally, the sources of uncertainty and their contribution to the model 

output uncertainty have been poorly understood. Generally speaking, the main uncertainty 

sources originate from model inputs, model parameters and model structure (Heuvelink et 

al., 1989; Kay et al., 2009). Consequently, all three will propagate to the model output. 

The uncertainty of model inputs includes uncertainties in measurements, such as yield and 

fertilizer inputs, and uncertainties in calculation parameters, such as straw return and 

manure coefficients. When collecting data, measurement uncertainty can be caused by 

many factors, such as sampling error, human error, instrument error, and parameter error 

in data processing (e.g., N content in manure, straw and grain ratio). These uncertainties 

propagate to the model output (i.e., NUE predictions). Zhang et al. (2021b) discussed the 

uncertainty sources of the N budget, such as calibration parameters, data sources and 

calculation methods. Zheng et al. (2012) applied Monte Carlo simulation to identify key 

uncertainty sources of atmospheric ammonia emission by simulating input data (i.e., N 

fertilizer application, human being, livestock, biomass burning, waste treatment, fuel 

combustion and sewage treatment) based on the reliability and accuracy of data sources, 

estimation methods used, and uncertainty in emission factors and by propagating 

uncertainties in model inputs through source-based emission models. Miller et al. (2020) 

used the Monte Carlo method to propagate the uncertainty of N application measurements 

to the overall N application rate. Kros et al. (2012) also used the Monte Carlo method to 

quantify the propagation of input uncertainty from initial values, model parameters, and 

environmental constants and variables to model output (N fluxes). Although 

computationally demanding, the Monte Carlo has shown to be an effective method for 

quantifying the propagation of input and parameter uncertainty to model outputs. 

In addition to uncertainty in model input, there is also uncertainty caused by the model 

itself, because even if the inputs are error-free, the output is still imperfect. This is because 

a model is only a simplified representation of reality (Heuvelink, 1998a). de Vries et al. 

(2011) estimated the model structural uncertainty for N budgets for European agriculture 

by using an ensemble of modelling approaches. In machine learning, the quantile 

regression forests (QRF) algorithm was developed and used to assess the uncertainty 

associated with model-derived predictions (Meinshausen, 2006; Córdoba et al., 2021). 

Lalitha et al. (2021) used QRF to quantify the model uncertainty of soil depth prediction, 

while Vaysse and Lagacherie (2017) showed that QRF provided more accurate and 

interpretable predicted patterns of uncertainty than regression kriging in operational digital 

soil mapping. 
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In this chapter we aim to quantify the uncertainty and uncertainty source contributions in 

random forest predictions of NUE using a Monte Carlo analysis and QRF for 31 provinces 

in China, for the years 1978 to 2015. Specifically, the objectives of this chapter are to: 1) 

use expert judgement and scenarios to quantify the uncertainty (probability distributions) 

in calculations of PFPN and PNBN (through propagating uncertainty in crop yield, N removal, 

and N input); 2) analyze how uncertainty in the inputs propagates through the RF model 

using a Monte Carlo uncertainty propagation analysis; 3) analyze how model uncertainty 

leads to uncertainty in model outputs using QRF; and 4) compare the contributions of input 

uncertainty and model uncertainty to the overall model output uncertainty. To facilitate 

the robustness of the results, we define three scenarios for input uncertainty quantification. 

We compare the input uncertainty with model uncertainty for one of these scenarios (i.e., 

the reference scenario). Our results can be used to benchmark new national food security 

projections and quantitative scenario studies and inform policy analysis and the public 

debate on improved data collection and model building. 

5.2. Materials and methods 

5.2.1. Study area and NUE indicators 

The study area is defined by 31 provinces of China (excluding Hong Kong, Macao and 

Taiwan), for a time period from 1978 to 2015. The target variables studied were two 

indicators for long-term trends of NUE: PFPN and PNBN (Table 5.1) (Dobermann & Cassman, 

2005; Dobermann, 2007). The dataset to calculate these indicators stems from the 

(National Bureau of Statistics of China, 2019). It mainly includes economic yield of different 

crops, human and livestock numbers, chemical fertilizer and related parameters, as listed 

in Table 5.1. More details are given in (He et al., 2018). 
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Table 5.1: Definitions of nitrogen use efficiency indicators used in this chapter, with 

parameter descriptions (Dobermann, 2007; He et al., 2018). 

Definitions and equations Parameter descriptions 

𝑃𝐹𝑃𝑁 =
𝑌𝑖𝑒𝑙𝑑

𝑁𝑖𝑛𝑝𝑢𝑡

 
PFPN represents the partial factor productivity of 

nitrogen in each province (kg kg-1 yr-1); Yield is 

the economic yield of total crops in each province 

(kg  yr-1); Ninput represents the amount of N 

input (i.e., chemical fertilizer, manure, cake 

fertilizer and straw return) to the soil in each 

province (kg N ha-1 yr-1).  

𝑃𝑁𝐵𝑁 =
𝑁𝑐𝑟𝑜𝑝_𝑟𝑒𝑚𝑜𝑣𝑎𝑙

𝑁𝑖𝑛𝑝𝑢𝑡

 
PNBN represents the partial nutrient balance of 

nitrogen in each province (kg kg-1 yr-1); 

Ncrop_removal represents the amount of N removal 

from total crops in each province (kg N ha-1 yr-1). 

𝑌𝑖𝑒𝑙𝑑 = ∑ 𝑌𝑖𝑒𝑙𝑑𝑘

𝑝

𝑘=1

 
p means the number of crop species in each 

province. 

𝑁𝑐𝑟𝑜𝑝_𝑟𝑒𝑚𝑜𝑣𝑎𝑙 = ∑ 𝑁𝑐𝑟𝑜𝑝_𝑟𝑒𝑚𝑜𝑣𝑎𝑙_𝑘

𝑝

𝑘=1

 
See above. 

𝑁𝑐𝑟𝑜𝑝_𝑟𝑒𝑚𝑜𝑣𝑎𝑙_𝑘 = 𝑌𝑖𝑒𝑙𝑑𝑘 × 𝐶𝑟𝑜𝑝𝑘 Cropk means the amount of N requirement for 

unit of economic yield of different crops in 

N kg t-1. 

𝑁𝑖𝑛𝑝𝑢𝑡 = 𝑁𝑓𝑒𝑟𝑡 + 𝑁𝑚𝑎𝑛 + 𝑁𝑐𝑎𝑘𝑒 + 𝑁𝑠𝑡𝑟𝑎𝑤 Nfert is total N from chemical fertilizer 

(kg N ha-1 yr-1); Nman is manure fertilizer from 

humans and livestock (kg N ha-1 yr-1); Ncake is 

cake fertilizer returns to soil (kg N ha-1 yr-1); 

Nstraw is straw N returns to soil (kg N ha-1 yr-1). 

𝑁𝑓𝑒𝑟𝑡 = 𝑁𝑓𝑒𝑟𝑡_𝑁 + 𝑁𝑓𝑒𝑟𝑡_𝐶𝑜𝑚 × 𝑅𝑎𝑡𝑖𝑜𝐶𝑜𝑚 Nfert_N and Nfert_Com are the total chemical fertilizer 

amount of single and compound (kg N ha-1 yr-1), 

respectively; RatioCom is the N ratio of compound 

fertilizer (%). 

𝑁𝑚𝑎𝑛 = ∑ (𝑁𝑢𝑚𝑎𝑛𝑖𝑚𝑎𝑙_𝑘 × 𝑁𝐸𝑥𝑐𝑟𝑒𝑟𝑎𝑡𝑒_𝑘 ×𝑛
𝑘=1

𝑀𝑅𝑎𝑡𝑒𝑟𝑒𝑡𝑢𝑟_𝑘) 

n is the number of human and livestock species; 

Numanimal is the number of humans and livestock; 

NExcrerate is the amount of N content in excretion 

and urine in different humans and livestock 

(kg N head-1 yr-1); MRateretur is the returning 

field rate (%). 

𝑁𝑐𝑎𝑘𝑒 = ∑(𝑌𝑖𝑒𝑙𝑑𝑘 × 𝑅𝑎𝑡𝑖𝑜𝑐𝑎𝑘𝑒_𝑘 × 𝑁𝐶𝑎𝑘𝑒𝑘

𝑚

𝑘=1

× 𝐶𝑅𝑎𝑡𝑒𝑟𝑒𝑡𝑢𝑟_𝑘) 

m is the number of crop species for cake 

fertilizer; Ratiocake is the cake ratio; NCake is the 

amount of N content in different crops for cake 

fertilizer (%); CRateretur is the returning field rate 

(%). 

𝑁𝑠𝑡𝑟𝑎𝑤 = ∑(𝑌𝑖𝑒𝑙𝑑𝑘 × 𝑅𝑎𝑡𝑖𝑜𝑠𝑡𝑟𝑎𝑤_𝑘 × 𝑁𝑆𝑡𝑟𝑎𝑤𝑘

𝑖

𝑘=1

× 𝑆𝑅𝑎𝑡𝑒𝑟𝑒𝑡𝑢𝑟_𝑘) 

i is the number of crop species for straw 

returning; Ratiostraw is the ratio of straw to grain; 

NStraw is the amount of N content in different 

straw (%); SRateretur is the returning field rate 

(%). 
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5.2.2. Uncertainty of input data 

 Measurement errors represented by probability distributions 

Technically, our research used official data which should be trustworthy. However, no 

measurement is error-free due to the use of different equipment in field and lab, and 

sampling errors. In addition, the uncertainty of the input parameters used to calculate N 

removal and N input can be different between provinces and over different years. Moreover, 

measurement errors can also be correlated in space and time, because similar biases can 

be made in subsequent years or in neighboring provinces. 

Mathematically, measurement error can be represented as follows: 

 𝑌𝑡 = 𝑌𝑚 + 𝜀          (5.1) 

where Yt and Ym are the true and measured values of an input parameter, respectively; 

and ε is a random measurement error (i.e., the difference between the true and the 

measured value). 

The actual measurement errors are unknown and therefore represented by probability 

distributions. A major task is then to quantify the statistical parameters of these probability 

distributions. We made the following assumptions to be able to do this for yield, N removal 

and N input: 

• All measurement errors are assumed to be normally distributed. This substantially 

facilitates the subsequent statistical analysis and is defendable because of the 

central limit theorem (Burt et al., 2009). 

• The mean (i.e., expected value) of the error distributions are assumed to be zero 

in all cases. In other words, we assume that there are no systematic measurement 

errors over the provinces and years. 

• With the two assumptions above, the marginal distributions of the measurement 

errors are completely specified once the standard deviation of the distribution is 

known. We assume that these standard deviations are proportional to the 

measured value. 

• We further assume that errors between different inputs (such as between yield and 

N removal) are uncorrelated. 

• We allow measurement errors of the inputs to be spatially autocorrelated and we 

characterize the spatial autocorrelation with a negative exponential function of the 

geographic distance between the centroids of the provinces. 

• Temporal autocorrelation of measurement errors is also incorporated; this is 

represented by a negative exponential function of the time difference in years.  
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Quantifying the standard deviation of input errors 

As mentioned above, the standard deviation of the input errors is assumed to be 

proportional to the measured value: 

 𝜎𝑖𝑗𝑘 =
𝑃𝐸𝑖𝑗𝑘

100%
∙ 𝑌𝑚,𝑖𝑗𝑘         (5.2) 

Here, 𝜎𝑖𝑗𝑘, 𝑃𝐸𝑖𝑗𝑘 and 𝑌𝑚,𝑖𝑗𝑘 are the standard deviation, the proportional error (expressed 

as a percentage) and the measured value for province i, year j and input k, respectively. 

The input errors mainly include errors from crop yield, N removal and N input. Specifically, 

N removal was calculated from yield and N requirement for each crop. However, the N 

requirement may be different for different crop varieties. For the uncertainty of N 

requirement in the reference scenario we refer to He et al. (2018). They summarized mean 

values and standard deviations of N requirement from previous publications. The N input 

was obtained by aggregating N from chemical fertilizer, manure, cake fertilizer and straw 

return. Each of these was calculated by the equations given in Table 5.1, with 

corresponding parameters given in Table 5.2. For example, the chemical fertilizer as one 

of the N inputs, was composed of single N fertilizer and N from compound fertilizer 

(Table 5.1). Due to the N proportion in compound fertilizer being different between diverse 

fertilizer companies and brands among different years, we used different parameters for 

different regions and years. The proportional error (PE) of single N fertilizer and compound 

fertilizer can be derived from “N input”, while the PE from N ratio in compound fertilizer is 

derived from the “N input coefficient” (Table 5.2). Manure, as the second N input, included 

even more parameters: the number of human and livestock species, the amount of N 

content in excretion and urine per year (i.e., daily excretion/urine, N content, population 

structure, and feeding period) and the returning rate to field (Table 5.1). To simplify our 

calculations, we used a single coefficient from N input coefficient to represent the 

aggregated parameters of manure (i.e., the amount of N content in excretion and urine 

and returning rate to field) (Table 5.2).  
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Table 5.2: Values used for proportional errors (Popescu et al.) in three scenarios to assess the robustness of the uncertainty analysis.  

NUE measurements Year Types Optimistic Reference Pessimistic 

Yield 1978-

1988 

Cereals 2.5 5 10 

  
Crops with dry matters except cereals  5 10 20 

 
  Sugar crops, vegetables, fruits and melons 10 20 40 

 
1989-

1996 

Crops with dry matter 4 8 16 

 
  Sugar crops, vegetables, fruits and melons 8 16 32 

 
1997-

2009 

Crops with dry matter 3 6 12 

 
  Sugar crops, vegetables, fruits and melons 6 12 24 

 
2010-

2015 

Crops with dry matter 2.5 5 10 

    Sugar crops, vegetables, fruits and melons 5 10 20 

N input 1978-

1983 

Single N fertilizer 5 10 20 

  
Compound fertilizer 5 10 20 

  
Number of livestock and human 5 10 20 

 

1984-

1996 

Single N fertilizer 4 8 16 

  
Compound fertilizer 4 8 16 

 

 
Number of livestock and human 4 8 16 

 

1997-

2009 

Single N fertilizer 3 6 12 

  
Compound fertilizer 3 6 12 

  
Number of livestock and human 3 6 12 

 
2010-

2015 

Single N fertilizer 2.5 5 10 

  
Compound fertilizer 2.5 5 10 

    Number of livestock and human 2.5 5 10 
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N input coefficient N ratio in compound fertilizer 2.5 5 10 

  
Manure coefficient 4 8 16 

  
Cake fertilizer coefficient 5 10 20 

    Straw returning coefficient 5 10 20 

N require 
 

Rice 
   

  
Early rice 7.7 15.3 30.7 

  
Middle rice 6.7 13.4 26.8 

  
Late rice 7.7 15.4 30.8 

  
Single-season rice 6.6 13.1 26.2 

  
Wheat 

   

  
Winter Wheat 3.4 6.8 13.6 

  
Spring Wheat 3.0 6.0 12.0 

  
Maize 

   

  
Spring maize 8.5 17.1 34.1 

  
Summer maize 5.7 11.3 22.6 

  
Millet 3.8 7.6 15.2 

  
Sorghum/Jowar 0.5 1.0 2.0 

  
Barley 4.1 8.1 16.3 

  
Other cereals 0.5 1.0 2.1 

  
Potatoes 6.1 12.1 24.3 

  
Other potatoes 0.6 1.1 2.2 

  
Soybeans 2.6 5.2 10.4 

  
Other bean crops 2.7 5.4 10.8 

  
Cotton 4.0 7.9 15.9 

  
Fiber crops 2.5 5 10 

  
Peanut 9.7 19.4 38.8 

  
Rapeseed 7.9 15.7 31.5 

  
Sunflower/Helianthus 12.9 25.8 51.7 
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Other oil crops 1.3 2.7 5.3 

  
Tobacco 4.5 9.1 18.2 

  
Tea 2.2 4.4 8.8 

  
Sugarcane 0.3 0.6 1.1 

  
Sugar beet/Beetroots 5.4 10.8 21.7 

  
Vegetables 8.5 16.9 33.8 

  
Melons 3.9 7.9 15.8 

  
Garden fruits 5 10 20 

  
Banana 0.3 0.5 1.1 

  
Apple 14.9 29.7 59.5 

  
Oranges 6.2 12.4 24.8 

  
Pear 1.5 3.1 6.2 

  
Grape 6.1 12.1 24.3 

  
Pineapple 1.0 1.9 3.8 

  
Dates 5.0 10.0 20.0 

  
Peach 0.4 0.9 1.8 

  
Persimmon 5.3 10.6 21.3 

  Kiwi 9.5 19.0 38.0 

  Litchi 3.8 7.7 15.4 
  

Longan 4.8 9.5 19.0 

Note: Cake fertilizer, straw return and manure coefficients represent the aggregated parameters (except yield) calculating cake fertilizer, straw return and manure. The PE for 

N requirement is derived from He et al. (2018). 
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Generally, activity data collected from the official statistics or from first-hand 

measurements have a smaller PE (likely between 2.5 and 10%) (e.g., crop yield, 

animal numbers, single N fertilizer application amount) (Huang et al., 2012; Gu et 

al., 2015; Luo et al., 2019; Xu et al., 2019) than other activity data and parameters 

collected or summarized from published studies, which are prone to have a larger 

PE range (0.3-80%) (e.g., N requirement, N input) (He et al., 2018). The PE can 

be different between crops, years and provinces.  

The PE in the optimistic and pessimistic scenarios were chosen as half and double 

the PE values of the reference scenario, respectively. Due to the large difference 

among the water content of sugar crops, vegetables, fruits and melons, we 

assumed that the uncertainty of these crops was larger (i.e., double) than for dry 

matter crops, such as cereals and oil crops. Cereal yield information was obtained 

from a complete survey data for the period before 1989. We assumed that the PE 

of cereal yield was small (i.e., 5% for the reference scenario), while other crops 

with dry matters had a larger PE (i.e., twice as large as cereal crops: 10% for the 

reference scenario). Sugar crops, vegetables, fruits, melons had a twice as large 

PE than dry matter crops, as mentioned before. From 1989 onward sample survey 

data were used (National Bureau of Statistics of China, 2019). Therefore, the cereal 

yield uncertainty was larger than before, which was influenced by sample quality 

and planting area (because total production is the product of sample yield and 

planting area). In addition, the improvement of statistical methods and laws 

decreased the uncertainty of statistical data over the years. The statistics law of 

the People’s Republic of China has been enacted in 1983, and amended in 1996, 

2009. Based on this, we used different PEs between different crops and we 

decreased it for more recent years. That is to say, the PE of dry matter crops from 

1989 to 1996 (8% for the reference scenarios) was smaller than in 1978-1988, but 

larger than cereal crops in the previous period that was based on a complete survey 

data.  

The above showed that quantification of the PEs relied largely on expert 

judgements, which is not as reliable as quantitative assessment of measurement 

errors. We therefore decided to use three scenarios to quantify the uncertainty of 

measurements of yield, N removal and N input: Optimistic (O), Reference (R) and 

Pessimistic (P) (see Table 5.2). Comparison of results between these scenarios 

provides insight into how sensitive the results of the uncertainty propagation 

analysis are to the values of the PEs. 
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Spatial and temporal correlation of the errors 

Uncertainty about spatially distributed input data tends to be positively spatially 

correlated, and this influences the degree to which uncertainties cancel out by 

spatial aggregation (Kros et al., 2012). We used centroids of provinces to determine 

the distances between provinces. The uncertainty about input data might also be 

positively correlated over time, since in nearby years the same errors can be 

repeated by using the same tools, methods or operators to measure or collect data. 

We represented the spatial and temporal autocorrelation of the measurement 

errors by a negative exponential function: 

 𝜌(∆𝑠, ∆𝑡) = 𝑒−𝛼∗∆𝑠−𝛽∗∆𝑡        (5.3) 

where Δs and Δt refer to distance in space in kilometer and distance in time in 

years, respectively. As before we used three scenarios, because the parameters α 

and β could only be derived using expert judgement (Table 5.3). We assumed that 

α and β were the same for all uncertain inputs. 

Table 5.3: Parameter values of spatial and temporal autocorrelation function for 

three robustness scenarios. 

Parameter value Optimistic Reference Pessimistic 

α (kilometer-1) 0.002 0.001 0.0005 

β (year-1) 0.5 0.2 0.1 

With defining the PEs and spatial and temporal autocorrelation functions we had 

fully characterized the joint distribution of all uncertain inputs. The vector of all 

input errors had a multivariate normal distribution, whose mean vector was zero 

and whose variance-covariance matrix could be derived from the autocorrelation 

functions, the PE values given in Table 5.2, and the measured inputs. Since we 

assumed that there was no cross-correlation between uncertain inputs, we could 

work with joint normal distributions for each input separately. Note that the joint 

distribution was still complex, because the vector of normal variates for each input 

consisted of 31 x 38 = 1178 elements. We derived the 1178 x 1178 covariance 

matrices for all inputs as described above and checked that all were positive-

definite. 



Chapter 5 Uncertainty quantification of nitrogen use efficiency prediction in China 

using Monte Carlo simulation and quantile regression forests 

 

121 

 

5.2.3. Uncertainty propagation 

Propagation of input uncertainty 

Monte Carlo method 

The Monte Carlo method is by far the most often used tool for uncertainty 

propagation analysis since it is transparent, easily implemented and generally 

applicable (Heuvelink, 1998b). It can approximate the probability distribution of 

the uncertain output at an arbitrary accuracy level as long as the number of 

simulations is large enough (Heuvelink, 1998a). The Monte Carlo simulation 

approach starts by sampling a large number of ‘possible realities’ from the 

probability distributions of the uncertain inputs, using a pseudo-random number 

generator. In this chapter, we used 500 Monte Carlo runs. As the joint distribution 

of the uncertain inputs was multivariate normal, we could use the mvrnorm function 

of the MASS package (version 7.3-54) (Venables & Ripley, 2002).  

Propagation of input uncertainty to NUE calculations 

The yields of all crops were summed for each Monte Carlo run to get the total yield 

of each province and year for that run. The same was done for N removal. N input 

was already recorded for total crops, hence summation for all crops was not needed. 

If the summed simulations of total yield or N removal or simulated N input were 

smaller than zero, then these values were replaced by zero. 

The PFPN and PNBN values for each Monte Carlo run were next computed from the 

yield, N removal and N input simulations for each province and year. The frequency 

distributions of the 500 values of PFPN and PNBN represent the propagation of input 

uncertainty to uncertainty in NUE calculations. 

The random forest model 

The RF model, developed by (Breiman, 2001), tends to have higher accuracy 

compared with other machine learning approaches (Hengl et al., 2015). It belongs 

to the family of ensemble machine learning algorithms that predicts a dependent 

variable (i.e., NUE indicators) from a set of explanatory variables (training data) 

selected randomly using a bootstrapping technique (sampling with replacement). 

Once a model is calibrated, it can be used to predict the dependent variable from 

only the explanatory variables. The explanatory variables used to build the RF 

model included crop type, topography, soil, climate, economy and AMP. They were 

obtained from the Climatic Research Unit (1978-2015), Harris et al. (2014), the 

National Bureau of Statistics of China (1978-2015) and published articles 
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(Shangguan et al., 2014; Hengl et al., 2017; Poggio et al., 2020). More details 

about these covariates are provided in Chapter 1. All explanatory variables in 

raster format were aggregated to provincial scale by taking the provincial average. 

Crop and soil types were transformed to continuous-numerical variables by 

computing area proportions. Annual temperatures at night and daytime were also 

added. In summary, there were 1159 NUE observations (30 provinces from 1978 

to 2015; Chongqing province was established in 1997) and 108 explanatory 

variables. 

Propagation of input uncertainty through the NUE random forest model 

After obtaining the 500 PFPN and PNBN Monte Carlo simulations for each province 

and year, we fitted the RF (Breiman, 2001) model for each case. In other words, 

we obtained 500 different RF models because each model was calibrated with a 

different PFPN and PNBN dataset. The differences between these models and their 

predictions showed how measurement uncertainty in inputs propagated to the 

model output. If the differences are large, then this indicates that uncertainty in 

input data (i.e., yield data, human and livestock numbers, chemical fertilizer data 

and corresponding coefficients) has a large impact on the model output. If it is 

small, then the effect of input uncertainty on model predictions of NUE indicators 

is small. We characterized the uncertainty in RF predictions by the 90% Prediction 

Interval Width (PIW90) and the ratio of the inter-quantile range over the median 

(Prediction Interval Ratio, PIR90). Note that these uncertainty metrics were 

computed for every province and year. Their equations are as follows (Poggio et 

al., 2020): 

 𝑃𝐼𝑊90 = 𝑞0.95 − 𝑞0.05      (5.4) 

 𝑃𝐼𝑅90 =
𝑞0.95−𝑞0.05

𝑞0.50
       (5.5) 

Here, q0.05, q0.50 and q0.95 are the 0.05 quantile, median and the 0.95 quantile of 

the 500 NUE predictions, respectively. 

Model uncertainty  

The RF model also causes uncertainty, because the explanatory variables cannot 

explain all of the variation of the NUE indicators. For instance, in Chapter 4 we 

found that the RF model could explain only 84 and 89% of the variation of PFPN 

and PNBN, respectively. 

We used QRF to quantify the model uncertainty (Meinshausen, 2006). QRF is similar 

as RF, but it gives a non-parametric and accurate way of estimating conditional 
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quantiles of the dependent variables (i.e., NUE indicators). It keeps the value of all 

observations in each node of each tree, not just their mean, and assesses the 

conditional distribution based on this information. It is invoked in the ranger 

function of the ranger package (version 0.13.1) with quantreg option set to TRUE. 

In this case, the prediction is not a single value, i.e., the average of the predictions 

from the group of decision trees in the random forest, but a cumulative probability 

distribution of the PFPN and PNBN for each province and year. We obtained the 0.05, 

0.50 and 0.95 quantiles from this distribution to compute the PIW90 and PIR90 

associated with model uncertainty. 

5.2.4. Uncertainty sources contributions 

Both input uncertainty and model uncertainty lead to uncertainty in RF predictions 

of NUE indicators. In previous sections we have explained how these uncertainties 

can be derived, by using Monte Carlo simulation for input uncertainty and QRF for 

model uncertainty. The magnitude of the uncertainties was quantified with PIW90 

and PIR90. Once these are obtained it is an easy step to compare them. We 

computed the uncertainty contributions of each source by dividing each by the sum. 

Such analysis can provide highly relevant information. For instance, if input 

uncertainty is the principal uncertainty source (with larger PIW90 or PIR90), then it 

is important to improve the accuracy of the yield data, human and livestock 

numbers, chemical fertilizer data and corresponding coefficients. If model 

uncertainty is the main uncertainty source, then there is little gain in putting a large 

effort in collecting more accurate data and coefficients. Instead, improvements can 

best be achieved by obtaining more and better explanatory covariates and models. 

Note that the uncertainty contributions were computed for all provinces and years 

and can be different between provinces and years. 

5.3. Results 

In this section we will only present results of the uncertainty analysis. Spatial 

patterns and time series of PFPN and PNBN calculations and RF model predictions 

are given in (Chapter 2) and (Chapter 4). Due to space limitations, we will 

concentrate on three provinces (Heilongjiang, Henan and Sichuan) and the year 

2015 when presenting results in this section. Results for other provinces and the 

entire period are mostly presented in the Appendix A. We selected these three 

provinces because these are main food productive provinces in China, while their 

environmental conditions and geographical locations are different and fairly 
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representative for the whole of China. The results for other provinces and scenarios 

can be found in Figures E.1 and E.2. 

5.3.1. Uncertainty of NUE calculations for different scenarios 

We used probability distributions width between the quantile 0.05 and 0.95 to 

describe the uncertainty of PFPN and PNBN calculations for each province in each 

year. The probability distribution is estimated by the frequency distribution of the 

PFPN and PNBN calculations that were derived from simulating 500 Monte Carlo 

realizations of yield, N removal, and N input for each province and year and 

computing PFPN and PNBN using the equations given in Table 5.1. Results showed 

that as expected that the PFPN and PNBN uncertainty of the reference scenario is 

larger than that of the optimistic and smaller than that of the pessimistic scenario 

(Figure 5.1a and b). The differences between the three scenarios are large, since 

the probability densities are much narrower for the optimistic scenario and much 

wider for the pessimistic scenario than for the reference scenario. The three 

selected provinces had similar distribution width between the quantile 0.05 and 

0.95 for PFPN (3, 6 and 12 kg kg-1 for the optimistic, reference and pessimistic 

scenarios, respectively) (Figure 5.1). For PNBN, the distribution width of 

Heilongjiang (0.15, 0.3 and 0.6 kg kg-1 for the optimistic, reference and pessimistic 

scenarios, respectively) is three times that of Henan and Sichuan (Figure 5.2). All 

distributions had small skewness and did not deviate much from normal 

distributions. 
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Figure 5.1: Propagation of uncertainty in crop yield, N removal and N input 

measurements to calculated partial factor productivity (PFPN) in Heilongjiang, 

Henan and Sichuan provinces for the optimistic (top), reference (middle) and 

pessimistic (bottom) scenarios in 2015. Histograms show frequency distributions 

of 500 Monte Carlo simulations. The kernel density estimate (continuous line) was 

obtained with geom_density function of the ggplot2 package (version 3.3.5) in R. 

The x-axis unit is kg kg-1. 
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Figure 5.2: Propagation of uncertainty in crop yield, N removal and N input 

measurements to calculated partial nutrient balance (PNBN) in Heilongjiang, Henan 

and Sichuan provinces for the optimistic (top), reference (middle) and pessimistic 

(bottom) scenarios in 2015. Histograms show frequency distributions of 500 Monte 

Carlo simulations. The kernel density estimate (continuous line) was obtained with 

geom_density function of the ggplot2 package (version 3.3.5) in R. The x-axis unit 

is kg kg-1. 

For PFPN, Guangxi and Shanghai had the largest distribution width between the 

quantile 0.05 and 0.95 (19 and 14 kg kg-1 in reference scenario, respectively), 

while Jilin and Inner Mongolia (both were 4 kg kg-1 in reference scenario) had the 

smallest distribution width (Figures E.1 and E.2). For PNBN, Heilongjiang and Jilin 

(0.3 and 0.2 kg kg-1 in the reference scenario, respectively) had the largest 

distribution width, while Beijing and Hainan (both were 0.06 kg kg-1 in reference 

scenario) had the smallest distribution width. 

The temporal correlation of each NUE indicator for each province is shown for 

Heilongjiang, Henan and Sichuan provinces among several years in the appendix 

(Figures E.3 and E.4). The results show a higher temporal correlation in the 

pessimistic scenario and a lower correlation in the optimistic scenario. This is as 

expected because the inputs to the calculations have a higher and lower temporal 

correlation in the pessimistic and optimistic scenarios, respectively (Table 5.3). The 

correlation decreases with increasing time lag. The NUE indicators are 

autocorrelated up to about four years in the pessimistic scenario, two years in the 
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reference scenario, and only about one year in the optimistic scenario. The 

temporal autocorrelation in Sichuan was higher than in the other two provinces 

(Figures E.3c and E.4c). 

5.3.2. Propagation of input calculations uncertainty to RF model output 

The 500 PFPN and PNBN calculations obtained with the Monte Carlo method and 

presented in Section 5.3.1 were used to calibrate 500 RF models. Thus, the 

differences in the outputs of these 500 RF models reflect how uncertainty in the 

measured yield, N input and N removal propagate through a RF model that predicts 

PFPN and PNBN from environmental covariates. This was again done for the three 

scenarios and for all provinces and years. In this section we present and interpret 

time series and spatial maps of the uncertainties of these RF model outputs. 

PFPN uncertainty 

The magnitude and temporal variation of PFPN prediction uncertainty in 

Heilongjiang, Henan and Sichuan provinces is shown in Figure 5.3 (PIW90) and 5.4 

(PIR90). Overall, the PIW90 in the three provinces decreased with time until 2000, 

after which it was stable in Heilongjiang and increased in Henan and Sichuan 

provinces (Figure 5.3). The PIW90 was higher in Heilongjiang than in the other two 

provinces before 2005. The PIR90 in Heilongjiang and Henan had a decreasing trend 

while it decreased before and increased after 2000 in Sichuan (Figure 5.4). The 

PIR90 was largest in Heilongjiang and smallest in Sichuan in 1978, while it was the 

converse in 2015. The temporal variation of PFPN prediction uncertainty in 31 

provinces in China is shown in Figures E.5 (PIW90) and E.6 (PIR90). The temporal 

variation of PIW90 was different in different provinces and most provinces had a 

decreasing trend before 2000, after which it increased or stayed stable, except for 

Tianjin province, which had a decreasing trend (Figure E.5). The PIR90 in most 

provinces had a declining trend over time (Figure E.6).  
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Figure 5.3: Time series from 1978 to 2015 of the partial factor productivity (PFPN) 

90% prediction interval width (PIW90) of the random forest model outputs in 

Heilongjiang, Henan and Sichuan provinces, as resulting from measurement 

uncertainty in input data for the optimistic (a), reference (b), and pessimistic (c) 

scenarios, and as resulting from model uncertainty (d). 
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Figure 5.4: Time series from 1978 to 2015 of the partial factor productivity (PFPN) 

90% prediction interval ratio (PIR90) of the random forest model outputs in 

Heilongjiang, Henan and Sichuan provinces, as resulting from measurement 

uncertainty in input data for the optimistic (a), reference (b), and pessimistic 

scenarios (c), and as resulting from model uncertainty (d). 

The spatial variation of PFPN prediction uncertainty in Heilongjiang, Henan and 

Sichuan provinces is shown in Figures 5 (PIR90) and E.7 (PIW90). PIR90 was higher 

in south and west China than in other regions in 2015 (Figure 5.5). The average 

PIR90 from 1978 to 2015 in Tianjin, Shanghai, Hainan and Beijing was higher than 

in other provinces. The average PIR90 in Inner Mongolia and Heilongjiang was lower 

than in other provinces. In 2015, PIR90 was lower than 0.10 in the optimistic 

scenario (Figure 5.5a); between 0.10 and 0.20 in the reference scenario for most 

provinces, except for Heiloangjiang, where it was 0.09 (Figure 5.5b); and between 

0.20 and 0.40 in the pessimistic scenario (Figure 5.5c). For PIW90, south and east-

costal China had higher values than in other regions in 2015 (Figure E.7). The 

average PIW90 from 1978 to 2015 in Tianjin, Guangxi and Hainan was higher than 

in other provinces. The average PIW90 in Inner Mongolia and Gansu was lower than 

in other provinces. In 2015, the PIW90 of most provinces in the optimistic scenario 

were smaller than 5 kg kg-1 yr-1, except for Guangxi (5.6 kg kg-1 yr-1) (Figure E.7a). 

In addiation, it was lower than 10 kg kg-1 yr-1 in the reference scenario, except 

Guangxi (12.4 kg kg-1 yr-1) and Shanghai (10.5 kg kg-1 yr-1) (Figure E.7b). As 
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expected, the largest uncertainty of PIW90 occured in the pessimistic scenario (7-

28 kg kg-1 yr-1) (Figure E.7c). 

 

Figure 5.5: Spatial distribution of the 90% prediction interval ratio (PIR90) of partial 

factor productivity (PFPN) in 31 provinces of China in 2015, in the optimistic (a), 

reference (b) and pessimistic scenarios (c), obtained by propagating measurement 

uncertainty in crop yield, N removal and N input measurements through the RF 

model. Map of PIR90 caused by model uncertainty as quantified by quantile 

regression forests (d). 

PNBN uncertainty 

The magnitude and temporal variation of PNBN prediction uncertainty for the three 

input uncertainty scenarios in Heilongjiang, Henan and Sichuan provinces is shown 

in Figures 5.6 (PIW90) and 5.7 (PIR90). The PIW90 in Heilongjiang, Henan and 

Sichuan generally decreased over time. After 2000 it increased dramatically in 
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Heilongjiang and increased slightly in Henan and Sichuan. Overall, the PIW90 was 

larger in Heilongjiang and smaller in Sichuan than in Henan (Figure 5.6). The PIR90 

showed a downward trend in Henan and Sichuan and fluctuations in Heilongjiang, 

but it went up after 2000. The PIR90 in Heilongjiang was lower than in the other 

two provinces before 2000, and larger after 2000. It should be noted that Sichuan 

had higher PIR90 than Henan all the time (Figure 5.7). The temporal variation of 

PIW90 and PIR90 in 31 provinces for PNBN was similar as that for PFPN (Figures E.8 

and E.9).  

 

Figure 5.6: Time series from 1978 to 2015 of the 90% prediction interval width 

(PIW90) of partial nutrient balance (PNBN) for Heilongjiang, Henan and Sichuan 

provinces in the optimistic (a), reference (b), and pessimistic scenario (c), obtained 

by propagating measurement uncertainty in crop yield, N removal and N input 

measurements through the RF model. Times series of PIW90 as caused by model 

uncertainty and quantified by quantile regression forests (d). 
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Figure 5.7: Time series from 1978 to 2015 of the 90% prediction interval ratio 

(PIR90) of partial nutrient balance (PNBN) for Heilongjiang, Henan and Sichuan 

provinces in the optimistic (a), reference (b), and pessimistic scenario (c), obtained 

by propagating measurement uncertainty in crop yield, N removal and N input 

measurements through the RF model. Times series of PIR90 as caused by model 

uncertainty and quantified by quantile regression forests (d).  

For PNBN, the PIR90 in 2015 was higher in northeast China than in other regions 

(Figure 5.8). In Jilin and Liaoning province, they were 0.11 and 0.09 in the 

optimistic, 0.26 and 0.22 in the reference and 0.61 and 0.53 in the pessimistic 

scenarios, respectively. The PIR90 in Gansu and Tibet was lower than in other 

provinces. They were 0.06 and 0.06 in the optimistic, 0.14 and 0.13 in the reference, 

and 0.32 and 0.31 in the pessimistic scenario, respectively. For the optimistic 

scenario, the PIR90 was lower than 0.1, except in Tianjin, Inner Mongolia and Jilin. 

The PIR90 of most provinces in the reference scenario was between 0.1 and 0.2. In 

the pessimistic scenario, most provinces had PIR90 within 0.2 and 0.5, apart from 

Jilin (0.61), Inner Monglia (0.54), Liaoning (0.52) and Heilongjiang (0.51) 

provinces. The PIW90 had similar spatial distribution patterns as PIW90 in 2015 

(Figure E.10). Specifically, the annual average PIW90 from 1978 to 2015 in 

Heilongjiang and Jilin was higher than in other provinces and were 0.07 and 

0.06 kg kg-1 yr-1 in the optimistic, 0.19 and 0.16 kg kg-1 yr-1 in the reference and 

0.41 and 0.36 kg kg-1 yr-1 in the pessimistic scenarios, respectively. The average 

PIW90 in Xinjiang and Gansu was lower than in other provinces. These were 0.02 
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and 0.02 kg kg-1 yr-1 in the optimistic, 0.06 and 0.06 kg kg-1 yr-1 in the reference, 

and 0.13 and 0.14 kg kg-1 yr-1 in the pessimistic scenarios, respectively. In 2015, 

the PIW90 of most provinces in the optimistic scenario were smaller than 0.1 kg kg-1. 

It was also lower than 0.1 kg kg-1 in the reference scenario, except for Heilongjiang 

(0.21 kg kg-1), Jilin (0.13 kg kg-1) and Inner Mongolia (0.11 kg kg-1). It was 

between 0.1 and 0.3 kg kg-1 in the pessimistic scenario, except for Hainan 

(0.096 kg kg-1), Heilongjiang (0.49 kg kg-1) and Jilin (0.34 kg kg-1). 

 

Figure 5.8: Spatial distribution of the 90% prediction interval ratio (PIR90) of partial 

nutrient balance (PNBN) in 31 provinces of China in 2015, in the optimistic (a), 

reference (b) and pessimistic scenarios (c), obtained by propagating measurement 

uncertainty in crop yield, N removal and N input measurements through the RF 

model. Map of PIR90 caused by model uncertainty as quantified by quantile 

regression forests (d). 
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5.3.3. Model uncertainty 

PFPN model uncertainty 

The PIW90 of the QRF model in Heilongjiang was higher than that in the other two 

provinces (Figure 5.3d). It was higher in Henan than in Sichuan from 1978 to 2008, 

but reversed from 2008 to 2015. For PIR90, Heilongjiang had considerably higher 

values than Henan and Sichuan during 1982-1995 (Figure 5.4d). Henan had a 

lower model uncertainty PIR90 than Sichuan from 2007 onwards. The temporal 

variation of model uncertainty (PIW90 and PIR90) had more fluctuations than that 

of input uncertainty (Figures E.5 and E.6). Note that the uncertainty resulting from 

model uncertainty was larger than that obtained in the optimistic and reference 

input error scenarios, but smaller than that of the pessimistic input error scenario 

(see also Section 5.3.4). 

The PIR90 for the QRF model in northwest and east China was higher than in other 

regions in 2015 (Figure 5.5d). The average PIR90 in Shanghai and Tianjin was 

higher than in other provinces from 1978 to 2015 and were 0.42 and 0.40, 

respectively. The PIR90 in Yunnan, Sichuan and Jiangxi was lower than in other 

provinces and was 0.13, 0.16 and 0.16, respectively. In 2015, Tianjin (0.54) and 

Hainan (0.31) had a high PIR90, while Henan had the lowest value (0.10). The PIW90 

was higher in northwest and southeast China in 2015 (Figure E.7d). At provincial 

scale, the annual average PIW90 from 1978 to 2015 in Tianjin (17.3 kg kg-1 yr-1), 

Guangxi (16.1 kg kg-1 yr-1) and Hainan (14.7 kg kg-1 yr-1) was higher than in other 

provinces. The PIW90 in Yunnan and Sichuan was lower than in other provinces and 

was 3.8 and 4.3 kg kg-1 yr-1, respectively. In 2015, the PIW90 in Tianjin, Shanghai, 

Guangxi, Hainan and Shanxi was larger than 10 kg kg-1, while Inner Mongolia, 

Henan, Tibet, Yunnan, Jiangxi and Heilongjiang had smaller values (< 5 kg kg-1).  

PNBN model uncertainty 

The PIW90 for the QRF model in Heilongjiang was higher than in other provinces 

(Figure 5.6d). It was higher in Henan than in Sichuan from 1978 to 2008, but 

reversed from 2008 to 2015. Heilongjiang and Henan had higher PIR90 than Sichuan 

before 1995, and thereafter Heilongjiang had similar PIR90 as Sichuan, while Henan 

had the lowest PIR90 (Figure 5.7d). The model uncertainty (PIW90 and PIR90) had a 

decreasing trend over time and showed more fluctuations than uncertainty caused 

by input measurements (Figures E.8 and E.9). 

The PIR90 in 2015 was higher in north China than in south China in 2015 

(Figure 5.8d). The average PIR90 from 1978 to 2015 in Tianjin, Shanghai, Beijing 
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and Jilin was higher than in other provinces (> 0.3). They were 0.42, 0.39, 0.32 

and 0.30, respectively. The average PIR90 in Guangxi, Sichuan, Jiangxi and 

Chongqing was lower than in other provinces. They were 0.14, 0.17, 0.17 and 0.17, 

respectively. In 2015, Tianjin (0.49) and Beijing (0.36) had a high PIR90, while 

Henan, Guangxi, Jiangxi, Chongqing and Yunnan had lower values (< 0.1). For 

PNBN, the PIW90 of the QRF model was higher in north and west China in 2015 

(Figure E.10d). The annual average PIW90 from 1978 to 2015 in Heilongjiang 

(0.24 kg kg-1 yr-1) and Tianjin (0.21 kg kg-1 yr-1) was higher than in other provinces. 

The average PIW90 in Chongqing, Guangxi and Guangdong was lower than in other 

provinces (< 0.06 kg kg-1 yr-1). In 2015, the PIW90 in Tianjin, Qinghai, and Jilin was 

larger than 0.12 kg kg-1, while Guangxi, Guangdong and Yunnan had smaller values 

(< 0.03 kg kg-1). 

5.3.4. Uncertainty source contributions 

The NUE uncertainty was caused by input measurement uncertainty and model 

uncertainty. In this section we compare the contributions of these two uncertainty 

sources for the reference scenario case, and using PIR90 as uncertainty metric. 

Figures 5.9, 5.10 and E.11 show the input uncertainty contributions, presented as 

a percentage of the total uncertainty (i.e., the sum of the PIR90 of both sources). 

Input uncertainty is the dominant source of uncertainty if it is above the horizontal 

dashed lines in Figures 5.9 and E.11, otherwise model uncertainty has a bigger 

contribution.  

 

Figure 5.9: Time series from 1978 to 2015 of input uncertainty contributions (90% 

prediction interval ratio in reference scenario) of partial factor productivity (PFPN, 

a) and partial nutrient balance (PNBN, b) in Heilongjiang, Henan and Sichuan 

provinces. Dashed line represents a case in which input uncertainty and model 

uncertainty have equal contribution. 
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Figure 5.10: Spatial distribution of input uncertainty contributions (90% prediction 

interval ratio in reference scenario) for partial factor productivity (PFPN, a) and 

partial nutrient balance (PNBN, b) in 31 provinces in 2015. 

Uncertainty sources contribution for PFPN 

The input uncertainty contribution in Heilongjiang was higher than in Henan and 

Sichuan until 1981, after which it was lower than in the other provinces 

(Figure 5.9a). The input uncertainty contribution in Sichuan was higher than in 

Henan at first but after 2008 it was lower than that in Henan. The input uncertainty 

contribution in Heilongjiang was smaller than the model uncertainty contribution 

during the entire period from 1980 to 2015, while Sichuan and Henan had an input 

uncertainty contribution higher than 50% in the 1985-2006 and 2008-2015 periods, 

respectively. The contributions of input uncertainty were within 25 and 60% from 

1978 to 2015 for most provinces; most provinces had an input uncertainty 

contribution smaller than 50% (Figure E.11a). There was also a large variation in 

spatial patterns of input uncertainty contribution. The average input uncertainty 

contribution from 1978 to 2015 was highest in Yunnan (56%), Beijing (54%) and 

Fujian (54%), and lowest in Jilin (33%) and Ningxia (33%). In 2015, the input 

uncertainty contribution in Henan, Yunnan and Tibet was larger than 55%, while 

Tianjin and Jilin had the smallest values (< 30%) (Figure 5.10a).  

Uncertainty sources contribution for PNBN 

The input uncertainty contribution in Sichuan was higher than in other provinces 

before 1995, and it was lower than in other provinces after 2009 (Figure 5.9b). The 

temporal variation trend of input uncertainty contribution in Henan and 

Heilongjiang was very similar: fluctuating and on average upward. The input 



Chapter 5 Uncertainty quantification of nitrogen use efficiency prediction in China 

using Monte Carlo simulation and quantile regression forests 

 

137 

 

uncertainty contribution in Sichuan was close to or higher than 50% over time, 

while Henan and Heilongjiang mostly had input uncertainty contribution higher than 

50% after 1995. The contributions of input uncertainty were within 30 and 60% in 

1978 for most provinces and increased to the range of 40-75% in 2015; most 

provinces had input uncertainty contributions lower than 50% before 2010 

(Figure E.11b). Large variation existed in spatial distribution of input uncertainty 

contribution (Figure 5.10b). The annual average input uncertainty contribution 

from 1978 to 2015 was higher in Jiangxi (60%), Guangxi (59%) and Fujian (58%), 

and lower in Tianjin (33%) and Tibet (35%). In 2015, the input uncertainty 

contribution in Jiangxi, Henan, Guangxi and Heilongjiang was higher than 66%, 

while it was lower than 40% in Tianjin, Beijing and Qinghai (Figure 5.10b). 

5.4. Discussion 

5.4.1. Uncertainty of NUE predictions 

Admittedly, most of the uncertainty assessment of input data was based on expert 

knowledge. This makes them unreliable, and we addressed this problem by using 

three scenarios. The results indicated large difference among scenarios, which 

meant that the results of the uncertainty analysis are quite sensitive to the 

quantification of input uncertainty. Therefore, it is important that the government 

pays more attention to assessing uncertainty in the inputs to the model and NUE 

calculations. Moreover, yield aggregation at spatial and crop scale leads to 

additional input uncertainty. Porwollik et al. (2017) demonstrated that aggregation 

uncertainty of gridded yields at national scale can be up to 37% (maize, South 

Africa), 43% (wheat, Pakistan), 51% (rice, Japan), and 427% (Soybean, Bolivia). 

On the other hand, crop aggregation leads to uncertainty of provincial yield, since 

there are large differences between dry matter crop yield and fresh weight crop 

yield. Zhang et al. (2021a) reported that uncertainties of N inputs and outputs were 

8% and 12%, respectively. Chemical fertilizer, as the most important N input, is 

uncertain because of uncertainty in fertilizer rate collected and N ratio in compound 

fertilizer. For manure, process wastewater (water that contacts milk, feed, manure, 

or cattle during dairy operations) was the dominant source of uncertainty in manure 

application N, contributing 64-94% to the overall uncertainty (Miller et al., 2020). 

Other uncertainty might arise from N content in manure and livestock numbers. 

These parameters used in our calculations lack validation and may have large 

uncertainty. 
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Interestingly, model uncertainty had similar spatial and temporal trends as input 

uncertainty. A plausible explanation is that the development of science and 

technology improve the accuracy of input data and model simultaneously. Temporal 

variation of model uncertainty had more fluctuations than input uncertainty during 

the study period. This might be because the annual discrepancies in some 

explanatory variables were neglected due to lack of information. This leads to a 

weaker relation between the target variable (i.e., NUE) and explanatory variables, 

which means a larger model uncertainty in time. But it is difficult to determine 

which explanatory variables cause this effect since the QRF model is a highly 

complex model in which it is difficult to see the effect of covariates on the 

predictions. Wang et al. (2017) and Lobell and Field (2007) indicated that the 

uncertainty of temperature measurement or prediction will influence the accuracy 

of crop yield prediction. Additionally, the explanatory variables could not explain all 

variation in NUE indicators because crucial explanatory variables were lacking, such 

as fertilizer management information. Model uncertainty also increased because we 

did not have information about water supply condition, which is known to have a 

significant influence on NUE indicators (Lemaire & Ciampitti, 2020). (Helfenstein et 

al., 2022) and (Hounkpatin et al., 2022) indicated that the QRF model may slightly 

overestimate the prediction uncertainty. Therefore, other advanced models should 

also be applied in order to find a more suitable model for NUE uncertainty. Nigon 

et al. (2020) showed that the performance among Lasso, SVR, and PLSR was 

comparable when predicting N uptake in maize, while the performance of random 

forest was substantially inferior with higher error values. 

We found that the temporal and spatial variation of NUE uncertainty (PIW90) 

(Figures E.5, E.7, E.8 and E.10) from uncertainty in input data was related to the 

variation of PFPN values as shown in Figure 2.1a in Chapter 2. This phenomenon 

was most obvious in the pessimistic scenario. A possible reason for the relation is 

that our assumption for parameters/statistical data for computing input data (crop 

yield, N removal and N input) was based on proportional errors. This effect shows 

up in the PIW90 but not in the PIR90, because PIR90 is a relative error metric (with 

median in the denominator). 

Overall, PIR90 decreased over time. This may be explained from the improvement 

of technology and statistical policy over the years. A very interesting result was 

that northeast China had a lower PIR90 for PFPN, but a higher PIR90 for PNBN in 2015. 

Since these were calculated by the same N input, the difference can only be 

explained from differences in crop yield and N removal uncertainties. An 

explanation is that the uncertainty of crop yield was lower in northeast China, while 
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N removal uncertainty was higher in northeast China (Figure E.12). That might be 

caused by the crop types that are different between these regions. Northeast China 

has much less fruits, vegetables and melons, which were high yield uncertainty 

crops.  

5.4.2. Contribution of uncertainty sources to NUE prediction uncertainty 

In this chapter, the input uncertainty contribution in the reference scenario had a 

similar distribution range for PFPN and PNBN. Overall, input uncertainty had a 

somewhat lower contribution than model uncertainty in most provinces, except for 

PNBN after 2010 (Figure E.11). The results also showed that input uncertainty had 

a larger contribution over time, possibly because the QRF model improved over 

time (i.e., the explanatory variables were more accurate over time). This also 

meant that the QRF model was more competitive for PNBN in the 2010s. We should 

focus on improving the accuracy of explanatory variables or the advancement of 

models to decrease the model uncertainty propagation to PFPN, while 

simultaneously improving the input data accuracy when computing PNBN. Both 

investments pay off because both sources of uncertainty have a substantial 

contribution. 

It is worth noting that Tianjin and Jilin had smaller input uncertainty for PFPN. In 

other words, in these cases the model uncertainty was limiting. More suitable 

models need to be applied in these provinces if we cannot collect more explanatory 

variables to improve the model performance. For PNBN, provinces in south and 

northeast China had higher input uncertainty than model uncertainty. This might 

be because N removal had larger uncertainty in northeast China with higher 

uncertainty crops (e.g., rice, maize). The more developed provinces in south China 

have better economy and technology, which might improve the accuracy of the 

explanatory variables. Moreover, there are more crop types and seasons in south 

China, which leads to high uncertainty in N removal and N input. Del Grosso et al. 

(2010) showed that model uncertainty and input data accounted for 83% and 17% 

of the total uncertainty of N2O emission, respectively. In such case, it is best to put 

more effort in model improving. In our study, both uncertainty sources had large 

contributions in the recent past. Therefore, it is advised to put more effort into 

obtaining reliable information about statistical data and crop parameters as well as 

improving the model performance. 
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5.4.3. Recommendations for reducing NUE prediction uncertainty 

Importance of reducing NUE uncertainty  

NUE is an important indicator of scientific and efficient fertilization. Quantifying NUE 

prediction accurately is beneficial for improved fertilization and mitigating 

environmental pollution. If the NUE can be accurately predicted, then we can better 

determine the optimal N fertilizer rate and fertilization tactics. This is because with 

an accurate NUE prediction, the N input can be calculated accurately as well based 

on the expected yield and N removal, which are relatively stable for a given crop 

and can be obtained from historical data. Thus, accurate information about NUE 

can enhance productivity of crops and decrease the fertilization costs of farmers 

(Lobell, 2007b). Meanwhile, the fertilization model could be developed and 

optimized. Wang and Zhou (2014) indicated that suitable NUE calculation methods 

could decrease the NUE uncertainty and were favorable to guiding fertilization and 

management. Such analyses could prevent excessive N application and waste of N 

resources in China. Reducing NUE uncertainty is also helpful to preventing 

environmental pollution and taking alleviation measures. For example, even though 

the PNBN is higher in northeast China than in other parts of the country (Chapter 2), 

the NUE uncertainty is also higher in this area. Therefore, we cannot be certain that 

northeast China has less environmental pollution. We should reduce the NUE 

prediction uncertainty in northeast China, using strategies outlined before. 

Recommendations for decreasing NUE uncertainty  

Most studies on uncertainty related to crop research assess uncertainty through 

treatment replications (e.g., coefficient of variation, standard deviation). This 

assesses the uncertainty about the response of crops to fertilizers, but does not 

represent uncertainty in measurements (Yang et al., 2017). As far as we know, this 

chapter is the first attempt to quantify the NUE uncertainty at provincial scale, while 

including spatial and temporal correlation between measurement errors, which is 

crucial in regional scale assessments and when aggregating results to national level. 

But we still need more efforts to improve the NUE uncertainty sources, both from 

input data and model. Firstly, it is essential to formulate standard procedures and 

guidelines about data collection and defining their associated uncertainties, 

especially for key parameters (e.g., crop N content, livestock excretion, crop-

specific fertilizer application, N ratio in compound fertilizer). Secondly, important 

management practices need to be recorded by the government, such as irrigation 

water volume (only including irrigation area so far), manure nutrient content for 

agriculture, fertilizer times, fertilizer date. These may serve as covariates in an 



Chapter 5 Uncertainty quantification of nitrogen use efficiency prediction in China 

using Monte Carlo simulation and quantile regression forests 

 

141 

 

improved machine learning model. Thirdly, the technological advancement of 

experimental observations and improved bookkeeping of human activity data must 

be achieved by the statistical bureau, and be shared publicly in a clear and 

accessible format, to reduce errors in secondary inputs. Finally, we should build a 

scientists-farmers network. Scientists should cooperate with farmers and train 

them to finish the survey accurately and online. They can also provide better 

management practices for farmers in order to increase NUE. In this case, we can 

get more accurate field parameters and enhance NUE accuracy. Although these 

recommendations cannot be completely achieved within a short term, to realize 

them in the long run they should be put on the agenda. 

Outlook 

The results from uncertainty analyses are often scale dependent (Heuvelink et al., 

1989). This implies that results obtained for one scale cannot directly be 

extrapolated to other scales (Nol et al., 2010). Therefore, we call for more research 

about NUE uncertainty at finer resolution and enhance the basic agricultural data 

statistics work by building a multi-scale data quality management system. 

Meanwhile, future research should focus on field work validation, and further 

explore other NUE indicators (e.g., agronomic efficiency, recovery efficiency). In 

addition, crop specific NUE uncertainty should be more valuable when guiding 

fertilizer application, especially when provinces differ largely in crop types and area.  

5.5. Conclusion 

This chapter conducted a comprehensive uncertainty analysis for NUE prediction 

with a consideration of the spatial and temporal correlation of measurement errors 

in inputs to NUE calculations. It also analyzed the contribution of input and model 

errors to NUE predictions of machine learning models. The results showed, as 

expected, that the NUE calculations uncertainty of the reference scenario was larger 

than that of the optimistic and smaller than that of the pessimistic scenario. The 

differences were large, which indicated that proper quantification of input errors is 

important. For PFPN calculations, Guangxi and Shanghai had the largest probability 

distribution width between the quantile 0.05 and 0.95, while Jilin and Inner 

Mongolia had the smallest. For PNBN calculations, Heilongjiang and Jilin had the 

largest distribution width between the quantile 0.05 and 0.95, while Beijing and 

Hainan had the smallest. Results also revealed that the temporal variation of NUE 

prediction uncertainty (PIW90 and PIR90) had a downward trend due to the 

improvement of technology and policy. In 2015, the PFPN had lower uncertainty in 
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northeast China, while PNBN had higher uncertainty in northeast China. This was 

likely caused by the difference in major crop types between these regions. NUE had 

smaller input uncertainty than model uncertainty in most provinces, except for 

PNBN, which showed converse results after 2010. This means the QRF model had a 

better performance for PNBN in the 2010s. Future work should focus on 

bookkeeping of detailed field data and accurate collection of crop parameters and 

explanatory variables. 
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This thesis addressed four key objectives aiming at enhancing our understanding 

of the spatial and temporal variation in crop yield and NUE at provincial and county 

scales in China. To achieve these objectives and understand the role and 

importance of agricultural, environmental and economic factors as explanatory 

variables of the variation I made use of stepwise multiple linear regression (SMLR) 

and random forest (RF) models, as well as uncertainty propagation in nitrogen use 

efficiency (NUE) prediction using Monte Carlo simulation and quantile regression 

forests (QRF). Figure 6.1 depicts the roadmap that I used to achieve the defined 

objectives. Section 6.1 summarizes the main findings of this thesis. In Section 6.2 

I address their implications and make recommendations on how the results of this 

thesis research can be used in policy. The innovations and limitations of this PhD 

research are presented in Section 6.3.  

 

 

Figure 6.1: From data to information: Roadmap of this PhD research. 

6.1. Main findings  

Chapter 2 used SMLR to analyze the influence of explanatory variables on NUE 

and quantify their importance. NUE varies considerably in space and time in China. 

The partial factor productivity of nitrogen (PFPN) was larger in north- and south-

east China than in other regions. The partial nutrient balance of nitrogen (PNBN) 

was lower in south China than in other parts of China. The national PFPN declined 

slightly from 32 kg kg-1 in 1978 to 27 kg kg-1 in 1995 and went up gradually to 

reach 38 kg kg-1 in 2015. The national PNBN decreased from 0.53 to 0.36 kg kg-1 
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from 1978 to 2003; thereafter it stabilized at around 0.40 kg kg-1 yr-1 between 

2004 and 2015. Multiple linear regression explained 74% of the NUE variation. Crop 

types and various soil properties were identified as major influential factors in the 

PFPN model; while crop types, climate and soil properties accounted for most of the 

PNBN variation. These findings should be considered by policy makers when 

agricultural land development decisions are made to balance NUE and productivity 

(i.e., agronomy and environment). 

Chapter 3 employed the same method as used in Chapter 2 but explored the 

variation in aggregated yield instead of NUE indicators at a provincial scale for the 

whole of China. It also evaluated the driving factors of aggregate yield variation. 

The aggregated yield for all crops was higher in provinces in the eastern coast and 

south China than in the inland west and north China. The SMLR explained 95% of 

the aggregated yield spatio-temporal variation. Crop types, soil covariates, 

economic variables and agricultural management practices were the major 

explanatory variables in modelling the aggregated crop yield. I concluded that 

enhancing economic growth could be an adequate solution to meet the growing 

food demand for an increasing population with limited agricultural land resources, 

in combination with better management practices, crop composition, breeding and 

planting technologies. 

Chapter 4 further explored the importance of the explanatory variables of NUE at 

a finer spatial resolution i.e., at county scale in northeast China. Analysis at the 

finer county scale revealed different patterns and variable importances than the 

coarse provincial scale analysis. NUE decreased in most of the counties during the 

study period and was highest in Heilongjiang province. The soil, crop and climatic 

covariates had higher relative importance in the SMLR model of NUE variation. The 

RF model (model efficiency coefficient: 0.84 and 0.89 for PFPN and PNBN, 

respectively) has a superior performance than the SMLR model (model efficiency 

coefficient: 0.44 and 0.67 for PFPN and PNBN, respectively), which indicated a non-

linear relation between explanatory variables and NUE. All modelling was done in 

the R language for statistical computing. The ranger package was more efficient 

than the randomForest package for building the RF model.  

Chapter 4 showed that RF performed better than SMLR for modelling NUE variation, 

but the analysis also revealed that neither of the two models were perfect. In 

Chapter 5 I therefore quantified the uncertainty of the NUE predictions and 

determined contributions of uncertainty sources for the 31 provinces from 1978 to 

2015. The uncertainty of the NUE prediction caused by measurement uncertainty 

in yield, N input and N removal was quantified using Monte Carlo simulation in three 
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scenarios, while model uncertainty was assessed using QRF. The prediction 

uncertainty for both NUE indicators decreased over time. In 2015, PFPN had a higher 

90% prediction interval ratio (PIR90) of input data in south and west China and a 

higher 90% Prediction Interval Width (PIW90) in south and east-costal China, while 

PNBN had a higher PIR90 in north China and a higher PIW90 in northeast China. The 

NUE prediction uncertainty propagated from QRF models has similar spatial 

patterns as input data. NUE in most provinces had smaller input uncertainty than 

model uncertainty, except PNBN, which had larger model uncertainty than input 

uncertainty after 2010. Generally, PNBN had higher input uncertainty contributions 

than PFPN in 2015, especially in south and northeast China. Overall, the 

uncertainties in NUE predictions were substantial. A series of recommendations 

were made to improve the accuracy of NUE prediction. These may be applied by 

the government, in order to inform sustainable nitrogen management in food 

systems. 

The provincial model for NUE (Chapter 2) had higher explanatory ability than the 

county model (Chapter 4) since errors partly cancelled out with spatial 

aggregation. Predictions outside the area of applicability should be handled with 

care or be left out from further consideration because the environmental properties 

may differ too strongly from those observed in the training data. Although RF had 

a superior performance than SMLR, the uncertainty of NUE predictions from the RF 

model was still larger than that from input uncertainty, especially for PFPN. I also 

noticed that the scenarios had largely different results, indicating that proper 

assessment of input uncertainty deserves attention. Input uncertainties were 

largely derived from expert judgement, which is less reliable than deriving these 

from direct measurements.  

6.2. Implications and recommendations 

Based on the findings of this thesis, implications and recommendations are given 

as follows:  

• First, the findings of Chapter 5 showed that if we want to obtain more 

accurate results and conclusions, we should improve the accuracy of input 

data/parameters. Furthermore, we should use suitable models that meet 

the research objectives and take the merits and demerits of models into 

consideration. Model accuracy is not the only important issue because we 

may also want to interpret it with explicit equations (i.e., this is where SMLR 

outperforms RF). This thesis also showed that the explanatory variables of 

crop yield and NUE are scale- and crop-dependent. It is therefore important 
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to analyze the scale effect in more detail and improve our understanding of 

the causes of the scale-dependency. Since crop type is an important 

explanatory variable for variations in crop yield and NUE, the government 

could encourage farmers to grow high NUE crops. Crop breeders have 

committed to breed high N nutrition index crops and obtained significant 

achievements e.g., in hybrid maize (Fernandez & Ciampitti, 2019; Lemaire 

& Ciampitti, 2020). 

• Second, crop types, climate and soil properties should be taken into 

consideration in policymaking for agricultural land development in order to 

balance NUE and productivity (i.e., agronomy and environment). This thesis 

showed that farmer’s income has a significant positive correlation with crop 

yield. However, the gross domestic product in agriculture has a negative 

impact on NUE in northeast China, indicating that northeast China is still in 

the first stage of Environmental Kuznets Curve, that is a stage where N 

pollution first increases and then decreases with economic growth (Dinda, 

2004). In this case, I suggest that policy makers could macro-control the N 

fertilizer production and import and give fertilizer recommendations for 

proper application to farmers. In this respect it is worth mentioning that the 

education level of farmers is increasing in China under the implementation 

of the nine-year compulsory education law.  

• Third, the government could promote the current agricultural management 

mode from small-size farm holders to large-size farming. The latter is 

conducive not only to the development of mechanization and reduction of 

costs, but also to improvement of NUE for easy adoption of new technologies 

which promote NUE. For soils with poor fertility, profit and NUE could be 

improved by choosing suitable crops, varieties and agronomic practices. 

6.3. Innovations and limitations  

This thesis achieved various innovative aspects, the most important of which are:  

1) It analyzed the relative importance of explanatory variables of NUE at 

different scales. The results at a provincial level could support the provincial 

governments to compare their yields with other provinces and formulate 

more effective policies to increase crop yield, such as high-yield fertilization, 

balanced fertilization and soil-test based fertilization; while comprehensive 

county scale analyses may be feasible for large regions and provide insights 

that are obscured by provincial scale analyses (Lu et al., 2019b);  
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2) It explored the relative importance of explanatory variables of yield for 

different crops i.e., single crop yields and three crop aggregated yields 

(Chapter 3). To make results economically tangible, dry weight of staples 

crops (including beans) and fresh weight of cash crops (except for beans) 

were considered. Results showed that soil properties and AMP were more 

important for single crop yields than for aggregated crops, and climatic 

covariates were important for the staples and cash models, but not for the 

aggregate yield model for all crops. This integrated information provides 

general patterns and trends about different crop aggregations for decision 

and policy makers. 

3) I applied (geo)statistical modelling and analysis of NUE in plant nutrition 

and compared model uncertainty with input uncertainty. This was novel 

because most of the methods and models reported in the literature only 

evaluate NUE from an agronomic perspective by optimizing nutrient 

management strategies and mainly include agronomic explanatory variables 

in modelling, such as by using crop yield models (Xu et al., 2013), precision 

agriculture (Diacono et al., 2012), site-specific nutrient management 

(Dobermann et al., 2003), 4R nutrient stewardship (i.e., right source, right 

rate, right time and right place) (Johnston & Bruulsema, 2014), Nutrient 

Expert Systems (Xu et al., 2014b) and soil testing (He et al., 2009);  

4) In this thesis I included multiple agricultural, environmental, geographical 

and economic variables in the data-driven modelling in order to tease out 

which of those explanatory variables play major roles in NUE. Explanatory 

variables of NUE, such as socio-economic variables (e.g., income), AMP (e.g., 

irrigated area, agricultural machinery) and environmental variables (e.g., 

soil, climate) turned out to be important for explaining the variation of NUE 

in space and time, developing strategies to balance crop yield, profitability 

and environmental sustainability, and achieving suitability-based high-

efficient agricultural management. Although there are studies on modelling 

of spatial and temporal variation of NUE, little work has been done to explore 

its explanatory variables and model NUE through deriving empirical 

relationships with explanatory variables (Ma et al., 2012; He et al., 2018). 

Yet this thesis also had some limitations:  

1) It lacked field verification due to time limitation. The models built were 

evaluated using cross-validation. The model performance for specific fields 
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and crops might be worse as I concluded that the model is crop- and scale-

dependent; 

2) I only analyzed two NUE indicators (i.e., the partial factor productivity of 

nitrogen and the partial nutrient balance of nitrogen) as other indicators 

need field experimental data for treatment without N application (blank 

control treatment), which were not available in the statistical data used in 

this thesis; 

3) I assessed the importance of NUE explanatory variables for aggregated 

crops but not for specific crops. In many cases decision makers may need 

crop-specific analyses, which was beyond the scope of this thesis. Such 

analyses are hampered by the fact that crop-specific N application data at 

county scale are not readily available in the governmental database (i.e., 

in the county and provincial Yearbook of northeast China); 

4) Model uncertainty had a large influence on NUE prediction uncertainty and 

more advanced and suitable models remain to be explored. While the SMLR 

is a useful method to quantify the effect of explanatory variables on the 

dependent variables and allows interpretation because of the simplicity of 

the resulting models, it is worth noting that the SMLR only reflects linear 

and additive relationships. The machine learning approach (e.g., random 

forests) can solve this problem (James et al., 2013) but it is a black box 

and has low interpretability. Thus, this thesis was limited in the sense that 

it did not use a model that was both flexible and non-linear, and that at the 

same time was easy to interpret and transparent. 

 

Improving NUE in a sustainable way without impeding crop productivity is 

challenging and complex. This thesis was devoted to shed light on this research 

question. I found that there was considerable space-time variation in crop yield and 

NUE in China. The relative importance of explanatory variables can be diverse at 

different scales and for different crops between yield and NUE. Northeast China is 

a good example that had low NUE with high crop production. I found that the main 

reason for this was that northeast China has fertile soil and suitable crops 

(varieties). Economic variables and agricultural management practices were also 

important for crop production, while the effect of climate is different between crops. 

I also concluded that uncertainties in measured input data and models have a 

significant impact on results. Considering the uncertainty contributions of input 

data and models for NUE prediction, I encourage the government to standardize 
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the data collection process and I stimulate scientists to explore available data better 

using statistical tools and develop more suitable models. 

In spite of the many complexities and challenges, in this PhD research I hope to 

have presented valuable information, insights and guidelines to support policy 

makers to take better decisions on developing agricultural land management and 

agronomic policies in a resource use efficient way, based on food security and 

environmental sustainability principles.  
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Summary 

Crop yields in China increased substantially over the past decades, mainly driven 

by the increasing use of chemical fertilizers, improved crop varieties and agronomic 

management. Nitrogen (N), as a major constituent of chemical fertilizer, is applied 

to agricultural fields to improve the growth and yield of crop. However, excess N 

application not only decreases the economic efficiency of fertilizer application, but 

can also result in serious environmental problems, such as waterbody 

eutrophication, greenhouse gas emission and soil acidification. In other words, 

there is an urgent need to improve nitrogen use efficiency (NUE), since this would 

allow increasing yield and profits with minimal environmental impact. 

Recent research showed that there is a large temporal and spatial variation of crop 

yield and NUE in China. But existing research did not perform a thorough analysis 

and interpretation of this phenomenon. Explanatory variables of NUE, such as 

socio-economic variables (e.g., income), agricultural management practice (e.g., 

irrigated area, agricultural machinery) and environmental variables (e.g., soil, 

climate) are crucial for explaining the variation of NUE in space and time, 

developing strategies to balance crop yield, profitability and environmental 

sustainability, and achieving suitability-based efficient agricultural management. 

Most existing research only concentrated on the influence of N application rate, 

crop variety and soil type on NUE by performing experiments for specific sites, 

which does not yield representative relationships between NUE and explanatory 

variables for the entire country. More advanced statistical methods are required to 

explore the influence factors of NUE. Stepwise multiple linear regression (SMLR) 

models the linear relation between a dependent variable (i.e., NUE indicator) and 

explanatory variables, by an iterative process that continues to add or remove 

variables from the regression equation until there is no improvement. Random 

forest (RF) is an ensemble learning method for classification, regression and other 

tasks that operates by constructing a multitude of decision trees. Both SMLR and 

RF are practical, meaningful, and informative methods for exploring the effect of 

explanatory variables on NUE and quantifying their relative importance in 

explaining NUE variability from a large data set. Policy makers are typically focused 

on overall patterns, and hence they are more interested in general findings for 

aggregated crops. However, there is no established scientific and unified method 

to aggregate yield and NUE among different crops regionally. 

The main objective of this thesis was to apply (geo)statistical methods to analyze 

and explain space-time patterns of crop yield and NUE in China at two spatial scales, 
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to support the development of effective strategies and policies. These policies 

should improve NUE in a sustainable way without impacting crop productivity. The 

objective was approached based on: 1) an overview and analysis of space-time 

variation of NUE and corresponding model predictions with agricultural, 

environmental and economic explanatory variables(Chapter 2); 2) an overview 

and analysis of space-time variation of different crop yields and their relation with 

explanatory variables (Chapter 3); 3) a finer resolution exploration and statistical 

modelling of space-time NUE in northeast China (Chapter 4); and 4) uncertainty 

quantification of NUE predictions using Monte Carlo simulation and quantile 

regression forests in China (Chapter 5). Chapters 2, 3 and 5 focused on analysis 

at provincial scale, while Chapter 4 was carried out at county scale. 

In Chapter 2, I collected yield, livestock, and fertilizer data and corresponding 

parameters at provincial scale. Spatial and temporal variation of NUE was analyzed 

and revealed in maps and graphs. In addition, I developed and calibrated multiple 

linear regression models that predict NUE indicators at provincial scale in China 

from explanatory variables (crop type, climate, topography, soil type and properties, 

economic variables and agricultural management practices (AMP)). The results 

showed substantial temporal and spatial variation of the partial factor productivity 

of N (PFPN) and partial nutrient balance of N (PNBN). PFPN was larger in east and 

south China than in central and west China. It was also smaller than 30 kg kg-1 yr-1 

in most provinces. PNBN was low in south China (< 0.40 kg kg-1 yr-1), moderate in 

most provinces (0.41-0.50 kg kg-1 yr-1), and high in northeast and southwest China. 

The PFPN in China decreased from 32 kg kg-1 in 1978 to 27 kg kg-1 in 1995, after 

which it increased to 38 kg kg-1 in 2015. PNBN varied from 0.53 in 1978 to 

0.38 kg kg-1 in 2000, after which it remained constant until 2015. SMLR proved to 

be an effective and powerful modelling approach to model and predict NUE and 

derive the major influencing factors of the dependent variables. The models derived 

in Chapter 2 explained more than 70% of the variation of NUE. Crop types and 

various soil properties were influential factors of the PFPN model, while crop types, 

climate and soil properties accounted for most of the variation of PNBN. Although 

the models could explain a large part of the spatial and temporal variation, they 

may be improved by expanding the covariate set with additional relevant variables 

and by exploring the use of non-linear statistical models (as was done in 

Chapter 4). Suitable crop types, temperature and soil properties should be 

considered by policy makers when taking decisions on developing agricultural land 

management in an agricultural resource use efficient way, by balancing NUE, 

productivity, and the environment. 
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In Chapter 3 I analyzed temporal and spatial variation of yield for multiple crop 

aggregations. Stepwise multiple linear regression was used to explore the 

relationships between crop yield and agricultural, environmental and economic 

explanatory variables. The temporal and spatial patterns of yields were different 

for different levels of crop aggregations. Most of the models explained more than 

60% of the crop yield variance, except for rice, potato and cotton. AMP, soil and 

economic covariates were the most important factors in all models. Topography 

had an influence on the aggregate yield (provincial yield including all crops, 

calculated as provincial production divided by provincial cultivated land) but was 

not included in the staples and cash model. Instead, climatic covariates were 

important for the staples and cash models, but not for the aggregate yield model. 

Model performance for the aggregate yield was different for each province in 

individual years and residuals of the regression model had distinct spatial and 

temporal patterns. Hence, a more detailed analysis of model performance and 

residual analysis is needed to explore the causes of these patterns. The models 

could not predict the impact of natural hazards, plant diseases and insect pests due 

to lack of data. This may be improved in future research using a combination of 

natural disaster prediction and pest diagnosis analysis. With the increasing food 

requirement and limited agricultural land resources, enhancing economic growth 

might be a possible solution for China to safeguard food security, if this is combined 

with better management practices, breeding and planting technologies, and taking 

account of crop suitability (i.e., adaptability of crops to the local environment). 

Since a provincial scale analysis may be too coarse for some policy decisions, I also 

analyzed spatial and temporal variation of NUE at county scale in the high NUE 

region in northeast China, expecting remaining potentials of NUE improvement 

(Chapter 4). Results demonstrated that the NUE indicators decreased in most 

counties during the study period and were higher in Heilongjiang than in the other 

two provinces of northeast China. SMLR and RF models were both applied in this 

chapter, to explore the explanatory variables of NUE from a more comprehensive 

and complex perspective. The RF model had a superior performance than the SMLR 

model, indicating that many covariates had a non-linear relation with NUE. Both 

models smoothed the reality and underpredicted high extremes and overpredicted 

low extremes. The relative importance of crop covariates was much higher in SMLR 

than in RF, while soil and climatic covariates were more important in RF, confirming 

a difference between linear and non-linear models of the relation between 

dependent and explanatory variables. These novel findings are particularly valuable 

when put into action in supporting land-use management and policymaking. 
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As we know, no model is perfect. In order to quantify the uncertainty of NUE 

prediction uncertainty in RF modelling, in Chapter 5, I conducted a comprehensive 

uncertainty analysis using Monte Carlo simulation and quantile regression forests 

(QRF), with a consideration of the spatial and temporal correlation of measurement 

errors. I used three scenarios (pessimistic, reference, and optimistic) to evaluate 

the sensitivity of the results for the magnitude of the measurement errors in yield, 

N input and N removal. The results showed, as expected, that NUE calculations 

uncertainty of the reference scenario was larger than that of the optimistic and 

smaller than that of the pessimistic scenario. The differences between scenarios 

were large, which indicates that proper quantification of input errors is important. 

For PFPN calculations, Guangxi and Shanghai had the largest probability distribution 

width between the 0.05 and 0.95 quantiles, while Jilin and Inner Mongolia had the 

smallest. For PNBN calculations, Heilongjiang and Jilin had the largest distribution 

width, while Beijing and Hainan had the smallest. Results also revealed that the 

temporal variation of NUE prediction uncertainty (90% Prediction Interval Width, 

PIW90 and Prediction Interval Ratio, PIR90) had a downward trend due to the 

improvement of technology and policy. In 2015, the PFPN had lower uncertainty in 

northeast China, while PNBN had higher uncertainty in northeast China. This was 

likely caused by the difference in major crop types between these regions. NUE had 

smaller input uncertainty than model uncertainty in most provinces, except for 

PNBN, which showed converse results after 2010. This means that the QRF model 

had a better performance for PNBN in the 2010s. Future work should focus on 

bookkeeping of detailed field data and accurate collection of crop parameters and 

explanatory variables. 

The thesis synthesis is given in Chapter 6. It discusses the main findings of this 

thesis, my personal implications and recommendations for government and policy 

makers, and points out the innovations and limitations of this thesis research. In 

conclusion, the relative importance of explanatory variables can be diverse at 

different scales and for different crops, and can be different between yield and NUE. 

Policy makers should make considerate decisions on agronomic policies based on 

food security and environmental sustainability, and for this they require adequate 

information and insights, which this thesis aimed to provide. Soil, crop and climatic 

covariates had high relative importance for NUE, while economic variables and 

agricultural management practices were also important for crop production. 

Considering the uncertainty contributions of input data and models for NUE 

prediction, we encourage the government to standardize the data collection process 



Summary 

 

 

178 

 

and inspire scientists to explore available data better using statistical tools and to 

develop more suitable models. 
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