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A B S T R A C T   

The Universal Soil Loss Equation (USLE) and the Revised Universal Soil Loss Equation (RUSLE) have been widely 
used for predicting average soil loss. Slope length is an important topographical parameter of the L factor in 
USLE/RUSLE. Among the widely studied GIS procedures for extracting slope length, the distributed watershed 
erosion slope length (DWESL) based on the unit contributing area estimation method, which considers two- 
dimensional runoff process and cutoff factors, is a relatively complete model for calculating slope length. 
Slope length in the DWESL model is primarily calculated using conventional flow direction algorithms such as 
D8, Dinf, MS and MFD-md. However, DWESL outputs require further improvement due to the errors in the usual 
estimates of the uphill contributing area and the effective contour length of discrete elements. Combined with a 
theoretical differential equation of specific catchment area on hillsides, the calculation of the DWESL model was 
optimized without estimating the uphill contributing area or the effective contour length for each cell. The 
proposed integration method based on the topographical features slope line, contour curvature and cutoff factors 
(ITF method) was used to extract slope length from the raster digital elevation. Slope length extracted using the 
ITF method had the smallest error in verification of mathematical surfaces (average RRMSE  = 0.0573), and its 
spatial distribution was more consistent with the structure of the terrain surface for all test data, relative to the 
conventional flow direction algorithms in the original DWESL model. The proposed ITF method could provide a 
reference for predicting soil erosion using the USLE/RUSLE model.   

1. Introduction 

The Universal Soil Loss Equation (USLE) (Wischmeier and Smith, 
1978) and Revised Universal Soil Loss Equation (RUSLE) (Renard et al., 
1991) have been widely used to predict annual average soil erosion due 
to their simplicity and robustness (Liu et al., 2002; Winchell et al., 2008; 
Panagos et al., 2015; Alexakis et al., 2019; Baghdad et al., 2020). The 
slope-length factor (L factor) in this model is the ratio between the loss of 
soil at any slope length and that loss from a 22.13 m length slope, 
considering the same soil type and slope gradient. Noted as, 

L =

(
λ

22.13

)m

(1)  

where m is a variable slope-length exponent and λ is slope length (m) 

defined as “the distance from the point of origin of overland flow to the 
point where either the slope gradient decreases enough that deposition 
begins, or the runoff water enters a well-defined channel that may be 
part of a drainage network or a constructed channel” (Wischmeier and 
Smith, 1978). The L factor has always been questioned because of the 
choice of slope length (Renard et al., 1991). 

In the definition of slope length, λ can be calculated as the horizontal 
projection distance along the flow path (Mitasova et al., 1996) based on 
a digital elevation model (DEM). Hickey et al. (1994) developed a non- 
cumulative slope length method for pixel-by-pixel calculation using the 
principle of maximum slope, deterministic eight-neighbors(D8) algo-
rithm (O’Callaghan and Mark, 1984). This method has been modified for 
identifying deposition by considering of the cutoff slope angle in the 
calculation of slope length (Hickey, 2000; Remortel et al., 2001). These 
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early GIS procedures were implemented by Arc Macro Language pro-
grams, and a C++ executable with high execution efficiency was then 
developed (Remortel et al., 2004). 

These flow-path-based cumulative length (FCL) methods mainly 
calculate each cell slope length (CSL) and accumulate them along a 
single flow path. FCL methods, however, do not account for the effect of 
flow convergence (Desmet and Govers, 1997; Winchell et al., 2008; 
Garcia Rodriguez and Gimenez Suarez, 2012). Moore et al. (1986) 
demonstrated that serious erosion and deposition are more likely to 
occur in areas of convergence and that the capacity of flow to transport 
sediment is lowest in divergent areas. Topographical divergence or 
convergence shows that the length of one-dimensional horizontal pro-
jection cannot transport sediment in overland flow well (Winchell et al., 
2008; Fu et al., 2013; Zhang et al., 2017; Anjitha Krishna et al., 2019). 
The basic terms in USLE/RUSLE indicate that the L factor refers to the 
mean rate of erosion for an area with a length of λ (i.e. the length of the 
uphill horizontal projection) and a unit contour width in a field (Moore 
and Wilson, 1992; Desmet and Govers, 1997). Moore and Wilson (1992) 
therefore proposed replacing λ with specific catchment area (SCA), so 
the L factor could be calculated as, 

L =

(
As

22.13

)m

(2)  

where As (m2/m) is the ratio of the uphill contributing area to the 
contour width. 

Desmet and Govers (1996) then considered the sectional calculation 
of slope length (Foster and Wischmeier, 1974) and extended the 
approach using a GIS procedure in grid DEMs, in which the cell was the 
basic calculation unit for discrete regular DEM data (the unit contrib-
uting area-based (UCA) method). As for each grid is obtained by dividing 
the upstream accumulated area by the effective contour length of the 
cell (Costa-Cabral and Burges, 1994). The UCA method is thus further 
deduced to calculate the cumulative slope length for each cell (Zhang 
et al., 2013; Zhu et al., 2014; Yang, 2015). An integrated tool (LS-TOOL) 
was designed in a recent model to improve the UCA method and 
calculate the distributed watershed erosion slope length (DWESL) 
(Zhang et al., 2013; Zhang et al., 2017), in which the cutoff factors 
caused by deposition (i.e. slope cutoff) and well-defined channel net-
works (i.e. channel cutoff) are comprehensively considered based on the 
concept of Wischmeier and Smith (1978). Several studies (Zhang et al., 
2013; Yang, 2015; Zhang et al., 2017; Brychta and Brychtová, 2020) 
then used flow-simulation algorithms to iteratively calculate the cu-
mulative slope length of each cell due to the convenience of topology, 
such as the single-flow algorithm (SFA) D8 (O’Callaghan and Mark, 
1984), the multiple-flow algorithm (MFA): Multiple-flow-direction 
based on slope (MS) (Quinn et al., 1991) and deterministic infinite- 
node (Dinf) (Tarboton, 1997). 

The values of the slope length and the L factor based on the UCA 
method, however, are over- or underestimated in the verification of field 
tests (Desmet and Govers, 1996; Winchell et al., 2008; Zhang et al., 
2013; Hrabalíková and Janeek, 2017; Zhang et al., 2017). In addition to 
the influencing factors such as DEM data accuracy (Yadav and Indu, 
2016; Wang et al., 2016), resolution (Zhu et al., 2016; Wang et al., 2020) 
and the cutoff condition of the slope length (Zhang et al., 2013), in terms 
of the calculation model of the UCA method, the usual estimates of the 
uphill contributing area and the effective contour length of discrete el-
ements are also considered to be the main causes of inaccuracies. UCA 
errors vary in all flow-simulation algorithms in theoretical verification 
(Zhou and Liu, 2002; Qin et al., 2007; Qin et al., 2013; Pilesjö and 
Hasan, 2014). Gallant and Hutchinson (2011, para.59) reported that 
assuming flow width (i.e. the length of effective contour) to be 
approximately equal to the cell size was problematic. A mathematical 
formula was derived for describing the nonlinear relationship between 
SCA and the contour curvature along the slope line (the differential 
equation for SCA) (Gallant and Hutchinson, 2011), which provides 

support for more accurate calculations but has not been widely used to 
extract slope length in grid DEMs. 

The purpose of this study was to design an integrated method for 
more accurately extracting slope length. Combined with the differential 
equation for calculating SCA (Gallant and Hutchinson, 2011), we opti-
mized the method for calculating slope length in the DWESL model 
proposed by Zhang et al. (2013). The new proposed integration method 
was based on topographical features (ITF method) using slope line, 
contour curvature and cutoff factors, avoiding the usual estimates of the 
uphill contributing area and effective contour length for each cell. We 
compared and analyzed the results extracted using the ITF method and 
the algorithms simulating conventional flow for mathematical surfaces 
and real terrain data, which could provide a reference for predicting 
average soil loss using the USLE/RUSLE model. 

2. Methodology 

2.1. Optimized theoretical DWESL model 

The optimized theoretical DWESL model is based on the assumption 
that the terrain has continuous first and second derivatives, and the 
infiltration of overland water is not considered (Mitasova and Hofierka, 
1993; Shary, 1995). The terrain can be expressed by Eq. 3 on plane R2, 
which has generality on the set of real numbers, 

z = f (x, y) (3)  

where z is the continuous partial second derivative with no local mini-
mum of depression. Let z = c, a constant that represents the elevation, 
hence c = f(x, y) is the contour equation defined in the XOY plane. The 
slope line element is dt(dX, dY) satisfying, 

dt ×∇z = 0 (4)  

which is perpendicular to the contour. The X and Y components of the 
slope line element can be deduced as, 

dY
dX

=
− 1

dy
dx

=
− 1

−

(

fx
fy

) =
fy

fx
(5)  

The length of the slope line can be calculated using a linear integral 
equation along the element, so the formula for calculating the length of 
the slope line (l) from the start point (xs, ys) and terminal point (xt , yt) is, 

l(xt ,yt) =

∫ xs

xt

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +

(
fy

fx

)2
√

⋅dx (6)  

The transport of overland material driven by gravity follows the 
descending direction of the gradient along stream tubes (Costa-Cabral 
and Burges, 1994). Slope lines provide a perfect match to the theoretical 
flow lines that nondispersive flows of water and sediments extend and 
represent the skeleton of the divergent flow pattern (Orlandini et al., 
2014). A sketch map (Fig. 1) is used to illustrate the DWESL model. The 
start point of DWESL is usually the hilltop or a new start point after the 
cutoff position. The end point of DWESL is defined as the edge of the 
catchment or cutoff point, where the deposition caused by the saturated 
state of sediment transport caused by a change in slope is considered as 
the slope cutoff, which can be determined by calculating the rate of 
change in slope steepness along the extended direction of the slope line 
(Hickey, 2000; Remortel et al., 2001). The rate of change in gradient is a 
flexible parameter in different landforms, which will be determined in 
actual situations. The channel cutoff or other human interventions are 
priori information that requires an analysis of the real terrain. 

As noted in Eq. 2, slope length is replaced by SCA, and As at a point is 
defined as, 
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As = lim
w→0

A
w

(7)  

where w is the width of the flow tube (i.e., the length of effective con-
tour) and A is the uphill contributing area. 

In the previous model (Zhang et al., 2013; Zhang et al., 2017), As of 
each cell in the grid DEM is used to calculate slope length based on the 
UCA method as, 

Asi,j− out =
Ai,j− out

Di,j
= λi,j (8)  

where Ai,j− out (m2) is the contributing area at the outlet of the grid cell 
with coordinates (i, j), Di,j = cellsize⋅(|sinθi,j| +|cosθi,j|) is the effective 
contour length (m) of the corresponding coordinates and θi,j is the aspect 
direction for the grid cell with coordinates (i, j). Eq. (8) is further 
deduced because the contributing area of each cell can be represented as 
the sum of the contributing areas of the surrounding eight cells that flow 
into it. The slope length of each cell can then be obtained as, 

λi,j =
∑x=i,y=j

x=0,y=0

∑m

k=1
λx,y (9)  

where k is the direction code for the surrounding eight cells that could 
flow into the central grid, so λx,y can be regarded as the CSL of each grid. 
The key of the previous model is therefore to use the flow-direction al-
gorithm to calculate λx,y. 

In the optimized theoretical DWESL model, according to Eq. 2, we 
combine the theoretical differential Eq. (10) of SCA to calculate the 
slope length, which is described as the rate of change of As to l (Gallant 
and Hutchinson, 2011, para.28), 

∂As

∂l
= 1 − AS⋅kc (10)  

where kc is curvature of contours. We can obtain As for any point along 
the uphill slope line for calculating DWESL using Eq. 6 and Eq. 10 as long 
as the location of the cutoff point has been determined. 

2.2. Calculation of DWESL in grid DEMs 

2.2.1. Calculation processes 
The solution and method of numerical approximation of the pa-

rameters in the model based on the theoretical DWESL model are 
described in detail in the next sections. The complete procedure for 
calculating DWESL mainly consists of the following steps (Fig. 2). 

Step 1: Data preparation. Spurious sinks generated due to the process 
of interpolation, generalization, and so forth during the production 
of the DEM blocks (Yan et al., 2018). We firstly should check the raw 
data and fill all spurious sinks with a routine iterative method 
(Remortel et al., 2004), including interior nodata cells and isolated 
local depressions (pixel-sized) (Zhang et al., 2017). The corrected 
DEM was obtained after above data preprocessing. Then, the cor-
rected DEM (positive DEM) is flipped to get negative DEM by taking a 
negative value of elevation, which will provide data support for 
subsequent calculations. 
Step 2: Calculate D8 and kc (Section 2.2.4) with positive DEM, and 
calculate up_iGD8 (Section 2.2.2) and slope steepness with negative 
DEM. 
Step 3: Calculate l (Section 2.2.2) and the slope cutoff factor (Section 
2.2.3) using up_iGD8. 
Step 4: Use D8 to calculate the accumulated area to determine the 
channel cutoff factor (Section 2.2.3). 
Step 5: Use up_iGD8, l, kc and the cutoff matrix (including slope 
cutoff factor and channel cutoff factor) to calculate DWESL (Section 
2.2.4). 

Fig. 1. Sketch map of the distributed watershed erosion slope length based on a specific catchment area and cutoff factors.  

Fig. 2. Flowchart of the procedure for calculating DWESL.  
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2.2.2. Calculation of the length of the uphill slope line 
The length of the uphill slope line (l) in Eq. 6 and Eq. 10 is the dis-

tance from the point of interest to the top of the hill perpendicular to the 
contour. The numerical integration requires very complex and meticu-
lous calculations when interpolating a DEM to place the slope line as 
close to the center of the grid as possible (Gallant and Hutchinson, 2011, 
para.50). Qin et al. (2017) thus designed parallel calculation methods to 
improve efficiency. For more convenient application, a suitable SFA 
based on grid DEMs is adopted in the ITF method. 

The classical D8 algorithm is a greedy strategy for determining the 
direction with the largest local difference in elevation at each step, 
which will lead to more deviations compared to the exact slope line. D8 
with least transversal deviation algorithm (D8-LTD) was firstly proposed 
to correct the deviation between D8 and the exact slope line (Orlandini 
et al., 2003; Orlandini et al., 2014), the path with the minimum error 
between the exact slope line can be obtained by adjusting the deviation 
parameters of each single path. But the parameters of correction for this 
method cannot dynamically adapt to the global calculation, thus the 
improved global D8 algorithm (iGD8) (Shin and Paik, 2017) was pro-
posed. iGD8 did not need to individually adapt to every slope line of the 
surface, and obtained almost the same result as D8-LTD using global 
optimal solution, which is simple and good performance. Recently an 
improved flow aggregation D8 based algorithm (iFAD8) (Wu et al., 
2020) used more upstream information and set dynamic damping fac-
tors for determining the downstream direction of each cell. iFAD8 
optimized the shortcomings of other SFAs in theory but more complex 
calculations made the application more difficult. In terms of the per-
formance and operability of these algorithms, iGD8 is a relatively good 
choice for this work. The SFAs require each cell to extend in a unique 
downstream direction, which causes some cells on the convex hillside to 
lose their upstream source and affects the calculation of cumulative 
length (illustrated in Fig. 3a). In contrast, SFAs can effectively converge 
and extend to the lowest local point on a concave hillside. Although we 
can reverse the calculation to get the backtracking runoff trajectory by 

modifying the algorithm, the more convenient way for calculating uphill 
l using SFAs is thus to flip the terrain by taking a negative value of 
elevation to obtain negative DEM data, which ensures that each point of 
interest has a continuous path to the real hilltop or local maximum 
(illustrated in Fig. 3b). 

We chose to use iGD8 (available from website of Shin and Paik 
(2017), http://river.korea.ac.kr) for determining the uphill direction of 
each cell based on negative DEM data (named up_iGD8) and then 
calculated the summation length along the path of up_iGD8. SFAs with 
deviation correction, however, repeatedly deform the slope line, and the 
summation of the distance of each segment (1 or 

̅̅̅
2

√
⋅cellsize) between 

adjacent cells causes a large error. Paz et al. (2008) thus multiplied each 
line segment by 0.962 based on statistical results to reduce the error of 
cumulative length. We proposed a strategy to correct the calculation of 
cumulative length by merging local segments. The correction is illus-
trated in Fig. 3c. A local path consisting of every three segments was 
replaced with the Euclidean distance, and the other segments were 
accumulated normally. This strategy can help reduce the excess length 
of up_iGD8 in zigzag paths and ensure that pure straight paths are not 
influenced. 

2.2.3. Determination of the cutoff factors 
The description of the cutoff factors in the definition of slope length 

referred to the possible hindrance of sediment transport, including 
deposition (Slope cutoff) and partition (channel cutoff or other human 
interventions). According to the DWESL model, the slope length was 
stopped and re-accumulated at these possible cutoff positions, in which 
slope cutoff and channel cutoff were mainly considered in practical 
calculations. 

Slope cutoff factor: Different landforms have different soil types, so 
the threshold of slope cutoff may differ during sediment transport. The 
Chinese Soil Loss Equation (Liu et al., 2002) generally recommends that 
the threshold of change in gradient be 70% when the slope is <2.86◦ and 

Fig. 3. (a) The cells lost their upstream source on the convex slope using SFA, so their uphill slope lines are incomplete. (b) Calculate the uphill slope line using 
negative DEM and SFA, thus each cell has a complete uphill slope line. (c) Schematic for calculating the length of the uphill slope line. Local segments (AB, BC and 
CD) are merged into AD, segments DE, EF and FG are merged into DG and the cumulative length is calculated as (

̅̅̅̅̅̅
10

√
+

̅̅̅̅̅̅
10

√
+

̅̅̅
2

√
+ 1)⋅cellsize. 
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50% when the slope is ⩾2.86◦. 
The position of the slope cutoff can be determined by calculating the 

rate of change in slope steepness along the direction of extension of the 
slope line. The uphill direction of each cell is obtained using up_iGD8 in 
Section 2.2.2, and the slope angle can also be calculated. To obtain the 
downhill slope cutoff position of each cell, we calculated the change in 
gradient of the eight neighboring cells that could point to the center. If 
the change in gradient from a neighboring cell to the central cell is larger 
than the corresponding threshold, the location of the neighboring cell is 
recorded and stored in the cutoff matrix. 

Channel cutoff factor: Due to factors such as the magnitude and 
intensity of rainfall, the areas affected by net soil erosion and effective 
sediment transport are different in the catchment (López-Vicente et al., 
2020). Overland flow and sediment from hillslopes may extend down-
stream along the gullies, ephemeral streams within the basin, which 
have not yet formed a well-defined channel. When enough runoff was 
gathered into a well-defined channel, sediment was also transported into 
the channel network and then gradually transported out or still stranded 
in the catchment. According to the definition of slope length, the 
accumulation of slope length in the above process should be stopped at 
the well-defined channel, otherwise the huge cumulative value will lose 
its quantitative significance (Renard et al., 1991). 

Hence, the key is to determine the channel network. One of the 
conventional channel network extraction methods is to calculate the 
catchment area, which is the most direct and robust method. When the 
catchment area in the basin reaches the user-defined threshold, the cells 
in the channel network are considered to be the position of the channel 
cutoff. The accumulated area is calculated using a simple algorithm 
simulating flow (D8), and the iterative process uses the LS-TOOL method 
(forward-and-reverse traversal). 

A reasonable channel cutoff threshold greatly influences the 
extracted slope length. The smaller the threshold is, the denser the 
extracted channel network is, and the cutoff position will expand to 
more streams, gullies and even convergent hillslopes. For the DEM data 
obtained at a certain time, the primary task is to extract the possible 
channels from morphology. Based on previous studies (Zhang et al., 
2017), we combined the DEM with a Google image to mark the channel 
heads to further determine the threshold of accumulated area. When the 
accumulation of the cell is larger than the threshold, its position is 
recorded in the cutoff matrix. 

2.2.4. Iterative algorithm of DWESL 
The implicit requirement of the general solution to the differential 

Eq. (10) in the calculation is more stringent, so the general solution is no 
longer applicable when kc along the slope line changes sign (Gallant and 
Hutchinson, 2011, para.38). In order to apply Eq. 10 to calculate DWESL 
for each point of interest, each cell is numerically integrated along the 
segment of the slope line, starting from 0 at the hilltop for piecewise 
calculation along the aspect of the cell. In this case, the approximate 
solution of Eq. 10 is used (Gallant and Hutchinson, 2011, para.40), 

As(l) =
1
kc
−

(
1
kc

− As0

)

e− kc ⋅l (11)  

The following principles (Gallant and Hutchinson, 2011, para.47,48) 
should be noted when using Eq. 11: Firstly, if |kc| < 10− 4, the cell is on 
an almost plate-liked hillside, and Eq. 11 is calculated as, 

As(l) = As0 + l (12)  

Secondly, if kc > 20, Eq. (13) is used to prevent the loss of accuracy 
caused by subtraction in Eq. 11, 

As(l) =
1
kc

(13)  

where As0 is SCA at the top of the slope line segment, l is the length of the 
part of the slope-line segment under the direction of up_iGD8, and kc of 
each cell is calculated using a differential formula. The second derivative 
of the central grid is calculated in 5 × 5 DEM windows (Fig. 4), and kc is 
calculated as, 

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

kc =
− q2r + 2pqs − p2t
(
p2 + q2)3/2

p =
∂z
∂x

=
z3 + z6 + z9 − z1 − z4 − z7

6d

q =
∂z
∂y

=
z1 + z2 + z3 − z7 − z8 − z9

6d

r =
∂2

z

∂x2 =
zx3 + zx6 + zx9 − zx1 − zx4 − zx7

6d

s =
∂2

z

∂x∂y
=

zx1 + zx2 + zx3 − zx7 − zx8 − zx9

6d

t =
∂2

z

∂y2 =
zy1 + zy2 + zy3 − zy7 − zy8 − zy9

6d

(14)  

When up_iGD8 of each cell is calculated in Section 2.2.2, the positions of 
the hilltop will be determined (i.e. the cell that cannot point to the 
neighbors). Eqs. (11)–(13) are used for iterative calculation to update 
Asat the end of the slope line segment, a hierarchical traversal is carried 
out from each hilltop in turn and the cutoff point is then determined to 
calculate the DWESL of each cell. The specific implementation is:  

1. set up an auxiliary queue starting from the hilltop,  
2. search for eight neighbors that can point to the current cell, queue 

them and use Eqs. (11)–(13) to calculate the SCA of the cell,  
3. determine whether the neighbors in step 2 are downstream of the 

cutoff point and stop accumulating,  
4. follow steps 2 and 3 to search for the eight neighbors, then delete the 

current cell from the queue and update the first element of the queue,  
5. perform steps 2–4 in turn until all connectable grids starting from the 

hilltop are processed, and  
6. change the next hilltop as the first element of the queue and continue 

to calculate other cells following steps 2–5. 

We implemented the algorithm in an object-oriented method (Al-
gorithm 1). Each cell is assigned two attributes, As of the current cell and 
the cutoff information (CUT) from upstream. A value of CUT equal to 
zero indicates no cutoff, and a value of CUT > 0 indicates that the cutoff 
is in the upstream position, then stop accumulating. CUT is transferred 
downstream in an iterative process. 

Fig. 4. Corresponding calculation unit in Eq. 14, where d is cell size.  
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Algorithm 1. Iterative calculation of DWESL   
Input: up_iGD8, l, kc, Cutoff Matrix. 
01: Initialization: AllCells.CUT = 0, AllCells.DWESL = 0. 
02: for i ← 1 to DEM.row 
03: for j ← 1 to DEM.column 
04: if Cell (i. j) point to Null then 
05: Queue.push (Cell (i, j)) 
06: while Queue is not empty do 
07: for k ← 1 to 8 do 
08: if Next_Cell point to Current_Cell then 
09: Queue.push (Next_Cell) 
10: calculate Next_Cell.As using Eqs. (11) to (13) 
11: if Current_Cell is in Cutoff Matrix then 
12: Current_Cell.CUT ← Current_Cell.As 
13: end if 
14: Next_Cell.DWESL ← Next_Cell.As - Current_Cell.CUT 
15: Next_Cell.CUT ← Current_Cell.CUT 
16: end if 
17: end for 
18: Queue.pop (Current_Cell) 
19: end while 
20: end if 
21: end for 
22: end for 
Output: AllCells.DWESL   

3. Experiment 

3.1. Experimental data 

3.1.1. Synthetic surfaces 
We simulated the terrain using 10 mathematical surfaces. The orig-

inal formulas of the synthetic surfaces are provided in Table 1. The 
theoretical DWESL of nine simple and regular artificial surfaces can be 
obtained. These surfaces included three types adapted from Wu et al. 
(2020), plate, divergent and convergent, each of which have three 
variants, planar, concave and convex (Fig. 5a-i). The last Himmelblau- 
Orlandini surface (Orlandini et al., 2014) could simulate the relatively 
complex surface, with four local hilltops, three saddles and a flow 
convergence area. The whole was a small catchment basin, which was 
used to compare the DWESL extracted from the compound hillslopes 
(Fig. 5j). 

3.1.2. Real terrain data 
Real terrain data were obtained from the XianNanGou catchment in 

the northwestern part of the Loess Plateau of China. The geographical 
location of the experimental sample area and the 3D surface were shown 
in Fig. 6, which was a hydrologically corrected DEM data set at a reso-
lution of 5 m without depressions or flats (Yang et al., 2007). 

3.2. Selection of algorithms for comparison 

We compared the ITF method with four typical algorithms simu-
lating flow to extract DWESL, including the deterministic eight- 
neighbors algorithm (D8) (O’Callaghan and Mark, 1984), the deter-
ministic infinite-node algorithm (Dinf) (Tarboton, 1997), the multiple- 
flow-direction slope-based algorithm (MS) (Quinn et al., 1991) and 
the multiple-flow-direction based on the maximum downslope gradient 
algorithm (MFD-md) (Qin et al., 2007). CSL and the iterative calculation 
of these flow-direction algorithms were implemented using LS-TOOL 
(Zhang et al., 2013; Zhang et al., 2017) and its methods, equations Eq. 
7 and Eq. 8. 

3.3. Reference Values and Assessment 

The thresholds of cutoff factors in mathematical surfaces have no 
realistic references, so we did not consider cutoff factors in extracting 
DWESL from the synthetic surfaces, and the main purpose was to 
compare and analyze the differences between the ITF method and the 
flow simulation algorithms in the spatial patterns and statistical results. 

Without considering cutoff factors, the theoretical value of DWESL 
can be derived from Eq. 10 for the simple surfaces of plates, divergent 
cones and convergent inward cones, 
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

As(l) = As0 + l, kc(l) = 0;

As(l) =
l
2
, kc(l) =

1
l

;

As(l) =
l(2R − l)
2(R − l)

, kc(l) =
1

l − R
.

(15)  

where R is the radius of the cone, which is excluded from consideration 
when l = R. Eq. (6), (15)the formulas of nine simple surfaces indicated 
that the theoretical values of the same type in planar, concave and 
convex are equal, because ldoes not change in the three styles of same 
type. In the above surfaces, the relative root mean square error (RRMSE) 
(Wechsler and Kroll, 2006) was used to evaluate the error between the 
results of these extraction methods and the theoretical values. RRMSE is 
calculated as, 

RRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

i=1
(
ci − Ti

Ti
)

2

√

(16)  

where ci is the calculated result of each cell, and Ti is the theoretical 
value at the corresponding position. 

Without an analytical solution of DWESL for all cells on Himmelblau- 
Orlandini surface, we selected sample points along the slope line on the 
hillside to evaluate the DWESL error. The reference values on 
Himmelblau-Orlandini surface were calculated strictly according to Eq. 

Table 1 
Parameters of the synthetic surfaces.  

Synthetic surfaces Original formula Limits  

Planar z1 = 0.1x + 0.2y  x ∈ [0,50]
y ∈ [0,25]

zi ∈

⎧
⎨

⎩

[0,10], i = 1,2, 3
[0,25], i = 4,5, 7,8
[0,15], i = 6,9  

Plate Concave z2 = 0.1z2
1   

Convex z3 =
̅̅̅̅̅̅̅̅̅̅
10z1

√

Planar z4 = 25 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(x − 25)2
+ (y − 25)2

√

Divergent Concave z5 =
25z4

100 − 3z4   
Convex 

z6 = 65 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2500 + 1875(1 −
z4

25
)
2

√

Planar z7 = 25 − z4  

Convergent Concave z8 = 25 − z5   

Convex z9 = 15 − z6  

Himmelblau-Orlandini z10 = 45 − 0.075[{(
x − 25

5
)
2
+ (

y − 25
5

) − 4}2
+ {(

y − 25
5

)
2
+ (

x − 25
5

) − 7}2
]

x ∈ [0,50]
y ∈ [0,50]

z10 ∈ [− 10,45]
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(6) and (14) in the theoretical model. Runge–Kutta formula was used to 
calculated linear integral, which has been integrated into MATLAB’s 
ode23tb solver (Orlandini et al., 2014). 

Evaluating the performance of the algorithms using field observa-
tions for the actual terrain data is difficult (Bircher et al., 2019). In 
previous studies, the researchers manually measured the linear length 
along the vertical contours on the map to obtain the reference values of 
flow-path-based slope length (Zhu et al., 2016), another assessment 
based on statistical test was to look up values for LS factor from slope 
and horizontal slope length based on low ratio of rill to interrill erosion 
(Yang, 2015). These manual methods were not objective enough, and 
the reference values obtained were uncertain (Desmet and Govers, 
1996). Especially for pixel level recognition, field test could only be 
carried out on a limited gentle slope, not anywhere in the catchment 
(Hrabalíková and Janeek, 2017). Most observations are based on visual 
or qualitative assessments (Garcia Rodriguez and Gimenez Suarez, 
2012; Fu et al., 2013). In this work the above methods were no longer 
applicable because of the difference in the theoretical model of slope 
length. Hence, we mainly verified the rationality and precision of the 
proposed method on the mathematical surfaces, then tested the method 
in the actual terrain to analyze the spatial pattern and data distribution 
of the results. 

4. Results and Discussion 

4.1. Results of DWESL on synthetic surfaces 

4.1.1. Theoretical and extracted slope lengths on nine simple surfaces 
The spatial patterns of DWESL extracted from the planar, concave 

and convex styles of same type were very similar, so we chose all planar 
styles for illustration (Fig. 7). 

The direction of D8 is limited to multiples of 45◦, and the greedy- 
selection strategy of local maximum downslope is not well adapted to 
be perpendicular to the contours. The spatial pattern of D8 was obvi-
ously offset from the theoretical results. The local drainage direction of 
Dinf can effectively determine the weights assigned to the two neigh-
borhood cells, and the spatial distribution approximates the theoretical 
results by cross-compensating the two directions. The spatial distribu-
tion of MS with complete divergence simulation ability changes gradu-
ally, but the cross-compensation in multiple directions renders the 
cumulative slope length obviously larger than the theoretical value. 
MFD-md with adaptive variation of flow distribution weight can simu-
late the effects of SFD and MFD. In the extraction results of the plate 
surface, the trend in direction of MFD-md is between that of D8 and MS, 
and its cumulative result is smaller than that of MS. The ITF method is 
based on up_iGD8 for determining the trend perpendicular to the con-
tours. When kc = 0, the theoretical derivation of DWESL ensures the 
validity of the results, and the spatial distribution is highly similar to the 
theoretical value on the plate surface (Fig. 7). 

Fig. 5. 3D views of the synthetic surfaces. 
(a) Planar plate, (b) concave plate, (c) 
convex plate, (d) planar cone, (e) concave 
cone, (f) convex cone, (g) planar inward 
cone, (h) concave inward cone and (i) convex 
inward cone. (j) Himmelblau-Orlandini sur-
face with four local hilltops, three saddle 
points and a flow-convergence area. (Note: 
the above continuous surfaces were dis-
cretized into raster data at an interval of 0.1 
and then enlarged tenfold as a whole. The 
resolution of the synthetic surfaces was thus 
1 m.).   

Fig. 6. Geographical location and 3D surface of the area from which the real terrain data were obtained.  
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The algorithms D8 and Dinf, simulating water flow with an incom-
plete overflowing effect, may cause some cells on the divergent surface 
to lose the source of upstream water. These spatial patterns of slope 
length are thus discontinuous (Fig. 7). The results extracted using MS 
can fully cover the entire region on the divergence surface, because the 
model can simulate multidirectional fully divergent flow but can also 
lead to larger cumulative results. The performance on the divergent 
surface is similar for MFD-md and D8, but MFD-md’s spatial patterns are 
less volatile due to the cross-compensation in multiple directions. In the 
ITF method, each cell can be ensured to be allocated to the local highest 
point along the uphill slope line, which can effectively overcome the 
shortcomings of SFD and achieve results similar to the theoretical value. 

D8 and Dinf can effectively aggregate into a rill in the flow-gathering 
area while ignoring the overflow before the channel is formed. In the 
convergent surface shown in Fig. 5g, only the lowest point in the inward 
cone is the final destination of all flows. MS and the ITF method can 
effectively simulate this situation, and MFD-md can take into account 
both divergence and aggregation. As kc gradually decreases (< 0) and 
lincreases in the convergent area, the gathering speed of water flow 
increases, the cumulative value of the slope length becomes larger and 
the corresponding flow erosion is worse. 

The difference between these conventional algorithms (D8, Dinf, MS 

and MFD-md) is mainly due to the different flow strategies assigned by 
each cell to the neighbors. These flow-simulation algorithms are 
designed based on the assumption of flow pattern, with different com-
plexities and accuracies of calculation (Table 2). The RRMSE ranking of 
extraction results of each method was in the order ITF method <Dinf 
<MFD-md <D8 <MS on the plates, ITF method <MFD-md <MS <Dinf 
<D8 on the divergent surfaces and ITF method <MS <MFD-md <Dinf 
<D8 on the convergent surfaces. 

Fig. 7. Theoretical and extracted spatial patterns of slope length on three types of surfaces (planar style). According to Eq. 15, the theoretical maximum DWESL is 
279.5, 125 and 31249.5 m on plate, divergent and convergent surface.s, respectively. 

Table 2 
RRMSE between the extraction results of the methods and the theoretical values 
on synthetic surfaces.  

Synthetic surfaces D8 Dinf MS MFD-md ITF  

Planar 0.2416 0.0793 0.5006 0.1813 0.0630 
Plate Concave 0.2416 0.0799 0.5007 0.1820 0.0613  

Convex 0.2416 0.0794 0.5006 0.1820 0.0611  
Planar 0.8112 0.6187 0.5746 0.5180 0.0145 

Divergent Concave 0.8110 0.6155 0.5774 0.5192 0.0145  
Convex 0.7598 0.6174 0.5437 0.5153 0.0152  
Planar 2.7562 2.2874 0.4057 0.6412 0.0967 

Convergent Concave 2.7582 2.2785 0.4041 0.6405 0.0948  
Convex 2.7601 2.3440 0.4080 0.6427 0.0949  
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For each method, the RRMSE of DWESL extracted from the planar, 
concave and convex surfaces are highly similar within the same type 
(Table 2). The differences between the three styles of each type are 
mainly due to the change in elevation, and the differences of the weights 
of flow distribution of the cells leads to the slight differences of the final 
result. In the ITF method, the performance of the up_iGD8 algorithm on 
planar, concave and convex surfaces differs slightly (Wu et al., 2020). 
The error for land the piecewise calculation based on the approximate 
solution Eq. 11 also affect the final result. 

4.1.2. Extracted slope lengths on Himmelblau-Orlandini surfaces 
The spatial pattern extracted by each method indicated that the re-

sults of D8 and Dinf were fragmented and discontinuous (Fig. 8a, 
Fig. 8b). MFD-md can be regarded as an enhancement of D8 (Fig. 8d), 
and cross-compensation in multiple directions can reduce the loss of 
upstream water to some cells. Compared with MS, MFD-md can effec-
tively gather into rills in the convergence region. The results of MS and 
the ITF method can correspond to the surface structure to a large extent 
(Fig. 8c, Fig. 8e), but the ITF method is more consistent with numerical 
transitions of the structure of terrain surfaces. 

The cumulative frequency curve of slope length in the divergent area 
(kc > 0) (Fig. 9) indicated that 95% of the DWESLs extracted using D8, 
Dinf, MS, MFD-md and the ITF method were <123.8, 100.5, 129.8, 
119.5 and 95.1 m, respectively. The proportions of the DWESLs <15 m 
for D8, Dinf, MS, MFD-md and the ITF method were 20.1, 27.4, 4.5, 13.3 
and 8.4%, respectively. D8 and Dinf had more low values than the other 
methods due to the outflow of each cell in one or two directions, so some 
cells lost upstream water in the divergent region. The average slope 
length extracted using the Dinf method was therefore lowest (Table 3). 
In the ITF method, the minimum slope length was much smaller than a 
CSL of these algorithms simulating conventional flow, because kc at the 
ridge or local highest position is larger and l is smaller, which also 
accounted for why the slope length of these methods was overestimated 
in strongly divergent areas (Gallant and Hutchinson, 2011). Among the 
results of 22 sample points, the error was lowest with the ITF method 
(Fig. 10b, Fig. 10c), because up_iGD8 provided a reliable direction that 
matched the exact slope line well (Fig. 10a). 

4.2. Extracted DWESL on real terrain data 

The spatial distributions of DWESL were ‘smoother’ (Fig. 11c, d, e) 
using MS, MFD-md and the ITF method than D8 and Dinf (Fig. 11a, 
Fig. 11b), indicating less-abrupt variations in the magnitude of slope 
length for adjacent cells. The performance of D8 could not accurately 
represent the complex terrain convergence, and the spatial patterns of 
Dinf were the most fragmented. The MFD-md result was more concen-
trated in the convergence region than that of MS. The spatial distribu-
tion of the ITF method was very similar to that of MFD-md, but the 
DWESLs of these flow-simulation methods were larger than that of the 
ITF method in the areas with strong divergence (e.g. ridges and hilltops). 
The root cause of these differences was the corresponding calculation 

Fig. 8. Spatial patterns of logarithmic slope lengths limited to ⩽1000 m extracted using the five methods.  

Fig. 9. Curves of the cumulative frequency of slope length in the divergent area 
on the Himmelblau-Orlandini surface extracted using the five methods. 

Table 3 
Information for the numerical distribution of slope length in the divergent area 
of the Himmelblau-Orlandini surface.   

D8 Dinf MS MFD-md ITF 

Max (m) 220.10 434.87 209.97 182.64 152.73 
Min (m) 0.96 1.00 1.06 1.00 0.18 

Mean (m) 51.41 39.07 67.33 52.06 48.99 
Std. 38.45 32.95 35.08 34.75 26.29  
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model of slope length. The spatial patterns of slope length shown in 
these maps indicated the potential risk of erosion, which was closely 
related to the surface structure. Ridges and hilltops were highly diver-
gent, and the overland runoff and sediment were not transported along 
these drainage divides, but converged or diverged along the hillsides. 

Hence, the erosion risk was the lowest on drainage divides, and the 
erosion risk was related to the structure of divergence and convergence 
on hillsides. In terms of the two cutoff factors of slope length in Fig. 11, 
the depositions caused by the change of gradient occurred in small 
amounts on special hillsides, mostly occurred near the gullies, including 

Fig. 10. Errors of DWESL on the Himmelblau-Orlandini surface extracted using the five methods. (a) Local magnification of selected slope lines and sample points. 
(b) Error of DWESL extracted using the five methods at sample points on slope line 1. (c) Error of DWESL extracted using the five methods at sample points on slope 
line 2. 

Fig. 11. Spatial pattern of DWESL on real terrain extracted by five methods, with the same cutoff factors. (slope cutoff factor threshold: the change in gradient is 70% 
when slope <2.86◦, the change in gradient is 50% when slope ⩾2.86◦; channel cutoff factor threshold: accumulated area >4000 m2. 
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ephemeral creeks, permanent streams and large rivers. Channel cutoff 
factor in the model further limited the termination conditions of slope 
length, that was, a well-defined channel. Therefore, the risk of erosion 
was very high in some strongly converging area where the well-defined 
channel was not formed, and the numerical values of slope length have 
exceeded the quantitative significance (>1000ft, >304.8 m). 

The cumulative frequency curves of the DWESLs (Fig. 12) indicated 
that 95% of the DWESLs were <144.8 m for D8, <260.3 m for Dinf, 
<241.6 m for MS, <210.8 m for MFD-md and <189.7 m for the ITF 
method. Ninety-five percent of the DWESLs for the ITF method were 
shorter than those for Dinf, MS and MFD-md but not D8, because the 
spatial pattern of D8 lost details in parts of the convergence area, 
inconsistent with the real terrain. 

To summarize, the results extracted using the ITF method had the 
smallest errors on the synthetic surfaces and a more reasonable spatial 
pattern consistent with the terrain structure on all surfaces. Based on the 
premise of ensuring that each cell could be traced back to the hilltop 
along the uphill slope line, the contour curvature of the cell location and 
the uphill runoff length interacted with each other (Gallant and 
Hutchinson, 2011, para.32). l played an important role on the planar 
hillsides, l and kc competed with each other on the divergent hillsides 
and the joint action of l and kc affected the calculation of cumulative 
slope lengths on the convergent hillsides. 

5. Conclusion 

Based on the previous exploration of the methods for extracting slope 
length in USLE/RUSLE, this study has made further progress. The 
theoretical model of slope length was optimized from the continuous 
solution space of morphology. We combined the differential equation for 
SCA, and proposed ITF method for extracting slope length. Considering 
the topology and convenience of grid DEM, we used iGD8-based strategy 
avoiding the interpolation for grid DEM in ITF method. Unlike using 
conventional algorithms that simulate flow for calculating the uphill 
contributing area and the effective contour length of discrete elements 
for extracting slope length, the outputs of ITF method were prevented 
from being overestimated, especially in areas with strong divergence 
and cutoff positions. The spatial distribution of the extracted slope 
length was more consistent with the terrain than that of original method. 
The ITF method and the extracted slope length could be directly coupled 
to the L factor in USLE/RUSLE, which was convenient for application. 

Nevertheless, there are still some problems that need to be 
researched in the future. 

The determination of channel cutoff factor in the definition of slope 
length still needs to be further clarified and improved. Well-defined 
channels may be wide gullies, flat valleys, permanent rivers, etc., how 
to effectively determine these cutoff factors according to the field con-
dition? Remote sensing images and field observation can only get rele-
vant data at a specific time. Even so, quantitative calculation of channel 

width and identification of channel head were challenging. For DEM 
data with certain resolution, the channel network was required to 
further consider the actual channel width, not just a fixed width of pixel. 
In addition, some user-defined thresholds required expert experience, 
which made it difficult for large-scale erosion mapping. 

With the ultimate goal of applying USLE/RUSLE for predicting 
average soil loss, the universality of the proposed method required to be 
tested on more field terrain. The main idea of this work was to verify the 
rationality and precision of the proposed method at the theoretical level. 
A set of accurate pixel erosion data would be expected to evaluate these 
automated GIS procedures, which put forward higher requirements for 
geodesy and metrology. 
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