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Exit time as a measure of ecological resilience
Babak M. S. Arani, Stephen R. Carpenter, Leo Lahti, Egbert H. van Nes*, Marten Scheffer*

INTRODUCTION: Financialmarketsmay collapse,
rainforest can shift to savanna, a person can
become trapped in a depression, and the Gulf
Stream can come to a standstill. Such critical
transitions may happen in complex systems
when resilience is low, allowing a perturbation
to trigger self-propelled change toward the con-
trasting state. An intuitive way of visualizing
this is to depict the system as amarble in a cup.
If the cup is shallower, resilience is lower, and it
becomes easier to flip themarble out. Resilience
may sometimes be inferred from autocorrelation
and variance of time series because they carry
information about recovery rates from small
perturbations, thus reflecting the slope of the
attraction basin. However, although differences
in such indicators may reflect differences in
resilience, they cannot be interpreted in an
absolute sense. The alternative—measuring re-
silience as the maximum perturbation that a
system can take—may seem more attractive.

However, this classical ecological definition of
resilience assumes that the system is affected
by distinct, isolated perturbations. In reality,
most systems are perturbed instead by a never-
ending natural regime of shocks and fluctu-
ations. Thus, they rarely recover from a
perturbation before the next one comes. As
a result, the imaginary marble in the cup
keeps wandering around, and occasionally
a sequence of small but synergistic “per-
turbations” will push the system across the
border of the basin of attraction. How then
can we characterize the resilience of such
systems in a useful and practical way?

RATIONALE:Wepropose to use “life expectancy”
as a measure of resilience, which can be for-
malized as the mean exit time from an attrac-
tion basin (i.e., the expected time required to
cross the border of the basin). This approach
has the advantage of taking the natural varia-

bility of real complex systems explicitly into
account. If we havemany observations of shifts,
we can calculate the mean exit time simply as
the average time the system spends in each
given state. However, such data are rare. More-
over, the permanent fluctuations also contain
information about the system, which would be
lost if one considers only the rare occasions at
which a shift occurs. In the approach we out-
line, this information is used as we infer the
deterministic and stochastic components of the
underlying dynamical system from observed
fluctuations. Applying techniques from statisti-
cal mechanics, we show how one can subse-
quently use the reconstructed empirical model
to compute the expected mean exit time for
each basin of attraction.

RESULTS: After using model-generated data to
demonstrate the method, we applied it to two
examples spanning very different time scales:
the rapid dynamics of Cyanobacteria in a lake,
and the much slower alternations between cold
glacial and warmer interstadial regimes in the
climate (the so-called Dansgaard-Oeschger
events). For both time series, we show that
one can reconstruct a model that has two
alternative attractors. We estimated the mean
exit time for each of these attractors, and we
show how one can analyze the uncertainty of
this estimate.
A major challenge is that the approach re-

quires high-resolution time series that cover
dynamics across both basins of attraction. Such
information can be obtained from a single long
time series if it includes enough shifts between
attraction basins. Alternatively, one may piece
the required data together using shorter time
series from sets of similar systems.

CONCLUSION: Characterizing resilience as the
estimated life expectancy—of a rainforest, a
coral reef, or the thermohaline circulation—
is a natural and intuitively straightforward
way to go. The high-resolution time series
required for the approach we outline are
still relatively rare. However, possibilities
for automated sensing are rapidly expand-
ing in fields as diverse as biomedicine, cli-
mate science, ecology, and financial markets.
Against this background, the technique for
estimating mean exit times is an exciting
additional tool to anticipate critical tran-
sitions in the many complex systems on
which humanity depends.▪
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Mean exit time as a measure
of “life expectancy” esti-
mated from fluctuations.
Time series in this simulated
example (B) reflect the
underlying stability landscape
(A) as well as the regime
of stochastic perturbations.
Given sufficiently long time
series, we can estimate
how the average change
depends on the state
(C), revealing attracting
(black dots) and repelling
(open dot) equilibria. Mean-
while, variance in the observed
change allows estimation of the
role of stochasticity (D). The
resulting empirical model
[based on (C) and (D)] can
be used to compute the prob-
ability distribution of states
(E), the mean exit time given
any initial state (F), and the
weighted mean exit time
for the alternative basins of
attraction [horizontal lines in
(F)]. The shaded areas in (C),
(D), and (F) are the estimated
95% confidence intervals.
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Exit time as a measure of ecological resilience
Babak M. S. Arani1,2, Stephen R. Carpenter3, Leo Lahti4, Egbert H. van Nes1*, Marten Scheffer1*

Ecological resilience is the magnitude of the largest perturbation from which a system can still recover
to its original state. However, a transition into another state may often be invoked by a series of
minor synergistic perturbations rather than a single big one. We show how resilience can be estimated
in terms of average life expectancy, accounting for this natural regime of variability. We use time
series to fit a model that captures the stochastic as well as the deterministic components. The model is
then used to estimate the mean exit time from the basin of attraction. This approach offers a fresh
angle to anticipating the chance of a critical transition at a time when high-resolution time series are
becoming increasingly available.

E
cosystems occasionally undergo a cata-
strophic shift to a contrasting state from
which recovery is difficult (1). For instance,
tropical forestsmay shift to a fire-dominated
savanna state (2, 3), coral reefs may be-

come overgrown bymacroalgae (4), and lakes
can shift between a clear and a turbid state
(5, 6). Such critical transitions are not limited
to ecology (7). For instance, some humans may
shift into a depressed state (8), financialmarkets
sometimes collapse (9), and elements of Earth’s
climate system such as ocean circulation patterns
may shift between contrasting modes (10). In
view of the societal impact of such critical tran-
sitions, there is a broad interest in anticipating

them (11). An influential approach is to focus
on resilience, defined as the magnitude of per-
turbations that a system can withstand and
still maintain its essential characteristics in
terms of composition and functioning (12).
This way of viewing resilience originated in
ecology (13) but has become influential in a
wide range of fields including human and ani-
mal health (8, 14, 15), climate science (10, 16),
and the social sciences (17, 18). An attractive and
widespread way of visualizing this concept of
resilience is to depict the system as a marble in
a cup. If the cup becomes shallower or narrower
(13), it becomes easier to flip the marble out.
Indeed, inmany situations, loss of resilience can

be intuitively understood as shrinkage of a basin
of attraction (the cup). However, quantifying
resilience in practice remains challenging.
One approach has been to estimate changes

in recovery rate from small perturbations as
an indicator of changes in the overall size of
the attraction basin. The basic idea is that the
slowing down of such recoveries is an indi-
cator of loss of resilience, and thus an increased
risk of being flipped out of the basin of attrac-
tion by some perturbation (19–21). Such slowing
down can be probed by experimental perturba-
tions but can also be inferred from natural time
series, where it can be reflected in indicators
such as rising temporal autocorrelation and
variance (20, 22, 23). Amajor limitation of such
dynamic indicators of resilience is that they can
only be interpreted in a relative sense, to infer
rising or falling trends in time or compare be-
tween different instances of a system (e.g., rank-
ing resilience of different patients, forests, or
reefs) (20, 22, 23). By contrast, resilience quan-
tified as the maximum perturbation that a sys-
tem can take without flipping into an alternative
state can be expressed in absolute terms (e.g., the
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Fig. 1. Different ways of repre-
senting the exit time in a sys-
tem with two alternative basins
of attraction (Eq. 4). (A) Mean
exit time as a function of the
initial state. The dashed black line
marks the border between the two
basins of attraction. The left and
right sides of the plot show the
exit time from the low-biomass
and high-biomass basins of
attraction, respectively. (B) The
survival fraction as a function of
the elapsed time for a given initial
state XA [indicated in (A) and (C)
as vertical dashed blue and red
lines]. At the median survival time
(= median exit time), 50% of the
trajectories shift from the high
state to the low state. The green
area below the curve equals the
mean exit time. (C) The survival
function S(x0,t) can be depicted as
the fraction of trajectories
remaining in the original basin of
attraction after a given time depending on the initial state. Contours where 25%, 50%, and 75% of the trajectories survive are indicated. Note that 50% survival
equals the median exit time. (D) The negative of the derivative of the survival function (B) equals the distribution of exit times of the state XA. Median and
mean exit times are indicated. Parameters: a = 1.6, g = 2.75, K = 10, r = 1, s = 0.3.
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number of elephants to be culled while remain-
ing a viable population). However, appealing
as it seems, this classical ecological definition
of resilience has another crucial drawback: It
assumes that the system is affected by dis-
tinct, isolated perturbations. Clearly, think-
ing in terms of such isolated perturbations is
in fact artificial. In reality, there is typically a
continuous interplay of internal and external
fluctuating forces affecting the system (24),
and it makes more sense to try to capture the
essence of this whole complex of determinis-
tic and stochastic forces (25) instead of an
imaginary stable system exposed to discrete
external perturbations. This is especially so
because a system may rarely recover from a
perturbation before the next one comes. As a
result, the imaginary marble in the cup keeps
wandering around, and it is easy to imagine
how occasionally a sequence of small but syn-
ergistic “perturbations” will push the system
across the border of the basin of attraction. To
get a better feel for why the single-perturbation
view is inadequate, see movie S1.
If the attractive view of a bistable system

perturbed by occasional extreme events is too
simple, how then may we characterize the re-
silience of such systems in a more useful way?
As we will show, an attractive option is to esti-
mate the “mean exit time” (26, 27). Thismeasure
corresponds to the expected time it takes for the
system to cross a threshold such as the border
of an attraction basin. It corresponds in an
intuitively straightforward way to the expected
“survival time,” which is analogous to the way
we think about life and death. Clearly, consid-
ering the expected survival time of a rainforest,
a coral reef, or the thermohaline circulation
makes thingsmore concrete and intuitive than
mere estimation of relative differences in re-
silience. However, estimating the mean exit
time is not trivial, and in ecology it is only
applied in models (27, 28). If we have many
observations of shifts across a defined thresh-
old, we can calculate the mean exit time di-
rectly by simply averaging the periods during
which the system is within a given range be-
fore passing the threshold.However, often such
repeated crossings are not observed. Moreover,
there is information in the permanent fluctua-
tions of a system that would be lost if one
considers only the rare occasions at which a
threshold is crossed. A way to use this infor-
mation is to fit a so-called Langevin equation
to a time series, capturing the essence of the
dynamics, and subsequently estimate themean
exit time from this fitted model. Below, we
explain how this works in a nutshell and give
some examples. An extensive glossary (29)
explains the key concepts in more detail.

The approach in a nutshell

The one-dimensional Langevin equation, used
to capture the essence of a time series for our

purpose, describes the dynamics of a single
state variable (x):

dx ¼ f xð Þdt þ s xð ÞdW ð1Þ
The function f(x) represents the deterministic
part of the equation, representing (for instance)
how growth and losses in a population vary
with the state. The term dW represents the
increments of a Wiener process with uncor-
related random fluctuations following a stan-

dard Gaussian distribution. The function s(x)
describes how the standard deviation of this
“noise” varies with the state. If the functions
f(x) and s(x) are known, we can use them to
determine the mean exit time by performing
long runs and analyzing how frequently the
system passes a critical threshold (e.g., the
border of the basin of attraction). However,
there is also a much more efficient method
(26, 30) that describes the system in an
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alternative but equivalent way. Instead of fol-
lowing the time evolution of single stochastic
runs, this approach generalizes the macro-
scopic behavior of diffusing particles. From
the so-called backward Fokker-Planck equa-
tion (26), a formula for the direct calculation
of the mean exit time T(x0) can be derived
(Eq. 2). The mean exit time is the average time
it takes for a trajectory to leave a defined basin
of attraction for the first time, starting from a
certain initial state x0 (26, 30):

D1 x0ð Þ dT
dx0

þ D2 x0ð Þ d
2T

dx02
¼ �1 ð2Þ

In this equation D1(x0) is known as the “drift,”
which is equal to f(x0) in the Langevin equa-
tion (Eq. 1), and D2(x0) is the “diffusion” de-
fined as

D2 x0ð Þ ≡ 1

2
s x0ð Þ2 ð3Þ

where s(x0) is the noise intensity as defined in
the Langevin equation (Eq. 1). Before we solve
this boundary value problem (Eq. 2), we have
to define the proper boundary conditions for
each basin of attraction of Eq. 1. We use “ab-
sorbing” boundaries for the unstable edge
between two basins of attraction. At this
boundary T(x0) = 0, as the exit time is 0 at the
border. By contrast, for the other boundaries
(left boundary of the left basin; right bound-

ary of the right basin), we use a reflecting
boundary to keep the system inside the observed
range. This is done by defining dT/dx0 = 0 at
the boundary, indicating no change in T(x0).
Apart from the mean exit time, we can

determine various other statistics from the
Langevin equation using similar macroscopic
descriptions. With a slightly more extended
equation (eq. S21), we can describe the sur-
vival probabilities as function of the initial
conditions and time (Fig. 1, B and C). From
this functionwe can calculate themedian exit
time (or half-life) and the distribution of exit
times. An advantage of using the median exit
time is that it is less dependent on the tail of
the distribution of exit times. This is impor-
tant because exit time distribution tends to be
right-skewed (31–33)—a universal feature that
can be understood from simple diffusion mod-
els (34). The consequences become extreme if
the distribution of exit times has a fat tail, and
no mean value can be computed at all. Sim-
ilarly, we can use the forward Fokker-Planck
equation (eq. S19) to model the time evolution
of the distribution of states starting from an
initial condition. Often the expected distribu-
tion of states stabilizes to a stationary proba-
bility density function, which is not dependent
on the initial conditions. We can use this sta-
tionary distribution to weigh the mean exit
times of all initial conditions within a basin

of attraction, so as to derive an overall indi-
cation of the mean exit time (weighted mean
exit time) from a basin of attraction.
Finally, we can determine the effective poten-

tial function (eq. S12) from the drift and diffu-
sion functions of the Langevin equation. This
“stability landscape” differs from the traditional
ones in the sense that it is now not only based
on the deterministic part, but also includes
effects of state-dependent stochasticity (diffu-
sion). In our examples, we solved the boundary
value problem (Eq. 2) in MATLAB using the
toolbox of Chebfun (35). This MATLAB soft-
ware is available in (29).
From this overview, it should be clear that

once we know the drift D1(x) and diffusion
D2(x) functions, we can determine many sta-
tistical properties of the system. The first cru-
cial step in applying this approach in practice
is to determine the drift and diffusion functions
fromdata. The “Langevin approach” (36–40) can
determine these functions without prior knowl-
edge about their functional forms. Although the
technical details are somewhat complex, involv-
ing several steps (29, 36–40), the basic idea is
straightforward. We estimate D1(x) and D2(x)
over a binned range of states x to describe these
functions. In each of these bins we compute
the deterministic part, also called “drift” D1(x),
from the estimated mean rate of change,
and the stochastic part, also called “diffusion”
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D2(x), from the estimated variance in the rate
of change. After checking whether the result-
ing Langevin equation successfully describes
the data (29), the discretized functions D1(x)
andD2(x) can be used in the backward Fokker-
Planck equation to determine the statistics of
exit time. The Langevin equation is also used
to estimate the confidence limits of the mean
exit time using a Monte Carlo error propaga-
tion analysis (29).

Applying the approach to
model-generated data

To illustrate how the approach works, we first
use it to analyze a time series produced from a
stochastic version of a well-known model, de-
scribing a plant population (x) that is grazed
(41, 42):

dx ¼ rx 1� x

K

� �
� g

x2

x2 þ a2

� �

dt þ sdW ð4Þ

where a is the efficiency of the grazer, g is the
maximum grazing rate, K is the carrying
capacity, r is the growth rate, and s is the size
of the additive noise. For suitable parameter
settings, this model has alternative basins of
attraction: a low-biomass overgrazed state,
and a high-biomass undergrazed state where
the population escapes top-down control by
the consumer. Using the Euler-Maruyama
scheme with a time step of 0.001, we ran the
model for 12,000 time units (Fig. 2A). From
this time serieswe used 60,000 regularly spaced
data points to reconstruct the deterministic
and stochastic parts of Eq. 4. Note that al-
though the reconstructed model corresponds
relatively well to the original (Fig. 2, B and
D), there is a tendency to overestimate the
stochasticity close to the unstable point and
underestimate it around the attractors. A
sensitivity analysis (29) shows that this bias
disappears if the model output is sampled at
a higher data resolution (43) (Fig. 3, G and H).
Despite the tendency to overestimate stochas-
ticity around unstable points, mean exit times
correspond closely to what can be derived di-
rectly from the original model (Fig. 2F). Using
the approach detailed in eq. S12, we can now
also compute the effective potential energy
landscape accounting for the deterministic as
well as the stochastic components (Fig. 2E)
and the stationary probability distribution of
states (Fig. 2C), which is used to weigh the
state-dependent mean exit times to produce
an overall weighted mean exit time for the
entire basin of attraction (Fig. 2F, horizontal
dashed lines). Finally, we can compute survival
probabilities as a function of the initial state
and time, which can be interpreted as the
proportion of trajectories that are still in the
basin of attraction after a certain time. This
function can be used to determine the median

exit time (and other percentiles) and the dis-
tribution of exit times (Fig. 1).

Cyanobacterial dynamics as an example of a
fast system

We now turn to an example of applying the
approach to real data. Our time series con-
sists of estimations of the biomass of Cyano-
bacteria, measured as concentrations of
phycocyanin in LakeMendota,Wisconsin (44).
The phycocyanin concentrations are recorded

every minute throughout the year 2011 while
the lake surface is ice-free. For our example, we
analyzed a period during summer thermal
stratification when Cyanobacteria blooms are
common (44). There are many transitions
between high and low concentrations. The
time series exhibits sharp shifts between high
and low phycocyanin levels (Fig. 4A). We first
confirmed that the data approximately meet
the assumptions of the analysis (29), and then
estimated the components of the Langevin
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Fig. 4. Resilience of high– and low–cyanobacterial biomass states estimated from phycocyanin
concentrations in Lake Mendota in 2011. (A) Phycocyanin levels in Lake Mendota computed as the
normalized intercepts of a dynamic linear model fitted to log-transformed phycocyanin concentrations
(44). (B) The fitted deterministic drift function D1 (red line). (C) The expected long-term probability density
function. (D) The fitted diffusion function D2 (red line). (E) The effective potential landscape of the reconstructed
model. (F) The mean exit time of the reconstructed model (green line) and the weighted mean exit time of
each basin of attraction (dashed green line). (G) Survival probability as a function of time of each attractor of the
reconstructed model, starting at different initial states x0. Indicated are the times where 75%, 50%, and 25%
of the trajectories survive (lower, middle, and top lines, respectively). Shaded bands in (B), (D), and (F) represent
the 95% confidence limits determined with Monte Carlo error propagation based on 1000 pseudo-datasets.
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equation (Fig. 4, B and D) (37–40). The drift
and diffusion functions were used to com-
pute the effective potential (Fig. 4C) and the
stationary probability density (Fig. 4D) (29).
The results suggest distinct low and high at-

tractors for phycocyanin levels. We then ap-
plied the theory of exit time (29) to compute
exit time curves (Fig. 4F) and survival time
curves (Fig. 4G) from each basin as a function
of the initial state, as well as the weighted

mean exit times (Table 1). The relatively short
exit times suggest that this system frequently
flips back and forth stochastically. We cannot
exclude the possibility that spatial heteroge-
neity contributes to this pattern; there can be
high spatial variability in the concentration
of Cyanobacteria, with alternative states dom-
inating in different parts of lakes (45). This
may contribute to locally sensed dynamics if
water masses pass by the sensor that repre-
sent dynamics across the two basins of at-
traction (44).

Ancient climate shifts as an example of a
slow system

To illustrate the approach for a slower system
operating at a much longer time scale, we an-
alyzed an ice-core record that reveals that during
the course of the last glaciation—spanning
from the end of Eemian interglacial to the be-
ginning of the currentHolocene interglacial—the
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Fig. 5. Resilience of alternative states in the
climate system during the last glaciation, as
reflected in repeated shifts between colder
and warmer states (Dansgaard-Oeschger
events). (A) Logarithm of calcium concentra-
tions from GRIP ice-core record as a climate
proxy. (B) The fitted deterministic drift function
D1 (solid red line). (C) The expected long-term
probability density function. (D) The fitted
stochastic diffusion function D2 (red line).
(E) The effective potential landscape of the
reconstructed model. (F) The mean exit time of
the reconstructed model (green line) and the
weighted mean exit time of each basin of
attraction (dashed green line). (G) The survival
probability as a function of time of each
attractor of the reconstructed model, starting at
different initial states x0. Indicated are the times
where 75%, 50%, and 25% of the trajectories
survive (lower, middle, and top lines, respec-
tively). Shaded bands in (B), (D), and (F)
represent the 95% confidence limits determined
with Monte Carlo error propagation based on
1000 pseudo-datasets.
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Table 1. Confidence limits (95%) for the weighted mean exit time from each of the basins of
attraction of the different datasets. The confidence limits for the first row are based on 1000
replicate datasets generated by the overgrazing model (Eq. 4) directly. The weighted mean exit times
of the left and right basins of the underlying model are 250.9 and 64.8 days, respectively. The
other confidence limits are based on reconstructed models (29).

Dataset
Parent model
based on

Confidence limits
Exit left

basin
Exit right
basin

None (days) Model Eq. 4 185 to 351 36.3 to 76.8
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Generated by overgrazing model (days) Single generated dataset 235 to 463 34.0 to 82.8
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Lake Mendota phytoplankton (min) Real dataset 1195 to 2209 389 to 606
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Climate (years) Real dataset 450 to 670 310 to 420
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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