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ABSTRACT
Product design and supply chain design are two key determinants of company competitiveness.
However, they follow different design objectives and thus require a systematic trade-off. Although
methodologies for product design and supply chain design are well establishedwithin each domain
in research and industry, an integrated methodology that bridges both design domains is still
lacking. Based on a recently introduced concurrent product and supply chain design process, we
contribute to this underdeveloped research area with a generic approach towards exploring design
tradespace. We introduce a detailed operational process for the concurrent design of product and
supply chain architectures. To apply this generic process to the specific trade-off between the
product-related objective of modularity and the supply-chain-related objective of sourcing flexibil-
ity, we also develop new methods for key steps of the process. We demonstrate the application of
the process and the developed methods using an industrial case study of a new product (electric-
vehicle batterymodule). The case shows that ourmethodology was able to structure the concurrent
design process. It hereby ensured an efficient trade-off and led to high-quality designs.
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1. Introduction

Manufacturing companies can be classified by product
type: niche products, differentiated products, and com-
modities. Niche product manufacturers’ competitiveness
depends mainly on product design (PD) attributes such
as aesthetics, functional performance, and customisabil-
ity. In contrast, commodity manufacturers’ competitive-
ness depends mainly on supply chain design (SCD)
attributes such as cost, flexibility, and lead time. As most
companies produce differentiated products, they have to
consider both types of design attributes to ensure overall
competitiveness. This reflects the key ideas in the semi-
nal work by Fisher (1997), highlighting the importance
of matching the right supply chain (SC) to the product.
While this is relatively easy for niche and commodity
products, it is less so for differentiated products due to
the lack of trade-offmethodologies between PD and SCD
(Gan and Grunow 2016).

PD and SCD are strategic decisions in two central but
different functions in manufacturing companies. Tradi-
tionally, the product is designed first, and the appropriate
SC structure is then chosenwith the typical aimof finding
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the best possible trade-off between efficiency and respon-
siveness (Fisher 1997). However, a sequential approach
unduly limits the design space for SCD. For example,
the overwhelming focus on a highly customisable PD in
the development of the NH90 European military heli-
copter led to an inferior SCD, consisting of a myriad
of small, inefficient, and redundant suppliers. This SCD
contributed to more than ten years of delivery delays and
cost overruns (Uiterwijk, Soeters, and van Fenema 2013).
More recently, CNBC (2018) reported that the decision of
electric car manufacturer Tesla to use type 2170 battery
cells (optimised for high energy density and supplied by
a single supplier) instead of the commonly available but
less efficient type 18650 battery cells resulted in severe SC
delays due to its single-sourcing strategy. In both exam-
ples, the emphasis on PD undermined the efficiency and
the responsiveness of the SCD.

1.1. Concurrent product and supply chain design

Concurrent product and supply chain design (CP-
SCD), in contrast, explores the two design spaces
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simultaneously. Using this method, SC efficiency and SC
responsiveness can be considered earlier in the design
process, potentially at the expense of the PD. The under-
standing of such trade-offs between PD and SCD is so
far underdeveloped (Pashaei andOlhager 2015). Increas-
ingly complex products and SCs do however require
systematic concurrent approaches to characterise the
tradespace between optimal PD and optimal SCD. Here,
the design tradespace is defined as the set of combina-
tions of product and SC designs optimised with varying
relative importance of PD and SCD objectives. Research
on such methodologies is unfortunately lacking (Ell-
ram and Stanley 2008; Khan and Creazza 2009; Gokhan,
Needy, and Norman 2010; Baud-Lavigne, Agard, and
Penz 2012; Gan and Grunow 2016; Yao and Askin
2019).

In the development of CP-SCD approaches, differ-
ent design levels could be addressed. PD can be done
at architectural, detailed, or dynamic level while SCD
can be done at strategic, tactical, or operational level.
Any CP-SCD method must address attributes from sim-
ilar hierarchy levels (Gan and Grunow 2016) and must
be able to allow design attributes of both domains to
be commensurable, aggregable, and compensable (Col-
son and de Bruyn 1989; Guitouni and Martel 1998).
The higher the hierarchy level, the higher the impact
on the design of the product and its SC. We therefore
focus on the architectural-strategic level. Amongst the
design attributes on this level, modularity and flexibility
are widely considered to be the most important for both
domains (Fine 1998; Simchi-Levi 2013).

1.2. Product and supply chainmodularity

In PD, modularity is widely considered to be the most
important architectural attribute because of the dis-
tinct advantages that it provides (e.g. configurability)
and enables (e.g. flexibility, replaceability) (Ulrich 1995;
Mikkola and Gassmann 2003). Modularity enables flexi-
bility for product reconfiguration as well as replaceability
for repairs and upgrades, both of which affect product
lifecycle performance (Ross, Rhodes, andHastings 2008).
Product modularity is well-documented in e.g. Mikkola
and Gassmann (2003), Gershenson, Prasad, and Zhang
(2004), Hölttä, Suh, and de Weck (2005), and Jung and
Simpson (2017).

The concept of modularity can also be applied to
SCD (Pashaei andOlhager 2015). SCDmodularity is also
considered one of the most important strategic design
attributes (Duclos, Vokurka, and Lummus 2003; Zhang,
Huang, and Rungtusanatham 2008; Khan and Creazza
2009; Simchi-Levi 2013; Jayaram and Vickery 2018). It is
important for lowering transaction costs by simplifying

SC structures and reducing associated complexity. Fur-
thermore, it increases efficiency by enabling standard-
isation of production, shorter lead times, and reduced
inventories (Feng and Zhang 2014).

SC modularity leads to sourcing flexibility, which is
defined as the ability to reconfigure the SC according
to supply and demand changes (Duclos, Vokurka, and
Lummus 2003). This is vital for the mitigation of risks
associated with demand fluctuations, SC disruptions,
and supplier quality problems (Tang and Tomlin 2008;
Saleh, Mark, and Jordan 2009; Simchi-Levi 2013). More-
over, sourcing flexibility has far-reaching implications for
manufacturing companies: it enables multiple sourcing,
which in turn ensures sourcing price stability and the sus-
tainability of a competitive, non-monopolistic industrial
ecosystem. For example, automotive companies com-
monly use different suppliers for the same components in
different final products. This enables these companies to
mitigate disruption risks. Also, it improves the bargaining
power over suppliers (Henkel and Hoffmann 2018).

1.3. Sourcing flexibility

The role of sourcing flexibility in supplier selection and
its dependency on the buyer-supplier relationship has
receivedmuch attention in past research. De Boer, Labro,
and Morlacchi (2001) reviewed methods for supplier
selection and sourcing decisions, highlighting the com-
plexity of the procurement process before supplier selec-
tion and sourcing decisions are made. They also argue
that the purchasing situation is an important factor for
selecting the right decisional method for sourcing strat-
egy. Gosling, Purvis, and Naim (2010) highlight the lack
of consideration of SC flexibility in supplier selection
research. They suggest that SC flexibilities are key criteria
for supplier selection and supplier relationship develop-
ment.While the literature stresses the impact ofmany cri-
teria on sourcing decisions, they consider product archi-
tectures fixed, hereby overlooking the impact of product
architectures on the sourcing decisions.

Decisions on product modularity and SC modularity
are strongly interconnected and have an impact on sourc-
ing flexibility. For instance, in PD, it might be beneficial
to combine some components in a module, but it might
not be possible to source the resulting module from a
sufficient number of suppliers, thus reducing sourcing
flexibility. Similarly, in SCD, simple SC structures with
low transaction costs are preferred, but they may lead to
fewer and largermodules, which in turnmay lead to com-
binations of components that are impossible to integrate
in a product design. Hence, CP-SCD approaches should
facilitate discussions between product designers and SC
designers early in the design process.
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1.4. Contributions

In this paper, we pursue four aims. Firstly, we aim at
building an understanding of the interaction between PD
and SCD by showing how the tradespace between the
optimal PD and the optimal SCD can be generically char-
acterised at the architectural-strategic level. Secondly, we
aim to develop a detailed CP-SCD process for the gener-
ation of the design tradespace. Thirdly, we aim to intro-
duce newmethods to generate PDand SCDarchitectures.
For the PD architecture a clusteringmethod is used in the
creation of product modules. The SCD method focusses
on supplier selection and sourcing flexibility, which need
to be considered early in the CP-SCD process. These
PD and SCD methods specifically focus on modularity
and flexibility but could be adapted to consider other
attributes such as various cost factors, responsiveness, or
environmental footprints. Finally, we aim to demonstrate
the application of theCP-SCDprocess using an industrial
case study (of a new electric-vehicle battery) that char-
acterises a typical CP-SCD situation. With this, we also
aim to show how the systematic exploration of the design
space can lead to a range of solutions that provide a bet-
ter understanding of the trade-off between PD and SCD
objectives.

1.5. Paper organisation

This paper is structured as follows. In Section 2, we pro-
vide a literature review on methodologies for CP-SCD,
architectural PD, and strategic SCD. In Section 3, we
introduce the case study (electric vehicle battery sys-
tem). In Section 4, we use introduce detailed procedures
for architectural-strategic design in the CP-SCD process
and specific clustering methods using data from the case
study. Moreover, we explain the key concepts for the
characterisation of design tradespace for CP-SCD, a cor-
nerstone of this paper. Finally, in Section 5, we discuss
our contributions, limitations, and the potential improve-
ments to our methodology for future research.

2. Literature review

2.1. Architectural design of products and supply
chains

Methods for architectural PD are well established in
research and industry. Some examples are Axiomatic
Design Method, Object Process Methodology, and
Design Structure Matrix (DSM) (Suh 1998; Dori 2002;
Fixson 2005; Tilstra, Seepersad, and Wood 2012; Jung
and Simpson 2017). DSM is more commonly used
in industry because of its flexibility in modelling dif-
ferent PD and non-PD attributes and visualising the

clustering results (e.g. Behncke, Walter, and Lindemann
2014). DSM can either use binary or numerical values
in a matrix to map functional or relational interactions
between parts. In industry, the functionalities of DSM
have been further developed and used in specialised soft-
ware tools (e.g. METUS) that provide advanced user
interfaces as well as connections to data analytics tools.

Several methods of strategic SCD exist. Examples of
qualitativemethods are frameworks for core-competence
analysis, make-or-buy analysis, and supplier integration
to support decision making in strategic SCD (Fine and
Whitney 1996; De Boer, Labro, and Morlacchi 2001;
Novak and Eppinger 2001; Noori and Georgescu 2008;
Gosling, Purvis, and Naim 2010). Quantitative methods
of strategic SCD are typically model-based methods that
mathematically link interactions between SCD attributes
for optimisation (Beamon 1998; Meixell and Gargeya
2005; Melo, Nickel, and Saldanha-da-Gama 2009).

Both PD and SCD are fields with a large body of liter-
ature that has introduced various methods dedicated to
the architectural-strategic design level of the individual
field. In the following, we discuss research on concurrent
approaches.

2.2. Concurrent product and supply chain design

CP-SCD is recognised by many as an important research
area and a vital industrial capability (Blackhurst, Wu,
and O’Grady 2005; Zhang, Huang, and Rungtusanatham
2008; ElMaraghy and Mahmoudi 2009; Gokhan, Needy,
and Norman 2010; Chiu and Okudan 2014). Despite this
recognition, it is still an emerging research field, which
is also clear from three recent review papers that high-
light the state-of-the-art research on CP-SCD (Pashaei
and Olhager 2015; Gan and Grunow 2016; Yao and
Askin 2019). Published around the same time, Pashaei
and Olhager (2015) and Gan and Grunow (2016) find
that there is limited understanding of how design deci-
sions for PD and SCD interact with each other. While
the impact of PD on SCD is well studied, the impact of
SCD on PD is unexplored, and little work is done on the
development of methodologies for CP-SCD. Pashaei and
Olhager (2015) further note that there is a lack of case
studies in CP-SCD. Past research focusses on extreme
PD cases (either modular or integral) and the design
tradespace between these extremes is underexplored.
More recently, Yao and Askin (2019) review and identify
different representation schemes (e.g. BOM, DSM) used
for CP-SCD and note a lack of studies on matrix repre-
sentations (e.g. DSM) and clustering efficiency. Gan and
Grunow (2016) additionally summarise their findings
in a conceptual framework, synthesising existing design
hierarchical structures from both domains, classifying
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the different types of design attributes, and laying the
foundation for fundamental propositions on the qual-
ity of CP-SCD methodologies. Using these propositions,
they further propose a conceptual CP-SCD process at
architectural-strategic level. However, this conceptual
process remains to be operationalised and applied to
industrial cases, which are the aims of our current paper.

CP-SCD-related frameworks that analyse the rela-
tionship between PD and SCD attributes exist. Fine
and Whitney (1996) include relationships between PD
attributes (e.g. product architecture, modularity) and
SCD attributes (e.g. make-or-buy decision). Fine (1998)
extends this by linking product, process, and SC designs.
Appelqvist, Lehtonen, and Kokkonen (2004) map data
exchange processes between the PD and SCD activities
of an aerospace company. Pero et al. (2010) analyse the
relationships between PD attributes (modularity, variety,
innovativeness) and SCD attributes (structure, configu-
ration) in several case studies. Gokhan, Needy, and Nor-
man (2010) introduce the process of Design for Supply
Chain as an improvement to sequential design processes.
This contributes to methodological CP-SCD research by
analysing the procedural aspect of CP-SCD. Although all
these frameworks provide multifaceted perspectives on
CP-SCD methodology, they do not specify approaches
for the exploration of design tradespace and for design
trade-off, which are imperative for ensuring the quality
of design decision.

While previous literature does not provide CP-SCD
methodologies that explore the interaction between PD
and SCD, literature on Multi-Criteria Decision Analy-
sis (MCDA) does provide a basis for the development
of such methodologies. CP-SCD methodology needs
to identify the interdependency between PD and SCD
attributes and provide an approach to balance between
conflicting design objectives of PD and SCD. For the pur-
pose of linking these design domains and their attributes,
the principles of compensability, commensurability, and
aggregation between PD and SCD attributes need to be
ensured (Colson and de Bruyn 1989; Guitouni and Mar-
tel 1998). Adherence to these principles allows the use of
MCDA methods (Ehrgott, Figuira, and Greco 2010) to
model and search for optimal solutions in the tradespace.

2.3. Key findings of the literature review

In summary, we identify the following literature gaps:

• Past research focussed only on the impact of PD
on SCD. There is a lack of understanding of the
impact of SCD on PD. It lacks the more comprehen-
sive exploration of the design tradespace for different

module configurations formed under product and
supply chain objectives.

• Past frameworks for CP-SCD are of a conceptual
nature and are not sufficiently specific to be applied in
practice. Methodologies that systematically and hier-
archically integrate PD and SCD methods are lack-
ing. Particularly at the architectural-strategic level,
methodologies supporting a systematic assessment of
the design tradespace are missing.

• There is an abundance of qualitative and quantitative
methods for product architectural and strategic SCD.
However, they are dedicated to the specific domain.
Matrix representations, widely used in PD, have not
been developed sufficiently for use in CP-SCD. Also,
even though MCDA methods are well established,
they have not been used to bridge the domains.

• Finally, there is a lack of case studies in CP-SCD
that explore the design tradespace between product –
supply chain (P-SC) system architectures.

Our review thus highlights the immature status of
literature on CP-SCD. These findings motivate us to
develop a detailed CP-SCD process and methods that
together address the aforementioned issues and translate
conceptual frameworks into an operationalmethodology
for the architectural-strategic design level. We also intro-
duce a case study to demonstrate the application of the
CP-SCD process.

3. Introduction to the case study

In this section, we introduce the case study that is used
to explain the procedure and methods of the opera-
tionalised CP-SCD process. The case study focusses on a
battery system named Conchifera, which is being devel-
oped by a Munich-based company (Invenox GmbH).
Conchifera has been selected as it is a differentiated prod-
uct that is still under development. The company has a
green-field SC situation that suits the application of the
CP-SCD process. The objective of this case study is to
find the best design trade-off between the product design
architecture (PDA) and the supply chain architecture
(SCA) of Conchifera using modularity as the common
design attribute.

In general, case study research is useful for research
stage exploration, theory building, theory testing, as well
as theory refinement (Voss, Tsikriktsis, and Frohlich
2002). Moreover, case study research is useful when
it is relevant to the understanding of the interactions
between organisations and methodologies (e.g. Eisen-
hardt and Graebner 2007; Ketokivi and Choi 2014). Our
work is in the early research stages, in which a single case
study approach is often chosen since this allows for an
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in-depth analysis (Voss, Tsikriktsis, and Frohlich 2002).
Our methodology is applied in its natural setting and its
effectivity observed in practice, which is important for
evaluating the complex interactions between the different
functional (PD and SCD) teams of Invenox when using
our methodology.

In the case study, two of the authors participated in
numerous meetings, which involved the product design-
ers and SC managers from the company, to observe their
discussions and to gather direct feedbacks. All data and
company documentation required for our methodology
were collected in thesemeetings. For example, the DSMs,
Part-Supplier Matrices (PSM) and design tradespace
were created together with the product designers and SC
managers.

Conchifera is being developed in pursuit of higher PD
and SCD performance (e.g. energy density and assembly
cost, respectively). The main advantages of Conchifera
are twofold: the scalability of mass assemblies of bat-
tery cells with short lead times, and the configurability
using common cylindrical cells (type 18650) for diverse
applications. These advantages are made possible using a
proprietary contact material that connects battery cells,
unlike welded connectors used in other battery systems.
This material minimises part quantity, weight, and cost.
Moreover, it allows faulty cells to be replaced individu-
ally and easily to restore the system lifespan as well as
ensuring a high level of safety (Hammer et al. 2014).

Conchifera’s main components are shown in Figure 1.
There is a total of 14 unique parts in the quadruple vari-
ant of Conchifera. These components are defined by the
functions derived from the PD requirements and can
be sourced from different suppliers who have overlap-
ping supply scope. While simpler components (e.g. plas-
tic housing) can be sourced from several suppliers with

similar quality and functional performance, it is more
difficult for relatively more complex components (e.g.
circuit boards).

Some components can only be sourced from a few
specialised suppliers. 14 potential suppliers have been
identified based on their capabilities and supply scope
(Appendix A3, see supplemental data). The battery cells
and contact material components are excluded from
our case study due to quality and proprietary reasons.
Although battery cells are considered commodities, the
quality of battery cells from different suppliers can differ
significantly. The contact material is a core proprietary
component and is therefore manufactured in-house.

4. Methodology: the CP-SCD process

4.1. Overview of the CP-SCD process for
architectural design

Gan and Grunow (2016) derive a conceptual CP-SCD
process for modularity design. This process is derived
from four propositions for CP-SCD, which are grounded
in an extensive literature review. These propositions can
be summarised as follows:

(1) A concurrent design process for PD and SCD can
bring greater value than a sequential design process.

(2) A concurrent design process should have a balanced
inclusion of design attributes from both domains to
ensure higher trade-off quality.

(3) A concurrent design process should pursue design
trade-offs at the same hierarchical level (starting
from the architectural-strategic level) to allow for
more accurate modelling of attribute relationships
and a higher trade-off quality.

Figure 1. Conchifera electrical vehicle battery system (quadruple variant).
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(4) A concurrent design process should avoid trade-
offs at the lowest hierarchical levels due to the lack
of trade-off opportunities between PD and SCD
attributes on those levels.

Here, we build on the conceptual model that Gan and
Grunow (2016) derived from these propositions and
develop a detailed operational process, consisting of three
different phases: strategic alignment, concurrent product
and SC architectural design, and design trade-off (illus-
trated in Figure 2 and further described below). The
concurrent consideration of PD and SCD in our pro-
cess results from Proposition 1. The hierarchical, top-
down approach of our process, which starts with the
architectural-strategic phase before the detailed design
phase, follows Proposition 3. The choice of an architec-
tural PD attribute (product modularity) and a strategic
SCD attribute (sourcing flexibility) follows Propositions
2 and 4, as these attributes are at the same, relatively
high hierarchical design level, enabling the commensura-
tion, aggregation, and compensation of design attributes.
The detailed design level following the three phases of
our process is not considered, as trade-off opportunities
would be limited on that level and concurrency is not
required anymore (following Proposition 4).

Our process is applicable for PD and SCD under
different objectives. It has a hierarchical structure with
open interfaces to specific methods (the grey boxes in
Figure 2). In the remainder of this section, we first discuss
the general procedure for each of the three phases. We
then develop methods for the specific trade-off between
product modularity and SC sourcing flexibility.

In Phase 1, product and SC designers align the prod-
uct and SC strategies (e.g. target number of modules and
required sourcing flexibility) based on the PD and SCD
requirements. Examples of product strategy can be found
in Ulrich (1995), who focuses on the linkages between
product architectures and different PD strategies such as
product change, product variety, component standardi-
sation, product performance, and product development
management. Examples of SC strategy can be found in
Fisher (1997), who focuses on matching the right prod-
ucts to the right SCD. He outlines that functional and
innovative products need different types of SCD (i.e. effi-
cient versus responsive). PD and SCD requirements are
elicited from the market (e.g. customers, users) and the
SC (e.g. suppliers, partners). Next, PD and SC design
attributes are defined from the elicited PD and SCD
requirements. Established methods for requirement elic-
itation can be found in Walden et al. (2015).

In Phase 2, the procedures for PD and SCD are
described in two concurrent streams. Each stream
involves an independent procedure of numerical matrix

operations. In contrast to past studies that are mostly
sequential (e.g. Nepal, Monplasir, and Famuyiwa 2012;
Chiu and Okudan 2014) and that assume the PD to be
given (or limited to a very small number of PD options)
in the SCD, we explore both PD and SCD concurrently
based on the broad requirements resulting from the
strategic alignment. Where past studies thus only show
the impacts of different PD scenarios on the SCD, we
avoid limiting the design trade-offs in this part of the
design process. The concurrent design streams in Phase
2 allow designers to build up the product architecture
(PDA) and supply chain architecture (SCA) indepen-
dently and supported their convergence to a commen-
surable, aggregated, and compensable set of design data
structures using matrices (DSM and PSM).

For the product architectural design stream, DSMs are
used to map the PD attributes. These DSMs are then
weighted based on the prioritisation of the PD attributes
using a suitable MCDA methodology and aggregated to
generate the PD-DSM. This stream ends after the gener-
ation of the PDA, which represents a clustered PD-DSM
(for which a variety of clustering methods may be used).

For the SC architectural design stream, the SCA is first
derived. This may be done using a variety of SCD meth-
ods and objectives (e.g. costs, speed, or sustainability),
possibly resulting in multiple SCAs. However, the SCAs
are based on SC attributes other than parts (e.g. supplier,
delivery lead times, location, ormanufacturing technolo-
gies). As SCA representations that allow design trade-offs
in relation to the PDA are lacking, our approach intro-
duces a transformation of the SCA into a part-to-part
SC-DSM to link the PD and SCD domains. For PD, DSM
is an established methodology. For SCD, working with a
matrix representation is still uncommon. For this trans-
formation, additional operations using specific methods
are required. Note that the main difference between the
PD and SCD streams is the procedural sequence. In
the product architectural design stream, the architectural
design is the last step of the procedure. The DSMs are
weighted and aggregated into a PD-DSM and then clus-
tered into a PDA. In the SC architectural design stream,
the architectural design is the first step of the procedure.
The SCAs are aggregated into an SC-DSM.

Following Propositions 2 and 3, the specific design
trade-off we consider in our case (product modularity vs
sourcing flexibility) concerns attributes on the same hier-
archical level (i.e. the architectural-strategic level). Past
studies have often considered design trade-offs between
attributes at different hierarchical levels, reducing the
quality of the design trade-off in CP-SCD. For exam-
ple, non-strategic SCD attributes are often traded off
against architectural PD attributes (Nepal, Monplasir,
and Famuyiwa 2012; Chiu and Okudan 2014).
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Figure 2. Overview of the CP-SCD process.
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In Phase 3, the PD-DSM and the SC-DSM are nor-
malised, weighted, and aggregated into a single DSM
which is then clustered to form the Clustered Deci-
sion Matrix (CDM). The CDM represents the architec-
ture of the respective P-SC system at different points in
the design tradespace. By varying the relative weights
between the PD-DSM and the SC-DSM, CDMs are gen-
erated and used to compute the corresponding PD-M,
SC-M and M values. These values are used to plot the
three curves to represent the design tradespace of the
P-SC system. For an in-depth analysis of every selected
CDM, the corresponding PDA and SCA are generated
for impact assessment. While the PDA is derived directly
from the CDM, the SCA has to be retransformed from
the CDMusing a specific SCD retransformationmethod.
The PDAs and SCAs are assessed according to specific
criteria before the transition to the next step for detailed
design.

The fundamental contributions to the practice of CP-
SCD resulting from our methodology lie in the structur-
ing of the concurrent design interactions, design trade-
offs, as well as discussions between the product designers
and the SC designers in the design process. It shows in
a novel hierarchical way how PD and SCD strategies are
defined and linked to a symmetrical design trade-off at
architectural-strategic level usingmodularity as the com-
mon design attribute. As Phase 1 is elaborated inGan and
Grunow (2016), we focus on Phase 2 and Phase 3 in the
following.

4.2. Product architectural design

4.2.1. General procedure
The product architectural design stream of Phase 2
involves mapping of DSMs, aggregation of DSMs into a
PD-DSM, and clustering of the PD-DSM to create the
PDA.

The first step maps the interactions of the PD
attributes (e.g. electrical, structural, thermal, spatial, sig-
nal, compatibility, lifecycle factors) between product
parts in a set of numerical DSMs. We use a numerical
DSM method because of its higher information content
as compared to a binary DSM method. The upper right-
hand side of the DSM indicates feed-back interaction
and the lower left-hand side of the DSM indicates feed-
forward interaction. Before mapping PD attributes in the
DSM, the product needs to be broken down into parts.
The granularity of the parts depends on the required
depth of analysis and the complexity of the product. The
PD-DSM of the case study is shown in Figure 3.

The second step aggregates DSMs into a single DSM
(PD-DSM). In order to map all functional and relational
interactions between the parts, the DSM of each PD

attribute is weighted and aggregated. The weights of the
PD attributes can be determined by any MCDA method
that elicits the relative importance of the design attributes
from all CP-SCD process stakeholders (e.g. Analytical
Hierarchical Process or PROMETHEE).

The third step clusters the PD-DSM to form modules
which define the PDA. Clustering methods either use a
predefined number of clusters or determine the num-
ber of clusters as a part of the method (e.g. Kusiak and
Chow 1987; Helmer, Yassine, and Meier 2010; Jung and
Simpson 2017). Figure 3 shows the results at the end of
Phase 2.

4.2.2. Specific clusteringmethod formodularisation
One of the key features of the product architectural
design procedure is its modular interface to the cluster-
ing method for the identification of modules. This allows
a flexible use of different clustering methods to cater to
different CP-SCD situations, which may have different
clustering objectives and constraints. It also allows for the
use of new clustering methods that may be developed in
the future.

Existing clustering methods employed for DSMs are
found to be inadequate for our case study due to their lack
of control over the number and size of identified mod-
ules. These are important to the CP-SCD process as the
number and size of the modules are key constraints for
the PDA (e.g. design teams’ workshares) and the SCA
(e.g. number of potential suppliers). This motivates us to
develop a new heuristic clustering method.

There are two advantages of this new method with
respect to design-thinking. Firstly, it uses seed parts
in the product modularisation process. Using a search
algorithm in this method, designers can identify and
select seed parts that are best suited for clustering other
parts to form modules (e.g. key interfacing components
like product housing and electrical wiring). Secondly, it
utilises the designers’ knowledge by allowing them to
predefine the number and size of modules. The num-
ber of predefined clusters often has limited possible val-
ues which are determined by internal and external con-
straints such as organisation, production locations, and
manufacturing processes. If required, the method can
also be applied for different parametrisations.

Jung and Simpson (2017) introduce the use of inter-
action strength and number as part of a mathematical
approach to cluster DSMs. Our method differs from
theirs in the following ways. Firstly, our method is based
on the identification of seed parts using interaction num-
bers forweighting the interaction strengths. The choice of
seed parts depends on their strength and number of inter-
actions with other parts. Secondly, we propose a heuristic
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Figure 3. Phase 2 result showing the PD-DSM and the PDA.

algorithm that facilitates the integration of additional
design knowledge.

Heuristic algorithm. Seed parts are identified in the
PD-DSM by an algorithm using two criteria. Firstly, a
seed part i shall have a high number of interactions cij and
high interaction strengths rij with other parts j (Figure 4).
To ensure that both the number of interactions and the
interaction strength are considered, the algorithm starts
the search from the part i with the highest value for the
seeding function WSi, defined as the product of both
values:

WSi =
∑
j∈J

cij
∑
j∈J

rij (1)

where:
rij Interaction strength betweenpart i andpart j; cij Binary
parameter indicating an interaction between part i and
part j (cij = 1, iff rij > 0).

Secondly, a seed part shall have low interaction
strengths with other seed parts. For the identification of
seed parts, the algorithm uses a filter (F-level) to differen-
tiate weak interactions from strong interactions.

The procedure of the heuristic algorithm is shown in
Figure 5 and pseudocode is included in Appendix A1,
see supplemental data. Firstly, the target number of seed
parts and the initial F–level are set (default value = 0).
This is followed by conversion of the DSM to a Filtered
Matrix (Figure 4). This Filtered Matrix decouples the

Figure 4. The Filtered Matrix for an F-level of 0.13 (case study data).
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Figure 5. Procedure of the heuristic algorithm for the selection of seed parts.

parts by suppressing DSM interactions that are below the
F-value, with F-value = F-level · max

i,j
ri,j.

In the next step, the parts in the Filtered Matrix are
sorted in descending order according to their WSi val-
ues. Next, the part with the highestWSi value is assigned
as the first seed part. The algorithm then searches down-
wards, row-by-row, for the next seed part. A part is iden-
tified as a seed part if it is not coupled with the preced-
ing seed parts (e.g. P11→P2→P13→P5 in Figure 4).
However, if any of these parts should not be chosen based
on additional design knowledge, they can be skipped.
This additional knowledge is used to determine the suit-
ability of the part as seed parts due to certain physical
(e.g. spatial location) and non-functional attributes (e.g.
value) that are not captured in the DSM. For instance, a
low-value commodity part would not be chosen as a seed
part. This algorithm terminates once the target number
of seed parts has been reached or if the F-level has reached
the value of one. Otherwise, the F-level is incremented,
and the abovementioned steps are repeated.

After the identification of seed parts, a quadratic inte-
ger programming model is used to determine the mod-
ules. It maximises the interactions between the identified
seed parts and the non-seed parts assigned to them, while
ensuring the number and size constraints of themodules.

Sets:
J Set of all parts j
I Set of seed parts i (I ⊆ J)

Parameters:
n Minimum size of a cluster
N Maximum size of a cluster

Decision variables:

xij =
{
1, part j is assigned to seed part i
0, part j is not assigned to seed part i

Module formation model:

Max

⎛
⎝∑

i∈I

∑
j∈J\I

xijrij + 1
2

∑
i∈I

∑
j∈J\I

∑
k∈J\I,k�=j

xijxikrjk

⎞
⎠ (2)

Subject to:

∑
i∈I

xij = 1 ∀j ∈ J\I (3)

n − 1 ≤
∑
j∈J\I

xij ≤ N − 1 ∀i ∈ I (4)

The objective function (2) maximises the interactions
between the seed parts i and the non-seed parts j (first
expression) as well as the interactions between all non-
seed parts j and k in all clusters (second expression).
Constraints (3) ensure that each part j is assigned to
exactly one seed part i. Constraints (4) ensure minimum
and maximum cluster sizes. The quadratic assignment
problem (Equations (2–4)) can be solved by a non-linear
solver such as a quadratic and general reduced gradient
solver or a meta-heuristic such as a genetic algorithm
depending on the size of model. For the case study
(Figure 4), we set the target number of seed parts as four
and the minimum cluster size as two. The seed parts are
determined at F-level = 0.13. The four resulting mod-
ules consist of the seed parts (P2, P5, P11 and P13) and
their assigned parts (Figures 3 and 4). Using a laptop with
Intel R© Core i7 processor and 16GB RAM, the mode of
the clustering method is solved by the genetic algorithm
in Frontline Solver Pro (60 sec).

4.3. Supply chain architectural design

4.3.1. General procedure
The general procedure for the SC architectural design
stream of Phase 2 comprises an SCD step and a trans-
formation step which generate SCAs and convert the
SCAs into an SC-DSM respectively. In comparison to
PD attributes mapped in a part-to-part DSM, SCD may
use other attributes (e.g. suppliers, delivery lead times,
location, ormanufacturing technologies) to consider cer-
tain SC objectives (e.g. costs, speed, or sustainability). An
SC-DSM also needs to map parts to parts to be able to
link the PD and SCD domains. Hence, an SCA has to be
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transformed into an SC-DSM. For cases that involvemul-
tiple SCAs, this transformation includes a weighting and
aggregation procedure based on a MCDA methodology.

As in the case of the PD stream, a key characteris-
tic of the SCD stream is its capability to use different
SCDmethods. While there are numerous SCDmethods,
transformation methods to convert the resulting SCAs
into representations that are commensurable with PDAs
have not been developed.

SC architectures can be designed with many differ-
ent objectives. In the next section, we introduce a spe-
cific optimisation-based method for generating the SCA
when aiming at an efficient supply base with a mini-
mum number of suppliers and supply modules that still
allow for flexible sourcing. In general, the SC architecture
could however be constructed with different objectives
in mind, and with different methods. For instance, the
SCD could involve typical location-allocation decisions
on what parts to assemble at which locations. These deci-
sions can be supported in many ways, ranging from sim-
ple scenario analyses to optimisation models that quan-
tify expected production, transportation, and inventory
costs in detail. Such models could also include richer
information such as the restriction of the allocation of
parts based on sensitive intellectual property to certain
locations.

For the process we propose in this paper, the only
requirement is that the resulting SCA can be translated
into a DSM, so that it can be consolidated with the results
from the concurrently designed product architecture in
Phase 3. For the above-mentioned location-allocation
example, the parts being assembled at the same loca-
tion would for instance receive positive entries in the
SC-DSM.

4.3.2. Specific method for sourcing flexibility
Our SCD method allocates parts to supply modules that
are assigned to suppliers. We define sourcing flexibility
as the number of suppliers assigned to a supply module.
The supply scope of a supplier is defined by the parts that
it can supply. It is represented in a Part-Supplier Matrix
(PSM). Each ‘1’ in the PSM indicates that the part (row)
can be sourced from the supplier (column) (cf. Appendix
A2, see supplemental data). Single-sourced parts are not
considered in the PSMas they offer no sourcing flexibility
to the SC design space. The creation of the PSM consid-
ers various determinants for supplier selection by using
MCDA methods (Ho, Xu, and Dey 2010). Suppliers that
do not meet those determinants, such as quality and per-
formance, are not considered in the PSM. A bi-objective
binary integer programming is used to first minimise the
number of suppliers and then the number of supplymod-
ules using a lexicographic approach, while ensuring the

required sourcing flexibility. We are using the following
notation and model formulation:

Parameters:
h Sourcing flexibility constant
k Upper limit to the number of modules that can be
assigned to a supplier
l Upper limit to the number of parts in a module

qps =
{
1, Part p can be sourced from the supplier s in the PSM
0, Part p cannot be sourced from the supplier s in the PSM

Decision variables:

yms =
{
1, Modulem is assigned to a supplier s
0, Modulem is not assigned a supplier s

xpm =
{
1, Part p is assigned to a modulem
0, Part p is not assigned a modulem

ts =
{
1, Supplier s is selected
0, Supplier s is not selected

cm =
{
1, Modulem is selected
0, Modulem is not selected

Sourcing model:

Min
∑
s∈S

ts (5)

Min
∑
m∈M

cm (6)

Subject to:∑
m∈M

xpm = 1 ∀p ∈ P (7)

xpm ≤ cm ∀p ∈ P,∀m ∈ M (8)

yms ≤ ts ∀m ∈ M,∀s ∈ S (9)∑
p∈P

xpm ≥ yms ∀m ∈ M,∀s ∈ S (10)

cm+1 ≤ cm ∀m ∈ M\{|M|} (11)∑
p∈P

p · xpm ≥
∑
p∈P

p · xpm+1 ∀m ∈ M\{|M|} (12)

∑
s∈S

yms ≥ h · cm ∀m ∈ M (13)

∑
m∈M

yms ≤ k ∀s ∈ S (14)

∑
p∈P

xpm ≤ l ∀m ∈ M (15)
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∑
s∈Sr

yms ≥ 1 ∀m ∈ M (16)

xpm + yms ≤ qps + 1 ∀p ∈ P,∀m ∈ M,∀s ∈ S (17)

The first objective function (5) minimises the number of
suppliers ts and the second objective function (6) min-
imises the number of supply modules cm to improve
the efficiency of the SCD. Constraints (7) ensure that
each part is assigned to a single module. Constraints (8)
ensure that no part is assigned to a module if the mod-
ule is not used. Constraints (9) ensure that no module
is assigned to a supplier if the supplier is not selected.
Constraints (10) ensure that no supplier is assigned to
a module if the module has no assigned parts. Con-
straints (11) and (12) are symmetry-breaking constraints.
Constraints (13) ensure the required sourcing flexibil-
ity, which is defined by the constant h (h = 2 for double
sourcing; h = 3 for triple sourcing, etc.). Optionally, con-
straints (14)-(16) can be applied. To limit the suppliers’
power over the OEM, constraints (14) ensure the max-
imum number of modules that can be assigned to the
suppliers. Constraints (15) ensure the maximum size of
the supply modules. Constraints (16) ensure that there
is at least one responsive supplier in each supply module.
Finally, constraints (17) ensure the feasibility of the result
with respect to the PSM.

The output of this step defines the optimal assignment
of the parts to the supply modules [xpm] and the sup-
ply modules to the supplier groups with flexible sourcing
[yms]. The result of the transformed SCA with double
sourcing flexibility using data from the case study is
shown in Figure 6. It is important to note that it is pos-
sible that the coupling of the supplier groups (e.g. S4 in
Figure 6) can occur. This occurs if the PSM, which is
the feasibility constraint of the clustering model, does
not have sufficient flexibility to allow for completely dis-
junct supplier groups. Using the computational spec-
ification, the model of the SCD method is solved by
CPLEX (0.1 sec).

The transformation method for the conversion of the
SCA into an SC-DSM uses the sizes of the supply mod-
ules to identify the interaction strength between parts
(Figure 6). The number of parts assigned to each supply
module can be identified in the SCA. Fewer and bigger
modules are beneficial due to lower transaction costs (e.g.
managing suppliers) and final assembly lead time.

4.4. Design trade-off

Phase 3 of the CP-SCD process involves the generation of
the set of CDMs and theM curve, the identification of the
design tradespace, the derivation of design architectures,
and the impact assessment for design trade-off.

4.4.1. Generation of the CDMs
The generation of the set of CDMs is based on the nor-
malised PD-DSM and SC-DSM. The left side of Figure 7
shows the normalisation of the SC-DSM using the scale
from the PD-DSM. This ensures that the PD-DSM and
the normalised SC-DSM have interaction values that are
on the same scale, thereby ensuring their aggregability.

First, the interactions of the two DSMs are aggregated
into a singleDSM (C-DSM, top right of Figure 7),making
the PDA and the SCA commensurable. Next, the C-DSM
is clustered to generate the CDM, which represents the
modules obtained from an integrated product and SC
perspective. Any clustering method may be used, includ-
ing the method proposed in Section 4.2.2. For the clus-
tering of the PD-DSM and the C-DSM, the design team
predefines a target of four modules, while keeping the
number of supply modules and supplier groups in SCA
unrestricted. Even though the number of supply mod-
ules identified in the SCA and the number of modules
in the PDA are identical, the results are independent as
they are clustered using different methods. The detailed
results are found in Appendix A4, see supplemental data.

To vary the relative importance of both domains, we
introduce relative weights WPD and WSC, with WPD =
1 – WSC. These weights range from 0 to 1 and have the

Figure 6. Phase 2 result showing the SCA defined by the Supply Modules (SM) and its transformation to an SC-DSM.
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Figure 7. DSM operations for the generation of tradespace.

following design implications: if WSC equals 0, the P-SC
system is exclusively product-centric and if WSC equals
1, the P-SC system is exclusively SC-centric. Varying
weights avoids the need to predetermine the values of the
weights. Instead, this typical MCDA approach generates
and explores the design tradespace.

4.4.2. Generation of the tradespace
The CDM modules are assessed from the product per-
spective as well as the SC perspective by referring to the
original DSMs. The following indices quantify the mod-
ularity level of the PDA and the SCA for the modules
represented in the CDM:

• PD-M index: Non-weighted sum of PD-DSM interac-
tions captured by the CDMmodules

• SC-M index: Non-weighted sum of SC-DSM interac-
tions captured by the CDMmodules

• NSC-M index: normalised SC-M index
• M index: Sum of the PD-M and SC-M values

The modularity indices can subsequently be plotted
over the entire range of WSC to characterise the design
tradespace of the P-SC system. The resulting PD-M, SC-
M, NSC-M, andM curves presented in Figure 8 show the
modularity levels of the PD, the SCD and the P-SC system
respectively.

Here it can be seen that the potential designs for
weights WSC = 0.2 and WSC = 0.3 are identical. The
same holds true for the designs for weightsWSC ≥ 0.8. In
total, eight different modules in the CDM were detected.
If weights were varied at smaller intervals, even more
potential designs might be identified. The PD-M curve
has a generally negative gradient, and the SC-Mcurve has
a generally positive gradient. The modularity curves thus
illustrate a trade-off. The exception are cases in which the
same modules are optimal from a product perspective as
well as a supply chain perspective.

Gan and Grunow (2016) define the Design Optimum
Point (DOP) as the point in the tradespace where the
design attribute of a P-SC system is the highest. Graph-
ically, the DOP is located at the apex of the M curve.
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Figure 8. Representation of the tradespace by the PD-M, SC-M, NSC-M and M curves.

This concept can be applied to all commensurable design
attributes. The bottom right of Figure 7 shows the three
indices atWSC equals 0.7 (DOP). Here, we obtain values
of PD-M = 14.82, SC-M = 25.13 and M ≈ 40.

TheDOP by itself does not provide sufficient informa-
tion to conduct a design trade-off. In this paper, we there-
fore introduce theDesign Symmetry Point (DSP), defined
as the point in the tradespace where the normalised val-
ues of the PD and the SCD attributes are identical (with
normalisation related to their maximum values). Hence,
the DSP reflects an equitable trade-off point. It is impor-
tant to note that the DOP and the DSP are always specific
to the scope of design trade-off and that the DSP can
be positioned on either side of the DOP, depending on
the P-SC system. Together, these points help characterise
the tradespace and enhance the trade-off process in the
following ways:

(1) Quantification of the alignment level between the
PD and the SCD as an endogenous characteristic of
the P-SC system.

(2) Demarcation of different areas of the tradespace rel-
evant for different types of products.

(3) Enrichment of design trade-off process using visual
graphs.

For niche products and commodities, equitable con-
sideration of both design domains is not necessary since
one of the domains dominates the design process. For
niche products, the part of the tradespace near the solu-
tion with exclusive consideration of PD requirements
is relevant. Similarly, for commodities, the part of the

tradespace near the solution with exclusive consideration
of SCD requirements is relevant.

For differentiated products such as the battery sys-
tem investigated in our case study, the DSP and the DOP
provide relevant insights on the characteristics of the
tradespace. The larger the distance between the DSP and
the DOP, the larger the effort required for the design
trade-off. Exploring the design space between the DOP
and the DSP, we balance the optimality of the entire
P-SC system with the equitable consideration of both
domains. At every exploration step, feasibility studies are
conducted to assess the impact of the designs. In Figure 8,
the DOP is located to the right of the DSP. This indicates
a higher P-SC system modularity when the P-SC system
architecture is oriented towards the SCD. Between the
DSP and the DOP is a gap of 0.3 in the tradespace, rep-
resenting the tradespace between equitability and opti-
mality in the P-SC system. In order to assess the impacts
of these two points on the P-SC system architecture,
we present the comparisons of their respective CDMs
(CDMDSP andCDMDOP)with theCDM0 (WSC = 0) and
the CDM1 (WSC = 1) in the following section.

For the designers in the case study, the gener-
ated tradespace (Figure 8) offered a concrete view of
the design trade-off. This visual representation of the
tradespace provided a common understanding of the P-
SC system. By starting with the DSP and the DOP, the
designers were quickly able to evaluate important points
in the tradespace to be studied further in the impact
assessment. We have not found any previous study
that provides a method of generating a tradespace in
CP-SCD.
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Figure 9. Impact assessment of the architectures at the DSP and the DOP.
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4.4.3. Derivation of tradespace architectures
The next step in Phase 3 includes the derivation of PDAs
and SCAs. The derivation of SCAs requires an additional
step to retransform the selected CDMs into the corre-
sponding SCA. The retransformation of the CDM to the
SCA is needed to ensure the optimal grouping of the sup-
pliers, which may differ from the supplier groups of the
SCAderived fromPhase 2. The retransformationmethod
is a modification of the SCD method. The modification
includes a newobjective function (18) formaximising the
similarity between the part-to-supplier group assignment
xpm of the SCA and the part-to-module assignment upm
of the CDM. Constraints (12) are omitted to ensure the
feasibility of the solutions.

upm =
{
1, Part p is assigned to the modulem in the CDM
0, Part p is not assigned to the modulem in the CDM

Max
∑
p∈P

∑
m∈M

xpmupm (18)

4.4.4. Impact assessment for design trade-off
In the final step of Phase 3 of the CP-SCD process, the
impact assessment focuses on the space betweenDSP and
DOP. In our case study, this facilitated a discussion on the
tangible design options constituting the tradespace. In
the example presented in Figure 9, we compare the mod-
ules found for the DOP and the DSP with each other. For
illustration purposes, we also contrast them against the
modules generated for CDM0 andCDM1. These compar-
isons highlight the differences in the size and the content
of the modules.

The differences between the CDMs and the CDM0 are
assessed directly with regards to product design impacts
such as technical feasibility (e.g. functional degradation,

Figure 10. Hierarchy diagrams of PDA (a) and SCA (b) at DSP, and PDA (c) and SCA (d) at DOP.
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weight, space). For example, the architecture of the
CDMDSP has a major impact on the functional integrity
of the CDM0 modules. The CDM0 modules M1, M2 and
M3 are disintegrated and distributed over all modules
of the CDMDSP. Only the CDM0 module M4 remains
integral. Major impacts of the CDMDSP on the CDM1
can similarly be observed as only the CDM1 module M4
remains intact.

In comparison to the CDMDSP, the CDMDOP has sim-
ilar impact on the CDM0 and only a minor impact on the
CDM1. TheCDM0moduleM3 is redistributed to three of
the CDMDOP modules, as in the case of the CDMDSP. The
CDM1 modules M3 and M4 remain intact. M2 is almost
unchanged except for the plugs & connectors, which are
added from the M2. Another result of the impact assess-
ment relates to the change of the SCA complexity. We
highlight this result by focussing on the material flows
within the SCA. These changes affect how the parts can
be sourced (i.e. part, supply kit or module). A module is
a set of assembled parts that can be further assembled. A
supply kit is a set of parts delivered by the same supplier
without any functional association (e.g. a box of loose
parts). As such, the use of supplier type in the SCA has
a different impact on the lead time, assembly and testing
in production.

The increase in SC complexity is indicated by the
flows of parts between the SCA modules at the DSP
and the DOP shown in the hierarchy diagrams (Figure
10(b,d)). For the SCA at the DSP, the supplier group
S4/S11 changes from amodule supplier group to a mixed
module and part supplier group, which delivers the part
P4 to S7/S9 (Figure 10(b)).

Furthermore, the supplier group S7/S9 changes from
a module supplier group to a mixed module and kit sup-
plier group, which delivers the kit (P2/P3) to S2/S4. As a
result, both supplier groups become first tier and second
tier supplier groups. This additional SC layer increases
the lead time and the cost of production (e.g. inventory
and transportation). In comparison to the SCA at the
DSP, the SCA at the DOP is less complex as it only has
to additionally source P4 from S4/S11 to S7/S9 (Figure
10(d)).

Even though sourcing flexibility is ensured in the
resulting SCAs, only seven out of the 14 potential sup-
pliers were selected to supply the four modules (Figures
6 and 10). Thesemodules are however very different from
the modules that would be created for an optimal PD (as
was shown in Figure 9).

Overall, the SCAs at the DSP and the DOP reduce the
number of suppliers that aremanaged directly by Invenox
and the associated transaction costs. Comparing the P-
SC architectures at pure product orientation, DSP, DOP,

and pure SC orientation, the designers found that the
advantages of a more modular and flexible SCD obtained
at DOP outweighed the technical disadvantages for the
PD. The impact assessments supported by visualisations
such as Figures 9 and 10 thus helped balance between PD
and SCD objectives in the case.

5. Conclusion

This paper advances research in CP-SCD by linking the-
ory andmethodology to practice. Firstly, we built a better
understanding of the interaction between PD and SCD
by introducing a novel way to characterise the design
tradespace between a PDA and an SCA. We introduced
a new design term (DSP) and showed how it can be used
together with the DOP to demarcate the relevant part of
the tradespace. We are thus contributing to the state-of-
the-art, which so far did not allow for a comprehensive
exploration of the tradespace.

Secondly, we operationalised the conceptual CP-SCD
process by introducing a detailed process for generating
the tradespace between a PD and an SCD. The detailed
process consists of three phases. The first phase aligns PD
and SCD requirements and defines the relevant design
attributes. The second phase consists of parallel processes
to generate the PD and the SCD. The third phase gener-
ates the design tradespace and conducts impact assess-
ments of the selected PDAs and SCAs. This methodol-
ogy, consisting of a detailed process and methods, goes
beyond past work that only proposes conceptual frame-
works that are not sufficiently specific to be applied in
practice.

Thirdly, we introduced new methods to generate PD
and SCD architectures. The PD method goes beyond
current clustering methods by allowing greater control
of the number and the size of the modules. Our PD
method includes a new heuristic algorithm that uses
interaction numbers and interaction strengths to select
independent seed parts for clustering the parts intomod-
ules. The SCD method differentiates itself from the cur-
rent SCD methods by clustering parts to their suppli-
ers while ensuring sourcing flexibility. More importantly,
our SCD method ensures that the SCA is commensu-
rable with its PDA, thereby facilitating design trade-off.
Here, we contribute by using DSM representations for
both the PD and SCD. In contrast to previous work,
this also allows us to use common methods for PD and
SCD and to apply MCDA methodology to bridge both
domains.

Finally, we address the lack of cases highlighted in our
literature review by demonstrating the application of the
CP-SCD process and methods in a real case study in the
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electric-vehicle battery industry. The systematic explo-
ration of the design tradespace in the case study showed
how a range of solutions provide a better understanding
of the trade-off between PD and SCD objectives.

We also realise that our methodology and case study
have several possible limitations and areas for future
research. Firstly, the result of the CP-SCD process is
dependent on quality and promptness of input data. For
example, the functional and SC interactions between
components may not be fully known in Phase 1 of the PD
process. This is especially true for more complex prod-
ucts. A way to address this issue is to update the data and
iterate the process until an adequate level of architectural
design maturity has been reached.

Secondly, the case study uses an unconstrained PDA
with a green-field SCA. However, for cases such as prod-
uct improvement, the PDA can be influenced by the
PDAs of predecessor products. Similarly, the SCA can
also be constrained by brown-field SC factors such as the
reuse of existing suppliers. These considerations are not
covered in our case study.

Finally, our methodology is applicable to PD and SCD
under different objectives; our case study and the spe-
cific methods developed focus on two design attributes:
modularity and flexibility. These are key attributes at the
architectural level. Nonetheless, methods for optimising
other design attributes (e.g. assembly locations) under
different criteria (e.g. costs, responsiveness, or envi-
ronmental footprints) can also be explored and devel-
oped for use in our CP-SCD process, which has been
deliberately developed with open interfaces to other
methods.
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