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Chapter 1
General Introduction

Plants, bacteria, and fungi have historically been an important source of useful natural products. As more organisms were cultivated to search for possible new drugs, a plateau appeared to be reached at some point, as the (re-)discovery rate of known compounds became higher than the rate of discovering unknown ones. However, with advances in DNA sequencing technology, it has become evident that most of an organism’s secondary metabolic pathways actually remain dormant during regular cultivation processes. Recent years have seen an explosion of genomic data stored in public databases, providing an opportunity (and challenge) to leverage them for charting and measuring the true potential of this hidden side of the “natural product iceberg”. In this opening chapter, I outline the state of the field, and discuss how this has resulted in the challenge that I address in this thesis.
1.1. The importance of natural products

Our life is full of biochemical wonders: from the sip of coffee that wakes us up in the morning, the pleasant smell of “earth” after the rain, to the vast array of clinically important drugs that saved billions of lives throughout centuries (Figure 1.1). Although many commercialized drugs were often synthetically designed and optimized to achieve the efficacy required for clinical usage, a large majority of their origins can actually be traced back to nature. Between 1981 and 2019, it has been estimated that more than 75% of the 1,881 newly approved drugs were biologically derived or inspired by natural products (NPs) [1]. Some notable examples of these NP-derived compounds are the cholesterol-lowering statins and the historically important beta-lactam antibiotics like penicillin and thienamycin (a “model” carbapenem). The first two were originally isolated from Penicillium fungi, while the latter was derived from a compound produced by a soil-borne Streptomyces species.

![Figure 1.1. Examples of natural products we encounter in our daily life and their producer organisms; examples include clinically relevant drugs that were sourced from or inspired by natural products.](image)

In 2020, the world was suddenly crippled by a global pandemic caused by the highly infectious SARS-CoV-2 coronavirus, which affected more than 51.5 million people and killed at least 1.27 million within the first 11 months of its onset. Yet, at the same time, the problem of antimicrobial resistance (AMR) has continued to snowball without getting as much attention. In fact, AMR seems to get exacerbated even further by the pandemic, first because of funding and resource
redirection and second due to the prevalence of pre-emptive antibiotics prescription for COVID-19 patients [2]. When left unaddressed, AMR may cause a catastrophic number of ten million annual deaths in 2050, which is a more than tenfold increase over the 700,000 deaths recorded in 2016 [3]. Although solving the problem would ultimately require a radical change in antibiotic development pipelines and clinical usage policies [4], there is a fundamental need to increase our arsenal of potent but non-cytotoxic novel antimicrobial NP families that we can take into the drug discovery pipeline [5].

1.2. A paradox in the observable NP diversity

Between the 1940s and 1960s, drug discovery was driven mainly by a “top-down” approach: microbes were systematically isolated and screened for their antibiotic activity against known pathogens, and compounds were then purified and fermented on a large scale [6]. By the early 1970s, it was widely assumed that after the discovery of around 29 clinically approved antibiotic families, nature’s repertoire of usable antimicrobial compounds was exhausted, as mostly known compounds were rediscovered in isolation and screening efforts [7,8]. Although more recent innovative ventures beyond the traditional soil-derived *Streptomyces* platforms managed to reveal a new array of potential compounds [9,10], we are still nowhere close to reviving the “golden era” of antibiotics discovery of half a century ago.

Considering the scale of biodiversity in the microbial world, we would not expect such a plateau to happen so early. We can find an abundance of microbes even in the most uninhabitable places, from highly radioactive nuclear contaminated sites [11], high temperature hydrothermal springs [12], down to extreme pressure in the deep ocean [13]. In these environments, microbial species will not only need to adapt to the environmental factors (i.e., temperature/pressure, nutrient limitation) but also continuously develop and maintain competitive advantages against each other. In the spirit of Darwinian evolution, the variety of conditions across biospheres would create high-level genetic diversity, translating into a similarly high-level NP diversity, even within a single genus such as *Streptomyces*. Although this idea has been formed as early as 1931 [14], a clear answer to this paradox finally came by the early 2000s: most of a microbe’s NP-encoding secondary metabolic pathways were actually never expressed throughout typical cultivation processes [15].

1.3. Genomics and the “bottom-up” approach in drug discovery

After the first bacterial shotgun sequencing project targeting the ~1.8 Mbp (million base pairs) genome of the *Haemophilus influenzae Rd* was completed in 1995 [16], many similar efforts steadily followed suit: five years later, four other bacterial genome assemblies had been deposited in the NCBI GenBank database [17], all disease-causing Gram-negative pathogens. Around 2002, the NP research community caught up with the complete genome sequences of *Streptomyces avermitilis* ATCC 31267 [18,19] and *Streptomyces coelicolor* A3(2) [20], revealing the two largest (~8.6 and 9 MB) bacterial genomes ever recorded at the time, which also harbored the largest number of genes (>7,800 predicted genes).
Box 1.1. Biosynthetic gene clusters (BGCs)

All living organisms possess long stretches ($10^5$-$10^{11}$ base pairs / bp) of deoxyribonucleic-acid (DNA) in their cells, which act as a blueprint for the organism’s biological development and functioning. Canonically termed the genome, the DNA molecules contain enzyme-coding genes that serve as a basis for every essential metabolic pathway for an organism to fully function and thrive in its habitat, which include both primary (directly involved in growth and reproduction) and secondary (involved in ecological function) metabolism. The latter is responsible for the majority of microbial natural products we have known today. Genes that encode these pathways are often co-located together in the genome, forming what are commonly known as Biosynthetic Gene Clusters, or BGCs in short (in some cases, the term may be interchangeable with microbial operons, which are cluster of genes controlled by a single cis-regulatory element). A secondary metabolic BGC (referred to simply as “BGC” from now on) typically includes enzymatic (biosynthetic) genes and other relevant genes, such as those encoding transporters and transcriptional regulators.

A classic example of a complex secondary metabolic BGC is the erythromycin synthase locus (pictured) in the genome of *Streptomyces erythraeus* (later re-assigned as *Saccharopolyspora erythraea*) [21,22]. The ~54,000 bp locus includes a multi-domain set of genes (dark brown) that encodes a giant synthase enzyme to build the core polyketide scaffold (6-DEB) from a starter propionyl-coenzyme A (CoA) unit and six (2S)-methylmalonyl-CoA extender units. Multiple tailoring reactions then take place (catalyzed by enzymes shown in green, using precursors provided from enzymes depicted in yellow) to achieve the final double-glycosylated structure of erythromycin A [23]. The BGC also harbors a methyltransferase gene, ErmE (light purple), to confer self-resistance against the antimicrobial activity of the produced compound [23].
More importantly, an upward of twenty uncharacterized secondary metabolic gene clusters (BGCs) putatively involved in stress-related NP production were discovered within each of these genomes (see Box 1.1 for a detailed explanation on BGCs). Even with the large-scale manual labor required to perform the Sanger-based shotgun sequencing during these early days of genomics, many complete bacterial genomes became available at a rapid pace: by 2005, 151 complete bacterial genomes had been submitted to NCBI, thirteen of which were actinobacterial. Using genome mining to measure the secondary metabolic potential of the actinobacteria, it was estimated that on average, more than 80-90% of BGCs could not be matched to any observable NP in the lab [15]. This propelled a new paradigm in NP discovery, known as the “bottom-up” approach.

In this genome-guided discovery, after an initial marker-based amplicon screening/redundancy filtering [24], potential producer microbes are selected based on their expected genetic (and chemical) novelty. Detailed information about each sequenced genome can then be used to guide the activation and subsequent characterization of BGCs within their native host. Activation can be based on a simple approach such as the manipulation of growth conditions [25,26] or a more sophisticated one, e.g., using genetic engineering techniques to knock out a repressor gene [27,28] or over-express positive regulatory genes [28,29] associated with the BGC. Alternatively, an entire BGC can be exported to [29–31] or synthesized in [32,33] an engineered host that is more suitable for the expression of the encoded secondary metabolic pathways.

Although bioactivity assays and clinical testing are ultimately still needed to confirm the newly expressed compounds’ viability as drugs and antibiotics, this new paradigm seems to have been successful in introducing many compound classes and producer organisms that were overlooked or missed before [34]. One of the earliest applications of this approach was in 2000, when Challis et al. [35] managed to predict the biosynthesis of coelichelin, a cryptic nonribosomal peptide (NRP) siderophore from *Streptomyces coelicolor* and subsequently managed to induce the compound’s production by growing the bacteria in an iron-deficient medium [26]. More recently, Shen et al. [36] performed a large-scale genome mining of 3,400 actinomycetes and managed to unearth new compound analogues and a super producer strain of lidamycin (also known as C-1027 enediyne), one of the most potent cytotoxic NPs ever discovered in bacteria [37–39]. In this current age of massive-scale genomics and metabolomics, such a genome-oriented approach is expected to be a major driving force behind the revitalization of antibiotic developments and discoveries in the coming decades [40,41].

### 1.4. Entering the era of “big omics”

Sparked by the first introduction of an automated and highly-parallel sequencing-by-synthesis technology in 2005 by 454 Life Sciences [42] along with other similar approaches [43,44], sequencing devices have improved at an exceptionally rapid pace, allowing much faster and cheaper sequencing at a massive scale [45]. This
has resulted in an explosion of genomic data: by November 2020, the NCBI GenBank database had accumulated more than 770,000 bacterial genomes (~25,000 of which are complete assemblies). Additionally, although more steadily developed over the course of four to five decades [46], improvements in analytical chemistry instrumentation has led to a massive increase in characterized compounds, with chemical databases like PubChem now holding information on more than 111 million unique molecules [47].

As the number of sequenced bacterial genomes significantly expanded over the years, so has taxonomic coverage (Figure 1.2). Between 2004 and 2019, there was a >200 fold increase (from 118 to 24,589) in the number of unique species with a genome deposited in NCBI RefSeq [48]. Moreover, in addition to several well-known single-cell amplified genome (SAG) [49] recovery studies [50–55], the ever-increasing number of large-scale shotgun sequencing projects to generate metagenome-assembled genomes (MAGs) have significantly expanded the microbial tree of life beyond cultivable organisms [56–63]. Although initially limited to draft-level and error-prone assemblies, with proper standard and quality control, complete MAGs can now easily be generated to allow for a reliable metabolic and evolutionary study of the organisms [64,65].

![Bacterial Genomes in NCBI RefSeq](image)

**Figure 1.2.** Growth of bacterial genome assembly data and the cumulative species counts deposited in NCBI RefSeq from 2000 to 2019. Original image, data, and scripts for this figure are available via figshare [66].

With such abundant biological information comes an excellent opportunity to answer both fundamental and practical questions on NP discovery. As BGCs can be thought of as a direct proxy to an organism’s secondary metabolic pathways, analyzing them may offer us a glimpse at the largely hidden chemical space of microbial life. Questions such as: "How to prioritize our genome sequencing
and BGC characterization efforts? Which genera, species, and strains harbor the greatest potential for novel discoveries? How much NP diversity is yet to be explored? Have we really exhausted the NP repertoire of cultivable bacteria? and How many new compound families may we expect from targeting uncultured microbes?” can theoretically be addressed by a comprehensive inspection of all organism (and metagenome-assembled) genomes at the same time, i.e. by performing a global meta-analysis. To do this, it is essential to develop scalable bioinformatics tools and databases that can efficiently generate, process, store and analyze the collective terabyte-to-petabyte scale data.

1.5. Genomic approaches to chart NP diversity

Bioinformatics, a recently emerging [67] field at the intersection of computer science and biology, has played a central role in transforming biological data (such as protein sequences) into actionable insights and knowledge. One major subfield in bioinformatics is computational genomics, which covers the development and usage of software tools to process or analyze genomic sequences. Ever since the first sequenced actinobacterial genome became available in 2002, bioinformatic-driven genome mining has become central to (microbial) NP discovery efforts, with (open source) tools and databases continuing to play pivotal roles that enable new ways to mine information from the ever-increasing amounts of data.

1.5.1. Development of genome mining tools for NP discovery

During the early days of NP genomics, annotations and predictions of BGCs largely relied upon BLAST [68] searches in protein/domain databases such as SwissProt [69] or NCBI’s Genbank [17] and the Conserved Domain Database (CDD) [70] to find core biosynthetic genes and capture their flanking regions. Several web services like NRPS-PKS [71] and ASMPKS [72] offered automated analyses to help perform this manually laborious task. Starting from early 2007, with the publication of a new method by Minowa et al. [73], BLAST-based approaches were slowly phased out in favor of more powerful, probability-based profile Hidden Markov Model (pHMM) protein domain detection [74], especially after the introduction of a new matching algorithm with speed comparable to BLAST [75]. Within the space of five years (2007-2012), many pHMM-based BGC prediction tools were developed [76–81], most of them focusing on the identification and structure prediction of assembly-like type I polyketide synthase (T1PKS) and nonribosomal peptide synthetase (NRPS) BGCs.

In 2011, Medema et al. [82] published antiSMASH, a new BGC prediction tool that, for the first time, allowed the comprehensive identification and analysis of a wide range of known secondary metabolic classes (polyketides, NRPs, terpenes, siderophores, bacteriocins, and at least seven others). A defining feature of this tool is the computational annotation of not only core scaffold genes but also putative tailoring and regulatory elements found within the BGCs. Intended for both regular and advanced users, antiSMASH was offered both as command-line software and wrapped as a web service. Several other prediction tools came
after, which offered complementary feature sets [83] or focused analysis on specific BGC classes [84–87] and taxonomy [88,89]. However, due to its comprehensive coverage, continuous updates and user-friendly web service, antiSMASH enjoys the most widespread usage, being cited >4,800 times for its five published versions [82,90–93] and having processed a total of >810,000 online submissions as of November 2020.

Although already a leap forward in terms of coverage, antiSMASH was mainly designed for a high-confidence prediction of known (i.e., experimentally characterized) bacterial/fungal BGC classes, which did not cover all (relevant) NPs [94]. For example, while BGC prediction and analysis has become the default approach in microbial-NP discovery, it has never been applied for plant-based NPs, whose medicinal usage have historical traces as old as the civilization itself [95]. Aside from the significantly higher difficulty in sequencing and assembling their huge (hundreds to billions of base pairs) and complex (many repetitive sequences, often polyploid) genomes, plants were never known to possess any operon-like arrangements that are typical to microbial secondary metabolism. Recently however, at least 21 NP-encoding BGC-like loci were characterized in more than a dozen plant genomes [96], which presents an opportunity and a challenge (addressed in this thesis) to develop bioinformatics methods to efficiently mine BGCs in the increasing number of high-quality plant genomes [97,98]. As we sought to map the global NP diversity with genomics, extending the scope of our BGC prediction tools toward these unexplored metabolic classes will give us the most complete picture. This leads into the first specific question of this thesis: **“How can we increase the detection coverage of current BGC prediction tools and comprehensively cover secondary metabolism across the tree of life (in this case, plant BGCs)?”**

1.5.2. Increasing BGC data volumes require a structured storage system

Back when researchers just started to mine genomes for NP discovery, reference databases of known (i.e., experimentally validated) NRPS/PKS/RiPP genes [71,81,99–103] became essential to facilitate mining and functional prediction of their BGCs. Shortly after the introduction of antiSMASH, several BGC-focused databases went online, such as ClusterMine360 [104], DoBISCUIT [105], and StreptomeDB [106]. These resources can potentially be used alongside antiSMASH for rapid dereplication and characterization of newly predicted BGCs, but direct postprocessing was complicated by the lack of a standardized file format. In 2015, the Minimum Information about a Biosynthetic Gene cluster (MIBiG) data standard was announced [107], which proposed not only a data schema for the annotation of BGCs but also a reference database for 1,170 manually curated BGCs that can be queried using antiSMASH’s “KnownClusterBlast” module [91]. A year later, the antiSMASH database (antiSMASH-DB) was also published [108], containing 22,292 predicted BGCs from 3,907 dereplicated, reference-quality bacterial genomes from NCBI, allowing direct BGC homology searches using antiSMASH’s “ClusterBlast” module.
Even with the simple and static architecture that it has, the initial version of MIBiG database was widely adopted by the community, with the paper having been cited more than 450 times within the span of five years. However, the rate at which new BGCs are being characterized means that the database should be designed to keep up with the rapidly growing data demand and stay relevant as a reference source for BGC-related analyses. This requires not only a scalable software architecture, but also a robust and streamlined data input (i.e., annotation) and database maintenance. Moreover, there is an increasing demand for FAIR databases [109], which dictates that the stored data should be Findable, Accessible, Interoperable and Reusable based on information-rich metadata that allows flexible yet powerful programmatic access into the database. In terms of a global-scale BGC analysis, these BGCs with known compounds serve to infer the function of related unknown BGCs, which brings us to the next specific question of the thesis: “How to develop and maintain a high-quality reference database that is scalable and comprehensive enough to handle the full scale of a global BGC analysis?”

1.5.3. Early attempts in mapping global BGC diversity

With comprehensive prediction tools and programmatically accessible databases in place, we may start to try answering the final question of this thesis: “How to leverage the massive amounts of available genomic data (in databases) to map global NP diversity?”. However, while the 3,907 dereplicated reference genomes in antiSMASH-DB served well to capture highly conserved BGCs, e.g., at genus level, they do not cover the true global strain- and species-level diversity of, for example, the 770,000 bacterial genomes in NCBI GenBank (of which ~200,000 are in RefSeq [48]). This is important, as several studies [110] have pointed out that there can be a big discrepancy between phylogenetic and secondary metabolic diversity, especially in well-known NP-rich genera like Streptomyces [111]. A major reason underlying the limited scope of antiSMASH-DB was the expensive gene-to-gene sequence similarity calculation required by its query algorithm ClusterBlast (Figure 1.3A); such pairwise matching of millions of BGCs causes a large computational bottleneck in the antiSMASH pipeline. Furthermore, while this method is rather effective at detecting a high level of homology between pairs of BGCs from related strains, it may fall short when used to compare the higher-level hierarchy of Gene Cluster Families (GCFs), for example on homologous BGCs from distantly related species [112]. This makes it difficult to fully cover the multi-layered breadth and depth of NP diversity.

One promising approach that can be used as an alternative for the alignment-based BGC comparisons was originally proposed by Lin et al. in 2006 [114], who introduced several measures (termed “Jaccard Index (JI)”, “Goodman-Kruskal Index (GK)”, and “Domain Duplication Similarity (DDS)”) based on the architectural comparison of Pfam [113] domains in order to improve the functional predictions of promiscuous multi-domain proteins. By treating an entire BGC as an equivalent of a giant multi-domain protein (Figure 1.3B), Fischbach and coworkers [94] demonstrated that this method can readily be used to perform BGC homology analysis, grouping similar BGCs into GCFs. However, while it was successful at charting the global biosynthetic diversity of 11,456 BGCs predicted
from 1,154 genomes available at the time, scaling the algorithm to the level of millions of BGCs is difficult if not impossible.

The original clustering strategy used by these algorithms relies on a full pairwise distance comparison between BGCs (or genes), which scales quadratically and therefore may not work well on such a massive dataset. As an anecdotal example, if clustering a thousand BGCs takes an hour, clustering ten thousand will take $10^2 = 100$ hours, a somewhat manageable runtime, but clustering a million will take $1,000^2 = 1,000,000$ hours, or roughly 114 years; not to mention the similarly scaled memory requirements to perform such an operation. Moreover, as Pfam-derived domains can be too broad to cover the specificity of some protein families (e.g., the ketosynthase domain), researchers in some cases resort to adopting alignment-based approaches [115], which adds significant runtime costs. To address this challenge, this thesis offers a new computational method that employs a radically different strategy, allowing a near-linear BGC homology calculation and ultimately facilitating truly global BGC diversity analysis.
1.6. Scope and outline of the thesis

The chapters in this thesis center on answering the aforementioned questions. The main chapters (chapters 2-8) are split into two major themes: “bigger data, better data(bases)” and “charting NP diversity through genomics”. In chapter 9, I provide a general discussion on the significance of the databases and methods proposed and how they have moved the field forward to answer the questions. I also discuss some future perspectives on how we can build upon these methods and other relevant emerging technological/scientific developments to make progress in NP discovery.

**Theme 1: Bigger data, better data(bases) (chapters 2-5)**

As more genomes are sequenced, a set of BGC prediction tools that covers not only well-studied BGC classes and taxa but also other emerging (and rare) pathways would facilitate the most comprehensive view over the true global NP diversity. In chapter 2, I introduce plantiSMASH, a new tool to complement antiSMASH to predict BGCs from plant genomes. I demonstrate the utility of plantiSMASH in chapter 3, using it to mine fungal-like BGC loci that produce sesterterpene compound families in multiple *Brassicaceae* species. Subsequently, as more BGC data gets predicted from genomes, a programmatically accessible high-quality reference database of known BGCs will play a crucial role in providing insights for the functional delineation of the putative BGCs. In chapter 4, I present significant quantitative and qualitative improvements to the MIBiG database, with an architecture that provides more robust programmatic access and allows better scaling of annotation data. Then in chapter 5, together with the researchers behind the NP-focused database NPAtlas [116], we provide a comprehensive review of relevant databases for microbial NP research along with some suggestions on how to improve database curation and development in the era of large-scale omics.

**Theme 2: Mapping NP diversity through genomics (chapters 6-8)**

Although BGC prediction tools like antiSMASH have been available for almost a decade, a well-developed BGC homology analysis tool is still lacking that can efficiently perform the large-scale grouping of BGCs into GCFs to assess their global biosynthetic diversity. In chapter 6, I present my contributions to the new BiG-SCAPE tool through building a user-friendly output visualization engine, which finally allows for a network-based GCF analysis from thousands of genomes to be done under a practical time and resource constraint. While the quadratic algorithm behind BiG-SCAPE is suitable to perform a sensitive homology analysis of up to 50-70 thousand BGCs, it is not equipped to handle the millions of BGCs estimated to be present in all publicly available microbial genomes to date. In chapter 7, I present BiG-SLiCE, a highly scalable tool that allows for significantly more efficient calculations of GCFs. With its near-linear clustering algorithm, BiG-SLiCE is designed to process millions of input BGCs using reasonable runtime and resources, which provides us with the first navigable map of global NP diversity. Finally, to allow for widespread adoption and exploration of this global analysis, in chapter 8 I introduce BiG-FAM, the first online GCF database with many useful features such as comprehensive
visualization with direct links to other BGC databases, multi-feature search functionalities, and rapid GCF queries of newly processed antiSMASH BGCs.
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Chapter 2

PlantiSMASH: A New Tool to Explore Operon-like Gene Clusters in Plants

While BGCs and operons are considered to be a hallmark of microbial secondary metabolism, they are not so commonly associated with higher eukaryotes such as plants. Nevertheless, until 2017, at least 21 “operon-like” gene clusters have been reported to encode the biosynthesis of diverse compound classes and are harbored by a wide range of plant species, posing intriguing questions regarding their true prevalence in nature. In this chapter, we introduce plantiSMASH, a new bioinformatics tool to identify and predict such clustered loci in plant genomes. Using plantiSMASH, we identified more than two thousand putative BGCs from 47 high-quality plant genomes, some of which harbor a highly diverse combination of biosynthetic enzymes. Finally, to aid in the investigation of the predicted BGCs, plantiSMASH provides a user-friendly interface to examine the co-expression pattern of genes within BGCs and across distant loci.
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2.1. Introduction

Across Planet Earth, bacteria, fungi and plants produce an immense diversity of specialized metabolites, each with their own specific ecological roles in the multi-organismal interactions in which they engage. This diverse specialized metabolism is a rich source of natural products that are used widely in medicine, agriculture and manufacturing. In bacteria and fungi, where genes for most specialized metabolic pathways are physically clustered in so-called biosynthetic gene clusters (BGCs), the rapid accumulation of genome sequences has revolutionized the process of natural product discovery: indeed, genome mining has now become a dominant method for the discovery of novel molecules [1–4]. In this genome mining process, BGCs are computationally identified in genome sequences and then linked to molecules through functional analysis (e.g. using metabolomic data, chemical structure predictions, mutant libraries and/or heterologous expression). Many sequence-based aspects of this genome mining procedure are facilitated by the antiSMASH framework, which was launched in 2010 [5] and has seen continuous development since then [6,7]. The genome mining procedure has two main purposes: (i) finding biosynthetic genes for important known compounds to allow heterologous production through fermentation in industrial strains, and (ii) identifying novel natural product chemistry guided by biosynthetic gene cluster diversity. Altogether, this development has appropriately been termed the “gene cluster revolution” [1].

In recent years, it has become clear that not only microbial, but also plant biosynthetic pathways are frequently chromosomally clustered: after the initial discoveries of the cyclic hydroxamic acid 2,4-dihydroxy-1,4-benzoazin-3-one (DIBOA) and avenacin gene clusters [8,9], around thirty plant BGCs have been discovered [10,11]. Together, they encode the production of a wide range of different compounds, including cyclic hydroxamic acids, di- and triterpenes, steroidal and benzylisoquinoline alkaloids, cyanogenic glucosides and polyketides. In the genome of the model plant species A. thaliana alone, four BGCs have been linked to specific metabolites and recent analyses based on epigenomic profiling indicate the presence of various additional uncharacterized ones [12].

Various technological developments in eukaryotic genome sequencing [13] are finally making complete plant genome sequencing feasible at larger scales: high-quality plant genome sequences for almost a hundred species are already publicly available, and more or less complete genomes can be sequenced for as little as ten to fifty thousand US dollars each. Hence, genome mining may become an important methodology in the study of plant natural products as well, and a realistic opportunity thus presents itself for the plant natural product research community to have a “gene cluster revolution” of its own. Naturally, a key technology required to realize this is a computational framework specifically designed for the identification and analysis of plant BGCs. Importantly, tools available for bacterial and fungal genome mining do not suffice for plants [14], as (i) plant biosynthetic pathways involve unique enzyme families not found in bacteria and fungi; (ii) not all plant biosynthetic pathways are clustered (e.g. anthocyanins [15]), so identification of a biosynthetic gene does not equal
identification of a BGC; (iii) intergenic distances in plant genomes are larger and much more variable [16–19]; (iv) plant genomes contain clustered groups of genes (e.g. tandem arrays) whose products do not constitute a pathway; (v) several plant pathways are split across more than one BGC [20,21].

Here, we introduce antiSMASH for plants (or “plantiSMASH” in short), which has been designed to tackle each of these challenges. Through a comprehensive library of profile Hidden Markov Models (pHMMs) for enzyme families known to be involved in plant biosynthetic pathways, combined with CD-HIT clustering of predicted protein sequences belonging to the same family, it allows the efficient identification of genomic loci encoding multiple different (sub)families of specialized metabolic enzymes. Moreover, comparative genomic analysis as well as analysis of gene expression patterns within these candidate BGCs allow assessment of each locus for its likelihood to encode genes working together in one pathway. Finally, coexpression analysis between candidate BGCs and with other genes across the genome allows identification of biosynthetic pathways that are encoded on multiple loci. To exploit this new framework, we offer an initial analysis of BGC diversity across the plant kingdom, which showcases the presence of many complex biosynthetic loci in diverse species.

2.2. Methods and Implementation

2.2.1. A procedure for the identification of candidate plant biosynthetic gene clusters

Figure 2.1. General strategy followed by plantiSMASH for the identification of plant BGCs. First, plantiSMASH identifies biosynthetic genes (having a hit on one of the 62 pHMMs) that are located in close proximity to each other. Subsequently, it will look for the co-occurrence of at least three biosynthetic enzyme-coding genes, comprising at least two different enzyme types. (Based on the results of the CD-HIT clustering of encoded protein sequences, closely related duplicate genes will only be counted once). Afterward, identified clusters are extended to incorporate any flanking genes. Finally, each cluster is classified based on the presence of core enzymes (see Supplementary Table S1). In this example, the detected cluster is assigned to the “Terpene” class due to the presence of a terpene synthase-encoding gene.
The microbial version of antiSMASH [5] predicts BGCs by using HMMer [22] to identify specific (combinations of) signature protein domains that belong to scaffold-generating enzymes specific for a class of biosynthetic pathways. Subsequently, hit genes are used as anchors from which gene clusters are extended upstream and downstream by a specified extension distance. Although very effective for detecting biosynthetic clusters in bacteria and fungi, this procedure is unfit to detect biosynthetic gene clusters in plants, for the reasons described above. To address this, a novel detection strategy was chosen (Figure 2.1): instead of identifying BGCs through the identification of core scaffold-generating genes alone, plantiSMASH identifies them by looking for all genes predicted to encode biosynthetic enzymes, including those required for tailoring of the scaffold.

To determine what constitutes a high-potential candidate BGC, we make use of the recently proposed definition for plant BGCs as “genomic loci encoding genes for a minimum of three different types of biosynthetic reactions (i.e. genes encoding functionally different (sub)classes of enzymes)” [14] (Albeit arbitrary, this definition correctly describes all known plant BGCs at the moment and is open to improvement as more are discovered). Accordingly, with default settings plantiSMASH defines clusters as loci where at least three different enzyme subclasses belonging to at least two different enzyme classes are co-located on the same locus. Enzyme classes are identified using pHMMs specific for each class (Supplementary Table S1); to count the number of subclasses of each enzyme class at a certain locus, the CD-HIT algorithm [23] is employed for sequence-based clustering to identify groups of sequences within an enzyme class with (by default) >50% mutual amino acid sequence identity. This successfully distinguishes potentially real BGCs from tandem repeat regions that are also frequently found in genomes (Supplementary Table S2).

In order to identify all classes of biosynthetic enzymes known to be involved in plant specialized metabolic pathways, we performed a comprehensive literature search of previously characterized plant biosynthetic pathways, which resulted in a list of 62 protein domains that have been associated with specialized metabolic pathways in plants (see Supplementary Table S1). Fifty-seven of these protein domains are represented by pHMMs from the Pfam database [24], and custom pHMMs were generated for five enzyme families not (fully) covered by Pfam domains. We consciously refrained from attempting to construct custom pHMMs for all enzyme families known to be involved in plant biosynthetic pathways, as the limited amount of training data available would lead to an overly strict prediction system that would no longer be able to detect biosynthetic novelty; instead, we assume that the broad enzyme families covered by Pfam domains are likely to be biosynthetically involved if multiple enzymes from these different families are encoded together in the same locus. As in the microbial version of antiSMASH, the presence of genes predicted to encode signature enzymes (defined as enzymes that determine the chemical class of the end compound, such as terpene synthases) in a candidate BGC are used to assign a cluster to a biosynthetic class (see Supplementary Table S3 for cluster rules). However, compared to the microbial version, the biosynthetic classes in plantiSMASH are more of an approximation, since not all signature enzyme families used can be
unequivocally used to predict the compound type; e.g. while strictosidine synthase [25] and norcoclaurine synthase [26] are well-characterized members of the Bet-v-1 enzyme family, it is not clear what proportion of this family have similar Pictet-Spenglerase(-like) catalytic activities.

Another particular challenge for BGC detection in plant genomes is the large variation in gene density that occurs not only between but also within plant genomes [16–19]. Replacing the static kilobase distance cut-off of microbial antiSMASH by a fixed cutoff based on the maximum number of genes that lie between each pHMM hit also does not provide a solution, as BGCs would then be allowed to cross large repeat regions or even centromeres. Therefore, we chose an alternative, more dynamic, cut-off that is a linear function of local gene density (defined as the gene density of the ten genes nearest to a pHMM hit), and applies a multiplier to calculate the cut-off in kb that is optimal for that specific genomic region (see Supplementary Table S2 and Supplementary Figures S1 and S2 for results illustrating calibration of the defaults).

2.2.2. Flexible and user-friendly input and output

To obtain a reliable BGC prediction, high-quality annotations of gene features in a genome is essential. While we do make available the option to run GlimmerHMM [27] on plant genome sequences, performing de novo gene finding on a raw FASTA file is not desirable, given the relatively low accuracy of such a procedure. Because, additionally, the GenBank and EMBL input formats previously accepted for antiSMASH are not available for many plant genomes, we now allow users to supply input also in FASTA+GFF3 format, currently the most widely used format for describing plant genome annotations. For this, we implemented a new module based on Biopython's Generic Feature Format version 3 (GFF3) parsing package (http://biopython.org/wiki/GFF_Parsing) capable of combining the CDS features from the input sequence, if any, with those of a file compliant to the GFF3 standard. To properly match GFF3 CDS features to their correct sequence, the module demands record names (chromosome/scaffold/contigs) to be identical in both inputs; the only exception being if both inputs only contain one record, in which case the requirement is instead that no feature has coordinates outside the sequence range. This new module allows plantiSMASH to be used with genomes that are only annotated with GFF3 files, such as many of those present in the Joint Genome Institute's Phytozome database [28].

Based on the biosynthetic gene cluster predictions, a rich and interactive HTML output is generated (Figure 2.2), which is largely reminiscent of the output of microbial antiSMASH jobs. Additionally, genes in the visualization page for each candidate BGC are colored based on the class of enzymes encoded, and a legend is provided that details the color scheme. On mouse click, panels for each gene provide information on the pHMMs that have hits against it, as well as on the amino acid identity to homologous genes within the same locus as calculated by CD-HIT.
Figure 2.2. Outputs generated by the plantiSMASH pipeline. The figure illustrates several visualized outputs generated by plantiSMASH, as they appear for various biosynthetic gene clusters of known natural products. (A) Visual overview generated for each gene cluster; in this case, the tirucalladienol cluster from *A. thaliana* (47) is shown. Gene annotations and pHMM hit details appear on mouse click. Also, ClusterBlast output showing alignment of homologous genomic loci across other genomes of related species is provided. (B) Example of a gene expression heat map, showing coexpression among the core genes of the marneral BGC from *A. thaliana* (48) (and not with the flanking genes). (C) Hive plot on the overview page, which highlights pairs of candidate BGCs which show many coexpression correlations between their genes; in this example view, the coexpression links between the two loci encoding α-tomatine biosynthesis in *S. lycopersicum* (20) are highlighted (clusters 31 and 44). (D) Example ego network that summarizes coexpression correlations between members of the α-tomatine gene (cluster 44), as well as with genes in other gene clusters (including the other α-tomatine biosynthetic locus, cluster 31) and with genes elsewhere on the genome.

2.2.3. Coexpression analysis identifies pathways within and between gene clusters

As plant scientists are just beginning to understand the phenomenon of metabolic gene clustering in plant genomes, it is currently unknown which proportion of genomic loci that encode multiple contiguous biosynthetic enzyme-encoding genes are bona fide BGCs in the sense that their constituent genes are involved in one specific pathway. One powerful strategy to predict whether genes are involved in the same pathway is the use of coexpression analysis, in which their expression patterns are compared across a wide range of samples. This strategy was proven very effective in the de novo identification of gene sets involved in biosynthetic pathways, even if they are not physically clustered on the chromosome [29].

To allow detailed investigation of whether genes in a cluster show coexpression, we added a dedicated analysis module: CoExpress. This module reads transcriptomic datasets, either in SOFT format (from the NCBI Gene Expression
Omnibus) or in comma-separated (CSV) format, and generates powerful visualizations of these data for each candidate BGC. Because combining many datasets into one coexpression analysis may blot out coexpression signals that are very specific to certain biological or chemical treatments (which often highly specifically incite expression of plant specialized metabolic pathways), we designed the module in such a way that it visualizes one transcriptomic dataset at a time. This has the added value that the user can browse through multiple datasets and can individually assess specific samples that are linked to a treatment of interest.

The visualizations of within-cluster coexpression patterns are 2-fold: first, a hierarchically clustered heatmap visualization, plotted using a modified version of the InCHlib (http://www.openscreen.cz/software/inchlib/home) JavaScript library, offers a direct view of patterns in and relationships between the supplied normalized gene expression values. The dendrogram is generated using a coexpression distance metric with a complete-linkage hierarchical clustering method. In this metric, the Pearson Correlation Coefficient (PCC) is transformed directly into a distance value scaled from 0 to 200 (0 for PCC=1, or positively correlated, and 200 for PCC=-1, or negatively correlated). In order to make correlations maximally visible, the color scheme is normalized per gene (row) by default; however, the user can also select for the color scheme to be normalized by sample (column). Second, a gene cluster-specific coexpression network [30] (with a default distance based cutoff of <50, dynamically adjustable) summarizes the correlations and helps to identify specific groups of genes in the locus that are highly coexpressed: these occur as connected components with high numbers of edges.

Coexpression analysis is not just useful for analysis of functional connections within a candidate BGC, but also allows prediction of functional links with other genomic loci. It is now well-understood that several plant BGCs do not act alone, but rather in concert with another BGC or with individual enzyme-coding genes elsewhere on the genome [11]. Therefore, plantiSMASH leverages coexpression data to offer two analyses that identify these trans-genomic interactions: first, the BGC-specific coexpression network can be extended to display a first-order ego network that incorporates genes elsewhere on the genome that either (i) are members of another candidate BGC and show high gene expression correlation (>0.9 PCC) with at least one gene in the BGC, or (ii) contain a “biosynthetic” domain (defined as being one of the domains in Supplementary Table S1) and show high gene expression correlation with at least two genes in the BGC, at least one of which being a biosynthetic gene itself. Second, interactions between candidate BGCs are summarized in a hive plot, in which pairs of clusters are connected by an edge if the genes of both clusters create at least one subnetwork that satisfies the following criteria: (i) all nodes belong to the same Louvain community [31], as determined by analyzing the full coexpression network of all candidate clusters’ genes; (ii) all nodes have a transitivity greater than zero; (iii) the subnetwork contains at least two genes from each cluster; (iv) the subnetwork contains at least one gene per cluster that has a biosynthetic domain; and (v) The subnetwork contains at least three genes with a biosynthetic domain. This highlights arrangements of pairs of clusters that may be linked functionally via
coexpression, and is reminiscent of the characterized α-tomatine biosynthetic pathway in *S. lycopersicum*, which is encoded in two separate clusters that are highly coexpressed [20].

All in all, the coexpression analysis of candidate BGCs allows effective prioritization for, e.g. heterologous expression studies. Yet, it should still be kept in mind that loci that do not show high coexpression might still encode genes that are jointly involved in a biosynthetic pathway, e.g., if the transcriptomic samples available does not include any treatments that induce the expression of the pathway, or if expression of the pathway is sequestered either spatially across tissues or in terms of timing.

2.2.4. Comparative genomic analysis shows conservation and diversification

Comparing a candidate BGC with homologous genomic loci in other plant genomes can give important information on its evolutionary conservation or diversification. Whereas strong conservation of clusteredness across larger periods of evolutionary time may point to a selective advantage of clustering for these genes, diversification of BGCs by co-option of other enzyme-coding genes may give clues to finding novel variants of natural products that have been generated through directional pathway evolution. In order to facilitate such comparative analysis on a case-by-case basis, we constructed a plant-specific version of the antiSMASH ClusterBlast module. To do so, we ran plantiSMASH on a collection of all publicly available plant genomes, obtained from NCBI's GenBank, JGI's Phytozome and Kazusa [32]. In order to avoid cases where loci homologous to detected candidate BGCs would not be included in the database by not satisfying the identification criteria, the thresholds for this search were lowered to find all genomic loci with two or more different enzymes, where the CD-HIT cut-off was also set to a generously inclusive level of 0.9. A total of 7,978 genomic loci were thus included in the plant ClusterBlast database. As in the microbial version of antiSMASH, the translated protein sequence of each predicted gene in a candidate BGC is searched against this database using the DIAMOND algorithm [33] and genomic loci are sorted based on the number of hits, conserved synteny and cumulative bit score. To also facilitate direct comparison with known plant BGCs, all plant BGCs with known products for which the sequence was available were added to the MIBiG repository [34], which allows users to find similarities between newly identified and known clusters with the KnownClusterBlast module of antiSMASH.

2.2.5. Precomputed results allow fast access to comprehensive plantiSMASH results

In order to allow users to directly access plantiSMASH results for publicly available plant genomes, runs for 47 high-quality plant genomes were precomputed and made available online at [http://plantismash.secondarymetabolites.org/precalc](http://plantismash.secondarymetabolites.org/precalc). Importantly, publicly available gene expression datasets with sufficient numbers of samples to be suitable for coexpression analysis were loaded into these results. In total, 73
transcriptomic datasets were included for five species: A. thaliana, S. lycopersicum, O. sativa, Z. mays and G. max (Supplementary Tables S4–S7). As an indication for web server users: the computations took about 24 minutes per genome on average, depending on the size of the genome and pre-selected additional analyses including the coexpression analysis (see further details in Supplementary Table S4).

Sequences that are not publicly available (as well as available sequences with custom transcriptomic datasets) can be analyzed directly using the plantiSMASH web server at http://plantismash.secondarymetabolites.org. In this way, plantiSMASH results for all kinds of genomes and transcriptomes are optimally available to users.

2.3. Results and Discussion

2.3.1. PlantiSMASH successfully detects all experimentally characterized plant biosynthetic gene clusters

Even though only a relatively small set of plant BGCs has been discovered, these ~30 BGCs still present the best objective test case for the BGC detection algorithm. Importantly, they range from complex BGCs with many different enzyme-coding genes, such as the noscapine and cucurbitacin BGCs [21,35], to relatively simple ones that only encode a couple of enzymes, such as the dhurrin and linamarin/lotaustralin BGCs [36]. Of this set, only nineteen BGCs have annotated sequence information publicly available. When plantiSMASH was run on a multi-GenBank file containing accurately annotated versions of these BGCs, all clusters were successfully detected with default settings. When run on different genome annotation versions available from GenBank or Phytozome, BGCs of low complexity (i.e., with a small number of enzyme-coding genes) were occasionally missed when key genes were missing from the structural annotations or when many false positive gene assignments were present in the region of interest (affecting the dynamic gene density-based cut-off of plantiSMASH): for example, the linamarin BGC from Lotus japonicus was not detected in assembly/annotation version 3.0, while it was detected in the older version 2.5. This highlights the importance of using high-quality genome annotations supported by transcriptomic data when using plantiSMASH to search for BGCs of interest. Alternatively, the stand-alone version of plantiSMASH provides additional cut-off methods (e.g., raw distance-based or gene-count-based) that can be attempted as well to mitigate such issues.

When run on the 47 plant genomes for which chromosome-level assemblies are currently available on either NCBI or Phytozome, plantiSMASH found a wide variety of candidate BGC numbers across plant taxonomy (Figure 2.3). In general, the numbers of candidate BGCs were relatively even between monocots and dicots (while very low in the only moss genome included), while the largest numbers of BGCs were found in dicot genomes. These outliers all corresponded to recent (partial) genome amplification events, such as in the case of C. sativa [37] with 88 candidate BGCs, B. napus [38] with 68 candidate BGCs and G. max [39] with 76 candidate BGCs.
2.3.2. Plant genomes contain large numbers of complex biosynthetic gene clusters

In many plant genomes, candidate BGCs of high complexity were identified, with as many as seven or eight different enzymatic classes encoded in the same tight genomic region. These constitutions are clearly non-random and make it promising to study candidate BGCs even in the absence of coexpression data. Dozens of such complex BGCs were found, which cover all known as well as putative pathway classes; examples are provided in Figure 2.4.
Figure 2.4. Example candidate BGCs identified by plantiSMASH. Five example candidate BGCs are shown, which cover a diverse range of enzymatic classes. Dozens of candidate BGCs of comparable complexity can be found across the precomputed plantiSMASH results that are available online.

2.3.3. Coexpression patterns can guide BGC prioritization
We subjected the candidate BGCs identified in the genome of *A. thaliana* to a more detailed statistical analysis using within-cluster coexpression in a merged transcriptomic dataset. For this, we compiled two sets of gene expression datasets, one containing transcriptomic experiments of biological treatments (defense; Supplementary Table S5) and one containing experiments of hormone treatments and non-biological stress inductions (Supplementary Table S6). Together, these datasets comprise transcriptomic measurements of 1,047 samples. The Mann–Whitney U one-sided test was selected to test which of the *A. thaliana* BGCs have a statistically greater within-cluster coexpression distribution than the genome's background coexpression distribution. Given a BGC consisting of x genes, the background distribution for the statistical test of this cluster contains all PCCs between pairs of genes that are x-1, x-2, ..., 0 genes away from each other across the entire genome (except predicted BGCs). Only genes observed in all transcriptomic experiments were allowed in the test, and only PCCs between genes that each have a >0 median absolute deviation are added to the distributions.

Lastly, the CD-HIT algorithm was run on the entire *A. thaliana* proteome at a 0.5 identity cutoff (same as plantiSMASH's default) to cluster all similar enzymes. The same statistical tests were repeated afterward, but this time discarding PCCs between genes that code for enzymes within the same CD-HIT cluster, ensuring both distributions only include coexpression of genes that produce enzymes of different classes, which more accurately resembles the type of interactions desired in a bona fide BGC. The results of these analyses (Supplementary Table S8 and Supplementary Figure S3) show that at a significance level of 0.05, eleven predicted BGCs showed a statistically higher within-cluster coexpression than
their respective background distribution even when discarding coexpression between genes in the same CD-HIT cluster. This list includes the four known *A. thaliana* BGCs, encoding the biosynthetic pathways for arabidiol/baruol \((P = 2.92 \times 10^{-40})\), thalianol \((P = 1.94 \times 10^{-17})\), marneral \((P = 7.03 \times 10^{-10})\) and tirucalla-7,24-dien-3β-ol \((P = 1.10 \times 10^{-4})\), which corroborates that coexpression is a valid criterion to prioritize functional BGCs.

There are several explanations for the fact that strong coexpression is observed for some candidate BGCs but not others. A first explanation is that their coordinated expression is induced by conditions not included in these transcriptomic experiments; in other words, the absence of evidence of coexpression is not evidence of an absence of coexpression. A second explanation is that a number of candidate BGCs probably do not encode entire consistently coexpressed biosynthetic pathways by themselves; evidence for this comes from an analysis of characterized enzyme-coding genes inside these candidate BGCs (Supplementary Table S9); e.g., AT1G24100 and AT5G57220, which occur in two different candidate BGCs, are known to each be involved in a different branch of glucosinolate biosynthesis [40,41], a complex multifurcated pathway that shows only partial and fragmented genomic clustering. Contrary to what might be expected, however, there was no strong correlation \((R=0.004,\ P=0.64\) when fitting linear regression) of coexpression with cluster size, which suggests that the default plantiSMASH BGC prediction cut-offs are not set too inclusively.

All in all, coexpression analysis provides a powerful tool to prioritize the candidate BGCs detected by plantiSMASH that are most likely to encode functional pathways.

### 2.4. Conclusion

The highly automated discovery of candidate BGCs by plantiSMASH and the powerful visualizations of coexpression data that allow their prioritization present a key technological step in the route toward high-throughput genome mining of plant natural products. As plant genome sequencing and assembly technologies continue to improve at a rapid pace, it is likely that high-quality plant genomes for thousands of species will soon be available; hence, clustered biosynthetic pathways present low-hanging fruits for the discovery of novel molecules. Empowered by synthetic biology tools and powerful heterologous expression systems in yeast and tobacco [42–46], this will likely make it possible to scale up plant natural product discovery tremendously.

Continued development of the antiSMASH/plantiSMASH framework in the future is needed to further accelerate this process: e.g., the development of (machine-learning) algorithms that predict substrate specificities of key enzymes like terpene synthases, and the systematic construction of pHMMs for automated subclassification of complex enzyme families such as cytochrome P450s and glycosyltransferases, will allow more powerful predictions of the natural product structural diversity encoded in diverse BGCs. Additionally, detailed evolutionary genomic analysis of the phenomenon of gene clustering, including BGC birth,
death and change processes, will further our understanding of how BGCs facilitate natural product diversification during evolution [47,48]. As more plant BGCs are experimentally characterized, the algorithms will co-evolve with the knowledge gained, and more detailed class-specific cluster detection rules could be designed. Moreover, it will become clearer what does and what does not constitute a bona fide BGC. Finally, when scientists further unravel the complexities of tissue-specific and differentially timed gene expression of plant biosynthetic pathways, we will learn more on how best to leverage coexpression data for biosynthetic pathway prediction.

Thus, a more comprehensive understanding of the remarkable successes of evolution to generate an immense diversity of powerful bioactive molecules will hopefully make it possible for biological engineers to mimic nature’s strategies and deliver many useful new molecules for use in agricultural, cosmetic, dietary and clinical applications.

Acknowledgements
We thank Linh Nguyen for providing Supplementary Table S9. We thank the research groups of Elizabeth Sattely and Sue Rhee for useful feedback and discussions.

Funding
Netherlands Organization for Scientific Research (NWO) VENI Grant [863.15.002 to M.H.M.]; Graduate School for Experimental Plant Sciences (EPS); Novo Nordisk Foundation (to K.B.); UK Biotechnological and Biological Sciences Research Council (BBSRC) Institute Strategic Programme Grant “Understanding and Exploiting Plant and Microbial Metabolism” [BB/J004561/1 to A.O.]; John Innes Foundation, the joint Engineering and Physical Sciences Research Council/BBSRC-funded OpenPlant Synthetic Biology Research Centre grant [BB/L014130/1 to A.O.]; National Institutes of Health Genome to Natural Products Network award [U101GM110699 to A.O., M.H.M.]. Funding for open access charge: Netherlands Organization for Scientific Research (NWO).

Conflict of interest statement
None declared.

Supplementary Material
Supplementary figures and tables can be downloaded from https://bit.ly/3s2nCq7.

References


30. Serin EAR, Nijveen H, Hilhorst HWM, Lijterink W. Learning from Co-expression Networks:
Addendum

Genome Mining of Putative Plant BGCs with PlantiSMASH

This addendum provides a step-by-step procedure covering the installation, input preparation, and the running of PlantiSMASH on a newly sequenced plant genome. It also briefly discusses the interpretation of the analysis results, helping users prioritize the most interesting BGCs for follow-up studies.

Published as:

* shared first authorship
2.A1. Introduction

For many centuries already, plant-derived natural products have played key roles in medicine. Now, the rapidly growing availability of plant genomes and transcriptomes is opening up opportunities to apply computational strategies toward the discovery of novel plant molecules [1]. Of specific interest in these endeavors is the recent discovery that the genes encoding plant biosynthetic enzymes for a given pathway are frequently found in close physical proximity to each other on the chromosome in biosynthetic gene clusters (BGCs) [2–4].

Growing interest in plant BGCs has led to the development of multiple bioinformatic methods and tools [5–7] to identify them; one of these is plantiSMASH [8]. Derived from the widely used microbial and fungal BGC prediction tool antiSMASH [9], it shares similar distinct characteristics, namely ease of use, feature-rich analysis and visualization, and a modular architecture.

In order to use plantiSMASH, users need to supply genomic data (with or without annotations), preferably accompanied by transcriptomic data. PlantiSMASH offers a wide array of options to set up an analysis, and offers multiple visual outputs that require careful expert interpretation.

In this chapter, we provide detailed guidelines for installing plantiSMASH, setting up plantiSMASH analyses, and interpreting its output.

2.A2. Materials

2.A2.1. Hardware and Operating System

Web Server Version:

- Computer and OS capable of running fairly recent web browsers (preferably Firefox version 40.0 or later), equipped with at least 2 GB of RAM.
- Internet connection.

Stand-Alone Version:

- Computer with at least 4GB of RAM and 5GB free hard disk space.
- Unix-derived OS (Linux, MacOS X with Homebrew) or Windows running a Linux Virtual Machine.
2.A2.2. Software

Web Server Version:

- Web browser (preferably Firefox version 40.0 or later).

Stand-Alone Version:


- Required packages and libraries (as of plantiSMASH version 1.0.0: for an updated list of requirements, please refer to the download link above):
  
  - Python v2.7.0
  - Python2 pip-installer
  - Glimmer v3.02
  - GlimmerHMM v3.0.4
  - HMMer v2.3.2
  - HMMER v3.1b2
  - FastTree v2.1.7
  - MUSCLE v3.8.31
  - Prodigal v2.6.1
  - NCBI Blast+ v2.2.31
  - XZ Utils 5.1.1
  - Libxml 2.9.1
  - Argparse
  - Straight.plugin v1.4.0-post-1
  - Cssselect
  - Pyquery v1.2.9
  - Numpy
  - Biopython v1.65
  - Helperlibs
  - Pysvg
  - PyExcelerator
  - Backports.lzma
  - Networkx v1.11
  - Python-louvain v0.5
  - Bcbio-gff v0.6.2

2.A2.3. Genomic Data

PlantiSMASH accepts two types of genomic data: unannotated (FASTA) and feature-annotated (GBK/EMBL/GFF+FASTA) sequence files. Exact assembly quality requirements vary between genomes, but as a rule of thumb scaffolds/contigs should be large enough to contain at least three adjacent genes. By default, scaffolds smaller than one thousand base pairs are ignored by the algorithm. Additionally, the quality of the BGC predictions is highly dependent on the quality of the assembly and annotations provided as input; this makes
choosing and preparing the input data beforehand an important step before using plantiSMASH.

To make this process easier, plantiSMASH accepts sequences and annotations in different formats, as shown in Figure 2.5.

**Figure 2.A1.** Input data for plantiSMASH.

Sequence input is mandatory, and can be provided in FASTA, GENBANK, or EMBL format. The latter two formats have the advantage of also allowing the inclusion of genomic features and annotation data within the same file. Genomic features can also be provided independently in GFF3 format, or not at all, in which case plantiSMASH will use its own gene-finding module to annotate the genome (however, given the importance of high-quality annotations for obtaining optimal results, a previously annotated genome is highly recommended over this latter option).

**2.A2.4. Expression Data**

PlantiSMASH includes a gene expression analysis module to facilitate the study of coexpression patterns in the BGCs predicted by the algorithm. Multiple gene expression datasets may be used as input at the same time in all versions of plantiSMASH for independent analysis, allowing the user to compare results among different experiments in a simple manner. Gene expression data must be provided alongside sequence and genomic feature data. As previously seen in Figure 2.A1, plantiSMASH accepts two formats for this: SOFT files and CSV files.

**SOFT (Simple Omnibus Format in Text):** With over 85,000 series and more than 2,000,000 samples combined, NCBI’s Gene Expression Omnibus/GEO (https://www-ncbi-nlm-nih-gov.ezproxy.library.wur.nl/geo/) is one of the most widely used repositories for microarray, next-generation sequencing, and high-throughput functional genomic data. The database stores raw data as submitted by the authors and data prepared in the SOFT format, which can hold the
expression data along with descriptive information regarding the experiment in a machine-readable format. SOFT files can be retrieved for both GEO Dataset (GDS) and GEO Series (GSE); as long as it contains complete expression values data, it can be used by plantiSMASH. Being a flat file format, SOFT files can be opened and edited in any plain text editor.

**CSV (Comma-Separated Values):** For expression data not in SOFT files, or not yet publicly available, plantiSMASH can also read gene expression data in CSV format. In this format, data is stored tabularly, with genes represented in rows, and samples in columns. An example can be seen in Figure 2.A2.

Figure 2.A2. Example of a self-curated coexpression CSV file.

Like SOFT files, CSV files can be opened and modified in all text editors, but, given their tabular nature, Microsoft Excel is also a good alternative. However, users of Excel should be wary of autocorrect functions that may inadvertently change gene names or other data [10].

In addition to the expression data, the CSV file should contain:

- Title or name of the dataset as a comment in the file’s header, e.g.,
  #title: mydataset1.

- Short description of the dataset as a comment in the file’s header, e.g.,
  #desc: mydescription1.


Currently, plantiSMASH is available in two versions: web and stand-alone. Both versions offer all basic and default functionalities, with the stand-alone version providing extra fine-tuning of the parameters and thresholds for all the analyses.

PlantiSMASH Web Server Advantages:

- No installation required.
Minimal knowledge of the tool's parameters and significance is needed.

PlantiSMASH Stand-Alone Advantages:

- Customizable cluster-calling rules and pHMM models for targeted predictions.
- The values of parameters and thresholds for several analyses may be modified, such as the CD-HIT [11] identity threshold for cluster prediction, or the maximum MAD for coexpression analysis, among others.
- Safer for protection of proprietary data (potentially, depending on private server setup).
- No upload time: Large genomes can take a long time to upload to the web server, which has a strict upload timeout of around 300 seconds to prevent service denial.
- No job-queuing waiting time, which may vary according to the web server’s load.

2.A3.2. Preparing Input Files

Some of plantiSMASH’s multiple input types may require additional preparation to ensure that the algorithm works as intended.

**Annotated GenBank (.gb, .gbk) or EMBL file:** Properly annotated genomes in GenBank or EMBL format need no preparation; plantiSMASH will process them out of the box.

**FASTA sequence with GFF3 annotations:** The annotation file must adhere to the GFF3 specification standards as developed and maintained by The Sequence Ontology Project. To confirm that a GFF file complies to the GFF3 format, third-party tools such as “GFF3Validator” ([http://genometools.org/cgi-bin/gff3validator.cgi](http://genometools.org/cgi-bin/gff3validator.cgi)) can be used. The record identifiers of the FASTA and GFF3 files must match. If only one record is present in both inputs, it is assumed that they refer to the same scaffold/contig/chromosome, and only coordinates must match (e.g., no annotation should point to coordinates beyond the sequence’s length). Currently, plantiSMASH only accepts one GFF3 file. To submit annotations for multiple sequences, GFF3 files can be concatenated into one; special consideration must be given to ensure that no redundant record identifiers are present in the resulting file, and that gene IDs within an entry are unique.

**FASTA sequence only:** Without an annotation file as input, plantiSMASH will use its gene-finding module to annotate the genome before executing other steps. On the stand-alone version of plantiSMASH, gene finding may be skipped by considering all possible ORFs more than sixty base pairs long to define the CDS instead. This can be done with the `all-orfs` option. However, users should note that this microbially inspired option will frequently lead to artifacts in plant genomes, as multiple exons may be called as separate genes.
Gene Expression Data: Features, or locus tags, listed in the gene expression dataset must have the same nomenclature as the annotations provided to ensure that plantiSMASH matches them correctly. This problem may arise when annotations change nomenclature format as versions progress, or when an expression dataset lists transcripts instead of genes.

Additional Considerations:

- **CSV (Comma-Separated Values):** For proper coexpression analysis, it is important that expression data is normalized beforehand by the user according to their needs [12]. No gene or locus tag in the expression file may appear more than once. This can be an issue with microarray experiments, in which the relation of probes and genes is not always one to one. The simplest solution is to remove rows containing duplicate identifiers beforehand. Comments notwithstanding, the CSV format must describe a rectangular array or matrix: all rows must have the same number of columns, and all columns must have the same number of rows.

- **NCBI GEO SOFT file:** First, one needs to check whether the SOFT file contains a complete gene expression dataset. The fastest way to achieve this is to open the SOFT file with a text editor and find the string `!sample_table_begin`, below which the expression data should appear.

2.A3.3. Choosing Parameters

Enable Additional Analyses:

- **Coexpression:** We still do not know the extent to which genomic clustering of biosynthetic genes is indicative of their co-involvement in a plant secondary metabolic pathway, and prioritization of high-potential BGCs is important to guide further analysis. Coexpression has previously proven to be a powerful technique for this [13,14]. PlantiSMASH gives its users a way to prioritize those candidate BGCs by leveraging multiple coexpression datasets and visualizing them in a user-friendly way. To do that, the user needs to supply gene expression data (either from microarray or transcriptomic experiments) in a specific format alongside the genome file.

- **ClusterBLAST:** While the definite origins of plant BGCs are still unclear, many traces of evolutionary relationships between BGCs in closely related plant species have been observed, such as for those encoding the biosynthesis of the antimicrobial diterpene phytoalexins in the *Oryza* family [15]. Using ClusterBLAST, users can get an overview of similar BGCs in other plant species, using a precalculated database of plantiSMASH results generated from publicly available high-quality plant genomes.
KnownClusterBLAST: In addition, the KnownClusterBLAST module can be used for a quick identification of clusters resembling previously known ones. To do this, plantiSMASH refers to a database of known BGCs (http://mibig.secondarymetabolites.org/) and performs a regular ClusterBLAST against it.

Adjust Algorithm Stringency:

- **CD-HIT cutoff:** To prevent the inclusion of duplicated tandem arrays, plantiSMASH by default uses a 50% identity threshold (0.5 CD-HIT cutoff) to cluster similar protein-coding genes into groups that represent the “unique classes of enzyme-coding genes” within a cluster. While this works well for regular usage, users can alter this behavior by applying a more stringent threshold (lower value down to 0.2) or more relaxed one (higher, up to 1.0).

- **Minimum # of unique domains:** By default, plantiSMASH will include clusters containing at least two different classes of enzymes (putatively assigned using the Pfam database [16], and compressed with CD-HIT; see above). To include clusters of one kind (e.g., groups of p450s), you can set this parameter to 1 instead. Alternatively, when the user is only interested in more “complex” clusters, the parameter can be set to a higher value.

- **MAD Cutoff (for coexpression analysis):** The median absolute deviation of an array is a measurement of its variability, and it can be calculated according to a specific equation (see below). Regarding gene expression, MAD is an assessment of how much each gene’s expression changes across all samples, and it is a useful tool to weed out coexpression with, or among, housekeeping genes that are unlikely to be related to specialized metabolite production in a particular experiment. Setting a proper threshold for what constitutes a gene with low or high variability depends on several factors and is a parameter best chosen by the user. By default, plantiSMASH will filter out genes with a MAD of zero (the lowest value possible) from the coexpression analysis. This will remove genes from the analysis for which the expression values remain unchanged (e.g., at zero) across all samples. The MAD is calculated with the following formula:

\[
\text{MAD} = \text{median}(|X_i - \text{median}(X)|)
\]

Advanced Settings (Stand-Alone Version Only):

- **Cutoff Multiplier:** PlantiSMASH uses different distance cutoffs between biosynthetic genes for cluster calling in each genomic region, based on its local gene density. For example, the cluster sizes of Arabidopsis...
thaliana can range from fifteen to four hundreds kb on the extreme. To alter that calculation, users can use the parameter \texttt{--cutoff-multiplier} and specify how large the clusters are allowed to be, e.g., 2 for twice the original values.

- **Full HMMer**: By default, plantiSMASH will only scan for pHMMs listed in its library (around 63 pHMMs). Hits from those pHMMs are used to define the biosynthetic genes, and this information will be retained on the resulting output. Sometimes, it would also be useful to have full information on all protein domains (from the Pfam-A database) present in the cluster (even for the non-biosynthetic genes). Users can enable this mode by using the \texttt{--full-hmmer} parameter. As the calculation can take significantly longer, this mode is disabled by default.

- **All ORFs**: In case gene finding did not work, users can also resort to including all possible ORFs in the genome by using \texttt{--all-orfs} parameter. Users should be aware that this is likely to yield very-low-quality gene predictions and will increase computation time significantly.

### 2.A3.4. Running the Analysis Shell:

#### Web Server Version:

- Access plantiSMASH’s site at [http://plantismash.secondarymetabolites.org/](http://plantismash.secondarymetabolites.org/). Figure 2.A3 shows the input form as available at the time of writing.

- Fill out your email address. This is an optional step, but is a convenient way to track your plantiSMASH job that may run from minutes to hours.

- Upload EMBL/GBK/Fasta and GFF3 files via the provided column. In case of a public genome data available via NCBI website ([https://www.ncbi.nlm.nih.gov.ezproxy.library.wur.nl/genome/browse/](https://www.ncbi.nlm.nih.gov.ezproxy.library.wur.nl/genome/browse/)), the RefSeq/Genbank accession number may be provided instead. When using a whole-genome shotgun sequencing project entry, one can provide the accession of the master record; the web server will then collect all the corresponding scaffold or contig entries from NCBI.

- Select additional analyses to be performed. For coexpression analysis, also upload the SOFT / CSV file(s) via the provided column.

- Some parameters may be adjusted via the “Advanced options” tab. Leave the columns unchanged to use default settings.

- Click on the “Submit” button.
Figure 2.A3. Input form of plantiSMASH webserver.

Stand-Alone Version:

● Open terminal, and change directory to the working plantiSMASH folder.
● Input to the terminal:

```
python2 run_antismash.py --taxon plants
<additional_parameters> <sequence_files>
```

● Additional parameters:
  ○ `--gff3 <filename>`: if using fasta+gff3 input, specify the gff3 file path here
  ○ `--coexpress`: will enable CoExpression analysis, coupled with
  ○ `--coexpress-soft_file <filenames>`: path to SOFT file(s), separated by comma
  ○ `--coexpress-csv_file <filenames>`: path to CSV file(s), separated by comma
  ○ `--clusterblast`: will enable ClusterBlast analysis
- **--knownclusterblast**: will enable KnownClusterBlast analysis
- **--cdh-cutoff <0.2-1.0>**: will set the CD-HIT cutoff (default: 0.5)
- **--min-domain-number <value>**: will set the minimum unique domains threshold (default: 2)
- **--coexpress-min_MAD <0-1.0>**: will set the minimum absolute deviation for CoExpression analysis (default: 0/disabled)
- **--cutoff-multiplier <value>**: will set a multiplier for the cluster kb-size stringency (default: 1.00)
- **--full-hmmer**: will enable full Pfam-A based domain annotation for every genes in the genome
- **--all-orfs**: will use every possible ORFs >60 bp to define the CDS instead of genefinding in the case of no annotation file provided
- **--outputfolder <path>**: will set an alternative folder for the output files (default: a folder with the same name as the input file in current directory)

- When done, plantiSMASH will create a folder in the current directory with the same name as the input files (unless a custom output folder is specified). To view the visualized result directly, open the file index.html in that folder.

### 2.A4. Interpreting Results

When the run is finished, an HTML file will be generated that provides a visual overview of the results. On this page, all BGC predictions are listed in numerical order. The nucleotide record in which each BGC is located, and their coordinates and size, is also listed. Additionally, the protein domains found in the cluster, and the number of functionally different protein-coding genes (CD-HIT Clusters), are also provided; the overview table can be sorted on these data, allowing quick identification of clusters that may be of interest.

If KnownClusterBLAST was enabled, the most similar known cluster is shown, along with its MIBiG identifier. Clicking on any cluster’s MIBiG accession number takes the user to the corresponding cluster view, where each cluster can be analyzed independently.
2.A4.1. Clusters with Complex Architectures

The number of CD-HIT clusters for each gene cluster represents the number of functionally different protein (sub-)families it encodes. This can be used to highlight gene clusters with complex architectures that produce diverse types of enzymes related to specialized metabolite biosynthesis. An example can be seen with Medicago truncatula, containing a predicted saccharide-terpene cluster in chromosome 6 with 10 CD-HIT clusters, pictured in Figure 2.A4.

![Figure 2.A4. Saccharide-Terpene cluster in chromosome 6 of M. truncatula.]

2.A4.2. Observing Coexpression Patterns

As demonstrated by Itkin et al. [13] and Boutanaev et al. [14], coexpression analysis can be very valuable for metabolic pathway discovery. When a gene expression file is provided as input, plantiSMASH can guide BGC prioritization to this end.

First, the expression of all genes in a cluster can be examined with an expression heatmap, as seen in Figure 2.A5B, which can be normalized per gene (row) or per sample (column). For easy interpretation, the color of the locus tags to the right of the heatmap matches the color of the gene in the cluster view shown in Figure 2.A5A. A coexpression network is also generated automatically, as seen in Figure 2.A5C, which can be examined and redrawn with a new distance threshold to determine which edges are drawn between the nodes. The coexpression between genes in the cluster of interest and genes in other clusters is also shown if significant; in this case, genes from other clusters are drawn as ovals and marked with the cluster number between brackets. Additionally, edges also show the coexpression among gene pairs with the Pearson correlation coefficient (PCC).

In this example, four of the cluster’s biosynthetic (non-grey) genes are located in a clade at the bottom with short distances between each other, suggesting that they are coexpressed. This is evidenced by the coexpression network, showing a module of five genes coexpressed with each other, one of which is also coexpressed with biosynthetic genes from other clusters. Similarly, plantiSMASH will also highlight BGC genes that are coexpressed among different clusters. This is shown with a hive plot, where each node in any of the two axes represents a cluster, and edges connect clusters that show significant coexpression. This can highlight possible pathways encoded in more than one BGC, such as the experimentally characterized α-tomatine pathway in S. lycopersicum [13]. In Figure 2.A6, we can observe significant coexpression between the two clusters that are necessary for the production of this metabolite.
Figure 2.A5. (A) Cluster view, showing the selected cluster’s structure, its genes, and their annotations. (B) Gene expression heat map. Each row represents a different gene from the selected cluster, and each column a different sample of the expression dataset input. (C) Co-expression network between the genes of the selected cluster. Genes from other clusters are also included if significantly coexpressed.
Figure 2.A6. Hive plot showing inter-cluster coexpression in a particular expression dataset in *S. lycopersicum*. Clusters are represented by nodes, and edges represent significant co-expression. The highlighted edge shows significant coexpression between cluster 16 and cluster 18, which together encode the α-tomatine biosynthesis pathway.

2.A4.3. Additional Analysis

Several bioinformatics analyses can be done with plantiSMASH results. One example of this is a statistical analysis based on coexpression, as presented in the plantiSMASH paper [8]. Here, we showed that 12 of the 42 predicted *A. thaliana* clusters score within the significance threshold by using the Mann-Whitney U test, seen in Figure 2.A7. The test was performed with the alternative hypothesis that the coexpression among genes in each predicted cluster is stochastically greater than the coexpression among other genes in close physical proximity to each other throughout the genome (source code for this analysis is available from [https://bitbucket.org/herl91/testclustercoexpression/](https://bitbucket.org/herl91/testclustercoexpression/)).

2.A4.4. Additional Info: Loading GBK and EMBL Results

While useful and informative, the main drawback of the default html output is the inability to browse beyond the clusters. To address that, both the web server and stand-alone version plantiSMASH also output GBK and EMBL files that can be loaded into genome browsers like Artemis [17] or IGV [18].
Figure 2A7. Mann-Whitney U test results of the 42 predicted *A. thaliana* clusters when tested with the alternative hypothesis that the coexpression among the predicted clusters is stochastically greater than the coexpression between genes in close physical distance to each other throughout the genome. Clusters are represented with circles coloured according to their cluster type. Known clusters are shown as circles outlined in red. P=0.05 is defined by the blue dashed line. The black dashed lines are each distribution’s second and third quartile. Left: P distribution without discarding gene-pairs in the same CD-HIT cluster. Right: P distribution when discarding gene-pairs in the same CD-HIT cluster. Multiple testing correction was not necessary because each comparison is among different samples, with background distributions chosen for each cluster size. Nonetheless, using Bonferroni correction would only remove one cluster from the list of significantly coexpressed clusters.
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Chapter 3

An Investigation of Sesterterpene Gene Clusters in Brassicaceae

Sesterterpenoids, a terpene subclass with five-isoprenoid (C\textsubscript{25}) backbones, are widely distributed (i.e., they can be found in multiple domains of life) but collectively rare in nature. Although their biological roles remain unexplored, many isolated sesterterpenes showed promising biochemical activities. In fungi, these compounds are synthesized by bifunctional enzymes (colloquially termed sesterterpene synthases, or STS) containing both the precursor-producing prenyltransferase (PT) and the cyclization (TPS) domains. As the coupling of these biosynthetic domains allows efficient production of the terpenoid scaffolds, we could expect convergent evolution of the pair, either within a single gene or as co-localized genes (BGC) in the genomes. In this chapter, I used plantiSMASH to explore putative STS-encoding BGCs in 55 publicly available high-quality plant genomes. Together with collaborators, I sought to understand the evolutionary relationships and chemical products of these BGCs. In the end, we confirmed the production of seven structurally diverse sesterterpenes from three Brassicaceae species via transient expression of their TPS enzymes in tobacco.

Originally published as:

3.1. Introduction

Sesterterpenoids are a largely unexplored class of terpenes with only around 1,000 members isolated from nature so far, representing a mere <2% of the reported terpene family members (>70,000). These compounds are structurally diverse and have a wide spectrum of biological activities, ranging from anti-inflammatory, anticancer, cytotoxic, and antimicrobial bioactivities to phytotoxicity and plant defense [1]. Recent work on sesterterpenoids has suggested that this terpene class could be an important new source of anticancer drugs [2,3]. The majority of sesterterpenoids characterized to date are from marine sponges and terrestrial fungi, with only 60–70 being of plant origin. Many of these plant sesterterpenes were isolated from the mint family (Lamiaceae) and have been implicated in plant defense [4–7]. Although large transcriptome datasets for the mint family have been generated [8], very limited genome sequences for the Lamiaceae are currently available [9,10].

Figure 3.1. Identification of candidate STS genes from plant genomes. (A) Chemical structures of diterpenes and sesterterpenes synthesized by fungal bifunctional DTSs and STSs. (B) Phylogenetic tree constructed using TPSs from 55 plant genomes together with fungal and bacterial TPSs. The TPSs for which the genes were found to be colocallized with PT genes with high stringency are shown in red, and those with low stringency in green. Bifunctional fungal TPSs are shown in dark blue. (C) A graphic representation of PT-TPS gene pairs from A. thaliana, C. rubella, and B. oleracea selected for functional validation in this work.

Like other classes of terpenes, the structural diversity of sesterterpenes largely originates from the very first scaffold-generating step, which in this case is catalyzed by sesterterpene synthases (STSs), a class of terpene synthase (TPS). In fungi, six STSs have recently been identified and shown to synthesize ophiobolin F (in Aspergillus clavatus) [11], sesterfisherol (in Neosartorya fischeri)
and stellata-2,6,19-triene, (2E)-α-cericerene, quiannulatene, and astellifadiene (in *Emericella variecolor*) [13–16] (Figure 3.1). These fungal enzymes are all bifunctional, containing a C-terminal trans-prenyltransferase (PT) and an N-terminal TPSs domain. The PT domain synthesizes the universal C25 sesterterpene precursor geranylfarnesyl diphosphate (GFPP) (1) from dimethylallyl diphosphate (DMP) and isopentenyl diphosphate (IPP), which is then cyclized by the TPS domain to form diverse scaffolds. Some fungal diterpene synthases (DTSs), such as *Phomopsis amygdali* fuscococcadiene synthase [17,18] and *phomopsene* synthase [19], are also bifunctional. Fusion of PT and TPS activities has been proposed to contribute to more efficient production of bioactive terpenes from precursor supply [18,20]. In most cases, however, the condensation and cyclization steps for diterpene biosynthesis in fungi are carried out by individual enzymes encoded by genes that are sometimes colocalized within fungal biosynthetic gene clusters [21].

In plants, two TPSs from *A. thaliana* were recently reported to synthesize the sesterterpenes arathanatriene (2) and retigeranin B (3) [22]. Intriguingly, these two TPSs are colocalized with PTs that synthesize the precursor substrate GFPP. To our knowledge, bifunctional TPSs that contain both PT and TPS domains have not been reported from any plant species. This raises questions regarding the landscape of PT and TPS genes and their related functions in plant genomes. We have previously developed algorithms for mining plant genomes for genes encoding natural product biosynthetic pathways [23,24]. Here, we carried out a systematic search of 55 sequenced plant genomes using a customized version of the plantiSMASH genome mining algorithm [24] to identify genes predicted to encode PT or TPS domains. Although we did not find evidence for bifunctional genes encoding both PT and TPS domains, we identified a pool of colocalized pairs of PT and TPS genes using this algorithm. Phylogenetic analysis of all TPSs from the 55 plant genomes that were investigated identified a single clade containing those TPS genes that were physically clustered with PT genes, greatly expanding on previous observations [25]. Transient expression of selected TPS genes from this group from *A. thaliana*, *C. rubella*, and *B. oleracea* in heterologous host *N. benthamiana* revealed five additional TPSs that make a variety of previously unknown fungal-type sesterterpenes with diverse scaffolds, including 11/6/5 tricyclic (−)-caprutriene (7), 5/12/5 tricyclic (−)-variculatriene A (5), 5/8/6/5 tetracyclic (−)-aleurodiscalene A (9), 5/5/5/6/5 pentacyclic (−)-ent-quiannulatene (4) and (+)-bo leracene (8), and 5/4/7/6/5 pentacyclic (+)-astellatene (6) (Figure 3.2B, Supplementary Tables S1–S8 and Supplementary Dataset S1). Among these scaffolds, (−)-ent-quiannulatene (4) is an enantiomer of the fungal metabolite (+)-quiannulatene. Homology modeling and sequence comparisons implicated a key amino acid as being likely to be important for scaffold diversification. Site-directed mutagenesis of this residue further expanded scaffold diversity and, coupled with quantum chemical calculations, shed light on the cyclization mechanisms leading to the formation of the pentacyclic sesterterpenes (−)-retigeranin B (3) and (+)-astellatene (6). The carbocation cascade sequences following protonation of the GFPP substrate in the active site of plant STSs likely mirror those of the distantly related fungal bifunctional STSs. However, phylogenetic analysis suggests the independent
evolution of fungal and plant STSs, indicating that the plant and fungal enzymes have arisen by convergent evolution.

---

Although mining plant genomes and transcriptomes for individual PTs and TPSs has proven to be effective for uncovering terpene diversity [26–28], to our knowledge systematic genome mining for colocalized PT and TPS genes has not previously been attempted. Collectively, our work sheds light on the genomic organization of plant PT and STS genes and demonstrates an effective pipeline for plant sesterterpene discovery, from finding genes to production by engineering in the heterologous host *N. benthamiana* and further manipulation by protein engineering.
3.2. Results

3.2.1. Landscape of PT and TPS Genes in Plant Genomes and Identification of a Phylogenetic Clade of Candidate Plant STSs Using a Customized Genome Mining Algorithm.

To search for genes with predicted PT and TPS domains across 55 sequenced high-quality plant genomes (Supplementary Dataset S2), we used the Polypropenyl_synt (PT) and Terpene_synth C (TPS) models from the Pfam database [29] in a version of plantiSMASH [24] with gene cluster detection logic customized for this specific purpose. The Terpene_synth_C pHMM was seeded from plant, fungal, and bacterial TPSs and so is applicable across plants and microbes. Although we could not identify any candidate bifunctional TPS genes, we were able to identify 21 co-localized PT-TPS gene pairs using our default (high-stringency) parameters (cutoff 25±5 kb; deviation calculated using gene density/average intergenic distance for the neighboring ten genes as a multiplier) (Supplementary Dataset S2). An additional 75 candidate PT-TPS gene pairs were identified at lower stringency (allowing for distances between the PT and TPS domains that were up to five times larger) (Supplementary Dataset S2). We next constructed a phylogenetic tree (Figure 3.1B) using 2,846 TPS sequences extracted from the 55 plant genomes (Supplementary Dataset S2), together with 724 fungal TPSs (including the known bifunctional TPSs). A total of 278 bacterial TPSs was included as an outgroup.

This phylogenetic analysis enabled us to identify a single TPS clade in which the TPS genes that were colocalized with PT genes as identified using the high-stringency cut-off were heavily represented (Figure 3.1B). Nine of the PTs in these PT-TPS gene pairs have indeed been previously shown to be functional plant GFPPSs [25,30], and two of the TPSs (AtTPS18 and AtTPS19 from A. thaliana) were shown to biosynthesize the sesterterpenes (+)-arathanatriene and (−)-retigeranin B [22]. However, two other TPSs from these pairs (AtTPS25/At3g29410 and AtTPS30/At3g32030 from A. thaliana) have recently been reported to have diterpene or sesquiterpene activities when expressed in Escherichia coli [31].

A total of 18 TPS genes, including AtTPS25 and AtTPS30, that are colocalized with PT genes were grouped together in this clade (marked in red, Figure 3.1B and Supplementary Figure S1A), greatly outnumbering previous observations [25]. Two outlier TPS genes (one from V. angularis and one from B. napus, marked as red dots in Figure 3.1B) from the 21 PT-TPS gene pairs identified using high-stringency cutoff were located in other clades (Figure 3.1B and Supplementary Figure S1B). One TPS gene from these 21 PT-TPS gene pairs was filtered out during tree construction. The characterized fungal bifunctional TPSs (including STSs and DTSs) grouped together in two closely related clades that were clearly distinct from this plant TPS clade, suggesting that the plant TPS (red in Figure 3.1B) and the fungal bifunctional STS clades (blue in Figure 3.1B) have evolved independently. Other TPS genes that colocalized with PT genes over larger distances (low stringency) were spread across different clades (green dots in Figure 3.1B). To understand the functions of the TPSs that emerged from
our search and investigate the significance of this phylogenetic grouping, we chose to functionally test seven TPSs (five from A. thaliana, one from C. rubella, and one from B. oleracea) for which the genes are clustered with PT genes from the main clade (Figure 3.1C and Supplementary Figure S1A), along with two other A. thaliana TPSs (AtTPS22/At1g33750 and AtTPS29/At1g31950) (Supplementary Figure S1A) for which the genes are not clustered with a PT gene yet are part of the same monophyletic branch within the TPS phylogeny.

3.2.2. AtTPS17, -18, -19, -25, and -30 from A. thaliana, Cr237 from C. rubella, and Bo250 from B. oleracea Are all Functional STSs.

The selected TPSs, AtTPS17 (At3g14490), AtTPS18 (At3g14520), AtTPS19 (At3g14520), AtTPS25 (At3g29410), and AtTPS30 (At3g32030) from A. thaliana, Cr237 (CARUB_v10016237mg) from C. rubella, and Bo250 (LOC106343250) from B. oleracea all have corresponding clustered PT genes, namely AtGFPPS0 (At3g14510), AtGFPPS1 (At3g14530), AtGFPPS2 (At3g14550), AtGFPPS3 (At3g29430), AtGFPPS4 (At3g32040), CrGFPPS1 (CARUB_v10014047mg), and BoPT1 (LOC106293690), respectively (Figure 3.1C). In contrast, AtTPS22 and AtTPS29 are not paired with any PT genes in the genome. AtGFPPS0 is a pseudo gene encoding a nonfunctional protein with a frame shift, whereas AtGFPPS1-4 and CrGFPPS1 are characterized GFPPSs [25,30]. BoPT1 has not been previously identified or characterized. N-terminal transit peptide (N-tp)–truncated recombinant AtTPS18 and AtTPS19 proteins were recently coexpressed with N-tp AtGFPPS1 and AtGFPPS2 in E. coli and reported to synthesize (+)-arathanatriene and (−)-retigeranin B, respectively [22]. Recombinant proteins encoded by N-tp–truncated AtTPS22 and AtTPS25 were also recently expressed in E. coli but reported to have sesquiterpene synthase activity, making sesquiterpene mixtures when incubated with E,E-farnesyl diphosphate (E,E-FPP) as a substrate in vitro [31]. Recombinant proteins encoded by N-tp–truncated AtTPS30 were found to have DTS activities when assayed with GGPP or ent-copalyl diphosphate (ent-CPP) as substrates in vitro, whereas AtTPS29 was not active in these assays [31].

AtTPS17, Cr237, and Bo250 have not been investigated previously. We generated expression constructs for each of seven TPSs from the PT-TPS gene pairs (A. thaliana AtTPS17, -18, -19, -25, and 30; C. rubella Cr237; B. oleracea Bo250), three AtGFPPSs (A. thaliana AtGFPPS1, -3, -4), and the two nonclustered A. thaliana TPS AtTPS22 and AtTPS29 genes using a vector designed for transient expression in N. benthamiana (pEAQ-HT) [32]. These constructs, each harboring individual genes, were transformed into A. tumefaciens. Strains containing the different expression constructs were then used for transient expression in N. benthamiana leaves. This tobacco transient-expression platform allows high-level expression of genes of interest, especially those of plant origin, thus enabling us to rapidly test the biochemical functions of individual genes [33]. Furthermore, different combinations of genes can be coexpressed simply by mixing A. tumefaciens strains containing the different expression constructs and co-infiltrating these into the leaves [33].
When we expressed all nine TPSs (AtTPS17, -18, -19, -25, -30, -22, -29, Cr237, and Bo250) individually in *N. benthamiana*, trace compounds 2, 3, 4, 6, 7, and 8 were detected from extracts of leaves expressing AtTPS18, -19, -25, -30, Cr237, and Bo250 (Supplementary Figure S2B). However, we did not observe the formation of sesquiterpenes or diterpenes, even for AtTPS22, -25, -29, and -30, which had previously been reported to synthesize these types of terpenes *in vitro* [31]. This outcome may be because of the low activity of the encoding enzymes, inadequate precursor supply, or the loss of the volatile/semivolatile products in *N. benthamiana*, especially if these products were produced in very low abundance. Expression of AtGFPPS1, -3, and -4 alone in *N. benthamiana* resulted in the accumulation of two minor new peaks (1c and 1d in Supplementary Figure S2B), which were tentatively identified as β-geranylfarnesene and geranylfarnesol, based on their mass spectra (Supplementary Figure S2C). These are likely to be hydrolyzed products of GFPP generated by endogenous *N. benthamiana* enzymes. However, when AtTPS17, -18, -19, -25, -30, Cr237, or Bo250 were coexpressed with a GFPPS (regardless of whether it was the corresponding paired one) in *N. benthamiana*, new peaks with a characteristic sesterterpene mass fragment at m/z = 340 (calculated for C25H40=340) were detected (Figure 3.2A and Supplementary Figure S2E and S3A-H), indicating production of sesterterpenes by these TPSs. The electron-ionization (EI)-MS spectra of compounds 2 and 3 agreed with those of (+)-arathanatriene and (−)-retigeranin B characterized recently [22]. We did not detect any sesterterpenes when AtTPS22 or AtTPS29 were coexpressed with a GFPPS. Apart from AtTPS17, which produced multiple products in very low yields, AtTPS18, -19, -25, -30, Cr237, and Bo250 all produced dominant peaks corresponding to compounds 2-8 (Figure 3.2A and 3.2C), suggesting that GFPP was limiting in *N. benthamiana* leaves in the absence of a coexpressed GFPPS. Compounds 2-8 were then isolated for structural elucidation.

### 3.2.3. AtTPS18, -19, -25, -30, Cr237, and Bo250 Synthesize the Fungal-Type Sesterterpenes (+)-Arathanatriene (2), (−)-Retigeranin B (3), (−)-Ent-Quianlulatene (4), (−)-Variculartriene A (5), (+)-Astellatene (6), (−)-Caprutriene (7), (−)-Bolveracene (8), and (−)-Aleurodiscalene A (9).

To isolate compounds 2-9 for structural elucidation, we scaled up the transient expression of these different GFPPS–TPS pairs in *N. benthamiana* [34]. Following extraction, repeated chromatography, and recrystallization, we obtained quantities of pure compounds 2 (102.0 mg), 3 (13.0 mg), 4 (3.7 mg), 5 (3.5 mg), 6 (4.2 mg), 7 (21.3 mg), 8 (17.3 mg), and 9 (2.1 mg) for collecting full 1D and 2D NMR datasets (Supplementary Dataset S1). In addition to NMR data, we also used X-ray diffraction analysis to solve these complex structures unambiguously. We synthesized the epoxides 10, 12, and 13 of compounds 2, 4, and 6 and the enone 11 of compound 3 (Figure 3.3) to obtain single crystals for X-ray diffraction analysis. We also succeeded in obtaining single crystals of 7, 8, and 9 for crystallography. The crystal structures of 7-13 enabled us to establish the relative structures of (+)-arathanatriene (2), (−)-retigeranin B (3), (−)-ent-quinululatene (4), and (+)-astellatene (6), (−)-caprutriene (7), (−)-bolveracene (8), and (−)-aleurodiscalene A (9) unambiguously, as depicted in Figure 3.2B.
Figure 3.3. Synthesis of sesterterpene derivatives (10-13) for X-ray diffraction analysis. Epoxides 10, 12, and 13 were synthesized by epoxidation with meta-chloroperoxybenzoic acid (m-CPBA). Enone 11 was synthesized by allylic oxidation with pyridinium dichromate (PDC) and tert-butyl hydroperoxide (TBHP) in dichloromethane (DCM). Crystal structures (10-13) are presented with displacement ellipsoids shown at 50% probability.

The spectroscopic data of compounds 2 and 3 agreed with those reported in the literature [22]. The most likely absolute structures of the compounds (2-4 and 6-9) were established using Bayesian statistics on the Bijovet differences [35] of crystal structures 7-13. (−)-ent-Quiannulatene (4) is an enantiomer of the fungal sesterterpene (+)-quiannulatene, sharing an identical relative structure, and its absolute structure was also confirmed by comparing its specific optical rotation ([α]_{20}^D = −43.9 in benzene) with that of quiannulatene ([α]_{28}^D = +41.7 in benzene-d₆) reported in the literature [15].
Figure 3.4. Proposed cyclization paths toward the formation of fungal-type sesterterpenes 2-9 and 14-16 by plant STSs. The universal sesterterpene precursor GFPP is cyclized to form the unified bicyclic C12 cation 1b (black box) following protonation in the active sites of plant STSs and mutated AtTPS19 (AtTPS19428D). Cation 1b diverges to 5/12/5 and 11/6/5 tricyclic carbocations en route to the formation of (+)-arathanatriene (2), (−)-retigeranin B (3), (−)-ent-quiannulatene (4), (−)-variculatriene A (5), (+)-astellatene (6), (−)-caprutriene (7), (+)-boleracene (8), (−)-aleurodiscalene A (9), (−)-fusaproliferene (14), (−)-variculatriene B (15), and (+)-aleurodiscalene B (16). Compounds isolated and characterized are highlighted in colored boxes. Different colors indicate different cyclization paths. Crystal structures 7-9 are presented with displacement ellipsoids shown at 50% probability.

The absolute structure of compound 5, which is a minor product of AtTPS25, was elucidated by 1D and 2D NMR analysis (Supplementary Table S4), as well as the fact that it is a product derived from one carbocation in the cyclization pathway toward (−)-ent-quiannulatene (4) (Figure 3.4). This compound is named (−)-variculatriene A based on the 5/12/5 scaffold of variculanol, which was isolated from E. variecolor in 1991 [36]. (−)-Retigeranin B (3) and (+)-astellatene (6) are direct precursors of fungal sesterterpenoids retigeranic acid B (isolated from lichens in 1972 [37–39]) and astellatol (isolated from E. variecolor in 1989 [40]), respectively (Supplementary Figure S4). (−)-Aleurodiscalene A (9) shares the same scaffold with the antimicrobial sesterterpene glycoside aleurodiscal isolated from A. mirabilis in 1989 [41] (Supplementary Figure S4).

With these pure compounds in hand, we also detected compounds 2, 3, 4, and 6, (Figure 3.5), which are products of A. thaliana TPSs in the plant of origin. We found that these four sesterterpenes are present across different A. thaliana tissues at various levels. (+)-Arathanatriene (2) and (−)-retigeranin B (3) were more abundant in the siliques and seeds, whereas (−)-ent-quiannulatene (4) and (+)-astellatene (6) were detected only in roots. The metabolite profiles are in good agreement with the expression profiles of the corresponding TPSs, suggesting that AtTPS18, -19, -25, and -30 are active and could function as STSs in planta (Figure 3.5 and Supplementary Figure S5 and S6).

The diverse fungal-type sesterterpene products of the plant STSs identified in this work arise from the divergence of carbocation cyclization pathways following the formation of a common ancestral bicyclic C12 carbocation 1b (Figure 3.4). Feeding experiments with $^{13}$C-labeled precursors in fungi have suggested the formation of a quiannulatene scaffold via a 5/12/5 tricyclic carbocation and an intriguing cyclobutane intermediate [15,42]. With the isolation of tricyclic (5/12/5) and tetracyclic (5/8/6/5) carbocation-derived (−)-variculatriene A (5) and (−)-aleurodiscalene A (9) as minor products of AtTPS25 and Bo250, which produce mainly the quiannulatene scaffold sesterterpenes 4 and 8, respectively (Figure 3.2C), it is very likely that cyclization of GFPP toward (−)-ent-quiannulatene (4) and (+) -booleracene (8) in plant STSs adopts the same path as (−)-quiannulatene in fungal bifunctional STS (EvQS), as shown in Figure 3.4. Although the astellatene and retigeranin B scaffolds have recently been proposed to also be derived from 5/12/5 tricyclic carbocations (12), previous feeding experiments with $^{13}$C-labeled precursor (43) and our finding that the 11/6/5 scaffold (2) is the major product of AtTPS18 and is present as a very minor product of AtTPS19, -25, and -30 (Figure 3.2C) suggests that the bicyclic C12 carbocation may be diverged into tricyclic 5/12/5 and 11/6/5 cations en route to the formation of pentacyclic sesterterpenes, such as (−)-retigeranin B (3) and (+) -astellatene (6). Such divergence is driven by inherent energetics of the carbocation reactions involved, the conformations allowed in STS active sites and interactions of carbocations with key amino acid residues in the active sites of STSs.

![Figure 3.5. Detection of compounds 2, 3, 4, and 6 from different tissues of A. thaliana accession Col-0. SD bars for three biological replicates are shown.](image)
3.2.5. Mutation of Tyrosine428 to Aspartic Acid in AtTPS19 Reveals Intermediates in the Cyclization Pathway Toward the Formation of (−)-Retigeranin B (3).

Phylogenetic analysis of the seven STSs identified in this work showed that AtTPS18 is a relatively recently evolved homolog of AtTPS19 (Supplementary Figure S1A). By comparing the protein sequences of these STSs (Figure 3.6A and Supplementary Figure S7), together with homology modeling of the encoding enzymes (Figure 3.6B), we identified a conserved amino acid site present as an aromatic tyrosine (Tyr; Y) in the active sites of AtTPS17, -19, -25, -30, and Bo250. However, in AtTPS18, the corresponding residue is a negatively charged aspartic acid (Asp; D) in close proximity (approximately 2.75 Å) to the C12 of the GFPP substrate (Figure 3.6B), suggesting that this site might be important for driving the formation of the 11/6/5 tricyclic scaffold of (+)-arathanatriene (2). We then carried out site-directed mutagenesis of the STSs from A. thaliana. We mutagenized the Tyr at the corresponding amino acid sites of AtTPS17, -19, -25, and -30 to Asp. This approach resulted in inactivation of AtTPS17, -25, and -30, as well as significant functional changes in AtTPS19, with (−)-retigeranin B dropping to 30% from 42% in wild-type AtTPS19 and the appearance of peak 16 and the increase of peaks 14 and 15 (Figure 3.2C and Figure 3.6C), whereas altering Asp to Tyr in AtTPS18 did not lead to metabolite profile change. The Tyr residue in AtTPS17, -25, and -30 therefore appears to be important for enzyme function and changing it to Asp could have possibly caused incorrect folding.

Although AtTPS19 is a closer homolog to AtTPS18, sharing 87% protein sequence identity (Figure 3.5A and Supplementary Figure S8), the mutant form of AtTPS19, AtTPS19428Asp, was still active after changing Tyr428 to Asp428. We then scaled-up co-infiltration of A. tumefaciens strains carrying pEAQ-HT/AtTPS19428Asp and pEAQ-HT/AtGFPPS1 in N. benthamiana, isolated the compounds corresponding to peaks 14, 15, and 16, and established their structures as (−)-fusaproliferene (14), (−)-variculatriene (15), and (+)-aleurodiscaleene (16), as depicted in Figure 3.4 by NMR (Supplementary Table S13-S15). Intriguingly, changing Tyr428 to Asp428 in AtTPS19 resulted in premature termination of the intermediate carbocations at different stages of the cyclization pathway toward (−)-retigeranin B (3) and led to the accumulation of the corresponding bi-, tri-, and tetracyclic products (−)-fusaproliferene (14), (−)-variculatriene B (15), (+)-arathanatriene (2), and (+)-aleurodiscaleene B (16). We hypothesize that Tyr428 of AtTPS19 might play a role in stabilizing the carbocation intermediates in transition states via cation–π interactions (44), such that cyclization toward pentacyclic (−)-retigeranin B (3) can be completed.

However, it is also possible that the enzyme activity of the AtTPS19428Asp mutant is compromised such that not all of the intermediates could be cyclized to the final pentacyclic product. The fact that the composition of (+)-arathanatriene (2) increased from 5.5% of wild-type AtTPS19 products to 12% for the mutagenized AtTPS19428Asp suggests that a common ancestral bicyclic C12 cation may have been diverted in the enzyme active sites into 5/12/5 and 11/6/5 tricyclic carbocations en route to the formation of pentacyclic sesterterpenes, such as (−)-retigeranin B (3), and that such divergence could occur within a single
enzyme. Although changing Asp431 to Tyr431 in AtTPS18 did not alter its function and we have not yet identified the amino acid sites that drive the exclusive formation of the 11/6/5 tricyclic scaffold of 2, it is reasonable to hypothesize that AtTPS18 has evolved to be more specific and to have a more compact active site that would impose steric force on the bicyclic C12 cation (1b) to allow for the tight formation of the C2–C12 bond and subsequently the 11/6/5 tricyclic scaffold (2 and 7).

**Figure 3.6.** Protein sequence analysis, homology modeling and site-directed mutagenesis of A. thaliana STSs. (A) Sequence analysis of AtTPS17, -18, -19, -25, -30, Cr237, and Bo250 identified a conservation site implicated in structural diversification (protein sequences were aligned using MUSCLE). (B) Homology modeling of AtTPS18 with substrate GFPP (carbon backbone in cyan and phosphate in orange and red) docked in the active site showing the motif DDXD and 431Asp suggested that 431Asp might be involved in making the 11/6/5 tricyclic scaffold of arathanatriene. The homology model of AtTPS18 was generated based on the crystal structure of 5-epi-aristolochene synthase on the Phyre2 server ([www.sbg.bio.ic.ac.uk/phyre2/html/page.cgi?id=index](http://www.sbg.bio.ic.ac.uk/phyre2/html/page.cgi?id=index)). (C) Comparative GC-MS total ion chromatograms of extracts of N. benthamiana leaves transiently coexpressing AtGFPPS1 with mutagenized AtTPS17429Asp, AtTPS18431Tyr, AtTPS19428Asp, AtTPS25431Asp, and AtTPS30431Asp.

**3.3. Discussion**

The characterized bifunctional STSs from fungi and the plant STSs identified in this work are very distantly related (around 10% amino acid sequence identity) (Supplementary Figure S8). However, both types of STSs are able to cyclize the universal precursor GFPP into similar or in some cases even identical scaffolds (e.g., (+)-quianunnatene by EvQS and (−)-ent-quiannlatene by AtTPS25) via virtually equivalent cyclization paths. This striking example of convergent evolution of terpenoids in plants and fungi has parallels with the well-known example of the diterpenoid gibberellin phytohormones [43]. By delving into the carbocation cyclization mechanisms of the plant STSs that we have identified, we have demonstrated that cyclization of the acyclic GFPP precursor to pentacyclic sesterterpenes (e.g., (−)-retigeranin B and (−)-ent-quianullatene) can diverge into 5/12/5 and 11/6/5 tricyclic scaffolds in one single enzyme after the formation of a common ancestral bicyclic C12 cation, supported experimentally by the isolation and characterization of intermediate cation derived compounds 2, 5, 9, and 14-16.

Quantum chemical calculations (see subchapter 3.3 and Supplementary Dataset S3 for details) were also performed on two reasonable cyclization pathways for the formation of (+)-astellatene (6) (Figure 3.7). In path 1, an 11/6/5 ring system is formed first (carbocation D), whereas path 2 involves initial
formation of a 5/12/5 ring system (carbocation K). On the basis of the computed energetics for these two rearrangements (Figure 3.8), both pathways are energetically viable, but path 1 is inherently preferred, given that the highest energy transition-state structure along this pathway is predicted to be 6-kcal/mol lower than that along path 2. In both pathways, instances of the merging of chemical events (e.g., hydride shifts, carbocation-alkene cyclizations) into concerted processes are observed (e.g., E → G, G → I, L → N, N → I) [44].

Figure 3.7. (A-O) Calculated structures for two possible cyclization paths en route to (+)-astellatene (6).
The results of these calculations indicate that several putative intermediates are unlikely to have lifetimes long enough for deprotonation to occur, allowing us to predict which carbocations are most likely to lead directly to sesterterpenes.

**Figure 3.8.** Computed energetics for two possible paths to (+)-astellatene (6). Energies computed with mPW1PW91/6–31+G(d,p)/B3LYP/6–31+G(d,p) are shown for the two pathways depicted in Figure 3.7. Path 1 is energetically preferred. Numbers following carbocation letters indicate different conformations. See Supplementary Dataset S3 for computed geometries.

By identifying a key amino acid residue Tyr428 in AtTPS19 important for the complete the cyclization toward (−)-retigeranin B (3), we have unveiled the bi-/tri-/tetracyclic structures 14, 15, 2, and 16 that are derived from likely carbocations in the cyclization path toward (−)-retigeranin B (3), demonstrating the capacity of plant STSs to generate these diverse scaffolds and showcasing the promising potential for directing the functional plasticity of STSs for creating chemical diversity via rational protein engineering (47). Solving the crystal structures of these enzymes will be key in guiding such approaches in the future. The fact that (−)-fusaproliferene (14) and (+)-aleurodiscalene B (16) are direct precursors of the known bioactive sesterterpenoids fusaproliferin (toxic) and aleurodiscal (antimicrobial) (Supplementary Figure S4) illustrates the importance of harnessing the capacity to generate scaffolds of this type.

We present in this work the convergent evolution of STSs in fungi and plants as inferred from both metabolic and genomic data. Both fungi and plants appear to have independently evolved similar strategies for biosynthesizing structurally related sesterterpenes. Although, unlike the situation in fungi, plant STSs and GFPPSs are encoded by separate genes rather than bifunctional ones, it is intriguing that the genes encoding the STSs that we have characterized are
colocalized in plant genomes with PT genes. These gene pairs are not obviously coexpressed (Supplementary Figure S5) and the GFPPSs are interchangeable (Figure 3.2A), suggesting that these gene pairs have not undergone intimate coevolution. The genomic colocalization of PT and TPS genes appears to be particularly prevalent in the Brassicaceae based on our analysis of currently available plant genomes. From the topology of the paired TPSs within the phylogenetic tree (Figure 3.1B) and our functional analysis of selected TPSs from *A. thaliana*, *C. rubella*, and *B. oleracea*, it seems that the functions of closely related TPSs from these three species are quite conserved and that close homologs make sesterterpene analogs (Figure 3.9). It is likely that these PT and TPS gene pairs may have originated from a common ancestral PT-TPS gene pair by duplication and functional divergence [23,45–47]. Although the biological roles of these sesterterpenes in plants are as yet unknown and inevitably many downstream products in the biosynthetic pathways remain to be elucidated, we expect that the biosynthetic and mechanistic insights provided by this work will facilitate the understanding and discovery of the biology and chemistry of this important class of compounds in plants.

![Figure 3.9](image)

**Figure 3.9.** Phylogenetic tree of the characterized plant and fungal STSs showing the phylogeny of these distantly related proteins. The chemical structures of analogs synthesized by plant STS homologs and the distantly related fungal STS EvQS are shown to aid in evolutionary interpretation. The tree was constructed using MEGA5.0 with 1,000 bootstrap resampling.

### 3.4. Materials and Methods


A collection of 55 high-quality plant genomes (Supplementary Dataset S2) was used as input for analysis with a customized version of plantiSMASH [24]. Terpene_synth_C (PF03936) and Polyprenyl_synt (PF00348) pHMMs were fitted into a custom gene cluster detection rule (Supplementary Dataset S2).
Subsequently, the PF03936 pHMM was used to collect all TPS-encoding genes from the 55 plant genomes, which resulted in the identification of 2,846 genes. A total of 724 fungal genes, including 17 bifunctional TPS genes [15] were also collected with the same method but queried against the reference proteome database with taxonomic filtering set to “Fungi.” Finally, 278 bacterial genes (same method, with filtering set to “Bacteria”) were included to act as an outgroup.

All sequences were aligned using the hmmalign program from the HMMer suite [48] with default parameters. Predicted repetitive subsequences were discarded. The remaining sequences were manually trimmed for tree reconstruction, which was performed using FastTree (v2.1) [49]. The phylogenetic tree was visualized using iTOL software [50]. Reliability tests were done using the FastTree-provided Shimodaira–Hasegawa test with 1,000x resamples without branch optimization.

3.4.2. Cloning and Transient Expression.
AtTPS19, AtTPS25, AtTPS30, AtGFPPS1, and AtGFPPS3 were amplified from a root cDNA library of *A. thaliana* accession Col-0. Coding sequences for AtTPS17, AtTPS18, AtTPS22, AtTPS29, and AtGFPPS4 were retrieved from The Arabidopsis Information Resource and those of Cr237 (CARUB_v10016237mg) and Bo250 (LOC106343250) from the National Center for Biotechnology Information and synthesized by Integrated DNA Technologies to include the 5’ and 3’ attB sites for Gateway cloning. These sequences were cloned into the pEAQ-HT expression vector for transient expression in *N. benthamiana*, as detailed in Supplementary Appendix.

3.4.3. Metabolite Extraction and GC-MS Analysis.
*N. benthamiana* leaves expressing genes of interest were harvested five days post-infiltration, lyophilized, extracted with EtOAc, and analyzed directly by GC-MS, as described in Supplementary Appendix. Qualitative and quantitative metabolite analysis were performed on an Agilent GC (7890B)-MSD (5977A) equipped with a robotic multipurpose autosampler (MPS) and a Zebra-5HT INFERO capillary column (35-m, 0.25-mm, 0.1-μm film thickness; phenomenex).

3.4.4. Isolation of Sesterterpenes Following Large-Scale Vacuum-Infiltration of *N. benthamiana* Leaves.
*A. tumefaciens* LBA4404 harboring expression constructs for the relevant GFPPSs and STSs were infiltrated into *N. benthamiana* leaves as described previously [34], with slight modifications using a custom-built vacuum infiltration system (Supplementary Appendix). Leaves of *N. benthamiana* expressing desired constructs were harvested five days post-infiltration, lyophilized, and extracted with n-hexane. Pure compounds 2-9 and 14-16 were isolated from the extract as described in Supplementary Appendix.
3.4.5. Chemical Synthesis of Sesterterpene Derivatives (10-13) for X-Ray Diffraction Analysis.

Compounds 10, 12, and 13 were synthesized by epoxidation of sesterterpenes 2, 4, and 5 with meta-chloroperbenzoic acid. Enone 11 was synthesized by allylic oxidation of compound 3 with pyridinium dichromate and tert-butyl hydroperoxide in dichloromethane (Supplementary Appendix).

3.4.6. Structural Characterization of Sesterterpenes by NMR and Other Spectroscopic Techniques.

Standard 1D and 2D NMR spectra, including 1H, 13C, DEPT135, COSY, HSQC, HMBC, and NOESY were acquired on a Bruker 400-MHz Topspin NMR spectrometer. All signals were acquired at 298K. Samples were dissolved in CDCl3 or benzene-d6 for data acquisition and calibrated by referencing to either residual solvent 1H and 13C signal or TMS. Detailed structural assignments and tabulated NMR data for compounds 2-16 are presented in Supplementary Appendix and Supplementary Table S1-S15. Optical rotations of compounds 2-16 were measured in benzene using a PerkinElmer Polarimeter (Model 341) with a 100-mm path cell (1 mL) at 20°C and converted to specific optical rotation using equation $[\alpha]_{20}^D = 100 \times$ (measured optical rotation)/concentration (g/100 mL).

3.4.7. Single Crystal X-Ray Diffraction Analysis.

Single-crystal X-ray analysis was carried out for 7, 8, 9, 10, 11, 12, and 13 on a Bruker D8-QUEST instrument equipped with a PHOTON-100 area detector and Incoatec IμS Cu microsource (wavelength=1.5418 Å, beam diameter at the crystal approximately 100 μm). Crystals were mounted on an X-ray transparent loop (Mitegen) using an inert oil and cooled to 180(2)K using an open-flow N2 cryostat. Data was collected and processed using the APEX3 software package (Bruker). Structures were solved and refined using SHELXT and SHELXL (Bruker). In the absence of any significant anomalous scatterers, reliable indications of the absolute structure could not be obtained by conventional refinement of the Flack parameter. However, Bayesian statistical methods [35] indicate the following probabilities that the absolute structure is correct, under the assumption that the crystal is enantiopure (p2(true)): 7 0.886, 8 0.980, 9 0.682, 10 1.000, 11 1.000, 12 1.000, and 13 0.745. See Supplementary Dataset S4 and S5 for crystal structures and crystallographic raw data of compounds 7-13.

3.4.8. Sequence Comparisons and Homology Modeling.

Amino acid sequences of AtTPS17, -18, -19, -25, -30, Cr237, and Bo250 were aligned using Uniprot (www.uniprot.org/). Homology models of AtTPS18 were generated on modeling server Phyre2 (www.sbg.bio.ic.ac.uk/phyre2/html/page.cgi?id=index) using the crystal structure of 5-epi-aristolochene synthase as template.Docking of STSs substrate GFPP was performed using Autodock4.0 and AutoDockTool developed by The Scrippps Research Institute [51].
3.4.9. Mutagenesis of AtTPSs 17, -18, -19, -25, and -30.

Site-directed mutagenesis was performed by PCR amplification using the entry vector pDONR207 harboring the wild-type genes as templates and the mutated complementary sequences as primers, as listed in the Supplementary Appendix, Supplementary Table S17. Mutagenized genes were Gateway-cloned into the pEAQ-HT expression vector, transformed into LBA4404 and coexpressed with LBA4404/GFP PS1 in our transient tobacco expression system, as described in Cloning and Transient Expression, above.

3.4.10. Quantum Chemical Calculations.

All quantum calculations were performed with the GAUSSIAN09 software suite. Geometries were optimized using the B3LYP density functional theory method and the 6–31+G(d,p) basis set. All stationary points were characterized as minima or transition-state structures using frequency calculations. All reported energies include zero-point energy corrections (unscaled) from these frequency calculations. mPW1PW91 single-point energies were calculated for all structures [52]. These methods are well established for examining carbocation rearrangement reactions [44]. Structures of intermediate carbocations, transition state structures, and corresponding coordinates are presented in Supplementary Dataset S3.
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Chapter 4

MIBiG 2.0: An Improved Reference Database of Experimentally Validated BGCs

Following the transformative developments in genome sequencing and analytical chemistry technologies at the turn of the 21st century, a large number of experiments characterized the molecular mechanisms (i.e., BGCs) responsible for the production of many natural products. This trove of knowledge was initially scattered across literature, making it difficult to use for systematic analysis of uncharacterized BGCs. In 2015, the Minimum Information about a BGC (MIBiG) repository was created, providing manually curated information of 1,170 BGCs and their chemical products. In this chapter, we present MIBiG 2.0, a large update that includes 851 new entries and a major reworking of the database architecture. Altogether, the new version presents a significant quality improvement of the database, equipping it for the increasingly large numbers of sequenced genomes and metagenomes.

Published as:


* shared first authorship
4.1. Introduction

Plants, microbes and fungi produce a large variety of specialized metabolites that are often uniquely found in one or a few species. From the dawn of civilization, humans have tapped into this treasure trove for medicinal, economic or recreational purposes. Within the last decade, genome-based discovery of specialized metabolites has become a widely adopted practice within both the scientific community and commercial settings. The magnitude of these efforts is continuously growing because of the ongoing increase in availability of genome and metagenome assemblies in public databases. These sequences can be mined for the presence of Biosynthetic Gene Clusters (BGCs): multi-enzyme loci that encode the biosynthetic pathways for one or more specific compounds.

Thousands of candidate BGCs have thus been identified using computational tools such as antiSMASH [1] and ClusterFinder [2]. Databases like IMG-ABC [3] and antiSMASH-DB [4] store many thousands of such computationally predicted BGCs, potentially coding for a very diverse range of natural product classes. To unravel the function and novelty of current and future candidate BGCs, knowledge on previously characterized BGCs is essential. This calls for a standardized deposition and extraction of BGCs associated with molecules of known chemical structure, as this relevant knowledge is usually buried inside the text of scientific articles.

A first step to this end was taken in 2013, when ClusterMine360 [5] appeared, the first database of BGCs with known products, containing data on around 300 gene clusters. In 2015, the MIBiG (Minimum Information about a Biosynthetic Gene Cluster) Data Standard and Repository was established, containing 1,170 BGC entries that were manually curated through a community effort, the results of which could be accessed via a fairly simple web application [6]. Now, the MIBiG repository has become a central reference database for BGCs of known function, and provides the basis for comparative analyses in antiSMASH via its KnownClusterBlast module. It has enabled many computational analyses of BGC function and novelty central to both small and large-scale studies of microbes and microbial communities. For example, Crits-Cristoph et al. [7] recently used MIBiG to assess and highlight the exceptional novelty of BGCs across 376 metagenome-assembled genomes of uncultivated soil bacteria from understudied phyla, by showing that most of these BGCs lacked any homology to gene clusters from MIBiG. Similarly, Bahram et al. [8] used homology searches against MIBiG to identify fungal BGCs associated with antibacterial activity across 7,560 metagenomic samples, based on a set of MIBiG gene clusters whose products could be annotated with this activity; thus, they were able to show that the abundance of such “antibacterial” BGCs correlated with the presence of antimicrobial resistance genes across soils. Yet another usage is illustrated by the ClusterCAD tool [9], which sources BGC data from MIBiG as a starting point for the computer-aided design of new biochemical pathways.
Figure 4.1. Distribution of taxonomic kingdoms and biosynthetic classes for all BGCs present in and added to MIBiG 2.0. Statistics are taken after the restructuring effort, and include retired entries. New entries are depicted in light green. Only (hybrid) classes comprising more than one BGC entry are listed in the figure. The intersection diagram is generated using the UpSetR tool [10].

Here, we provide an updated MIBiG version 2.0, which has been significantly expanded through the addition of 851 new entries over the past five years (Figure 4.1). Moreover, we performed extensive re-annotation of the entire database, increasing the overall data quality by improving the data schema, by adding hundreds of literature references and chemical structures and by providing cross-links to recently emerged databases of chemical structures and analytical data. Finally, we added useful functionalities to the online repository to make it more user-friendly, by enabling fast filtering based on compound names, taxonomic identifiers or biosynthetic classes, and facilitating the building of Boolean queries.
4.2. Methods and Implementation

4.2.1. Manual curation of entries
Since its inception in 2015, MIBiG has provided an online submission form for adding new entries. To submit a new entry, a user starts by requesting a MIBiG accession number. This is done through submitting the product name(s) and the sequence information of the BGC, preferably in the form of a set of coordinates corresponding to the BGC’s position within an NCBI Genbank accession. After the request is approved by MIBiG staff, the workflow subsequently provides an extended entry form where users can input more detailed information. This crowdsourcing, open-for-all approach has garnered 140 new entries since 2015, with contributions coming from various experts all over the world.

Because not all newly characterized BGCs are submitted to the database, we actively complemented this crowdsourcing approach by periodically organizing in-house “Annotathons”, where multiple scientists sat together for an entire day to work on MIBiG curation (Supplementary Table S1). This has yielded 702 new entries, and annotation quality improvements for over 600 BGCs.

More recently, we have introduced an additional MIBiG curation process into the classroom environment with the help of a comprehensive and very specific set of guidelines for the students [11,12]. By giving one task to multiple students to work on independently, and later on having an expert (the teacher) to combine and validate the results, we have generated an additional 10 high quality BGC entries, for actinomycin, carbapanem, daptomycin, ebelactone, lipstatin, nocardicin A, obaflourin, oxazolomycin, salinosporamide and tabtoxin. Scaling up this process in the future may allow the annotations of many more important entries, which have remained incomplete, because, e.g. the scientists who have worked on the pathway are no longer active in the field.

4.2.2. Data quality improvements
The MIBiG specification needs to capture the architectural and enzymatic variety present in currently described BGCs, and needs to stay flexible enough to also accommodate future discovery of even more diverse clusters and metabolites. In the initial MIBiG release in 2015, we relied only on the cluster submission form to aid annotators in creating valid entries. Now, we also adopted the JSON schema description and validation technology (https://json-schema.org) that was recently made available, which enables us to embed validation and dependency rules into the schema. This can then be processed programmatically via libraries implemented in almost all popular programming languages.

After implementing the JSON schema updates, we performed a thorough data quality assessment of the entire repository, fixing empty or mistyped information in the data, removing duplicate entries, adding and correcting structural information, adding new entries, and retiring entries we deemed of insufficient quality, e.g., when the sequence assembly does not cover the full DNA
sequences of the cluster region, effectively removing spatial context from the BGC data (Supplementary Table S2).

Finally, additional cross-links have been established with the Natural Products Atlas (https://www.npatlas.org/) and the GNPS spectral library [13]. This enables users to acquire information about specialized metabolites with structures similar to those found in MIBiG, and to identify mass spectra linked to a specific molecule of interest. These additions further complement the already existing links with PubChem [14] and other compound databases. Connections were made according to compound names and structures matching between the annotated BGCs and the chemical databases.

4.2.3. The new database architecture

Previously stored in a collection of static HTML pages, the MIBiG data has now been migrated into a relational database. This setup allows users to query the metadata, using either a simple search form or an interactive query builder that assists in building more complex queries. A REST-like web API (https://github.com/mibig-secmet/mibig-api/) handles access to an underlying PostgreSQL (https://www.postgresql.org/) database. A single-page web application written in AngularJS (https://angularjs.org/) runs the user interface allowing users to browse a repository overview, view statistics about the clusters in the database, or run metadata queries. The individual BGC pages are generated using a customised antiSMASH5 model that sideloads a MIBiG annotation file (in JSON format). Annotations generated by antiSMASH are also produced alongside the manually curated MIBiG information.

4.3. Results and Discussion

4.3.1. BGC diversity

The MIBiG repository version 2.0 encompasses 2,021 manually curated BGCs with known functions, which is a 73% increase from the original 1,170. Categorically, there are seven structure-based classes: “Alkaloid”, “Nonribosomal Peptide (NRP)”, “Polyketide”, “Ribosomally synthesised and Post-translationally modified Peptide (RiPP)”, “Saccharide”, “Terpene”, and “Other”. These classes may overlap, as in the case of Polyketide-NRP hybrids such as Rapamycin (BGC0001040) and Bleomycin (BGC0000963). The “Other” category includes cyclitols like cetoniacytone A (BGC0000283), indolocarbazoles like rebeccamycin (BGC0000821) and phosphonates like fosfomycin (BGC0000938). MIBiG is currently mostly populated with entries of the Polyketide (825 BGCs) and NRP (627 BGCs) classes. Hybrids of these classes are also prominently featured. Proportionally, the new entries also contain a lot of Polyketides and NRPs, together comprising more than half (59%) of the batch. Taxonomically, BGCs in MIBiG have mostly bacterial or fungal origins (in particular, the genus Streptomyces is the most prominent with 568 BGCs, followed by Aspergillus at 79 and Pseudomonas at 61), with only nineteen coming from plants.
4.3.2. Annotation completeness

BGCs in MIBiG start with a “minimal” annotation, meaning that it consists only of locus information (Genbank accession and coordinates of the cluster), a compound name, and at least one reference publication. Detailed information such as compound structures (stored as a SMILES string), class-specific attributes (e.g. Polyketide synthase (PKS) modules), are usually, but not always, present. Prior to the schema restructuring, there were 2,021 BGCs, of which 770 did not have any chemical structure of their product(s) associated with them, and 500 had missing or incomplete properties. With the results of all manual re-curation efforts compiled into the dataset, we have incorporated new structure information for 220 BGCs, solved most of the issues with incomplete properties, and retired some BGCs of low annotation quality (Supplementary Table S2). (These retired entries are still available for download.) An overview of the updates is shown in Table 4.1 below.

Table 4.1. Annotation completeness of BGCs in MIBiG 2.0 before and after the restructuring effort.

<table>
<thead>
<tr>
<th></th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entries without structure information</td>
<td>770</td>
<td>550</td>
</tr>
<tr>
<td>Entries with incomplete properties</td>
<td>500</td>
<td>18</td>
</tr>
<tr>
<td>● No reference publication</td>
<td>148</td>
<td>11</td>
</tr>
<tr>
<td>● Values unknown to the schema</td>
<td>235</td>
<td>0</td>
</tr>
<tr>
<td>● Others</td>
<td>158</td>
<td>7</td>
</tr>
<tr>
<td>Retired entries</td>
<td></td>
<td>105</td>
</tr>
<tr>
<td>● Duplicate BGC</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>● Poor sequence quality</td>
<td></td>
<td>70</td>
</tr>
<tr>
<td>● Poor annotation quality</td>
<td></td>
<td>24</td>
</tr>
</tbody>
</table>

4.3.3. A new online repository

The overall design of the old repository has been thoroughly refreshed. Rows in the “Repository” page can now be filtered and sorted based on annotation metadata, such as species names or biosynthetic classes. The BGC page itself takes advantage of the modernized, well-organized look of antiSMASH5 [1]. Annotation data are now organized into their own category tabs, e.g. “General”, “Compounds”, “History”, “Polyketide”, “NRPS” and so on (Figure 4.2). Some new functionalities were also introduced to the main page. “Statistics” displays a real-
time overview of the database, such as compound class distribution, taxonomy, and annotation completeness. “Search” provides users the ability to build complex queries based on MIBiG metadata, for example “find all complete RiPP BGCs from the genus Streptomyces”.

Figure 4.2. The new per-BGC overview page. The locus overview (top-left) section allows panning, zooming, or highlighting specific genes, for which the information would be displayed in the gene details (top-right) section. In the lower section, the “Compounds” tab is currently selected, showing all compound-related information of the BGC, such as chemical structure, molecular formula, or linked databases. Other data is linked to other specific tabs.

4.4. Data Availability

The MIBiG Repository is available at https://mibig.secondarymetabolites.org/. There is no access restriction for academic or commercial use of the repository and its data. The source code components, JSON-formatted data standard, and SQL schema for the MIBiG Repository are available on GitHub (https://github.com/mibig-secmet) under an OSI-approved Open Source license.
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Chapter 5

Lessons for the Development and Curation of Microbial Natural Product Databases

Natural product (NP) discovery has always been an interdisciplinary effort involving the integration of multiple fields of study. Complementary to BGC databases like MiBiG and AntiSMASH-DB, the last decade (2010-2020) was also marked by the emergence and increasing usage of metabolomics and chemical structures/properties databases of NPs. In this chapter, we provide a brief review of relevant databases for microbial NP discovery from this era. Being involved in developing and maintaining some of the mentioned databases ourselves, we also discuss the challenges and opportunities of biological database curation and integration as we embrace the new age of “big omics”.
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5.1. Introduction

Information management remains a central limitation in natural products science. Access to comprehensive, structured, freely available repositories containing key data allows researchers to determine what has been found to date, understand how previous discoveries relate to new findings, and identify how new results fit into the broader picture of natural products diversity and biosynthesis. In this review we will present the current landscape of databases for microbial natural products science, and discuss how to address the challenges and limitations facing the field as we move towards the implementation of large, comprehensive, integrated data architectures for natural products data and metadata.

5.1.1. A brief history of natural products data management

Although we now take for granted the rapid, facile access to electronic data on natural products, this is a relatively recent development (Figure 5.1). Prior to the 1990s, there were essentially no online scientific databases containing information on natural products. Instead, most data management strategies involved the laborious transcription of key data from print journals to index cards for use in individual laboratories. It cannot be overstated how much this lack of access to comprehensive, ordered datasets has negatively impacted our field. Asking senior researchers about historical data management approaches yields a litany of stories describing painful days spent chasing information through the print literature. These stories include such historical curiosities as punch cards, 8” floppy discs, photocopier accounts, suitcase sized laptops, and early mainframe computers.

During this period, numerous print reference books were maintained that collated key data from the scientific literature. Of particular note were the Chemical Abstracts series, the Ring Systems Handbook [1], Fungal Metabolites volumes 1 and 2 [2,3], the Handbook of Antibiotic Compounds (volumes 1–14) [4] and the Encyclopedia of Antibiotics [5].

Searching through such compendia was inherently slow, and instances of rediscovery were common. To reduce redundant effort by individual researchers, many organizations began to develop their own in-house data collections. A
representative example of this type of resource is the system developed by the pharmaceutical company Lederle Laboratories beginning in the early 1960s, as described by Dr Guy Carter:

“Lederle Laboratories maintained its own database, dubbed the Antibiotic Properties file, of which we were very proud. The database consisted of a series of three-ring binders, arranged in alphabetical order, holding a single page of information on each antibiotic including structure (if known, and a surprising number were not), biological spectrum and any other bio data, like cytotoxicity, and chemical properties that were known, like elemental analysis, mw and most importantly a UV spectrum - frequently xeroxed from the original paper and pasted on the form. The database was maintained by the Lederle library staff, and was compiled by Lederle retirees, who were hired to review the literature for new compounds - quite a system!”

In the 1980s, several important electronic resources began to emerge. CAS and Beilstein began developing the large-scale literature databases that have become SciFinder and Reaxys. Initially these tools had very strict fee-for-search models that often limited the number of searches that researchers could perform in a given month. Gradually, this evolved to the institution subscription model we know today. In the area of natural products, two academic efforts are of particular note. Professor Hartmut Laatsch created AntiBase, a database of microbial natural products, while Professors John Blunt and Murray Munro created MarinLit, a database of articles on marine natural products. Both resources were originally available on CD-ROM by paying an annual subscription to the developers to support development costs.

Commercial publishers were also developing electronic databases. For example, CRC Press began to publish the Dictionary of Natural Products which also came with a CD-ROM containing a basic search engine. These various electronic resources developed incrementally over the following decades, and remain the reference tools of choice for many natural products research groups around the world today.

5.1.2. A new age in natural products discovery

The early 2010s were marked by the emergence of new tools that made data-centric methods accessible to the ‘average’ natural products scientist; one without a dedicated training in programming or computer science. Examples of such tools include NaPDoS [6] and eSNaPD [7] for assessing the biosynthetic diversity of microbial strains, FuSiOn [8] for the de novo prediction of compound modes of action, and iSNAP [9] for the dereplication of non-ribosomal peptides from mass spectrometry data.

One tool that had a significant impact on the adoption of new data technologies was antiSMASH [10]. First released in 2011 [11], antiSMASH provided a simple, freely accessible web interface for the identification of biosynthetic gene clusters (BGCs) from genomic sequence data. The natural products community quickly recognized the power that such analyses could bring to many aspects of their
research programs, and antiSMASH became a mainstay tool for many natural product programs. Instead of requiring subject experts to scan raw sequence data by hand, antiSMASH offered users a straightforward mechanism to generate initial automated annotations, which could then be prioritized for further investigation. The accessibility and power of this new resource set the tone for natural product tool development, and generated an immediate demand for new tools that would provide the same level of functionality in other areas of natural products.

5.1.3. Data storage, dissemination and collaboration

The exponential growth in omics research and so called “Big Data” is self-evident. The world’s data volume has grown from about 1.5 zettabytes (ZB, 10^21) in 2009 to a projected 44 ZB by 2020 [12]. Current models suggest that the global data volume will reach 175 ZB by 2025 [13].

In this age of internet and digital information, there is an increasing need to store and share not only raw experimental data but also analysis results, processed data, research protocols, knowledge materials and scientific findings. Gone are the days where scientists spent days scouring the library for answers and waiting for the next delivery of printed journals to keep track of what was happening in their field. Nowadays, people can disseminate, query, and even collaborate on research data with others around the globe in real time and in a large-scale fashion (e.g., crowdsource efforts). In this modern approach to science, databases play an essential role in ensuring that the data being generated are stored, processed, presented and shared in the most effective means.

To enable effective data storage and collaboration, databases should adhere to FAIR (findable, accessible, interoperable and reusable) principles in their implementation [14]. This is particularly important for the inclusion of researchers from developing nations, where subscription cost for commercial tools can present an insurmountable barrier to access. Many companies provide mechanisms for reduced cost or free journal access to researchers from selected countries, but for low-to-middle income countries that are not included, data access remains a significant barrier to scientific development. This barrier can be significantly reduced by creating high-quality FAIR-compliant resources.
5.2. Databases for microbial natural products research

5.2.1. Chemical structure and properties databases

The current landscape for natural product structural databases is highly fragmented. A recent comprehensive review by Sorokina and Steinbeck [16] lists an astonishing 122 resources for natural product structures developed since the year 2000. This list includes both commercial and non-commercial repositories, covering a wide range of source organisms and geographic locations. However, despite the breadth of natural product databases available, the options for microbial natural product scientists are surprisingly limited. From the 122 resources, only fifty permit access to the full set of structures. Of these, eleven contain entries for bacterial natural products, and only three (NPASS, StreptomeDB and the Natural Products Atlas) permit filtering by taxonomic origin to extract only the microbially-derived compounds. These three resources therefore currently represent the best freely available sources of information on microbial natural products structures Figure 5.2.
NPASS [17] (http://bidd.group/NPASS/) is a recently developed natural products database (2018) designed to provide both source organisms and biological activities for natural products. It contains partial coverage of the chemical space of natural products from several taxonomic sources, including plants, invertebrates and microorganisms. In total it contains 35,032 compounds, of which approximately 9,000 are microbial in origin.

StreptomeDB [18] (http://www.pharmbioinf.uni-freiburg.de/streptomedb3/) is a targeted database that focuses exclusively on the bacterial genus Streptomyces. Recently updated in 2020, it contains 7,125 compounds with source organism information, as well as some bioactivity and spectral data.

The Natural Products Atlas [19] (http://https://www.npatlas.org/) is a new resource (2019) designed to provide comprehensive coverage of all microbially-derived natural product structures. It currently contains 25,523 compounds (v2019_12) and is under active development. It features bi-directional links to two other natural products resources; the MIBiG database of biosynthetic gene clusters and the GNPS database of natural products mass spectra.

In addition to open source databases, a number of high-quality commercial platforms are available. Of these, the Dictionary of Natural Products (DNP), MarinLit and AntiBase are the most well established, although AntiBase was last updated in 2014. All three of these databases are large (>30,000 compounds) and contain rich metadata. They have broad coverage of the published literature and are generally very accurate. However, they have high annual subscription costs and do not permit bulk export of structural data or other information to external applications. This limits their utility to individual searches and precludes their integration with other natural products-based data resources.

DNP (http://dnp.chemnetbase.com/) contains over 290,000 entries (accessed Feb. 2020) and includes natural products from all major source organism groups, as well as physicochemical and biological data. The database is continually updated through an extensive process of manual curation by subject experts, ensuring high data quality standards. However, spot checks on the dataset based on compound names suggest that coverage is not universal, even for some well-known compound classes (e.g., abyssomicins).

MarinLit (http://pubs.rsc.org/marinlit/) is a literature database of marine natural products, including structures, taxonomy, and reports on total synthesis for 35,015 compounds (accessed Feb. 2020). It includes compounds from invertebrates and algae, as well as 8,082 compounds from marine-derived microorganisms. Impressively, this database is updated almost daily, making it the most contemporary resource in this area.

The Dictionary of Antibiotics and Related Substances [20] is a reference text of over 2,000 pages listing all known naturally occurring antibiotic substances (>10,000). It was recently updated (2013) from the original edition from the 1980s, and now includes many entries from the BMIC database, which was maintained
for many years by Dr Janos Berdy and was the foundational database for the Handbook of Antibiotic Compounds. It is accompanied by a searchable CD-ROM.

There also exist numerous natural products databases from biotech and pharmaceutical companies, as discussed before. Unfortunately, many of these are difficult, if not impossible, to obtain. Most are not under active development, and are archived in only physical formats, or in legacy database structures. Despite willingness from some companies to release these data to the wider community, access can be precluded by practical challenges such as completing liability release documentation; a task of typically low priority for legal departments.

Finally, it is worth mentioning the natural products coverage of the two largest chemical literature databases; Scifinder and Reaxys. Both of these platforms include the majority of compounds from the natural products literature. However, neither is particularly well suited to natural products-based queries beyond simple structure searches. Scifinder does not include any flags identifying compounds as natural products, making it impossible to separate natural products from synthetic compounds. Reaxys does include the term "Isolated from Natural Source" but many known natural products are not annotated with this flag, meaning that searches performed using this filter are not comprehensive.

5.2.2. Biosynthetic gene cluster databases

As the rate of BGC discovery began to accelerate in the early 2000s, the biosynthesis community faced many of the same challenges that had been encountered by the natural products structure elucidation community thirty years earlier. In particular, information about BGC discovery was becoming scattered across the scientific literature, or stored in a less structured manner in genomic databases such as NCBI GenBank. As with structure-based discovery, this limited the possibilities for cross-linking between resources and prevented programmable access to exploit the knowledge within. To address this issue, several databases of BGC data have been developed.

**ClusterMine360** [21] ([http://clustermine360.ca](http://clustermine360.ca)): Made available in 2013, ClusterMine360 was one of the first platforms to venture in to the task of cataloguing the information on experimentally validated BGCs with known products. Focusing on the Nonribosomal Peptide (NRP) and Polyketide (PK) classes, it contains 300 BGCs linked to their chemical products. While initially prepared for continuous expansion via user-submitted annotations, it seems that the total number of BGCs covered by the database has not increased significantly since its initial release.

**DoBISCUIT** [21] ([http://https://www.nite.go.jp/en/nbrc/genome/dobiscuit.html](http://https://www.nite.go.jp/en/nbrc/genome/dobiscuit.html)): Released around the same time as ClusterMine360, DoBISCUIT published an initial collection of 72 known PK BGCs. Unfortunately, the database is no longer accessible, although its main page is still active and shows a final log of 108 BGCs recorded on 27 December 2016.
MIBiG Repository [22] (http://https://mibig.secondarymetabolites.org): In 2015, a coordinated effort of more than 150 natural product scientists resulted in the publication of the Minimum Information about a Biosynthetic Gene Cluster (MIBiG) data standard and repository for known and experimentally characterized BGCs. Holding information on more than a thousand of characterized BGCs, MIBiG was quickly adopted by the community as a central reference database for BGC data. Notably, antiSMASH automatically compares each detected BGC to all reference gene clusters from MIBiG. Four years after the initial release, in 2019, a second iteration of both the database and schema was announced, highlighting an accumulated total of 2,021 BGC entries and a major overhaul of its online repository infrastructure. MIBiG contains only BGCs which have been experimentally verified to be responsible for the production of one or more known natural products. MIBiG entries are also subject to extensive manual curation and annotation by both the developers and the scientific community, further increasing the information content and data quality in this repository.

IMG-ABC [23] (http://https://img.jgi.doe.gov/cgi-bin/abc/main.cgi): Taking advantage of the Joint Genome Institute (JGI)'s extensive bacterial genomic platform, IMG/M, the IMG-ABC sets out to be the most comprehensive and feature-rich database of known (indirectly sourced from MIBiG) and computationally predicted bacterial BGCs. Prior to IMG-ABC v5, the database comprised a total of more than one million BGCs predicted using both antiSMASH and the ClusterFinder [24] algorithm. The latter approach has since been dropped in favour of the more stringent but more “high-confidence” BGC class detection of antiSMASH 5. This has resulted in a drop of total BGCs provided by IMG-ABC, with 410,558 BGCs available as of 29 June 2020.

An important detail to note is that, due to the JGI's Data Usage policy (https://jgi.doe.gov/user-programs/pmo-overview/policies/), it is not advisable to do bulk-analysis and publication of IMG-ABC's data as some of the genomes may still be under embargo. In the future, we recommend that IMG/M (and IMG-ABC) should follow the footsteps of their fungal genome database counterpart, MycoCosm [25] (https://mycocosm.jgi.doe.gov) to provide a simple filtering of embargoed genomes, thus enabling a “safe” bulk-download and analysis of their data.

AntiSMASH Database [26] (http://https://antismashdb.secondarymetabolites.org): The antiSMASH database (antiSMASH-DB) was initially released in 2016 by the same team who developed antiSMASH to act as a central repository for pre-computed antiSMASH runs. In contrast to the IMG-ABC, antiSMASH-DB aims to provide a limited, dereplicated list of putative BGCs sourced from the highest quality bacterial genomes. For sets of highly similar genomes (e.g., thousands of *Escherichia coli* genomes with only a few single nucleotide polymorphisms), representatives have been picked instead of providing results for all strains individually. One key reason to do this is to provide a seamless integration with antiSMASH via its “ClusterBlast” module, which performs a sequence comparison of each detected BGC with those in the database. Following its second release in 2018, antiSMASH-DB harbours a total of 152,106 BGCs pre-
calculated from 24,776 bacterial genomes (of which 32,548 BGCs were derived from 6,200 complete genomes) from the NCBI RefSeq database [27]. The upcoming third release will include BGCs from high-quality fungal genomes as well.

5.2.3. Databases for metabolomics and analytical chemistry

A number of resources for the sharing and analysis of metabolomics data have arisen in the last decade. Many of these resources focus around the FAIR sharing of data to enable more productive natural products discovery, and are not limited to the scope of microbial natural products science.

The Global Natural Products Social molecular network [28] (http://https://gnps.ucsd.edu/): The GNPS system is an ecosystem for sharing and analyzing tandem mass spectrometry data. It is built on the MassIVE platform, and features an impressive suite of internally connected tools. It also provides functionality for complete data lifecycle management, from data acquisition through to publication. One of the most popular features is molecular networking, which enables the visualization relationships between spectra from MS/MS experiments. Data submitted for analysis in GNPS are organized into datasets, which can either be kept private or made public. To date there are 1,413 public datasets available online (accessed 24 February 2020). In addition, GNPS houses a number of public MS/MS spectral libraries, containing 74,130 annotated spectra.

MetaboLights [29] (http://https://www.ebi.ac.uk/metabolights/): MetaboLights is a database run by EMBL-EBI that was originally created in 2012, and overhauled in 2019. It is a database for metabolomics data with capabilities for storing and reporting on a large variety of data types, including NMR, GC/MS, LC/MS, as well as metabolite structures, their reference spectra, and biological roles. MetaboLights is the recommended repository for metabolomics data for a number of journals based on the FAIRsharing initiative (https://fairsharing.org/biodbcore-000168/).

5.2.4. NMR metabolomics

A recent comprehensive review by McAlpine et al. [30] established the state of NMR dereplication with respect to the field of natural products. The review demonstrates that there remains an urgent need for a comprehensive and open data exchange of NMR data for natural products. Following publication of this review, the National Center for Complementary and Integrative Health and the Office of Dietary Supplements at the NIH in the US initiated a call for proposals to develop such a resource [31]. This call resulted in the establishment in 2020 of the Natural Products Magnetic Resonance Database (NP-MRD; www.np-mrd.org) which aims to create an open access repository of experimental and calculated spectra for natural products structures.
In addition to this new initiative there are a number of current databases and tools which have addressed this problem with both experimental and predicted NMR spectra.

**NAPROC-13** [32] ([http://c13.usal.es/](http://c13.usal.es/)): NAPROC-13 is a database which contains $^{13}$C NMR spectra for over 6,000 natural product compounds. The database has a web interface allowing for rapid identification of compounds present in complex mixtures, as well as providing structural information useful for novel structure elucidation.

**NMRshiftDB** [33] ([https://xn--nmrshidb-vs49b.nmr.uni-koeln.de/](https://xn--nmrshidb-vs49b.nmr.uni-koeln.de/)): NMRshiftDB contains many similar features to NAPROC-13 as well as NMR from other nuclei. However, it is not exclusive to natural products chemistry.

**Biological Magnetic Resonance Data bank** [34] ([http://www.bmrb.wisc.edu/](http://www.bmrb.wisc.edu/)): BMRB contains a wide variety of experimental and simulated NMR data from proteins, peptides, nucleic acids, and other biomolecules. BMRB is not exclusive to microbial natural products, and also contains data from all realms of natural products and metabolomics. BMRB also maintains a library of NMR pulse sequences and computational software for biomolecular NMR.

**Human Metabolome Database** [35] ([http://https://hmdb.ca/](http://https://hmdb.ca/)): HMDB is an open-access database which provides detailed information about metabolites found in the human body, thus including those essential to the human microbiome. Many metabolites also contain experimental 1D and 2D NMR spectra, freely available for download.


### 5.3. Database curation and usage

#### 5.3.1. Practical challenges for database users

Surprisingly, it remains very difficult to compare data between resources in this area. Chemical structure and compound name are the common terms connecting many of these databases. In principle it should be possible to associate data from one resource (e.g., BGC) with data from another (e.g., NMR or MS data) via the chemical structure. In practice however, there is no agreed upon standardization method for chemical structures which provides a unique, machine readable structural representation without information loss. For example, several SMILES strings are possible for a single structure, standard InChI representations do not retain information on preferred tautomers, and MOL files are large blocks of text that are unwieldy to store in most database formats. These issues mean that
databases typically align poorly by structure without significant additional manual curation.

Compound names are similarly challenging. Small changes in punctuation, the inclusion and encoding of special characters, or the absence of trivial names for many compounds in the literature all contribute to poor overlap between resources. This is further complicated by the assignment of new synonyms for existing compounds and, occasionally, the erroneous assignment of the same name to multiple structures. To add further complication, some compound classes receive several different parent names, often in an attempt to increase the visibility of new discoveries. Conversely, some researchers use the same parent name for all compounds isolated from a given organism, regardless of structural relatedness. Both of these issues complicate the grouping of related structures based on trivial names.

Some resources have invested substantial effort in improving interoperability. For example, the NPAtlas and MIBiG teams have manually reviewed every entry in the MIBiG database and identified the appropriate Natural Products Atlas entry in each case. These two resources now include bi-directional links between data pages, and offer exportable tables that list links between primary keys in each platform. Similar links have been set up with the GNPS platform.

Investing similar effort to align other key resources by structure could have a significant impact on the development of new cross-discipline discovery tools. An example of an effective cross-referencing system is provided by UniChem [37], a system set up by the EMBL-EBI to connect chemical structures across multiple databases by assigning a UniChem identifier to each unique chemical structure, and linking this identifier to all the databases affiliated with the UniChem system.

5.3.2. Practical challenges for database creation and management

The current publishing model is not well suited to large-scale database creation and maintenance. Each journal has its own format and data requirements, and no journals produce standardized, machine readable files containing key primary data (Figure 5.3). Rather, these data are often provided as supplementary materials in a wide variety of formats. Deposition of data to public resources (e.g., depositing biosynthetic gene clusters with NCBI) is valuable, but accession numbers must still be extracted manually from the methods or data availability sections of the papers, slowing the rate of data curation.

For chemical structures, the situation is even more difficult. Most authors do not deposit new structures to public databases (e.g., PubChem [38] or ChEBI [39]), meaning that structures start as computerized representations (e.g., ChemDraw files) are reproduced by journals as flat images in PDFs, and must then be manually re-entered in machine readable formats. This medieval approach to information dissemination is a significant barrier to data integration efforts, and one that the community must urgently address. The American Chemical Society style guide includes a clear summary of many of the challenges surrounding machine interpretation of printed structures [40].
We propose that editors require a SMILES string in the manuscript for every new compound, as an additional component of the experimental data section. Although this is not a substitute for a separate structured data file (e.g., MDL SDF or structured JSON), it is easy to implement and would improve the digitalization of natural products research results by increasing structure availability and reducing error rates caused by manual re-entry of compound structures. Initiatives of some journals, such as Nature Chemical Biology [41], to collect such data and automatically submit all published structures to the PubChem database in a computer-readable format show that this is feasible.

For BGCs the problem is sometimes even worse as, unlike chemical structures, digital representations of BGC sequences cannot be reconstructed from images in a paper. Hence, deposition of the data to a public repository is absolutely required in order to assess a scientific paper on its merits, and to reproduce and leverage these results. The fact that many journals, even highly regarded ones such as the Journal of the American Chemical Society, regularly publish papers on BGCs without the sequence being made available anywhere is highly problematic. As is the case for proteins, we feel that it is imperative that accession numbers to GenBank entries containing the BGC are explicitly mentioned in the paper. When a BGC is characterized from a genome sequence previously published by another research group, authors should refer to the accession number of that genome and the coordinates of the BGC within it, or at least provide locus tags of the genes or accession numbers of the encoded proteins, to allow readers and database developers to find the underlying data.

Ideally, every database should relate each data point to the appropriate reference from which these data were derived. This would allow users to evaluate data more carefully than aggregated datasets where data provenance is unknown. Fortunately, the digital object identifier (DOI) system provides a unique identifier for journal articles that is easily converted to a hyperlink to each article and provides a simple method for storing article information. Frustratingly however,
some publishers have not assigned DOIs to their legacy article collections. Because DOIs are not universally assigned, database systems must therefore handle both DOIs and full reference data (journal, volume, issue, pages). With the advent of e-journals that use non-standard citation formats, this has quickly become a complicated and error prone process. We therefore present a second recommendation that publishers review their legacy holdings and, where appropriate, assign DOIs to these back catalogues. This simple action would have a significant impact on the information content and interoperability of separate natural product-based data resources.

One final and often overlooked point is the cost of running and maintaining a database. Servers, IT staff, and continued software development are often forgotten in planning the longevity of data tools. Furthermore, a database may reach the end of its life due to funding or being superseded by another platform. Currently when this happens, data is often simply lost. One simple and effective solution is to store versioned releases of data dumps on a free scientific data storage solutions such as Zenodo (run by CERN and OpenAIRE, https://zenodo.org/) or GigaDB (run by the GigaScience journal, http://gigadb.org/). Otherwise, standard steps can be followed to archive a database [42]. Doing so can prevent the relegation of data to the annals of lost and forgotten databases and is best practice for FAIR data.

5.3.3. Curating microbial natural products data in 2020

Curating natural products data from the primary literature remains a predominantly manual process. It requires three main steps; identification of articles pertaining to microbial natural products discovery, extraction of structures, gene clusters and other data from each article, and organization of these data into a structured format. The most challenging of these is the identification of relevant articles. Traditionally, more than 50% of all microbial natural products discoveries were published in either the Journal of Antibiotics or the Journal of Natural Products. However, as natural products research has broadened in scope, the number of venues for reporting natural products discovery has increased. This creates challenges for data curation. Manual inspection of titles and abstracts for all published articles is now an impossibly large task. Instead, curation efforts must rely on either targeted curation of key journals, or text mining strategies using keywords to find relevant articles from public data sources such as PubMed. Both of these approaches have limitations that impact the coverage of curation efforts. Focus on a targeted list of journals can exclude reports in peripherally related areas (e.g., marine chemical ecology or microbiome studies) while text mining approaches are likely to miss core articles and are susceptible to bias depending on the algorithm(s) used for filtering. Authors can assist with this effort by ensuring that the discovery of new natural products or BGCs is prominently described in the abstract. In most cases, curators do not have bulk access to the full text versions of articles, meaning that the title and abstract are the only information available for article prioritization. A clear statement describing new compound or BGC discovery in the abstract is therefore the most effective method to ensure that new data are included in curation efforts.
5.3.4. Community contributions

A second route to data curation is through investigator-initiated submissions directly to databases. This approach has many clear advantages. It makes curation a distributed effort, rather than relying on a small number of volunteers. This in turn improves both coverage and accuracy, because the original authors are providing the key data directly. It reduces effort because these data (e.g., structures) are already in an appropriate electronic format, and reduces error rates by eliminating instances where curators incorrectly interpret data from original articles.

There are however a number of disadvantages to the community contribution model. Databases without control over data insertion can quickly become corrupted through either accidental or malicious behavior. This may often be unintentional, as it is easy to misinterpret a step in a submission form and input the wrong data. In addition, submissions from external users may not conform to the defined scope of the database. Without appropriate care, the contents of the database can quickly become heterogeneous, making it difficult or impossible to perform meaningful analyses on the entire dataset.

To address these challenges, most platforms include a secondary curation step, where external submissions are reviewed by subject experts for appropriateness and completeness. This approach is much faster than de novo literature searching, as the core data have already been submitted in an appropriate format. To make sure that submitted data are as unambiguous as possible, a clear ontology detailing the options for each data field is required, as well as clear instructions and tutorials for submission [43]. From our experience with the Natural Products Atlas and MIBiG, approximately 50% of community submissions are accepted “as is”, with a further 35% requiring format or content corrections, and 15% being rejected as outside the scope of the database.

Currently, the Natural Products Atlas, MIBiG, MetaboLights and GNPS are four of the only natural products resources that accept external submissions. This is likely in part due to low demand, because of “submission fatigue” from the ever-increasing list of requirements placed on corresponding authors. Initial submissions now require extensive information about authors and grants, and accepted articles must often be separately deposited in open repositories to satisfy funding agencies. To add to this, sequence data must typically be deposited in an open repository (e.g., NCBI) and crystal structures deposited with the Protein Data Bank or the Cambridge Structural Database. Understandably, uptake for voluntary submission of additional data is low. However, the power provided to the scientific community offered by the accumulation of data in these repositories cannot be overstated. It is up to the natural products field to lead the way in data deposition, and to develop new strategies that improve data coverage in these areas without increasing the burden on lead investigators. There are clear incentives for researchers to do so, including increased visibility and citation rates for their science, as well as the ability to see and use these data when navigating publicly available data resources.
5.4. Integration and interoperability between databases

5.4.1. Multi-omics and meta-analysis driven microbial natural products discovery

This area of natural products science is still in its infancy, but a number of important discoveries have already been enabled by the availability of comprehensive, well-structured datasets.

Global analyses performed with natural product databases. Several groups have performed recent meta-analyses on natural products science using natural product databases. Pye et al. [44] investigated the rate of novel compound discovery as a function of time and source organism type using a combination of commercial and in-house databases. They showed that, while the absolute number of novel scaffolds being discovered each year remains roughly constant, the number of derivative compounds being reported has increased dramatically over the past thirty years; currently, less than 10% of new marine and microbial compounds can be considered novel scaffolds.

Pascolutti et al. [45] used the Dictionary of Natural Products (DNP) to identify small, “fragment-like” natural products, and evaluate their physicochemical properties. They demonstrated that a subset of structures was representative of a large percentage of the total motif diversity in this sample set, and suggested that these molecules could form the foundation for future fragment-based screening libraries.

O'Hagan and Kell [46] took this premise one step further to ask which combination of 96, 384, 1,152 or 1,920 compounds would best represent the chemical space in Nature. Using a combination of the now-defunct Universal Natural Products Database [47] and DNP they were able to identify libraries that covered up to 30% of overall chemical space, and to propose a high coverage library made up entirely of commercially available natural products.

Global analyses have also been performed for BGCs, such as the study by Cimermancic et al. [24] in 2014, which surveyed the biosynthetic landscape across 1,154 sequenced bacterial and archaeal genomes, revealing widely distributed BGC classes of unknown function. Since then, the size of genomic databases has grown by orders of magnitude, however. As an example, NCBI RefSeq now holds more than 190,000 bacterial genomes compared to ±29,000 in late 2014, not to mention the rising availability of metagenome-assembled genome (MAG) sequences [48–51]. These newly available genomic data provide exciting opportunities to assess, for example, which taxonomic groups encode the richest natural product biosynthetic diversity and should therefore be targeted for discovery efforts, or how biosynthetic diversity is governed by species phylogeny versus ecology [52].

New uses for structure databases. The availability of curated structure databases has enabled the development of a number of exciting extensions to existing analytical platforms. Reher et al. [53] recently published a new version of
the Small Molecule Accurate Recognition Technology platform, termed SMART 2.0. This tool uses neural networks to match HSQC NMR spectra of unknown compounds against a database of known compounds. Using this approach, the SMART 2.0 algorithm predicts the identities of compound classes for unknown molecules directly from a single NMR spectrum. In this new release, the authors included calculated HSQC spectra based on structures from several natural products databases. This dramatically increased the number of reference spectra, from 2054 in the original report to >53,000 in this new version.

In the area of mass spectrometry, a number of tools have been developed for the prediction of MS/MS fragmentation patterns [54–57]. These approaches provide a powerful new discovery modality for natural products researchers by providing an alternative to the need for validated synthetic standards for all compounds. For example, the latest version of the CFM-ID platform, CFM-ID 3.0 [56], includes a large reference library of pre-calculated spectra, as well as online and local options for calculating spectra for bespoke compound libraries. Similarly, the new release of the SIRIUS platform (SIRIUS 4) [57] incorporates the CSI:FingerID platform [58] and predicts the most likely structure for signals from mass spectrometry data, based on comparison with a database of known structures. These complement additional tools, such as MS2LDA [59] and the associated MotifDB [60], which provide annotation of metabolite substructures based on motifs found across databases of tandem mass spectra. The availability of both compound databases and tools like CFM-ID and SIRIUS therefore enables the creation of targeted annotation libraries based on specific parameters relevant to a given study (taxonomic origin, compound class, etc.).

**New uses for BGC databases.** One of the most obvious uses of BGC databases is in the process of dereplication: identifying whether BGCs detected in a set of (meta)genome sequences are likely to encode known biosynthetic pathways or not. For example, Crits-Christoph et al. [61] used the MIBiG database to show that >90% of BGCs they identified in metagenome-assembled genomes from uncultivated *Acidobacteria, Verrucomicrobia, Gemmatimonadetes,* and *Rokubacteria* were likely to encode novel pathways. This process of dereplication can now also be automated for large genomic datasets using the BiG-SCAPE algorithm [62]. BiG-SCAPE computes sequence similarity networks from user-specified antiSMASH results together with all MIBiG database BGCs and reconstructs gene cluster families (GCFs), from which one can assess which BGCs are similar to a known BGC from MIBiG and which are not.

Another clear use case of BGC databases is to annotate functions in, for example, microbiome studies and using these annotations to infer ecological interactions. For example, Bahram et al. [63] used a set of MIBiG entries linked to products with proven antimicrobial functions to assess whether fungal antibiotic production potential is associated with the frequency of bacterial antibiotic resistance genes across topsoil metagenomes.

Furthermore, people have been using BGC databases like antiSMASH-DB to identify BGCs that contain specific combinations of genes of interest. For example, Krause et al. [64] performed pattern matching to chart the occurrence
and diversity of PapR2-like regulators (SARP-type DNA-binding proteins with potential as generic activators for silent BGCs) within antiSMASH-DB, which revealed its widespread distribution across Actinobacterial genomes.

Another straightforward use of a BGC database is to chart the biosynthetic diversity of organisms within a larger taxonomic group [65]. Databases such as antiSMASH-DB make these analyses straightforward, by providing ready to use, pre-calculated BGC data and metadata (e.g., on their taxonomic origins) that can be accessed via an Application Programming Interface (API).

Finally, BGC databases also have potential to function as a “parts catalogue” for pathway engineering using synthetic biology. For example, the ClusterCAD software [66] allows users to design new modular polyketide synthase assembly lines by sourcing polyketide BGCs and polyketide synthase modules from MIBiG, and providing a graphical interface to mix and match these to build novel polyketide structures of interest. In principle, this type of computer-aided design could be expanded in various ways, e.g., by sourcing and searching any BGC from publicly available data in IMG/ABC or the antiSMASH database, or by, for example, including searches for genes encoding tailoring enzymes.

Examples of data integration between databases. There are very few examples of natural products discoveries made directly through the integration of multiple databases. This is no doubt due to the poor interoperability between most current resources, and the weak standardization of core data (structure representation, taxonomy, etc.). Some innovative research has been powered by combining chemical structure data with BGC data. For example, the GRAPE-GARLIC software pipeline [67] used retrobiosynthesis on an in-house database of chemical structures to reconstruct their monomer composition, which was then matched to monomers computationally predicted from BGC sequences found in public sequence databases. Similarly, integrating BGC data with metabolomics data has led to a range of approaches to (semi-)automatically link molecules to the genes involved in their biosynthesis based on pattern matching strategies [68–70]. There is clearly a vast opportunity for the development of new tools in these areas, and we look forward to seeing what the next decade will bring.

5.4.2. Enabling interoperability between databases

Natural products databases span a wide range of subject areas (structures, BGCs, geographic origin, taxonomic origin etc.). However, because the field is very large and data curation is slow, most databases are designed with narrow scope. This has led to a proliferation of small databases with partial overlap in terms of content, and no standardization of included fields.

A number of technologies exist which could facilitate the exchange of data between databases. In particular, the advent of the specifications for the Semantic Web (or Web 3.0) by the World Wide Web Consortium (W3C, https://www.w3.org/standards/semanticweb/) would greatly facilitate data interchange. These technologies include Resource Description Framework, Web Ontology Language, and JSON-LD, amongst many others. Implementing tools
like this affords structured and linked datasets and is currently driving a change in how data is handled on the internet. Practically, these technologies make data machine-readable and are currently leveraged heavily by the web's largest driving forces, including Google and Amazon. Unfortunately, we have yet to see these technologies realized in the field of natural products. This is due in large part to the depth of technical knowledge required to implement these requirements.

A simpler approach is the development of web APIs with well-defined schemas for existing online tools. APIs can deliver data in JSON or XML format, permitting real-time extraction of information from different resources, and eliminating the need for the duplicate storage of key data. Replication of the same data in different repositories is a basic "no-no" in database science, because of the challenges associated with ensuring that both copies are always correctly synchronized.

Creating APIs not only enables the faster development of front-end tools such as data summary dashboards or detailed data pages, but it also provides informaticians with methods to more easily access and interrogate data. This in turn reduces the barrier to access to ask new questions in the field, and catalyses the exploration and development of new ideas.

To be interoperable, databases require at least one unique field that is the same in each dataset (the "primary key"). Realistically, chemical structures are the only practical option as the primary key between natural products databases. To be useful, structures must therefore be entered consistently in all cases. Database creators must decide how to handle a large number of complicated situations including: entering racemates as one compound or two, including or excluding salt forms, handling atropisomers and metal complexes, managing partial and missing configurations, identifying and updating structures that have been corrected in subsequent studies, etc.

An ideal scenario would be to have a central, comprehensive database of all natural product structures to which other resources could refer. This would vastly increase the speed of database creation (by eliminating the need to curate the structure component) and would automatically align all of these resources (via the central structure ID). Sadly, no such database currently exists. In the absence of such a resource, database managers are encouraged to cooperatively define compound standardization strategies, and to manually review and align structural data between resources. This unglamorous task receives little recognition in the community, meaning that it is a low priority for most academic research groups. Until the natural products community develops guidelines and standards for data curation, this situation will likely persist, which presents a considerable threat that the value and opportunity offered by comparing datasets from different subject areas will be lost.

5.5. Future perspective

Data-centric approaches have fundamentally altered the landscape in many areas of natural science. For example, from the laborious early determination of protein crystal structures in the 1960s, protein biochemistry has evolved to a
sophisticated field where even non-experts can perform large-scale, automated docking studies of virtual libraries against almost any biological target. Similarly, the longstanding effort to create KEGG as an encyclopaedia of gene function [71] is enabling the development of tools for the automated annotation of gene function across genomes and metagenomes (e.g., BlastKOALA and GhostKOALA [72]).

Natural products science has yet to take full advantage of this changing landscape of scientific discovery. Many discovery programs remain focused on manual methods, without effectively leveraging prior knowledge in the field. This is evidenced by high rates of compound rediscovery and the heterologous expression of “unusual” BGCs that turn out to produce well-known compound classes. While this cannot always be avoided, better data integration of chemical structure data, genomic data and metabolomic data has a clear potential to improve prioritization of research efforts.

The opportunities offered by developing new data-driven discovery methods are clear. However, it is unreasonable to expect that researchers involved in tool development will also create the basal datasets required to power these tools. Instead, we must commit resources to the creation of large, well-structured repositories of key information, and must develop a culture where data deposition of new results is a standard and expected part of the discovery workflow. If we can accomplish these goals, the return on this investment will be felt powerfully in every corner of natural products science.
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Chapter 6

BiG-SCAPE: A Computational Framework to Explore Large-scale Biosynthetic Diversity

With the increasingly high-throughput genome sequencing technology, large-scale genome mining projects involving hundreds of bacterial isolates have become a common practice for NP discovery. By grouping similarly structured BGCs into families (GCFs), relationships between homologous BGCs can be captured to guide their prioritization. In this chapter, we provide a streamlined computational workflow consisting two new software tools: BiG-SCAPE, which facilitates fast and interactive sequence similarity network analysis of BGCs and GCFs; and CORASON, which elucidates phylogenetic relationships within and across these families. We validated BiG-SCAPE by correlating its output to metabolomic data across 363 actinobacterial strains and demonstrated the discovery potential of CORASON by comprehensively mapping biosynthetic diversity across a range of detoxin/rimosamide-related GCFs, culminating in the characterization of seven detoxin analogues.

Originally published as:

6.1. Introduction

Specialized microbial metabolites are key mediators of interspecies communication and competition in the environment and in the context of host microbiomes [1,2]. Their diverse chemical structures have been critical in the development of antibiotics, anticancer drugs, crop protection agents, food additives and cosmeceuticals. Although tens of thousands of natural products have been discovered in past decades, recent evidence suggests that these represent a fraction of the potential natural product chemical space yet to be discovered [3–8].

Genome mining has emerged in the past decade as a key technology to explore and exploit natural product diversity. Key to this success is the fact that genes encoding natural product biosynthetic pathways are usually clustered together on the chromosome. These biosynthetic gene clusters (BGCs) can be readily identified in a genome sequence. Moreover, in many cases, the chemical structures of their products can be predicted to a certain extent, based on the analysis and biosynthetic logic of the enzymes encoded in a BGC and their similarity to known counterparts [9].

Initially, genome mining was performed on a single-genome basis: a research group or consortium would sequence the genome of a single microbial strain and attempt to identify and characterize each of its BGCs one by one. This approach has revealed much about the metabolic capacities of model natural-product-producing organisms such as Streptomyces coelicolor, Sorangium cellulosum and Aspergillus nidulans, and has provided clues regarding the discovery potential [10] from corresponding genera [11–13]. Computational tools for the identification of BGCs and the prediction of their products’ chemical structures, such as antiSMASH [14] and PRISM [15] have played a key role in the success of genome mining. These in silico approaches have been strengthened by comparative analysis of identified BGCs with biochemical reference data, such as those provided by the MIBiG (Minimum Information about a Biosynthetic Gene cluster) community effort [16].

Fueled by rapid developments in high-throughput sequencing, genome mining efforts are now expanding to large-scale, pan-genomic mining of entire bacterial genera [4,17,18], strain collections [19] and metagenomic datasets, from which thousands of metagenome-assembled genomes can be extracted at once [20–23]. Such studies pave the path toward systematic investigations of the biosynthetic potential of broad taxonomic groups of organisms, as well as entire ecosystems. These large-scale analyses easily lead to the identification of thousands of BGCs with varying degrees of mutual similarity, ranging from widely distributed homologues of gene clusters for the production of well-known molecules to rare or unique gene clusters that encode unknown enzymes and pathways.

To map and prioritize this complex biosynthetic diversity, several groups have devised methods to compare architectural relationships between BGCs in sequence similarity networks and group them into gene cluster families (GCFs), each of which contains BGCs across a range of organisms that are linked to a
highly similar natural product chemotype [3,4,24,25]. Such GCFs can be matched to molecular families identified from mass spectrometry (MS) data based on observed/predicted chemical features [26–28]. Alternatively, their presence or expression can be statistically correlated to the presence of molecular families in MS data in a process termed “metabologenomics” [4,29–31]. However, current methods fail to correctly measure the similarity between complete and fragmented gene clusters (which frequently occur in metagenomes and large-scale, pan-genome, sequencing projects based on short-read technologies), do not consider the complex and multi-layered evolutionary relationships within and between GCFs, require lengthy compute times and large-scale computing facilities when processing large datasets and lack a user-friendly implementation that interacts directly with other key resources. These shortcomings preclude adoption by the broader scientific community and impede substantial advances in natural product discovery.

Figure 6.1. (a) The BiG-SCAPE approach analyzes a set of antiSMASH-detected BGCs to construct a similarity network and groups them into GCFs, together with MIBiG reference BGCs (indicated in blue). (b) Subsequently, CORASCON-based, multi-locus, phylogenetic analysis is used to illuminate evolutionary relationships of BGCs within each GCF.

In the present study, a streamlined computational workflow is provided that tightly integrates two new software tools, BiG-SCAPE and CORASCON (https://bigscape-corason.secondarymetabolites.org), with the gene cluster identification and empirical biosynthetic data comparison possible through antiSMASH and MIBiG (Figure 6.1). BiG-SCAPE facilitates rapid calculation and interactive exploration of BGC sequence similarity networks; it accounts for differences in modes of evolution between BGC classes, groups gene clusters at multiple hierarchical levels and introduces a “glocal” alignment mode to handle fragmented BGCs. CORASCON employs a phylogenomic approach to elucidate evolutionary
relationships between gene clusters by computing high-resolution, multi-locus phylogenies of BGCs within and across GCFs; in addition, it allows researchers to comprehensively identify all genomic contexts in which gene cassettes of interest (“subclusters” within larger BGCs) can be found. Our present study confirms that metabologenomic correlations accurately connect GCFs to mass features across metabolomic data from 363 strains. Furthermore, the power of the combined workflow is demonstrated, together with the EvoMining algorithm [7], to comprehensively map biosynthetic diversity by identifying three new families responsible for the biosynthesis of new detoxins.

6.2. Results

6.2.1. Large-scale network analysis and classification of BGCs

To provide a streamlined, scalable and user-friendly software for exploring and classifying large collections of gene clusters, BiG-SCAPE was built, written in Python and is freely available as open source software. BiG-SCAPE takes BGCs predicted by antiSMASH or annotated in MIBiG as inputs to automatically generate sequence similarity networks and assemble GCFs.

In previous studies [3,4], two sets of distance metrics had been independently developed to measure the (dis)similarity of pairs of BGCs. In BiG-SCAPE, the aim was to combine the respective strengths of both approaches. The strength of the former approach was the elegant compression of gene clusters into strings of Pfam domains [32], combined with the Jaccard index (JI) to measure domain content similarity (Figure 6.2a). However, an informative index for synteny conservation had been missing. To this end, an adjacency index (AI) was added, which measures how many pairs of adjacent domains are shared between gene clusters (see Supplementary Note 1). Also, sequence identity is an important parameter, because Pfam domains are often very broad and frequently comprise a wide range of enzyme subfamilies with different catalytic activities or substrate specificities. Yet, previous approaches suffered from extremely long compute times when including sequence identity calculations, requiring the use of supercomputers that would preclude day-to-day use. The underlying issue is that comparing large numbers of protein sequences from many BGCs is an all-versus-all problem that scales quadratically when the size of the data increases. To mitigate this, all-versus-all calculations were replaced with all-versus-profile calculations, by aligning each protein domain sequence to its profile Hidden Markov Model from Pfam using the hmmalign tool from the HMMER suite (http://hmmer.org). This leads to a marked speed increase compared with conventional, multiple-sequence alignment using MUSCLE or MAFFT, especially for large numbers of sequences. The profile-based alignment was input into the domain sequence similarity (DSS) index, which measures both Pfam domain copy number differences and sequence identity. The combination of JI, AI and DSS indices into a new combined metric constitutes a fast and informative method to calculate distances between BGCs. BiG-SCAPE obtains very similar results in a fraction of the time compared with the previously published method [4] (see subchapter 6.4).
(a) Input data consist of BGC sequences directly imported from antiSMASH runs and/or MIBiG. Nucleotide sequences are translated and represented as strings of Pfam domains. (b) The three metrics that are combined in a single distance include the JI, which measures the percentage of shared types of domains, the AI, which measures the percentage of pairs of adjacent domains, and the DSS, which is a measure of sequence identity between protein domains encoded in BGC sequences. Weights of these indices have been optimized separately for different BGC classes. For simplicity, only four classes are shown. (c) In glocal mode, BiG-SCAPE starts with the longest common subcluster of genes between a pair of BGCs and attempts to extend the selection of genes for comparison using a match/mismatch penalty system.

One notable limitation of a generic distance metric is that different classes of BGCs have different evolutionary dynamics. For example, the chemical structures of aryl polyenes have been shown to remain very stable across large evolutionary timescales, whereas the amino acid sequence identity between their key biosynthetic enzymes has become less than 30–40% [3]. On the other hand, the structures of rapamycin-family polyketides exhibit major differences even when sequence identities are as high as ~80% [33]. Although there is not enough information available to construct individual metrics for each specific natural product family, specific weights of the JI, AI and DSS indices were calibrated for BGCs encoding eight different BiG-SCAPE classes (type I polyketide synthases (PKSs), other PKSs, nonribosomal peptide synthetases (NRPSs), PKS/NRPS hybrids, ribosomally synthesized and post-translationally modified peptides (RiPPs), saccharides, terpenes and others; Figure 6.2b) by choosing the weight combination that maximized the correlation between BGC and compound distances for every pair of BGCs in the same class (see subchapter 6.4 and Supplementary Note 2). In the BiG-SCAPE output, separate networks are generated for each BiG-SCAPE class, along with an optional overall network that combines BGCs from all classes (see Supplementary Table 1).

Another problem of previous approaches for calculating distances between BGCs was how to handle comparisons between complete and partial BGCs (for example, from fragmented genome assemblies), as well as comparisons with
pairs of genomically adjacent BGCs that are merged by BGC identification tools. Both global similarity (used in all previous methods) and local similarity lead to artifacts in such cases. To compare the appropriate corresponding regions between BGCs, a new glocal alignment mode was introduced, which first finds the longest common substring between the Pfam strings of a BGC pair, and then uses match/mismatch penalties to extend this alignment (Figure 6.2c and see subchapter 6.4). Information about whether an antiSMASH-annotated cluster is located at the edge of a contig can also be used to automatically select a third pairwise distance calculation mode, which relies on global alignment for complete clusters and glocal alignment when at least one of the BGCs in a pair is fragmented.

BGC sequence similarity networks are then generated by applying a cutoff to the distance matrix calculated by BiG-SCAPE. Subsequently, two rounds of affinity propagation clustering [34] are performed to group BGCs into GCFs, and GCFs into “gene cluster clans” (GCCs) (see subchapter 6.4). Although tighter (lower) cutoffs are more appropriate for grouping BGCs that produce identical compounds, looser (higher) cutoffs provide a broader perspective on related families of natural products. This process of categorization facilitates calculating metabologenomic correlations [30,35] at multiple levels.

6.2.2. Validation using large-scale metabolomics data
To verify that BiG-SCAPE can group BGCs that are known to be related, a chemical similarity network was constructed from all products of BGCs in MIBiG (see subchapter 6.4), and this was used to derive a curated set of 376 compounds, which were manually classified into 92 groups (for example, fourteen-membered macrolides, benzoquinone ansamycins, quinomycin antibiotics and so on; see Supplementary Dataset) and nine classes (for example, polyketides, NRPs, RiPPs and so on). Then, BiG-SCAPE was used to group the corresponding BGCs into GCFs, and good correspondence was observed between manually curated families and those predicted by BiG-SCAPE (see Supplementary Figure 1).

Arguably, the greatest value of BiG-SCAPE lies in the practical use of the predicted GCFs for discovery applications. Hence, the accuracy of correlations of BiG-SCAPE-predicted GCFs to MS ions was assessed from known natural products through metabologenomics [30]. First, a BiG-SCAPE analysis of 74,652 BGCs from 3,080 actinobacterial genomes (see subchapter 6.4) was performed, including 1,393 reference BGCs from MIBiG. BiG-SCAPE grouped these BGCs into a total of 17,718 GCFs and 801 GCCs using default parameters.
Figure 6.3. (a) Detail of a BiG-SCAPE network containing validated detoxin and rimosamide BGCs, filtered for the presence of the TauD domain. BiG-SCAPE GCF classifications include the rimosamide (turquoise shades) and detoxin (orange shades) families, as well as the “Amycolatopsis/P450” (violet shades), “P450/enoyl” (pink) and “supercluster” (light-green shades) families explored in the present study. (b) Validated BGCs represented by bold-outlined nodes. (c) The detoxin and rimosamide molecular family, based on MS/MS data of a 363-strain actinomycete library, is colored by BiG-SCAPE family. Known detoxin (squares) and rimosamide (diamonds) nodes have solid bold outlines, whereas putative detoxins are circular nodes and new analogues from the present study are indicated by bold, dotted outlines. (d) Histogram of all ion-GCF correlation scores resulting from the metabologenomics round run with a 0.30 glocal distance cutoff. Known ion-GCF pair correlation scores are overlaid; six of nine appear in the “tail” of the distribution, which would be indicative of a true connection. The low scoring for benarthin is due to the complicated fragmentation pattern of its BGCs (see Supplementary Figure 3).

Extracts from 363 actinomycete strains were analyzed using untargeted high-resolution liquid chromatography–tandem MS (LC–MS/MS) [4,30,35,36]. Exploration of gene cluster networks and molecular networks [37] highlighted the high diversity in both gene clusters and molecules, for example, 105 different BGCs were identified (at default <0.3 distance) related to known detoxin/rimosamide gene clusters (Figure 6.3a and 6.3b) and 110 different molecules were identified related to detoxins and rimosamides (Figure 6.3c). The GCF annotations for all 363 strains from two BiG-SCAPE modes (global and
glocal) at two distance cutoffs (0.30 and 0.50) were used to generate and compare four rounds of metabologenomic correlations, using a binary scoring metric (see Supplementary Figure 2) as described previously [4,30]. BiG-SCAPE’s GCF annotations were then assessed against ion production patterns. A test dataset of nine known ion signals and their characterized gene clusters (for CE-108, benarthin, desertomycin, tambromycin, enterocin, tyrobetaine, chlortetracycline, rimosamide and oxytetracycline), which were known to be present across multiple strains in the data, were manually tracked across the four correlation rounds. Based on the metabologenomic analysis of the four rounds, the glocal mode with a 0.3 distance cutoff (Figure 6.3d) was chosen as the default for BiG-SCAPE (see Supplementary Tables 2 and 3). Using these parameters, the analysis showed that at least six of these nine molecule to GCF combinations ended up in the rightmost tail of the distribution of all correlation values, which would indicate a possible/likely connection if it were used as a prediction (Figure 6.3d and see subchapter 6.4).

6.2.3. BGC phylogenies resolve evolutionary relationships

Genetic diversity of BGCs within GCFs is often directly related to structural differences between their molecular products, and even small chemical variations can lead to different biological activities [33]. Hence, mapping the evolutionary relationships between BGCs within and across GCFs is crucial for the discovery process. To this end, the CORASON software was introduced, written in Perl and available open source (Figure 6.4). Given a query gene inside a BGC of interest, the CORASON pipeline identifies other genomic loci that contain homologues of this gene and identifies the conserved core of these loci (Figure 6.4a). Based on this core, a multi-locus, approximately maximum-likelihood, phylogenetic tree [38] is constructed to reveal clades that may be responsible for the biosynthesis of different types of chemistry, due to the association of specific types of additional enzyme-coding genes (Figure 6.4b). This procedure can be performed for the “core” enzyme-coding genes of a BGC, but also for, for example, tailoring genes, to reveal various GCFs that would probably produce molecules with similar chemical modifications (Figure 6.4c).

CORASON is available as a downloadable software and also allows working with customizable genomic databases. A version of the CORASON algorithm, called “family-mode”, was also integrated with BiG-SCAPE; this generates a multi-locus phylogeny of all BGCs within each GCF using the sequences of their common domain core.
Figure 6.4. (a) Given a query gene in a reference cluster and a custom genome database, CORASON 1- searches for query gene homologues, 2- creates a CVD by filtering out all genomic loci not related to the reference BGC, but keeping fragmented clusters and 3- identifies the CVD gene core based on multidirectional best hits. (b) Then, CORASON infers a phylogenetic tree by curation and concatenation of the CVD gene core, and calculates the frequency of occurrence for each gene family from the reference BGC. The tree will reveal clades of BGCs that may correspond to GCFs from BiG-SCAPE, and may be responsible for the production of different structural analogues of a natural product family. (c) With the same reference BGC, if a new query gene is selected from accessory enzymes rather than the current CVD core, CORASON will visualize a new phylogeny. This tree may contain clades that correspond to GCFs with diverse biosynthetic cores (of scaffold biosynthesis enzymes) that encode the same molecular modifications in different contexts.

6.2.4. An integrated workflow and interactive visualization

BiG-SCAPE and CORASON connect seamlessly with antiSMASH and MIBiG, because GenBank outputs of antiSMASH can be used directly as inputs for the workflow, and MIBiG reference data can be included in the analysis automatically. Although calculations on hundreds or thousands of genomes are too computationally intensive to provide them on a free public web server, the results of each BiG-SCAPE run are still made available in an interactive HTML visualization that enables efficient exploration of biosynthetic diversity across large datasets for nonprogrammers (Figure 6.5). For every run, BiG-SCAPE will output a self-containing folder called “html_content”, consisting of a static webpage file named “index.html”, along with a range of other system- and data-related files: a “js” folder for storing javascript libraries and modules, a “css” folder for storing web-style settings, an “img” folder for storing media-related contents, and a “network_*” folder for storing each run’s data in JSON-formatted files.
Figure 6.5. Screenshots of several features contained within BiG-SCAPE’s interactive visualization module: (a) GCF network visualization showing dynamic interactions between nodes and edges, (b) general summary showing run parameters and input metadata and (c) GCF-to-genome absence/presence heatmap.

To access this interactive output visualization, users can double-click on the “index.html” file on their computer; then, the embedded software will open any modern internet browser (Mozilla Firefox is recommended for the best compatibility). Users will then first access an overview page showing general information about the run, such as parameters and input data statistics (Figure
Moreover, an absence/presence heatmap of GCFs across genomes (Figure 6.5b) is also shown on the right of this page. GCFs (columns) can be clustered by genomic presence or by the averaged distance matrix between the GCF’s BGCs. The genomes (rows) can be clustered by either GCF presence or by supplied genome names. To support further downstream analyses, the active selection can be downloaded into a comma-separated (CSV) file by clicking on the respective “Download” button above the heatmap.

If a user performed multiple runs using the same dataset (simply by designating the same output folder for all the runs), the result for any specific run can be selected via a dropdown box at the top right corner of the web page (Figure 6.5a, dashed blue box). By default, the runs will be named according to the starting date/time, run mode (e.g., normal/hybrid/mixed, global/glocal) and the input folder name. To assign a custom identifier, users can opt to supply a unique (i.e., not being used before) run name via the --label parameter. By default, BiGSCAPE will split its GCF network results according to BGC classes, and users can view each network by clicking the class-specific button at the top of the web page (figure 6.5a, red dashed box). Normally, BGCs belonging to multiple classes will be placed in their own unique category, e.g., “PKS-NRP_Hybrids”, unless a --no_classify parameter is supplied. To enable analysing these BGCs together with their single-class counterparts (in this case, the said PKS/NRP hybrids will be incorporated into both NRP and PKS analysis results), users can turn on the --hybrid parameter when starting a new run. Additionally, when the --mix parameter is supplied, an extra “Mixed” button will be available, which will show the full network of all BGCs in the dataset together.

In each single view, the network visualization displays BGC nodes colored by GCF in interactive sequence similarity networks, side by side with arrow visualizations of the gene clusters (Figure 6.5a). Each node in the network can be interactively selected and moved using the mouse pointer, and users can zoom in and out of the network using mouse scrolls. When hovered over with the mouse, each colored section within a gene arrow will show its annotation and Pfam details on the underlying domain (Figure 6.6a). To assist in locating specific BGCs in the network, a search can be performed using compound names (for MIBiG reference BGCs), Pfam domains of interest, or species names, with resulting matched nodes being instantly highlighted within the network (Figure 6.6b). Each GCF has its own view panel, which shows the CORASON-based, multi-locus phylogeny of the underlying BGCs (Figure 6.6c) and includes links to related families within the same GCC along with their (maximum, minimum and average) distances to the GCF (Figure 6.6d).
Figure 6.6. (a) An example of the hoverable arrow BGC visualization showing the information of the selected gene region. (b) Input box to search for keywords related to the stored BGC metadata; in this case eight NRP BGCs from *Streptomyces griseus* are highlighted in the network. (c) Interactive phylogenetic tree for a selected GCF, upon which the BGC used as an anchor by the CORASON algorithm is highlighted in red (additionally, when a MIBiG BGC is present, its accession number will be highlighted in blue). This GCF view also includes (d) the list of related GCFs with links to their respective page along with their distance to the selected GCF.

To demonstrate this interactive feature, an example output of an analysis with antiSMASH-predicted BGCs from 103 complete Streptomyces genomes has been provided, including as outgroups the genomes of *Catenulispora acidiphila*.
and *Salinispora arenicola* (see https://bigscape-corason.secondarymetabolites.org/streptomyces_example/). To connect the absence/presence map of GCFs across these genomes to species phylogeny, a high-resolution, multi-locus, whole-genome phylogeny (see Supplementary Figure 4) was inferred from the *Streptomyces* conserved-core using CORASON, and the tree was decorated with the GCF absence/presence patterns (see Supplementary Figure 5). As has been observed before in other genera such as *Salinispora* [25], this shows high conservation of some GCFs across a larger number of genomes (27 GCFs (~2%) occur across >10 genomes), combined with a large number of rare GCFs that are specific to one or a few genomes (1,564 GCFs (92%) occur across ≤3 genomes).

### 6.2.5. Case study: identification of new detoxin analogues

Analysis of 3,080 actinobacterial genomes revealed that detoxin and rimosamide BGCs are taxonomically widespread and architecturally diverse. Thus, the present study focused on GCFs of this class to showcase the ability of the BiG-SCAPE/CORASON workflow to analyze and map large, diverse datasets at high resolution [36] (see Supplementary Figure 6 and 7). The conserved core of detoxin and rimosamide BGCs is composed of one NRPS, one NRPS/PKS hybrid and one tauD-like gene. The rimosamide BGC differs from those of the detoxins by having an additional NRPS, which codes for an extension of the common detoxin/rimosamide core scaffold with isobutyrate and glycine [36].

The fact that the tauD gene is present across all detoxin/rimosamide-related BGCs, but relatively unique within secondary metabolism, caught our attention. The product of the tauD gene belongs to the Fe(II)/2-oxoglutarate-dependent hydroxylase enzyme superfamily and is named for the commonly encoded 2-oxoglutarate-dependent taurine dioxygenase (TauD) involved in the oxygenolytic release of sulfite from the amino acid taurine [39]. Interestingly, this family also includes enzymes across fungi, bacteria and plants that catalyze hydroxylations, desaturations, ring expansions and ring formations, among other chemical transformations. To date, the role of TauD in detoxin and rimosamide biosynthesis is unknown, although it has been suggested as being responsible for the proline oxidation observed in some analogues [36].

An EvoMining [7] analysis of the TauD dioxygenase protein family showed specialized metabolism-related expansions of paralogs across genera such as *Streptomyces, Rhodococcus, Frankia* and *Amycolatopsis* (see Supplementary Figure 8). One expanded clade contained fifteen tauD homologues that belonged to experimentally characterized BGCs from MIBiG v.1.3, as well as one within the rimosamide BGC (see Supplementary Table 4). Next, the genomic contexts of all tauD expansions (comprising 1,175 BGCs) were investigated, with the goal of identifying new detoxin- and rimosamide-related BGCs. The BGCs were processed by CORASON using tauD as the query gene. Although ideally the detoxin/rimosamide BGC core would be defined as also containing the NRPS and NRPS/PKS hybrid genes, herein tauD was used as the sole member of the “BGC core” to allow also for the identification of fragmented BGCs.
Gaps in the genome sequences were observed for some organisms, including *Streptomyces humi* and *Amycolatopsis vancoresmycina* (Figure 6.7). CORASON analysis revealed that the detoxin and rimosamide GCFs identified in BiG-SCAPE were part of a larger GCC related to peptide biosynthesis, which also comprised unexplored clades across the phylum Actinobacteria (Figure 6.7 and see Supplementary Figure 9). Importantly, the high-resolution organization of BGC relationships enabled by the CORASON phylogeny revealed additional BGCs that were omitted by GCF clustering in BiG-SCAPE. This is because the fragmented nature of genome assemblies or the merging of adjacent BGCs by antiSMASH made these BGCs sufficiently different to be classified into different GCFs under the cutoffs used, whereas CORASON could organize BGC relationships based on the single *tauD* gene (see Supplementary Figure 3 and 10).

**Figure 6.7.** CORASON phylogenetic reconstruction with *tauD* as the query gene and the *Streptomyces sp.* NRRL B-1347 BGC as query cluster, rooted with *tauD* from *Streptomyces sp.* NC1. Branches of redundant and highly divergent BGCs were compressed for readability (see the uncompressed tree in Supplementary Figure 9; names are followed by their GenBank accession numbers when available). Genes not found in the reference cluster are colored based on BLAST analysis. Highlighted sections on the tree correspond to BiG-SCAPE-defined families. Bolded strain/BGC names were those investigated in the present study, with dotted lines indicating BGCs and detoxins discovered just outside the BiG-SCAPE-defined families. The representative structures for each clade illustrate the correspondence between molecular and genomic variations.

It was hypothesized that the detoxins produced from BGCs in the unexplored clades would contain new chemical variations related to the observed genetic
variations. Fortunately, forty of the 152 strains harboring these BGCs were represented in the 363-strain, LC-MS/MS metabolomics dataset. Molecular networking analysis of these data (see subchapter 6.4) indicated the presence of eight known detoxins, four known rimosamides and 99 putatively new detoxin or rimosamide analogues (Figure 6.3c), confirming the vast chemical diversity suggested in the BiG-SCAPE/CORASON data.

There were three detoxin BGC clades identified by BiG-SCAPE within the CORASON phylogenetic tree that captured our interest. The first was named the “P450/enoyl clade” because of the presence of putative cytochrome P450 and enoyl-CoA hydratase/isomerase genes in these BGCs. Analysis of MS/MS data from extracts of *Streptomyces sp.* NRRL S-325, which has a BGC from this clade, and comparison with fragmentation patterns of known detoxins, led to the discovery of detoxin S1 (1) (see Supplementary Figure 11 and 12). This contained a heptanamide side chain, a unique substructure among the detoxins and rimosamides that is probably installed by the condensation domain of the NRPS, potentially following processing by the predicted enoyl-CoA hydratase/isomerase and cytochrome P450s.

The second clade of interest, termed the “supercluster clade”, comprised BGCs with genes related to detoxin biosynthesis immediately adjacent to the known spectinomycin BGC [40]. This was discovered because the spectinomycin MiBiG entry (BGC0000715) clustered with them on the CORASON tree, as it contained a tauD gene at its periphery. Since the *tauD* gene is not known to be involved in spectinomycin biosynthesis, it was hypothesized that there were likely additional detoxin genes adjacent to this spectinomycin BGC in *Streptomyces spectabilis* NRRL-2792. This strain was acquired to determine whether CORASON analysis could facilitate prediction of detoxin production based solely on the presence of a single query gene. MS/MS analysis of the strain’s extract revealed production of five detoxin-like natural products (Supplementary Figure 13), including detoxin N1 (2), detoxin N2 (3) and its acetoxylated analogue, detoxin N3 (4). Interestingly, ions with retention times and fragmentation patterns matching the latter two were also observed in extracts of *Streptomyces sp.* NRRL B-1347 from the supercluster clade, confirming the unique ability of CORASON to guide discovery by phylogenetically linking the limited NRRL-2792 sequence data to the detoxin supercluster clade. During finalization of this manuscript, the genome of NRRL-2792 was published [41], and an abbreviated CORASON analysis confirmed the presence of the detoxin BGC in a supercluster configuration with the spectinomycin BGC (see Supplementary Figure 14). LC-MS analysis of NRRL-2792 cultures supplemented with stable isotope-labeled amino acids corroborated structural predictions based on analysis of the closely related *Streptomyces sp.* NRRL B-1347 supercluster and MS/MS data (Supplementary Figure 15-20). All three new analogues were found to fully incorporate labeling from $[^{13}\text{C}_6]$/isoleucine, but only $d_7$-proline was fully incorporated into compound 3. Loss of one deuteron from $d_7$-proline in compounds 2 and 4 supported assignment of acetoxylation of the pyrrolidine ring, common in reported detoxins and rimosamides [36,42]. Structural features unique to the N-series detoxins included the incorporation of an N-formylated tyrosine in compounds 3 and 4 in place of the typical detoxin/rimosamide phenylalanine residue, which was
supported by incorporation of ring-$d_4$-tyrosine. Compound 2 exhibited the unique incorporation of a tryptophan-derived residue at this position, made evident by retention of four deuterons when fed indole-$d_5$-tryptophan (see Supplementary Figure 16). Although MS data were insufficient to deconvolute this substructure, compound 2 was produced by *Streptomyces spectabilis* NRRL-2792 in sufficient abundance for isolation and structure elucidation by nuclear magnetic resonance (NMR). Various one-dimensional (1D) and two-dimensional (2D) experiments confirmed assignments from MS data analysis and established an N-acetylated kynurenine as the tryptophan-derived substructure in compound 2 (Supplementary Figure 15-16 and Supplementary Note 3 a-h).

The third detoxin clade that was targeted comprised BGCs that were almost entirely within the genus *Amycolatopsis*. This clade’s BGCs also contained a unique predicted cytochrome P450 gene; hence, it was named the “*Amycolatopsis/P450 clade*”. Although there were no metabolomics data for strains with BGCs in the BiG-SCAPE-defined GCF, the CORASON visualization allowed the selection of an *Amycolatopsis* strain in the present dataset with a very similar BGC (80-90% amino acid identity for the core genes) that contains a homologue of the desired P450 gene (adjacent to the *Amycolatopsis/P450 clade*). Analysis of MS/MS data from an *Amycolatopsis jejuensis* NRRL B-24427 fermentation extract revealed detoxin isomers P1 (5) (see Supplementary Figure 13 and 21), containing a tyrosine, P2 (6) (see Supplementary Figure 13 and 22), featuring phenylalanine and a hydroxylated valine, as well as detoxin P3, a closely related analogue free of hydroxylation (7) (see Supplementary Figure 13 and 23). Only five of the seven new detoxins described in the present study appear as nodes in the molecular network of Figure 6.3c, with the notable absence of two P-series analogues. This is because detoxin isomers P1 and P2 had a cosine similarity >0.6 and were collapsed into one node, whereas detoxin P3 was identified in fermentations following those that were a part of the original MS dataset. As before, validation of amino acid assignments, observed in MS/MS fragmentation data for detoxins P1-P3, was achieved through several metabolic feeding experiments using stable isotope-labeled amino acids (see Supplementary Figure 24-33). Detailed structural analysis for compounds 1-7, including results from feeding studies using stable isotope-labeled amino acids, deconvolution of MS/MS spectra and full 1H, 13C and 2D NMR assignments for compound 2 are available in Supplementary Note 3, Supplementary Figure 15-33 and subchapter 6.4. Previously reported detoxins and rimosamides antagonize blasticidin-S inhibition of *Bacillus cereus*, a bioactivity that will be investigated for these analogues in follow-up studies [36,42].

The results of the present study illustrate how BiG-SCAPE can effectively identify sets of related BGCs across large numbers of genome sequences. Moreover, the use of CORASON to visualize the evolutionary diversity of gene clusters proved powerful for the discovery of new BGC clades encoding uncharted natural product chemistry. When focused toward detoxin/rimosamide discovery in “query mode”, CORASON exhibited a unique ability to aid mining of a large genomic library for the discovery of seven new detoxins. Specifically, organization of gene content variation across BGCs facilitated the identification of corresponding variation in chemical structure.
6.3. Discussion

The comprehensive computational workflow introduced in the present study enables effective exploration of biosynthetic diversity across large strain collections, pan-genomes of entire bacterial or fungal genera and metagenomic datasets with thousands of metagenome-assembled genomes. The BiG-SCAPE/CORASON platform overcomes computational bottlenecks in previous approaches by enabling the assignment of GCFs with both partial and complete BGCs, accounting for class-specific differences between BGCs, incorporating sequence identity information within limited computing time and determining evolutionary relationships between and within GCFs. In addition, an interactive and intuitive user interface enables comprehensive investigation of these advanced outputs. Hence, it is anticipated that the BiG-SCAPE/CORASON platform will enhance the correlation of BGCs to metabolites, enabling metabologenomics studies at unprecedented scales.

Furthermore, the ability to perform phylogenetic analyses of large sets of complete BGCs, as well as their individual genetic components, a long-standing challenge that has remained unsolved since first posed in 2008 [43], will constitute a key technology to facilitate fundamental studies on the evolutionary origins of natural product chemical innovations. For example, phylogenies provide a stepping stone to perform detailed analyses of how gene cluster architectures evolve from their constituent independent enzymes and subclusters. A logical next step will be the unified classification of the millions of BGCs within publicly available genome sequences, and a Pfam-like database for the assignment of biosynthetic GCFs to known and unknown areas of natural product chemical diversity.

6.4. Methods

6.4.1. Dataset

A set of 2,831 actinobacterial genomes was downloaded from the National Center for Biotechnology Information (NCBI) by querying for “Whole genome shotgun sequencing project” or “Complete genome” in combination with the taxonomic identifier for Actinobacteria. The orders Propionibacteriales, Micrococcales, Corynebacteriales and Bifidobacteriales were excluded, because they contain large numbers of genomes without relevant natural product-producing capacity, except the Nocardiaceae family from Corynebacteriales (see below). To these, 249 additional draft assemblies from the Metcalf lab were added (for example, Streptomyces sp. B-1348; see BioProject PRJNA488366). Draft genome assemblies from this BioProject were obtained using SPAdes [44] with default options.

All files were processed using antiSMASH v.4 [14] (parameters: --minimal). The antiSMASH-annotated genome sequences are available from [45]. To the resulting 73,260 predicted BGCs, 1,393 more were added from the MIBiG (release 1.3, August 2016, antiSMASH-analyzed versions from each entry) as reference data.
This final BGC set was then analyzed using BiG-SCAPE v.31 of the Pfam database. The “hybrids” mode, which allows BGCs with mixed annotations to be analyzed in their individual class sets (for example, a BGC annotated as lanthipeptide-t1pks will be analyzed as both an RiPP and a PKSI) was enabled. Two results sets were created (BiG-SCAPE results network files are available from [45]): one with the global mode enabled and the other with glocal mode enabled (see Figure 6.2).

6.4.2. Actinobacteria genome set

The extended set of genomes selected to be processed by antiSMASH and BiG-SCAPE was obtained by using the following query in the NCBI website on 30 January 2018 (2,891 results):

```bash
```

The CORASON and EvoMining results used the same unpublished draft genomes but a reduced set of 1,668 actinobacterial genomes from an earlier query on the NCBI website, obtained on 3 February 2017, with the following query in the NCBI website (1,668 results):

```bash
```

6.4.3. BiG-SCAPE algorithm

**Alignment method comparison.** To compare alignment methods for domain sequences, the regular version of BiG-SCAPE was used against a custom-prepared version of the same snapshot using MUSCLE 3.8.1551-h6bb024c_4 [46] (parameters: --maxiters 2) and MAFFT v.7.407 [47] (parameters: --auto); the three versions of the code are available from (Alignment Method Comparison). MUSCLE was parallelized using Python’s pool.map on single-core instances for each domain sequence fasta file, whereas MAFFT was parallelized on each file with its --thread parameter. Comparison of the final GCF calling (using BiG-SCAPE's --mix parameter) indicates high agreement across the three methods (see Supplementary Figure 34), with hmmalign showing shorter runtimes as the number of BGCs in the input data increases (see Supplementary Figure 35).
**Clustering algorithm optimization.** The selection of the clustering algorithm was based on an initial analysis of the BGCs from the MIBiG database using BiG-SCAPE (--hybrid mode disabled). In this analysis, the network went through a targeted attack first to identify the most suitable cutoff for clustering algorithm evaluation. The targeted attack removes the edges above a certain cutoff value while calculating, for each iteration, the number of nodes and graph density, and identifying the connected components after removal of isolated vertices (BGCs). Network statistics such as the number of vertices/edges lost for each cutoff value, as well as the size of the connected components that emerged, were calculated during the attack.

Supplementary Figure 36 shows the dynamics and impact of the different filtering thresholds applied to the different BGC training networks, with a cutoff of 0.75 being the value that maximized the number of nodes, while minimizing the impact on the structural integrity of the network. This analysis was performed using the igraph package [48] for the network analyses and ggplot2 [49] for plotting.

Next, entropy was calculated on MIBiG networks for several clustering algorithms (see Supplementary Table 5) based on the selected cutoff of 0.75 in combination with the curated compound data (see Supplementary Dataset). Supplementary Figure 37 and 38 show the results of applying the different clustering methods to the different training networks (glocal and global), with the affinity propagation clustering method showing the most sensible results, producing clusters with low entropy and average size. All the other methods tested resulted in clusters present in the principal quadrant, indicating that these methods could not partition the data properly and lumped together vertices (large size) that encode different types of compounds (large entropy). Based on these results, affinity propagation was chosen as the clustering algorithm in BiG-SCAPE.

**Input data.** The input BiG-SCAPE consists of text files in GenBank format (.gbk extension) and the Pfam database [32] (already processed with hmmpress). Although BiG-SCAPE can work with files not processed by antiSMASH, it relies on antiSMASH’s product prediction to separate the BGCs in their correct biosynthetic class, thereby reducing computational time. If the product annotation is unknown, missing, or several different classes are mixed, the BGC will be classified as “Other”.

**Algorithm overview.** After selecting and filtering (for example, for a certain size, in base pairs) the input GenBank files, protein sequences are extracted. All the sequences from each file are searched for conserved domains using a user-supplied external Pfam database. Overlapping domains are filtered based on the score calculated by hmmer. The sequences of every predicted domain type are aligned using each corresponding model by hmmalign. A distance matrix is created by calculating the distance between every pair of BGC in the dataset (see overview of the algorithm in Supplementary Figure 39). For this study, v.31 of the Pfam database was used with HMMER v.3.1b2.

**Distance calculation.** Pairwise distance calculation is divided between three values that measure 1- the percentage of shared domain types (JI), 2- the
similarity between aligned domain sequences (DSS index; domains from the same type are first matched for best similarity using Munkres algorithm, as implemented in the Scikit-Learn library [50]) and 3- the similarity of domain pair types (AI). For specific details of each index, see Supplementary Note 1.

There are two ways of selecting the domains predicted within each BGC for the calculation of distance. In the global mode, all domains are considered. For cases where the difference in size is large (due to, for example, one BGC being placed at the edge of a contig or when comparing curated BGCs with shorter gene borders), the so-called glocal mode was implemented, in which a selection of domains is used in the distance calculation. In this mode, genes in each BGC are represented as a concatenated string of Pfam domains, and each BGC in the pair is represented as a list of those domain concatenations (strandedness is not considered).

BiG-SCAPE then uses the SequenceMatcher method from Python’s difflib library to find the longest match (internally called the LCS or longest common subcluster) in either orientation (including the reverse complement of the subject BGC).

To proceed to the next step, the LCS must be either three genes long or contain at least one gene marked by antiSMASH as core biosynthetic (that is, genes that encode the first step in the assembly of the metabolite’s scaffold and that are used by antiSMASH as a first step in defining a biosynthetic cluster, for example, PKSs or NRPSs).

In the extension stage, the selection of domains is extended for the BGC with the least number of genes up- or downstream (up until the end of the BGC or a contig break in the genome assembly). The remaining BGC domain selection (per side, that is, both left and right) will be subjected to expansion according to the following scoring algorithm in the alignment stage: for every gene in the reference BGC, a gene with the same domain organization is searched for in the remaining BGC. If such a gene is found, the score will be added as a bonus (match=5) plus a penalty proportional to the distance from the current position (number of genes x gap penalty, where gap=−2), and the current position will be moved to the position of the matching gene. If a gene with the same domain organization is not found, the score will be decreased with a penalty (mismatch=−3). In the end, the highest-scoring extension is chosen to form the “matching” BGC region on which the similarity will be calculated.

GCF clustering. Once the distance matrix has been calculated for each BiG-SCAPE class (see Supplementary Table 1), GCF assignment is performed for every cutoff distance selected by the user (the interactive visualization of BiG-SCAPE will show the one with the largest number), with 0.3 being the default. For every cutoff, BiG-SCAPE creates a network using all distances lower than or equal to the current cutoff. The affinity propagation clustering algorithm [34] is applied to each subnetwork of connected components that emerges from this procedure. The similarity matrix for affinity propagation includes all distances between members of the subnetwork (that is, it includes those with a distance greater than the current cutoff).
GCC setting (enabled by default) will perform a second layer of clustering on the GCFs. For this, affinity propagation will be applied again, but network nodes are represented by the GCFs, defined at the cutoff level specified in the first value of the \texttt{--clan_cutoff} parameter (default 0.3). Clustering will be applied to the network of all GCFs connected by a distance lower than or equal to the GCC cutoff (second value of the \texttt{--clan_cutoff} parameter; larger distances are discarded; default 0.7). Inter-GCF distance is calculated as an average distance between the BGCs within both families. Affinity propagation parameters used are the following: damping=0.9, max_iter=1000, convergence_iter=200.

**Interactive output.** BiG-SCAPE’s interactive output is written as a collection of plain HTML and JavaScript programs that are being generated for every run along with the corresponding data stored in JSON format. The VivaGraphJS (https://github.com/anyaka/VivaGraphJS) library is used as the basis for the animated network visualization (the drag-and-drop and zoom function). FuseJS (https://fusejs.io/) is used to implement the “fuzzy” search query function, meaning that users can type any related keywords (either Pfam domain accession, genome name, or compound name) in one search form and the algorithm will attempt to find any BGC entry related to the keywords with tolerance for small typos. A custom script built upon the SVGJS library (https://svgjs.com/docs/3.0/) is used to draw SVG-based arrower visualization, which is publicly available at https://github.com/satriaphd/arrower-js. ChartJS (https://www.chartjs.org/) is used to draw the interactive pie chart on the overview screen, whereas InchLib (https://www.openscreen.cz/software/inchlib/home/) is used to draw the GCF absence/presence heatmap in combination with the clusterfck (https://harthur.github.io/clusterfck/) library, which allows real-time hierarchical clustering for the heatmap’s dendrograms. TreeLib (https://treelib.readthedocs.io/en/latest/) is used to provide the dendrogram-like phylogenetic tree of BGCs in the GCF view, and the KineticJS (https://github.com/ericdrowell/KineticJS) library is used to combine the dendrogram with the BGC arrower visualization. The complete source code for BiG-SCAPE’s html visualization module can be downloaded from GitLab (https://git.wageningenur.nl/medema-group/BiG-SCAPE/-/tree/master/html_template/output/html_content).

**CORASON family mode.** As part of BiG-SCAPE’s visual output, a CORASON-like tree is generated for every GCF page. This tree is created using the sequences of the Core Domains in the GCF. These are defined as the domain type(s) that 1- appear with the highest frequency in the GCF and 2- are detected in the central (or exemplar) cluster, defined by the affinity propagation cluster. All copies of the Core Domains in the exemplar are concatenated, as well as those from the best matching domains of the rest of the BGCs in the GCF (aligned domain sequences are used). The tree is constructed using FastTree [38] (default parameters). Visual alignment is attempted using the position of the “longest common information” from the distance calculation step (between the exemplar BGCs and each of the other clusters).

**Weight optimization methods.** Tuning of weights for each BiG-SCAPE class was calculated by a brute-force approach, choosing the weight combination that
maximized the correlation between BGC and compound distances for every pair of BGCs in the same class in a manually curated compound group table (see Supplementary Dataset). The dataset comprised all BGCs from the MIBiG database (v1.3) that had linked compound SMILES and at least two predicted domains to filter out minimal gene cluster entries. BGC distances were calculated by moving in steps of 0.01 across the JI, DSS and original Goodman-Kruskal (GK) [51] indices and Al's, such that JI+DSS+GK+AI=1. The anchor boost parameter of DSS was allowed to change in the range one to four with steps of 0.5. For the DSS index, only the original four anchor domains were considered (condensation domain, PF00668; beta-ketoacyl synthase N-terminal domain, PF00109; beta-ketoacyl synthase C-terminal domain, PF02801 and the terpene synthase N-terminal domain, PF01397). Compound distances were calculated only once, between all BGCs in the MIBiG v1.3 that had an annotated SMILES string representing the molecule. Their pairwise distance was calculated using RDKit (Tanimoto’s coefficient based on Morgan’s fingerprinting, radius=4). The nine original curated compound classes were used to tune the weights of seven BiG-SCAPE classes (the terpene BiG-SCAPE class was initially included in the “others” compound class due to a low number of points and was assigned default weights: JI=0.2, DSS=0.75 and AI=0.05).

Results (see Supplementary Figure 40) indicated clear tendencies to favor different indices in each case and corroborated that the proposed AI was more informative than the original Goodman-Kruskal synteny metric used in Cimermancic et al. [3], which led to the decision to drop this index from the final distance formula (additional details in Supplementary Note 2 and Supplementary Figure 41).

Comparison with other methods. To compare BiG-SCAPE with the GCF algorithm in Doroghazi et al. [4], 11,618 GenBank files were reconstructed from data related to that study (allClusterProts.fasta file from https://www.igb.illinois.edu/labs/metcalf/gcf/search.html). These reconstructed cluster files were analyzed using antiSMASH v4, and its output was used to make a run in BiG-SCAPE. Unlike Doroghazi’s method, BiG-SCAPE follows a two-step process to infer GCFs. First, it filters the resulting network using a predefined empirical cutoff distance of 0.3, and later the GCFs are identified by the affinity propagation clustering algorithm. This two-step approach partitions the natural emerging components from the filtering step, increasing the resolution of the inferred GCFs. To provide a fair comparison with GCFs inferred by that method, the natural emerged components were used after the filtering steps and the different clustering results were compared; good agreements were found between both methods (see Supplementary Figure 42 for details), although BiG-SCAPE took only a fraction of the runtime of the previously published tool (see Supplementary Table 6).

6.4.4. CORASON algorithm

CORASON inputs are a custom genomic database, a reference cluster and a query gene located within the reference cluster. The genomic database is a collection of either genomes or BGCs in GenBank format. CORASON will identify
the conserved core of the reference BGC within the genomic database. Best bidirectional hits are pairs of genes that exist in two different sets of genes (genomes, metagenomes or BGCs) that are more similar to each other than with any other sequence in the set pair. In CORASON, this relationship was generalized in a stricter algorithm that considers all-versus-all comparisons between every set in the collection to remove paralogues and conserve only true orthologues. As a result, the conserved core is composed of gene families that are each guaranteed to be a best bidirectional hit across the whole collection (although they need not be contiguous). The BGC-conserved core facilitates reconstruction of the BGC evolutionary history in a multi-locus tree. The query gene assures that at least one element will be present in the conserved core and will also be used to visually align the BGC variations in the graphic output.

Identification of reference BGC variations on the genomic DB. CORASON uses BlastP, with an e-value cutoff of 0.001, to find all query gene homologues within the genomic database. The genomic contexts of the query gene homologues are expanded to ten genes on each side and stored in a temporary database. Next, protein sequences from the reference BGC, located within fewer than n genes (default: n=10) from the query gene, are blasted against the temporary database using the same e-value cutoff. Genomic context size, e-value and bit score cutoffs are user-adjustable parameters. Finally, all genomic contexts with at least two homologues (by default), including the query gene and at least one additional from the reference cluster, are kept as the cluster variation database (CVD) for further analysis.

Gene core determination. To reconstruct the phylogeny of the BGC variations, the conserved core is calculated. The core is strongly dependent on the taxonomic diversity of the organisms considered and also on the genome quality. For instance, if the BGCs are not closely related, the core may be reduced to only the query gene. A set of homologous genes is considered part of the conserved core if, and only if, they are shared among the cluster variations internal database (all BGCs) and are multidirectional best hits, that is, if they are best n-directional hits in an all-versus-all manner. Formally, for H defined as:

\[
H = \{ h_i \mid h_i \in \text{BGC}_i \forall i \in \{1, 2, \ldots, N\}\}
\]

where every homologous gene \( h_i \) belongs to a set of N BGC variations, H belongs to the conserved core if, and only if,

\( h_i \) is \( h_j \) best bidirectional hit \( \forall i,j \in \{1, 2, \ldots, N\} \)

that is, when every pair of homologous genes \( h_i \) and \( h_j \) within H are best bidirectional hits.

Phylogenetic reconstruction and gene cluster alignment. For each BGC, its conserved core sequences are concatenated and then aligned using MUSCLE v3.8.31. The alignments are curated using Gblocks [52] with a minimum block length of five positions, a maximum of ten contiguous nonconserved positions and considering only positions with a gap in less than 50% of the sequences in
the final alignment. If the curation turns out to be empty, then the non curated alignment will be used for the tree. If the alignment itself is empty, it is recommended to reduce the score cutoff or the scope of the taxonomic diversity on the genomic database. Without the alignment, BGCs will be drawn but not sorted. Approximately maximum-likelihood phylogenetic trees are inferred using FastTree43 v.2.1.10 from the curated amino acid alignment.

**BGC prioritization graphic output.** CORASON produces an SVG file containing the BGC variations sorted as stated by the phylogenetic reconstruction and aligned according to the query enzyme. The Newick tree is converted to SVG by applying Newick Utilities v.1.6 [53] and each BGC is drawn with the Perl module SVG. As an additional feature to facilitate even more visual differentiation of BGC families within BGC clans, genes on each cluster are visually represented with a color gradient according to the sequence similarity to their homologous gene on the reference cluster. Other CORASON outputs include the Newick tree, the GenBank files of the BGC variations and the conserved core report.

6.4.5. *Streptomyces* closed genome analysis

Sequences from 103 complete *Streptomyces* genomes were retrieved from the NCBI by querying for “*Streptomyces*” and “complete genome” not “segment”. Two genomes corresponding to *C. acidiphila* and *S. arenicola* (CP001700 and CP000850) were used as outgroups. These genomes were analyzed by antiSMASH v4 and the resulting gene cluster files were used as input for BiG-SCAPE. The conserved core was extracted and curated using the CORASON algorithm. The tree was constructed using FastTree with default values over a matrix of 114,051 amino acids in size, from 446 conserved gene families. The interactive report of BiG-SCAPE reports only 96 genomes, because genomic scaffolds that belong to the same genome are grouped by ORGANISM identifier, and several strains have more than one assembly project associated in NCBI with the same ORGANISM identifier.

6.4.6. Phylogenomic analysis

For the TauD expansions tree (see Supplementary Figure 8), a tauD sequence from *Escherichia coli* K12 was used as query to conduct a blast search against the reduced genomic database of 1,917 Actinobacteria genomes (e-value 0.001), followed by an EvoMining analysis and a search for recruitments on MIBiG database (e-value 0.001). Recovered tauD orthologues were aligned with MUSCLE v.3.8.31 and alignments were curated using Gblocks as described before. An unrooted approximately maximum-likelihood tree was built using FastTree. The tree was colored using Newick Utilities according to BiG-SCAPE families. The CORASON tree has as its query gene tauD from the reference cluster of the organism *Streptomyces* NRRL B-1347 (JOJM01). CORASON trees are unrooted, but this tree was posteriorly rooted with the BGC from the genome *Streptomyces* sp. NC1, because this BGC is different from all other clusters in the dimeric peptide clan; it does not share the core but only the accessory enzyme-coding genes with other BGC clan members.
6.4.7. Molecular networking methods

Cultivation of actinomycetes for MS-based metabolomics. All strains analyzed for metabolomics were grown on four media types: arginine/glycerol/salts, mannitol/soy flour, ISP medium 4 or glycerol/sucrose/beef extract/casamino acids as previously reported [4]. After ten days of growth, plates were frozen, then thawed and pressed to release spent liquid media. Media were then filtered and extracted using 30 mg Supel-Select HLB SPE cartridges (Supelco) and resuspended to a concentration of approximately 2 mg ml⁻¹ in 5% acetonitrile before LC-MS analysis.

Acquisition and analysis of LC-MS metabolomics data. All LC-MS/MS analyses were performed using an Agilent 1150 HPLC coupled with a Q-Exactive mass spectrometer (Thermo Fisher Scientific). Reversed-phase chromatography was performed at a 200 µl min⁻¹ flow rate on a Phenomenex Kinetex C18 RP-HPLC column (150x2.1 mm² inner diameter, 2-µm particle size, 100Å pore size (1Å=0.1 nm). Mobile phase A was water with 0.1% formic acid and mobile phase B was acetonitrile with 0.1% formic acid. Mass spectral data for both MS and MS/MS were acquired using a 250-3,750 m/z scan range, a resolution of 35,000, a maximum inject time of 40 ms and an AGC target value of 1x106. The top five most intense ions in each full MS spectrum were targeted for fragmentation by higher-energy collisional dissociation at 25 eV. MS/MS data were analyzed using spectral networking as previously described [54]. Signals detected in multiple strains were determined to be the same ion if the observed accurate masses were within 4ppm and fragmentation cosine similarity scores were >0.75, yielding 5,824 ions detected in two or more strains.

LC–MS molecular networking. Molecular networking was performed as previously reported [54]. Briefly, individual MS/MS scans were extracted from each MS raw file and filtered to remove the 25% of ions with the lowest intensity. Each MS/MS scan was further processed by taking the square root of each ion’s intensity and normalizing it so that the sum of all intensities in each MS/MS scan was equal to 1. Cosine similarities were calculated between all MS/MS scans, with scores ranging between 0 and 1, with a score of 1 indicating that two MS/MS scans were identical. Precursor ions were determined to be identical if they were within 0.01 m/z and their corresponding MS/MS spectra had a cosine similarity score >0.6. A visualization of the network was constructed in Cytoscape by drawing edges between scan nodes with a cosine similarity >0.6. The network was manually analyzed to identify ions related to known detoxins and rimosamides, which were found to cluster together as one molecular family, with 99 putatively new analogues, a subset of which were characterized herein as detoxins S1, N1–N3 and P1–P3.

6.4.8. Metabolic labeling of detoxins N1–N3 and P1–P3 with stable isotope-labeled amino acids

*Streptomyces spectabilis* Dietz NRRL-2792 (ATCC 27741) was obtained from the American Type Culture Collection (ATCC) and was grown on 60-mm solid agar
medium Petri plates containing arginine/glycerol/salts medium (1l of distilled water, 15g of agar, 1g of arginine, 12. g of glycerol, 1g of potassium phosphate dibasic, 1g of sodium chloride, 0.5g of magnesium sulfate heptahydrate, 10mg of iron(II) sulfate hexahydrate, 1mg of copper(II) sulfate pentahydrate, 1mg of manganese(II) sulfate monohydrate and 1mg of zinc sulfate heptahydrate). 

Amycolatopsis jejuensis NRRL B-24427 was obtained from the Agricultural Research Service (ARS) of the United States Department of Agriculture (USDA) and was grown on solid agar medium Petri plates containing mannitol/soy flour medium (1l of distilled water, 15g of agar, 20g of D-mannitol and 20g of soy flour).

For all metabolic labeling experiments, the medium was supplemented with 1ml of a 10mM solution of each stable isotope-labeled amino acid. Stable isotope-labeled amino acids used were [13C₆]isoleucine, d₈-[15N]phenylalanine, d₇-proline, 2,5,5-d₃-proline, phenyl-d₄-tyrosine, d₅-valine, 2-d₁-valine and 3-d₁-valine. After five days of incubation in the presence of stable isotope-labeled amino acids, plates were frozen overnight at −20°C, thawed and pressed to release spent liquid medium. Extracellular secondary metabolites were extracted using 30mg Supel-Select HLB SPE cartridges (Supelco) and eluted with 90% acetonitrile. Samples were dried, resuspended in 5% acetonitrile and analyzed by reversed-phase LC-MS/MS on a Q-Exactive mass spectrometer as described above. The methods used for LC-MS data acquisition on the Q-Exactive were the same, except for occasional parameter adjustments made to target major unnatural isotope ions for optimal fragmentation.

**Acquisition of NMR data.** All NMR experiments were performed in ²H₂O. ¹H, ¹³C, correlation spectroscopy, heteronuclear single quantum coherence, heteronuclear multiple bond correlation and nuclear Overhauser enhancement spectroscopy spectra were obtained on a Bruker NEO spectrometer (600MHz for ¹H, 150MHz for ¹³C) with a QCI-F cryoprobe. The 1H-1H TOCSY spectrum was obtained on a Bruker Avance III 500MHz spectrometer (500MHz for ¹H) equipped with a DCH CryoProbe. Chemical shifts (δ) are given in ppm and coupling constants (J) are reported in Hz. ¹H and ¹³C chemical shifts were referenced to sodium formate (δH 8.44; δC 171.67). ¹H and ¹³C NMR resonances of compound 2 are reported in Supplementary Note 3i.

**Metabologenomic correlations.** Strains with metabolomics data were referenced against the BiG-SCAPE GCF absence/presence matrices. GCFs that had representative gene clusters in two or more strains were considered correlatable and entered into the correlations dataset. The different BiG-SCAPE modes and cutoffs produced variable numbers of correlatable GCFs and thus different numbers of ion-GCF hypotheses (see Supplementary Table 2). Supplementary Figure 43 shows the full version of Figure 6.3d.
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Chapter 7

BiG-SLiCE: A Highly-scalable Genomic Tool Charts a “Global” Map of Natural Product Diversity

The wealth of genomic data collected over the years provides an invaluable resource for natural product discovery. As many microbial secondary metabolic pathways rarely produce (enough) compounds to facilitate analytical studies, genome-based analysis of their BGCs can serve as a proxy to chart an organism’s true biosynthetic potential. In this chapter, I introduce BiG-SLiCE, a new bioinformatics tool that allowed a simultaneous homology analysis of over 1.2 million BGCs predicted from more than 209 thousand microbial genomes available in public databases. From this analysis, I drew a “global” map of natural product diversity, revealing the breadth of unexplored chemical space in the microbial world. With its ability to perform a rapid calculation of BGC families, BiG-SLiCE can be used to find distant relatives of known BGCs and to answer strategic questions such as: “which taxa harbor the greatest potential for novel discovery?”

Published as:

7.1. Introduction

The microbial world is teeming with diverse microorganisms competing and collaborating for survival. A major theme in these microbial interactions is the use of bioactive compounds from secondary metabolism. Some of these compounds have long been exploited by humans for their medicinal, antifungal, and antibacterial effects [1]. Some others found their use in agriculture [2], wastewater treatment [3], and everyday products such as detergents and cleaning products [4]. A recent report by the World Health Organization highlights the need to explore novel chemistry from nature amid the increasing problems caused by antimicrobial-resistant (AMR) bacteria [5]. It was previously estimated that there might be billions of microbial species living on earth [6,7] and even from the heavily mined genus of *Streptomyces*, novel discoveries continue to be made [8–13]. Tapping into this vast space of natural product diversity will increase chances to achieve future medicinal breakthroughs. More fundamentally, by learning about microbes and the compounds they produce, we can gain knowledge about mechanisms of interaction within microbiomes, enabling us to study how their microbial composition is associated with human health and disease [14] or to learn about the symbiotic relationships between soil microbes and their plant host [15].

One promising way to reveal this knowledge is to leverage the power of large-scale omics. Metabolomics provides a complete snapshot of metabolites produced by microbes at a given time, while transcriptomics and proteomics provide insight into metabolic pathways and their regulation [16–18]. On the other hand, genomics allows the rapid profiling of an organism’s metabolic potential via the computational prediction of biosynthetic gene clusters (BGCs) [19–21]. Previous studies [22–29] show that grouping BGCs with similar architecture (i.e. sharing a similar set of homologous core genes) into gene cluster families (GCFs) can yield useful insights into the chemical diversity of the analyzed strains, and can support linking BGCs to their products via the emerging technique of metabologenomics [23,27]. BGCs responsible for the production of retimycin A [29], tambromycin [27], tyrobetaines [30] and several detoxin-rimosamide analogs [22] have been elucidated via this approach. GCFs have also been used as functional markers in human health studies [31,32] and to study soil suppressiveness against fungal pathogens [33]. This gradual shift from a gene-centric approach in functional metagenomics to a gene cluster-centric one is likely to be stimulated further with the increasing accessibility of long sequencing reads that easily span tens to hundreds of kbp (kilobase pairs) in size [34], effectively covering the full span of a typical microbial BGC within a single read.

Given their direct relationship to the catalytic enzymes, and subsequently, the compounds produced from their encoded pathways, BGCs (and, by extension, GCFs) can serve as a proxy to explore the chemical space of microbial secondary metabolism. By cataloging all the GCFs in sequenced microbial genomes, one can obtain an overview of the existing chemical diversity and gain insights into what future lead discovery efforts should prioritize. For example, one could focus on species harboring the most potential novelty, or on identifying natural variants of a known antibiotic-producing BGC. For such global analyses, the clustering
algorithm to group BGCs into GCFs needs to be able to work with massive volumes of data. While a trend of increasing input capacity can be observed for the past 5 years (from 11,000-33,000 analyzed BGCs in 2014 [23] to 73,260 in 2019 [22]), it is still dwarfed by the total amount of data currently available. As of 27 March 2020, antiSMASH-DB [35] and IMG-ABC [36], the two largest BGC databases, jointly comprise 565,096 BGCs predicted from 85,221 bacterial genomes. This number will increase even more if we account for genomes and metagenomes not covered by these databases. For example, assuming they hold similar average numbers of BGCs, the ~180,000 bacterial genomes in the NCBI RefSeq database (https://www.ncbi.nlm.nih.gov/refseq/) may yield more than a million BGCs when processed with tools like antiSMASH [19] (or other BGC prediction tools like PRISM [37], EvoMining [38], ClusterFinder [28] and DeepBGC [39]).

To handle a dataset this large, even the currently fastest tool (one tool we previously developed, BiG-SCAPE [22]) will require an estimated 37,000 hours of runtime on a 36-core CPU (see Results and Discussion), which is impractical if not impossible. A major bottleneck is the expensive pairwise BGC comparison used to construct similarity networks and perform clustering analysis, leading to quadratic time complexity (O(n²), where n is the total number of BGCs). Thus, there is an urgent need for an alternative method that better scales with the available genomic data, which will grow even further as the cost and performance of Next Generation Sequencing (NGS) technology continue to improve and get democratized [40]. Here, we introduce BiG-SLiCE (Biosynthetic Genes Super-Linear Clustering Engine), which projects BGCs into Euclidean space to enable the usage of a partitional clustering algorithm running in a near-linear (~O(n)) time complexity. Using this approach facilitates analysing large datasets of BGCs orders of magnitude faster, finally allowing truly global GCF analyses on all available microbial genomes.

7.2. Methods and Implementation

The BiG-SLiCE workflow starts at the vectorization (feature extraction) step (Figure 7.1A), converting input BGCs into vectors of numerical features based on the absence/presence and bitscores of hits obtained from querying BGC gene sequences against a library of curated profile hidden Markov models (pHMMs). Those features are then processed by a super-linear clustering algorithm (Figure 7.1B), resulting in a set of centroid feature vectors representing the GCF models. All BGCs in the dataset are finally queried back against those models (Figure 7.1C), outputting a list of GCF membership values for each BGC. In the end, an interactive visualization output is produced, which enables users to explore the analyzed data (Figure 7.1D).

7.2.1. BGC feature extraction

In BiG-SCAPE, the shared occurrence and synteny (order) of Pfam [42] domains is measured for each pair of BGCs, along with the sequence similarity of homologous core genes, in order to construct a pairwise-distance network and define GCFs in this network using the Affinity Propagation algorithm [43]. While
this hierarchical approach enables a very sensitive measurement of the relationships between BGCs and provides networks that can be interactively explored, it leads to a quadratic runtime complexity that does not allow application beyond a few tens of thousands of BGCs. To enable more efficient calculation of GCFs via partitional, near-linear time complexity clustering algorithms such as K-means [44] or BIRCH [45], we need to transform BGCs into numerical feature vectors (commonly known as quantization or vectorization).

Several approaches have been previously developed to perform multi-protein vectorization by adapting the Word2Vec [46] natural language processing algorithm. ProtVec applies an n-mer amino acid residue embedding to model sequence identity as a continuous multi-dimensional vector which can be used for protein family classification. While theoretically we can aggregate features from multiple proteins to generate a BGC vector, its applicability might be limited, as the extended total sequence length will lower the vector feature’s discriminative power. More recently, the Pfam2Vec approach that treats Pfam domain hits as tokens has been implemented and used to encode genome content [47], assign putative functions to unknown Pfam domains [48], and predict new BGC classes [39]. However, the construction of these models typically involves extensive hyperparameter tuning [47,49], which together with the less directly interpretable nature of the embedded vectors complicates the clustering (i.e., threshold assignment) problem.

For BiG-SLICE, we therefore chose to take the more simple and straightforward approach of directly constructing a domain absence/presence matrix for each BGC, which is reminiscent of the Jaccard Index (JI) component of the BiG-SCAPE algorithm. To improve the information content of the original JI index, we...
semi-manually curated two sets of feature models: 1) the biosynthesis-specific domains (biosynthetic-Pfam) and 2) the clade-specific signature domain fingerprints (sub-Pfam).

**Figure 7.2.** (A) Construction of biosynthetic-Pfam features and (B) Sub-level Pfam (sub-Pfam) features. (C) Effect of Pfam model filtering on the discriminatory power of domain-presence Jaccard distance (Jl index in BiG-SCAPE) measurements to separate MiBiG v2.0 generic classes (Polyketide, NRP, RIP, Alkaloid, Terpene, Saccharide, Other). It is shown that the filtering strategy will produce more clearly separated within-class distances (blue box) than the full Pfam counterparts (red box). The second mode at the right side of the biosynthetic-Pfam same-class distribution (purple box) largely stems from hybrid BGCs, containing signature domains of two or more distinct classes (i.e. NRPS-PKS, PKS-Terpene-Saccharide, etc.). (D) Pearson correlation values between protein sequence similarity (% identity) and the corresponding sub-Pfam-based scoring in all AMP-binding domains (3,419 sequences, 879 BGCs) from the MiBiG v2.0 dataset across different top-K settings. Better correspondence (avg. R=0.75) is shown starting at top-K=3 (BiG-SLICE’s default) onwards. The larger the top-K values, the more columns occupied (dashed red line) by the BGC’s composite sub-Pfam features as opposed to the biosynthetic-Pfam features, which can be thought of as a way to "tune" the core domain’s feature weight (akin to BiG-SCAPE’s anchor boost setting).

**Feature set 1: biosynthetic domain absence/presence matrix (biosynthetic-Pfam).** Domain hits (retrieved using hmmScan [50] with the gathering threshold) obtained for a reduced list of Pfam version 32 [42] pHMM models (Figure 7.2A) were used to construct a boolean (here represented by values of 0 or 255) feature matrix for every BGC. This list was constructed by filtering all Pfam domains for biosynthetically related protein families using the combination of ECDomainMiner
This filtering was done to reduce the influence of non-biosynthetic domains, i.e., from genes that may be important for a BGC to function but are not directly responsible for generating structural variation of the produced metabolites (such as transporter enzymes and regulators). A library of 250 pHMM models from antiSMASH [19] was also included, as they harbor many curated biosynthetic domains not covered by the Pfam database alone. Altogether, this combination of 2,027 “biosynthetic-Pfam” models shows an increased selectivity compared to the full Pfam database when used to separate BGCs according to the chemical class of their predicted products (Figure 7.2C).

Feature set 2: signature domain fingerprinting (sub-Pfam). While the biosynthetic-Pfam models work well to capture the pattern of BGC diversity across generic chemical classes, they are not sensitive enough to cover the more granular level of the inter-class diversity. BGCs of the same class typically share a limited set of “core” enzymes that determines the end product’s scaffold based on the combination of their specificity and/or copy number variation. For example, the compound’s scaffold produced by a Type-I Polyketide BGC is largely driven by the specificity of its (often multiple) Acyltransferase (AT) and Ketosynthase (KS) domains [52]. To cover this sequence-level protein diversity, we constructed alignments of 9,451,490 representative protein sequences in the RP15 database (Release 2020_01) [53] to our pre-selected 293 core biosynthetic domain pHMMs (Supplementary Table 2). We performed hierarchical clustering analysis to group similar aligned sequences into clades, then built sub-level protein family pHMMs from the sequences of each clade (Figure 7.2B). This approach resulted in a distinct set of 3,889 sub-level Pfam (sub-Pfam) models (10-100 clades per core domain). For each aligned core domain in a BGC, an hmmscan search is performed using the specific sub-Pfam models, of which the hits are then ranked according to the bitscores. A set number of top hits (top-K) is then used to assign descending values of the corresponding feature in the matrix - for example, if a domain A has top-3 hits of A-c15, A-c3, and A-c2, its ranked feature values could be A-c15=255, A-c3=170 (255 x ⅔), and A-c2=85 (255 x ⅓). When a BGC has multiple hits on the same sub-Pfam column, the maximum value for that column will be taken. Using this ranked normalization scoring strategy for building the numerical feature representation of each core gene, we show that the sub-Pfams can together act as a proxy for sequence-level protein diversity (Figure 7.2D).

7.2.2. GCF models construction
To efficiently group BGC features into GCFs, BiG-SLiCE uses a clustering method based on the python scikit-learn [54] implementation of the BIRCH [45] algorithm. When using gene cluster GBK files from antiSMASH v4.2 or higher (the version in which the attribute on_contig_edge was implemented to indicate which BGCs lie on the edge of a contig and may therefore be incomplete), users can opt to build the GCF features only from non-fragmented BGCs (using --complete parameter). Then, a distance sampling test will be performed to ascertain a default threshold value $T$ for the clustering algorithm, unless a value is directly supplied by users via the --threshold parameter.
The former is done by taking the average $X^{th}$-percentile (default $X=1$) of Euclidean pairwise distances between 100x1000 randomly sampled features from the input data. Afterwards, a flat-tree BIRCH ($\text{branching\_factor} \geq n_{\text{samples}}$) [55] clustering method is used to incrementally scan BGC features and build the GCF centroids. Then, a global cluster assignment is performed to match all input BGCs with the top-$N$ (default $N=3$) scoring GCFs per BGC along with their membership scores. By considering multiple GCFs at once, users will be able to judge the confidence level of each BGC-to-GCF assignment. This is useful, for example, when determining the context of a fragmented BGC, where (low) membership scores might be distributed almost equally across different best-matching GCF models. Furthermore, by performing feature extraction on a set of newly sequenced (putative) BGCs, users can immediately match them with previously calculated GCF models (using the --query mode of BiG-SLiCE) and retrieve information on their characteristics and potential novelty.

7.2.3. Comparison against manually curated GCFs

In order to judge the quality of results produced by its heuristic-based algorithm, we compared BiG-SLiCE clustering against 92 manually curated groups of MIBiG v1.3 BGCs provided in the original BiG-SCAPE paper. Several different threshold parameters $T$ were tested {300, 600, 900, 1,200, 1,500} and corresponding results were compared to the reference groups. We calculated the V-score [56] of each run, which measures both the homogeneity (whether cluster members share the same target class) and completeness (whether members from a single target group are assigned into exactly one cluster) of a clustering result when matched to a manually defined target reference (Figure 3A), and plot it alongside the difference of GCF counts ($\Delta$GCF) between the two. We found that BiG-SLiCE produces a generally agreeable result at the selected example threshold ($T=1,100$ with $V$-score=0.81), but is not able to capture the “perfect” clustering denoted by the reference groups (Figure 7.3B). This stems from the fact that the manual categorization of the 92 compound groups does not always translate into the groups sharing a similar distance distribution in the BGC space, making it impossible to set a single clustering threshold that reproduces the membership assignment. BiG-SCAPE seems able to handle this issue better ($V$-score=0.91, see Supplementary Figure 1) due to its Affinity Propagation [43] based clustering algorithm that allows finding non-convex clusters, as opposed to the spherical partitioning approach of BIRCH, which is one of the main trade-offs for its hyper-scalability. However, BiG-SLiCE accurately captures the underlying biosynthetic signal that connects the genomic space of BGCs and the chemical space of their products, as demonstrated by the bimodal distribution of intra- vs inter-group distances of the BGCs (Figure 7.3C) and the visualized feature heatmap of the most challenging groups (Figure 7.3D).
Figure 7.3. (A) BiG-SLiCE analysis results for a range of threshold values, as measured by the difference of GCF counts ($\Delta$GCF) and the level of clustering agreement (V-score of 1.0 for perfect clustering) compared to MiBiG curated groups. A single threshold result with the lowest $\Delta$GCF while maintaining a V-score $>0.8$ ($T=1,100$) was selected as an example for further analysis in this figure. (B) Confusion matrix of BiG-SLiCE clusters vs curated GCFs. To help in visualization, all singletons of the BiG-SLiCE result (58 GCFs) were collapsed into a single column (leftmost column, highlighted in blue box), showing together BGCs requiring a more lenient threshold ($T>1,100$) to match the curated information. Conversely, another column, GCF-143 (red box), highlights the need for a stricter threshold ($T<1,100$) to obtain a more fine-grained clustering for some parts of sequence space. (C) BGC-to-centroid distance value (i.e. radius) distribution of within and between group pairs in the curated dataset. The centroid of each curated group was calculated by averaging the feature vectors of all BGCs assigned to it. (D) Feature heatmap of the collapsed singleton group and GCF-143 (colored bars on the left indicate manually curated groups) showing that the underlying pattern captured by BiG-SLiCE features tends to agree with the manually curated information, i.e., rows with the same color tend to be located near each other.

7.2.4. SQL-based data storage enables extensive functionality

A typical BiG-SLiCE run produces a large amount of useful information on top of the GCF membership for each BGC. Taxonomic metadata, information on chemical compound classes and protein annotations are commonly included in
the antiSMASH-generated BGC genbank files. To integrate that information and provide a truly comprehensive analysis output, a structured approach to data storage and processing is required. The architecture of BiG-SLiCE is centered around the use of a relational SQL database schema (Supplementary Figure 2) implemented as a file-based SQLite data store. Processed input (including all metadata), supporting data and clustering results are systematically stored in database tables.

Using this setup, it is possible to build complex queries and perform all sorts of analyses even beyond the scope of GCF reconstruction. For example, one can use the preprocessed SQL database as a personal “data management” solution for custom BGC collections, enabling a fast search and query of specific protein sequences based on taxonomy and domain contents (Figure 7.4A). Furthermore, this structured information about BGCs, their homology (GCF membership), taxonomy, biosynthetic classes, and protein domain hits can also be combined with a bioinformatics pipeline or analytical scripts written in Python or R (both of

**Figure 7.4.** (A) An example SQL query for all protein sequences harboring at least one Ketosynthase (AS-PKS_KS) domain from streptomycete BGCs. Here, the search performed against the total of ~29 million CDSes and >101 million domain hits in the database was completed in under five seconds, returning 44,025 CDS that satisfy the criteria. (B) A cartoon illustration on how the interconnected SQL tables holding various BGC-related information can be leveraged by downstream analyses, e.g., using programs and notebooks written in Python and R. (C) An example downstream analysis using the data on sub-Pfam hits to chart the diversity of AMP-binding domains across datasets and across phyla. Here, each colored bar represents the distribution of a specific sub-Pfam clade across the sampled dataset/phylum. Each analysis including the SQL query took around 55 seconds to complete. A script to perform such analyses (which can also be used to investigate other biosynthetic domains) and generate the plots can be found in the “figure_4” folder of the Supplementary Data.
which have native support for SQLite) (Figure 7.4B) to perform even more complex analyses, for example to study the diversity of biosynthetic domains across samples and across taxonomy (Figure 7.4C). As a matter of fact, all analyses performed in this study heavily benefitted from, and relied on the data-wrangling convenience provided by BiG-SLiCE’s SQLite database.

Finally, as previously demonstrated by the success of antiSMASH and BiG-SCAPE, one way in which regular end users can really benefit from a tool is when they are provided with an interactive and easy-to-use output visualization as a way to explore the data and analysis results. BiG-SLiCE offers this functionality by combining the portability of SQLite database with a mini web application written using Python’s Flask library [57]. This allowed us to implement a feature-rich visualization “software” that can be deployed and run with minimal amount of installation effort on a user’s personal computer. While this feature is currently at a prototype stage, offering simple functionalities such as browsing and viewing the processed BGCs and GCFs, we plan to continue to improve and implement more advanced features along the way, such as searching and filtering for specific BGCs/GCFs of interest, generating phylogenomic alignments of BGCs [22,58], or even incorporating additional useful information such as the presence/absence of antibiotic-resistant genes [59] and regulatory domains [60] within the BGCs.

Results and Discussion

In order to show how BiG-SLiCE could be applied to large datasets that capture the full diversity of BGCs from cultured and uncultured microbes, we decided to collect a merged dataset of publicly available microbial genomes and metagenome-assembled genomes (MAGs). We then predicted their BGCs using antiSMASH v5.1.1, filtering out contigs <5,000bp (\(--\text{minlength} 5000\)) and used the respective taxonomy options wherever applicable (\(--\text{taxon bacteria} \) for bacterial and archaeal genomes, and \(--\text{taxon fungi} \) for fungal ones).

7.3.1. Collecting a near-comprehensive dataset of publicly available BGCs

We downloaded 19,169 complete and chromosome-level bacterial NCBI RefSeq genomes up to 27 March 2020, 12:15PM CET. To capture the extensive strain-level diversity within the bacterial kingdom, 162,352 draft RefSeq genomes were also downloaded and processed, resulting in a total number of 1,060,594 BGCs when combined. For fungi and archaea, we downloaded 5,939 and 1,162 genomes from NCBI Genbank with “Refseq-like” filters turned on, resulting in 123,939 fungal and 2,578 archaeal BGCs, respectively (all NCBI query scripts used for this data collection step are available in Supplementary Text 1).
Table 7.1. Numbers of genomes and BGCs in all datasets included for the large scale diversity analysis. Numbers inside brackets indicate the total number of genomes assigned to each kingdom based on the subsequent taxonomy analysis. “Others” category includes the kingdom of Archaea, Viridiplantae (from MIBiG dataset) and unassigned taxa. A complete list of all genome accessions and their BGC counts can be seen in Supplementary Table 3.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Study</th>
<th>Counts (Genomes, BGCs)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bacterial</td>
<td>Fungal</td>
<td>Others</td>
</tr>
<tr>
<td>RefSeq complete bacteria</td>
<td></td>
<td></td>
<td>19,169 (19,166)</td>
<td>101,531</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0 (3)</td>
</tr>
<tr>
<td>RefSeq draft bacteria</td>
<td></td>
<td></td>
<td>162,352 (162,297)</td>
<td>959,061</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0 (55)</td>
</tr>
<tr>
<td>GenBank fungi</td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>0</td>
<td>5,939 (5,905)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>123,816</td>
<td>0 (34)</td>
</tr>
<tr>
<td>GenBank archaea</td>
<td></td>
<td></td>
<td>0 (1)</td>
<td>2</td>
<td>1,162 (1,161)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2,109</td>
</tr>
<tr>
<td>Parks 2017 (Uncultivated</td>
<td></td>
<td></td>
<td>7,280 (7,280)</td>
<td>15,829</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Bacteria and Archaea MAGs)</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>623 (623)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>756</td>
</tr>
<tr>
<td>Tully 2018 (TARA ocean MAGs)</td>
<td></td>
<td></td>
<td>2,283 (2,326)</td>
<td>4,829</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>344 (301)</td>
<td>518</td>
</tr>
<tr>
<td>Almeida 2019 (Unified Human</td>
<td></td>
<td></td>
<td>4,616 (4,616)</td>
<td>4,766</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Gut MAGs)</td>
<td></td>
<td></td>
<td></td>
<td>28 (28)</td>
<td>25</td>
</tr>
<tr>
<td>Stewart 2019 (Cow’s rumen MAGs)</td>
<td></td>
<td></td>
<td>4,815 (4,815)</td>
<td>8,380</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>126 (126)</td>
<td>589</td>
</tr>
<tr>
<td>Glendinning 2020 (Chicken’s</td>
<td></td>
<td></td>
<td>469 (469)</td>
<td>481</td>
<td>0 (0)</td>
</tr>
<tr>
<td>caecum MAGs)</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MIBiG v2.0</td>
<td></td>
<td></td>
<td>0 (0)</td>
<td>1,594</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>276</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>200,984 (200,970)</td>
<td>1,096,473</td>
<td>5,939 (5,905)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>124,092</td>
<td>2,283 (2,331)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4,506</td>
</tr>
</tbody>
</table>
Furthermore, we collected and processed 20,584 MAGs from previously published studies [61–65], resulting in a total of 36,173 BGCs. This list was arbitrarily selected from available studies describing the construction of large-scale MAG assemblies from different environments at the time of data collection. Although this list was in no way comprehensive (for example, there are many other notable recent publications [67–78] not covered by this initial effort, not to mention the huge number of shotgun metagenomic studies publishing only contig-level assembly of unassigned bins), the ~20K MAGs presented here may already give us a glimpse on the untapped biosynthetic diversity of uncultured microbes. Finally, we incorporated all 1,910 entries from MIBiG v2.0 [66] as a reference set of known and experimentally verified BGCs. In total, a final count of 1,225,071 BGCs were predicted from 209,206 genomes and MAGs, as shown in Table 7.1 above.

7.3.2. Improving the taxonomy assignment of genomes

Before performing any taxonomy-related diversity analysis, we ensured that all included genomes were correctly assigned to their respective taxa. Several studies pointed out that there might be a potentially widespread misclassification of bacterial genomes within the NCBI database [79–81]. To avoid this issue, we chose to use the taxonomy derived from the GTDB (Genome Taxonomy Database), which were posited to be more phylogenomically accurate than that of NCBI [82]. We queried all bacterial and archaeal NCBI genome accessions through the GTDB API (version 04-RS89, https://gtdb.ecogenomic.org/api/) to fetch their taxonomy information, resulting in 123,245 taxonomy-assigned genomes. For the remaining genomes, i.e. those from metagenomic studies and more recent NCBI genomes not yet covered by the API, we used the GTDB toolkit [82], a bioinformatics pipeline that integrates several tools [50,83–87], to infer their taxonomy based on their genomic marker composition. This further assigned taxonomy information to another 79,964 genomes. Original NCBI taxonomy information was retained for all fungal genomes and MIBiG BGCs (a list of all GTDB and NCBI-assigned taxonomy per genome is available in Supplementary Table 3).

7.3.3. Large-scale Homology Analysis of 1.2 Million BGCs

We then performed BiG-SLiCE clustering analyses over the merged datasets using a 36-core, 252GB RAM shared computing server facility. Taking advantage of the antiSMASH5-enabled annotation of fragmented BGCs (clusters residing on contig edges), the --complete-only parameter was used for the clustering phase, using 802,287 (65%) non-fragmented BGCs from the input data to build the GCF models. This ensures that the variation in the models is derived from actual BGC diversity and not due to technical gene losses (from contig splits). Later on, the full input datasets were queried back against the GCF models, in order to map the fragmented BGCs onto their corresponding GCFs based on the calculated membership values d. For this analysis, we arbitrarily categorize GCF-to-BGC relationships into "core" (d<=T), "putative" (T<d<=2T), or "orphan" (d>2T)
on a best-hit basis (parameter --n_ranks=1). Five different threshold values ($T$={300, 600, 900, 1,200, 1,500}) were tested, producing a decreasing number of GCF models (more BGCs per GCF) as $T$ gets bigger (more lenient) (Supplementary table 4). The first run ($T$=300) which carries the full workflow load (from features extraction to membership assignment) was finished in ~240 hours (ten days), or >150x faster than the estimated runtime of BiG-SCAPE (Supplementary Figure 3). A large chunk of this runtime is spent at the feature extraction step, which includes the I/O heavy hmmscan and non-parallelizable SQL inserts (Figure 7.5A). Subsequent runs ($T$=600-1,500) reused the precalculated features, taking only an average of around four hours runtime for each run (Figure 7.5B).

**Figure 7.5.** (A) Runtime breakdown of the full run ($T$=300) on a 36-core CPU, 262GB RAM server. Due to some technical issues, no usage log is available for steps prior to the sub-Pfam extraction. CPU usage log shows that most of the time, BiG-SLICE only uses one CPU core, giving a room for further improvement e.g. via SQL parallelization. Spikes on the RAM usage (peak ~150GB) came from the periodic “dumping” of the in-memory database (used in order to speed up runtime) into an SQLite db file. (B) Runtime comparison between multiple runs, with $T$=300 bearing the full load of performing input processing and features extraction. Here, runtimes are separately shown for both the clustering (GCF models construction plus membership assignment) and other steps (input parsing, hmmscanning and features extraction).

7.3.4. Charting a global map of BGC diversity

Each GCF in the global clustering analysis result represents a functional niche captured from a group of BGCs sharing a similar biosynthetic make-up. To enable the visualization of this biosynthetic diversity, we partitioned the 121,299 centroid features of the GCFs produced by the $T$=300 run into 500 GCF “bins” using K-Means (via sci-kit’s library, with $K$=500 and a random, but reproducible initialization step; see the reproduction script included in Supplementary Data for details). Another round of membership assignment was performed to match the full set of 1.2M BGC features into the resulting 500 GCF bin centroids. Those centroids were also subjected to an average-linkage agglomerative clustering analysis (sci-kit implementation, euclidean distance). The produced hierarchical tree object was then converted to a newick file (using a custom script provided in the Supplementary Data) and plotted via the iTOL web server (https://itol.embl.de/) [88]. By annotating this tree with various types of quantitative information (Supplementary Table 5), the resulting phylogram pictures a generic, “bird-eye view” on the entire set of 1.2 million BGCs (Figure 7.6).
Figure 7.6. A phylogram created via the hierarchical clustering analysis of 500 GCF bins. The phylogram was rooted on a null (all zeros) dummy feature matrix. For each node, the raw dataset distribution values (Supplementary Table 5) were double-normalized, first against the number of BGCs each dataset has in total, giving the fraction values, then against all fraction values of other datasets in the bin. Furthermore, some notably interesting clades were manually highlighted (a1-a4, b) for follow-up discussion (see main text).

An important thing to note is that due to the non-deterministic nature of K-means, the number of BGCs that goes into each bin depends a lot on the randomly placed initial centroids (for example, there are 21 bins made up of a single BGC (Supplementary Table 5), which can happen when the randomly placed initial centroid hits an outlier-singleton in the dataset). This is analogous to taking a two-dimensional satellite picture of the earth from a specific coordinate, looking down at a specific angle. There are an infinite number of ways to take a picture, giving a different perspective and snapshot of an object each time, but the inherent three-dimensional structure of the object will always remain constant. While the map shown in Figure 7.6 can give us insights into the major “landmarks” formed by the larger groups of BGCs, it will not show all the nooks and crannies to be explored from the entire dataset (which could be explored using more fine-grained tools such as BiG-SCAPE).

The very first thing that we can notice from the phylogram is how fungal BGCs (purple bars, “a1” to “a4”) have quite distinct features that discriminate them from the rest of the (mostly bacterial) datasets. Clades “a1” to “a3” contain mostly NRP (99.93%) BGCs: 20,398 from “a1”, 18,770 from “a2” and 8,606 from “a3”. Clade
“a1” shares its 9,402 fungal BGCs with 10,972 bacterial (67.56% came from *Pseudomonas*) and 13 archaeal ones. This clade includes two simple NRP-encoding fungal BGCs from MiBiG dataset, encoding the biosynthesis of the proteasome inhibitor fellutamide B [89] (BGC0001399) and aspergillic acid [90] (BGC0001516) from *Aspergillus* (and on the bacterial side: four MiBiG BGCs including another simple proteasome inhibitor livipeptin [91,92] encoded by BGC0001168 from *Streptomyces lividans*). Clade “a2” contains a major part (50 out of 61) of known non-hybrid fungal NRP BGCs in MiBiG, and shares the clade with 85 bacterial NRPs. Last but not least, clade “a3” almost exclusively (except for 1 beta-lactam BGC from *Mycobacterium gordonae* and 10 BGCs from unknown taxa) consists of uncharacterized fungal NRPs. A closer look at this clade leads to an interesting observation in terms of shared features / domains. We found that no domain (even at biosynthetic-Pfam level) is shared by more than 70% of the BGCs, except from a few sub-Pfams: AS-NAD_binding_4-c7 (91.92%), AS-AMP-binding-c6 (98.84%) and Epimerase-c26 (99.03%). These domains are often contained in one protein-coding gene, sometimes with an extra ACP (AS-PP-binding) domain (found in 75.34% of the BGCs). This clade therefore seems to contain mostly proteins related to α-aminoadipate reductases, which have been previously inferred to have an evolutionary origin prior to, or early in, the evolution of fungi [93]. Detailed results and reproducible scripts for analyses from this and subsequent paragraphs can be found in the “figure_6+sup_table_5” folder of the Supplementary Data.

At the opposite side of the phylogram, 42,716 out of 43,840 (97.43%) BGCs from clade ”a4” are of the Type-I Polyketide (T1-PKS) subclass, and as many as 7,811 of them are “true” PK/NRP hybrids (determined by the presence of Acyltransferase, Ketosynthase, AMP-binding and Condensation domains together in the BGC). This clade shows an enrichment of AS-PKS_AT-c7 (95.1%) and ketoacyl-synt-c8 (95.94%) sub-Pfam domains possibly linked to the iterative mechanism almost exclusively attributed to fungal PKSes [94]. Interestingly, 2,255 BGCs from this clade have bacterial origins (966 *Mycobacterium*, 438 *Streptomyces*, 851 others), which might possibly be connected to a group of non-canonical, iterative T1-PKses from bacteria [95–97]. However, no bacterial BGC from MiBiG, including those of known iterative type [98,99], falls into this clade.

We can also see a narrow but distinct clade “b” highly represented by RiPP BGCs from the “gut” metagenome datasets (bovine’s rumen, chicken’s caecum, human gut). Aside from the 2,546 (17.88% of the three datasets total) MAG-derived BGCs, this clade also contains 4,254 BGCs from the NCBI bacterial RefSeq genomes (0.40% of the dataset’s total) and is populated by BGCs from various kinds of firmicutes (99.32% of the clade’s total). Looking closer at the BGC classes gives away an important clue: 99.68% of the BGCs belong to the sactipeptide RiPP subclass as annotated by antiSMASH, and seems to encode a group of RiPPs known as SCIFF (Six-Cysteine in Forty-Five) peptides [100] (recently proposed to be reclassified as ranthipeptides [101]), as 100% of those RiPPs have the signature TIGR03973 precursor domain (along with >99% occurrence of Radical_SAM and the iron-sulfur binding Fer4_12 domains). It is largely unknown why this particular class of BGCs are highly represented in the gut microbiomes, except for the fact that they can only be found in typical resident
microbes of those environments (80.52% of BGCs came from *Clostridia*). Recently, a series of analyses performed by Chen et al. [102] in solventogenic *Clostridia* suggested that these RiPPs might play a role in the quorum sensing system and in controlling cell metabolism of such organisms.

Next, by looking at how the pink (innermost) bar is spread all across the phylogram, we can infer that despite holding no more than 2,000 entries presently, the BGCs in the MIBiG database are actually diverse enough to cover much of the general diversity of BGCs. However, we also need to be aware of the fact that most of the detection rules in antiSMASH were almost directly derived from the knowledge of experimentally characterized BGCs that are also present in MIBiG. This means that the 1.2 million BGCs we captured from those 209 thousand genomes are all evolutionarily related, although distantly, to at least one MIBiG BGC. To go beyond these canonical pathways, several unsupervised but “lower-confidence” alternative algorithms [39] have been developed that can potentially complement antiSMASH to cover more exotic areas of biosynthetic space.

Finally, this visualization suggests that several aspects can still be improved upon this first version of the BiG-SLiCE clustering algorithm. The three innermost gradient bars of the phylogram show the variation in the length of BGCs, extracted features, and the size of GCFs. By looking at them, it is quite apparent that there is a distinct separation between two major groups of GCF bins: a high feature counts group (more intense red bars) consisting mostly of domain-rich Polyketide (and some nonribosomal peptide / NRP) BGCs, and a low feature counts group (less intense red bars) consisting a large majority of NRP BGCs along with most Terpene and RiPP BGCs (Supplementary Figure 4A). This causes a large dichotomy in GCF sizes (Supplementary Figure 4B) due to the limitation of the single-threshold clustering method of BIRCH as described before. While, generally, the number of extracted features depends a lot on the length of a BGC (longer BGCs may contain more genes and domains), this is not always the case. For example, there may be a great degree of copy number variation between biosynthetic domains (e.g. in some NRP BGCs) that is not captured by BiG-SLiCE (Supplementary Figure 4C), as it only looks at absence/presence patterns of (sub-)Pfam features. Additionally, the pHMM models of BiG-SLiCE may fail to capture the diversity of certain tailoring domains. Conversely, there are also cases where the structure of the end products depends largely on the residue-level variability of particular proteins, such as for the large majority of RiPP BGCs, in which biochemical variation is largely governed by the sequences of precursor peptides (Supplementary Figure 4D). Thus, one way to optimize BiG-SLiCE clustering in the future is to try and balance the average feature counts across BGC (sub)classes, i.e. by surveying and including the missed neighboring domains, by putting more emphasis on core domain specificity (more columns for subpfam models) of a manually selected set of enzymes, and/or by taking into account copy number variation of domains (e.g. counting the actual number of biosynthetic-pfam hits rather than using a boolean absence/presence value). Alternatively, large BiG-SLiCE GCFs can be analyzed in more detail using BiG-SCAPE or using protein sequence similarity networks [103] (which can, for
example, be very powerful for analyzing RiPP precursor peptide variation [104–106]).

7.3.5. Measuring the “hidden iceberg” of microbial secondary metabolism

Figure 7.7. (A) Histogram of Euclidean distances (x-axis) of GCF models to their closest BGC from the MIBiG 2.0 dataset. Here, all GCFs having \(d\leq900\) were denoted as “Related to MIBiG” and “Distant from MIBiG” if otherwise, particularly highlighting those coming only from the MAG datasets. (B) Selected anecdotal example of a MIBiG BGC and one of the farthest \((d=895)\) BGCs from the same GCF, which does not encode a biosynthetically equivalent pathway. Colored sections of the arrows represent biosynthetic domains captured by BiG-SLiCE, where darker colors represent putative core domain homologues (as measured by the sub-pfam signature) shared between the MIBiG BGC and its distant relatives. (C) Example BGCs from GCFs having a distant best-hit to the tyrocidine BGC as shown by their generally high \(d\) values \((1,412-1,956)\) to the MIBiG BGC in question.

Only limited numbers of studies have considered global measurements of biosynthetic potential across taxa, or comparisons between cultivated and uncultivated bacteria [23,107,108]. To demonstrate how BiG-SLiCE could be used in such studies to quantify unexplored biosynthetic potentials, we took the 29,955 GCFs calculated from \(T=900\) and measured the distance of every GCF model against their closest MIBiG BGC features (Supplementary Table 6), then plotted a histogram from the data (Figure 7.7A).
Indeed, it is immediately clear from Figure 7.7A that the great majority (96.63%) of GCFs remain uncharacterized (distantly related to any MIBiG BGC), representing a huge iceberg of unknown secondary metabolism hidden under the surface represented by the MIBiG database. Of these 28,948 GCFs, 1,040 can only be found in MAG datasets, representing unique BGCs from uncultured and unculturable microbes. However, care should be taken not to accept the numbers at face value, as there are still a lot of factors yet to be considered. On the one hand, while we previously showed that the 1,910 BGCs in MIBiG have good diversity coverage across biosynthetic classes, the database is not entirely comprehensive in capturing all experimentally characterized BGCs to date. On the other hand, the arbitrary threshold used to define the relationship \((T=900)\) might be too lenient in some cases, as shown by an NRP BGC seemingly unrelated to the tyrocidine BGC being put together in the same GCF (Figure 7.7B). This also means that many BGCs with very low feature count would be lumped together in a large GCF with some MIBiG ones, contributing to an overestimated number (566,072 BGCs, or 46.2% of total input) of BGCs “related to MIBiG BGCs”. Combined with the fact that the analysis only includes what antiSMASH covers, we argue that the actual number of BGCs encoding distinct secondary metabolic pathways unrelated to known ones is likely to be even bigger.

7.3.6. Exploring biosynthetic potential across taxonomy

One of the potential use cases of BiG-SLICE is the systematic exploration of biosynthetic potential across taxonomy, which may provide detailed insight to direct discovery efforts. Having the species information of 209,206 genomes at hand, we sought to showcase how such an application could work by calculating the total number of GCFs within species having four or more strain-level genomes from our datasets (a total of 3,181 species from 1,043 genera) (Supplementary Table 7). To get a rough idea on the alpha diversity of GCFs within each species, we used the result of two threshold parameters, \(T=300\) and \(T=900\), and counted the numbers of GCFs per species across the two runs (Figure 7.8A). In this scenario, three Firmicutes (\(Bacillus velezensis\), \(Bacillus thuringiensis\), \(Streptococcus pneumoniae\)) and five Proteobacteria (\(Escherichia flexneri\), \(Klebsiella pneumoniae\), \(Acinetobacter baumannii\), \(Escherichia coli\), \(Burkholderia ubonensis\)) dropped out of the top thirty list of richest species when going from the stringent threshold to the more lenient one. This suggests that the perceived GCF richness in those species was largely confounded by the effect of (multiple) gene insertions/deletions near BGCs (in flanking regions included by antiSMASH) rather than the actual recruitment of new BGCs (i.e. via lateral gene transfer [109–111]).

Four \(Streptomyces\) species made it into the selected list of nineteen species that consistently ranked top thirty in both runs (Figure 7.8B) despite having relatively few genomes (24 to 78) in the dataset, confirming their status as prolific producers of natural products: 75-80% of approved antibiotics are sourced from this genus alone [1,112]. More detailed analysis of the set of species that have precisely four genomes in the dataset (723 species from 486 genera) (Supplementary table 7) showed that 26 species (104 genomes) from this “run-of-the-mill” drug
discovery genus harbor an average number of 36.69 unique GCFs (at $T=900$) per species, putting it first among other bacteria, followed by *Saccharopolyspora* (36 GCFs from 1 species), *Nocardia* (avg. 30 GCFs from 2 species), and *Amycolatopsis* (avg. 29 GCFs from 3 species).

![Figure 7.8](image)

**Figure 7.8.** (A) Distribution of GCF counts across species having four or more genomes in the dataset. Two plots showing results at the most stringent ($T=300$) and a fairly lenient ($T=900$) threshold, each highlighting thirty species with the highest GCF counts (colored dots). Nineteen species present in the top thirty of both thresholds are marked with black circle. (B) Detailed view of the top-19 species, taking GCFs from the $T=900$ result. Gradients from the colored bars (GCF counts) represent the extent to which a GCF is shared between all genomes in a species (in 20%-wide steps) (Supplementary Table 7). Additionally, the total distribution of BGC classes per species is also measured (Supplementary Table 8).

The rest of the bacterial species (1 actinobacterium, 3 firmicutes and 3 proteobacteria) that made it into the top nineteen are mainly composed of pathogens that have had many of their genomes sequenced (183 to 4,838 genomes) within the NCBI database, which contributes greatly to their elevated GCF richness measure. However, two species from the list showed numbers that deviate from this observation. *Mycobacterium pseudoshottsii*, a slow-growing fish pathogen originally isolated from striped bass (*Morone saxatilis*) during mycobacterial outbreak in Chesapeake Bay [113] harbors a total of 67 unique GCFs within its 37 genomes. This makes the species distinct compared to the rest in the genus: *Mycobacterium avium* which harbors 58 GCFs from 197 genomes followed by *Mycobacterium tuberculosis* with 56 GCFs from 6,606 genomes. However, a closer look shows that the majority (35 out of 37) of the GTDB-Tk assigned genomes from this species actually belong to the closely related *Mycobacterium marinum* and *Mycobacterium ulcerans* in NCBI, which
might explain the group’s observed higher total GCF diversity. These accessions are now included and are assigned correctly in the newer version of GTDB R05-RS95 (and the accompanying GTDB-Tk version 1.3.0).

*Ralstonia solanacearum* (also known as *Pseudomonas solanacearum*), the final pathogenic species from the bacterial list actually made it into the top-5 (first place among bacteria) with 95 GCFs derived from its 56 genomes. A striking observation from this species data is how little overlap occurred between the BGCs from different strains: 87 out of the 95 (91.5%) GCFs are shared only between less than 20% of strain genomes, meaning that every 11 strains may harbor ~17 unique BGCs that cannot be found in any other strain of the species. Not much can be said about the potential natural products that can be mined from this diversity (two hybrid NRP/Polyketide compounds, an antimycoplasma micacodin [114] and a fungi-colonizing agent ralsolamycin [115] from a tomato-associated strain GMI1000, were deposited in MIBiG under accessions BGC0001014 and BGC0001363/1754), but several comparative genomic analyses [116,117] have linked this highly divergent metabolic capacities with their unusual ability to attack a vast range of plant species [118].

Finally, fungal secondary metabolism presents an enigma in the space of natural product and drug discovery: although some of the most important drugs came from fungi, such as cyclosporine, penicillins and lovastatin, they arguably remain underexplored when compared to the bacteria. Indeed, there are only 88 entries from *Aspergillus* as opposed to 636 from *Streptomyces* in MIBiG 2.0. Similarly, there are around 2,000 streptomycete genomes in NCBI GenBank compared to ~400 from *Aspergillus*. This phenomenon might be attributed to the general difficulty of working with filamentous fungi, due to, e.g., their relatively complex genomes. Nevertheless, many fungal species managed to place themselves onto the list of species with the richest GCF repertoires. As many as 32 ascomycota from seventeen different genera were part of the top-100 ranked species in the $T=900$ list, and despite its lower genome count (410) compared to, e.g., the bacterial pathogen *Pseudomonas aeruginosa* (4,858), *Fusarium oxysporum* managed to top the chart with 821 unique GCFs. Similarly, three *Aspergillus* species have a genome-to-GCF ratio similar to, or in some cases higher than the *Streptomyces* species on the list. As fungi and bacteria seem to frequently compete with each other in the wild [119], it may be logical to increase the search for new antibacterial compounds from this nemesis of bacteria, complementary to bacterial genome mining.

### 7.4. Conclusions and Future Perspectives

Here, we demonstrated that with BiG-SLiCE, we finally have the means to generate and exploit a truly global map of secondary metabolic diversity, which can provide insights for both fundamental (studying the diversity and evolution of microbial secondary metabolism) and practical (drug and novel compound discovery) purposes. To draw more solid biological conclusions from this kind of analysis, the issue of uneven feature coverage needs to be addressed (leading to some BGCs being more granularly clustered than others at any given threshold) and a more robust approach needs to be designed for choosing a
threshold for clustering. For that reason, we currently focused our support for outputs from curation-based tools and databases such as antiSMASH and MIBiG, allowing us to fine-tune BiG-SLiCE’s clustering algorithm on well-known and experimentally-validated BGC classes. In the future, we envision that the tool could also incorporate BGCs from other sources, particularly those coming from semi-supervised tools like ClusterFinder [28], EvoMining [58], and DeepBGC [39].

Furthermore, the sub-Pfam approach that we introduced here could have potential use beyond GCF construction. By using it in place of the more generic Pfam models, we can apply a Pfam2Vec analysis, the corpus being a dataset of computationally identified BGCs, to find biosynthetically relevant pairs of co-evolving genes that can be associated to specific chemical moieties [120]. With its improved sensitivity, we can also use sub-Pfam to survey putative antimicrobial resistant gene families across the >1.2 million BGCs in BiG-SLiCE, potentially revealing a wide array of potential antibiotic-producing BGCs using what can be thought as a global target-directed genome mining approach [59,121].

One important topic that has not been discussed extensively is how we can deal with fragmented BGCs. This is especially important when considering incorporation of more MAGs and shotgun metagenomic data in future analyses. Although the fuzzy membership approach provides a way for an objective (manual) inspection of BGC placement, an automatic but statistically-informed placement strategy still needs to be developed (as opposed to taking only the best hit coupled with some arbitrary thresholds as done here). Additionally, implementing a vector-based counterpart of BiG-SCAPE’s “glocal” comparison, which matches only the aligned fraction of a complete BGC against a fragmented one (e.g. by only calculating the euclidean distance of shared columns) might help to dampen the effect of the variable feature size each GCF had.

While this first version of the software constitutes a big leap in scalability of BGC analyses, a long road is still ahead. We invite the community to help improve BiG-SLiCE by sending feedback and using it to investigate the many specific questions that they have which were impossible or highly impractical to answer before. Finally, while a similar massive-scale BGC analysis can be performed ad hoc given sufficient computational resource and expertise, we can convert the precalculated global analysis result into a publicly accessible “reference” GCF database (now available online as BiG-FAM database [122]), allowing the scientific community to benefit from the result in new ways. For example, by curating this reference database with structural and functional annotations derived from (known) BGCs, it can facilitate the functional characterization and dereplication of newly sequenced BGCs.
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Chapter 8

BiG-FAM: A New Online Database of Gene Cluster Families

With BiG-SLiCE, we were given the means to perform a global-scale homology analysis of BGCs and programmatically explore its information-rich results. However, facilitating this novel technology to reach the widest possible audience within the scientific community required an openly accessible and easy-to-use interface to present its results. In this chapter, I present BiG-FAM, an online database which, upon its initial release, holds information about 29,955 gene cluster families (GCFs) calculated from the previous BiG-SLiCE analysis of ~1.2 million BGCs. To facilitate easy access to its content, BiG-FAM provides an extensive search and query infrastructure along with straightforward visualization of its data. Finally, to allow direct analyses of newly identified BGCs, users may submit a completed antiSMASH job id and obtain a comprehensive result listing the closest distant relatives of each of the underlying BGCs.

Published as:

8.1. Introduction

Microbial secondary metabolism produces a vast array of natural products (NPs) beneficial not only to the microbes themselves, but sometimes also to humans, for use as, e.g. antibiotics, chemotherapeutics, and crop protecting agents [1,2]. Enzyme-coding genes for these metabolic pathways, as well as genes encoding associated transporters and regulators, are often found physically co-located within a microbial genome, on loci referred to as biosynthetic gene clusters (BGCs). With the increasing availability of bacterial and fungal genome sequences, BGC identification tools like antiSMASH [3] and PRISM [4] have played a critical role in transforming NP discovery into a genome-based endeavor, as they allow the investigation of bioactive compounds a microorganism may produce even if the pathways are not expressed in the lab or when the genomes originate from uncultivated organisms.

With the simultaneous sequencing of hundreds to thousands of microbial genomes becoming more common, the large quantities of BGC data resulting from this pose an opportunity as well as a challenge. Databases such as antiSMASH-DB (https://antismash-db.secondarymetabolites.org/) [5], IMG-ABC (https://img.jgi.doe.gov/cgi-bin/abc/main.cgi) [6] and MIBiG (https://mibig.secondarymetabolites.org/) [7] have a crucial role in the analysis of BGCs, as they allow comparing the sequences of newly sequenced BGCs against those of previously predicted and experimentally characterized ones [8]. However, while this sequence-based approach works well to identify closely related BGCs across different taxa [9,10], it does not facilitate global analysis of relationships between BGCs across taxa. This is exemplified by the ClusterBlast module in antiSMASH, which, for every detected BGC, outputs a visualized overview of an arbitrary number of top hits for its sequence similarity searches, while the actual number of homologous gene clusters may be smaller or (much) larger.

To identify groups of BGCs that are functionally closely related and encode the production of the same or very similar molecules, approaches have been developed to group BGCs into gene cluster families (GCFs) [10–12]. GCFs have been shown to be very useful in genome-based NP discovery efforts. By examining shared absence/presence patterns of GCFs and compound families (derived via molecular networking of MS/MS spectra [13–15]) across different microbial strains, one can connect BGCs to their expressed products [12,13,16–19]. Algorithms such as BiG-SCAPE [19] automate the GCF reconstruction process and provide detailed interactive sequence similarity networks that can be explored by the users. However, sequence similarity network approaches are not sufficiently scalable to perform global analysis of all BGCs publicly available data. Recently, we developed BiG-SLiCE [20], a tool that makes it possible to perform GCF reconstruction at very large scales in a computationally feasible way. While BiG-SCAPE uses a pairwise comparison strategy to build GCF networks of up to ~70,000 BGCs within ten days in a compute server, BiG-SLiCE applies BGC vectorization coupled with a near-linear clustering algorithm to process more than a million BGCs under the same computational runtime.
Here, we present BiG-FAM, an online database that leverages BiG-SLICE clustering of BGCs to enable GCF-based exploration and homology searching of >1.2 million BGCs harbored by >200,000 microbial genomes. Thus, it provides a complete picture of the “global” secondary metabolic diversity of microbial NPs. Using this web-based platform, scientists can explore the biosynthetic repertoires of specific taxa, investigate the taxonomic and architectural diversity of BGCs of known function, and obtain insights into the novelty of newly sequenced BGCs or their relationships to BGCs in publicly available genomes. For further analysis of the underlying BGCs, BiG-FAM provides cross-links to both the MIBiG and antiSMASH databases, which contain more detailed annotations on the BGCs, such as their predicted or characterized chemical products.

### 8.2. Database Features

#### 8.2.1. GCF data on over 1.2 million BGCs

**Figure 8.1.** (A) Pie chart depicting the ratio of five generic BGC classes within the full dataset across three different microbial kingdoms (a total of 1,224,563 BGCs, excluding 16 plant BGCs from MIBiG and 492 BGCs with unassigned taxonomy). (B) Taxa covered by BGCs in BiG-FAM (total number of unique taxa represented by at least one BGC-containing genome per taxonomy level), with the total number of BGCs per kingdom provided in the far-right column of the table.

The BiG-FAM database contains 29,955 GCFs previously calculated using BiG-SLiCE version 1.0 (parameters: complete-only --threshold 900) from a collection of 1,225,071 BGCs [20]. These ~1.2 million BGCs were predicted by antiSMASH v5.1.1 from a set of 188,622 microbial genomes (181,521 bacterial, 5,939 fungal and 1,162 archaeal genomes from the NCBI RefSeq/GenBank database) and 20,584 MAGs (from several previously published studies [21–25]), and then complemented with 1,910 experimentally characterized BGCs from the MIBiG 2.0 database [7]. A complete list of all genomes along with their BGC counts and taxonomy according to the Genome Taxonomy Database (GTDB) [26] is provided in Supplementary Table S1. The included BGCs (and their corresponding GCFs) cover a wide range of biosynthetic classes (Figure 8.1A) and taxa (Figure 8.1B), thus providing extensive coverage of the secondary metabolic diversity of the “observable microbial universe”. 
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8.2.2. Seamless exploration of the database content

Starting with the core SQLite3-based (https://sqlite.org/index.html) data storage produced by BiG-SLiCE version 1.0.0 (Figure 8.2A), we built a fully functional web server using the Python Flask library (https://palletsprojects.com/p/flask/). We implemented an extra layer of cache storage (Figure 8.2B) to prefetch complex SQL queries coming from various parts of the web server. This, in turn, provides a seamless browsing experience at “compute-heavy” web pages, such as the (database-wide and per-GCF) “Statistics” view. Furthermore, this setup allowed a fairly lightweight (each request is returned within 0.5-5 seconds on average) implementation of the “Search and Filter” function on both BGCs and GCFs, giving users the ability to look for BGCs or GCFs annotated with specific taxa, source dataset types, biosynthetic classes or protein domains.

8.2.3. Querying user-supplied BGCs for rapid GCF placement

One major advantage of using BiG-SLiCE is that the shared BGC features of each GCF are summarized in the same Euclidean-based feature matrix as used for the underlying BGCs, forming what are known as the GCF models (or GCF centroids). This in turn enabled a linear BGC-to-GCF matching, which allows placing dozens of newly sequenced BGCs from a typical microbial genome onto
the global map of precalculated biosynthetic diversity within seconds of compute time. To enable easy access to this powerful feature, BiG-FAM incorporates a web-based “Query” submission system, for which the supporting data infrastructure is stored in a separate database (Figure 8.2C), where users can directly take their antiSMASH-predicted BGCs (using job IDs from the antiSMASH web server) and submit them for a GCF analysis. The produced BGC-to-GCF hits will reveal the close (i.e., near-duplicate) and distant relatives of the queried BGCs, which provides insights into their novelty and their relationships to other BGCs and helps studying their distribution and evolution across taxa.

8.2.4. Direct links to BGC and genome databases

While BiG-FAM stores and displays a lot of useful BGC-related information (such as protein sequences and biosynthetic domain hits), the database was never intended to be a BGC database, and therefore does not include information not directly related to the GCFs, such as nucleotide sequences of the BGCs. To support users who are looking for these data, BiG-FAM stores links to 1,910 known BGCs from MIBiG and 43,117 NCBI-derived BGCs from the antiSMASH database as metadata (Figure 8.2D, Supplementary Table S2). These cross-links can be used to acquire, for example, further information about the characterized (i.e., user-curated information from the MIBiG database) and predicted (for BGCs in antiSMASH database) core structure of the BGC products. Finally, links to the original genome sources (NCBI nucleotide database for isolate datasets, publication’s URL for MAG datasets) are also accessible from each BGC’s summary page (or as a merged URL list available for download from the GCF page).

8.3. Example Use Cases

There are several ways in which BiG-FAM can be used to answer scientific questions related to microbial secondary metabolism. The “Search and Filter” function can be used to track the distribution of specific groups of BGCs (i.e., based on their generic classes, or the queried combination of their biosynthetic domains) across different taxa. Alternatively, the “Query” page can be used to rapidly match user-supplied BGCs against the set of precalculated GCFs, providing useful information for the characterization and dereplication of those BGCs. Here, we describe two real-world use cases to demonstrate how such analyses could be done by the database users.

8.3.1. Example use case 1: exploring ranthipeptide BGC diversity

Ranthipeptides (previously known as “SCIFF peptides”) are ribosomally synthesized and post-translationally modified peptides (RiPPs) prevalent in the taxonomic class Clostridia [27], although GC-content analysis indicated that their biosynthetic genes might be horizontally transferred to other taxa as well [28]. Recent analysis shows that these peptides played an important role in regulation at the population level, i.e., via a quorum sensing mechanism [29]. During our previous effort in charting the global diversity of 1.2 million BGCs [20], we captured a large group (6,800) of putative ranthipeptide BGCs with diverse
patterns of gene neighborhoods flanking the precursor peptides. To explore this diversity, we can use BiG-FAM’s “GCF search” function and use the two signature domains of this BGC class (AS-TIGR03973 and Radical_SAM) as query baits (Figure 8.3A). The search result shows 79 GCFs, each representing a distinct pattern of underlying BGCs distribution across taxonomy (Figure 8.3B). By clicking on the link to each GCF’s detail page, information is provided about the taxonomic origins, nucleotide length, calculated radius and biosynthetic features shared by BGCs within the GCF (Figure 8.3C). Additionally, an overview of all BGCs and links to obtain their sequences can be downloaded in TSV format. Furthermore, a comparative multi-gene visualization of the BGCs provides a collated view on the diversity of gene neighborhoods flanking the ranthipeptide precursor genes (Figure 8.3D).
Figure 8.3. (A) By clicking on the “GCF” page link (box 1) from the main menu, users will be provided with an interface to search GCFs based on multiple criteria; in this case we search for "bacterial GCFs harboring AS-TIGR03973 and Radical_SAM biosynthetic domains in at least ~80% of their BGCs" (box 2). (B) After applying the filter function (box 3), Big-FAM returned a list of 79 GCFs satisfying the criteria. (C) Clicking on the “view” button of a GCF (box 4) will take users to a detail page that shows several statistics related to the GCF’s taxonomic distribution, length of its BGCs, and features (domains) distribution. (D) In the GCF detail page, users may also choose to view an “arrower” visualization of the BGCs (box 5), which in this case shows the occurrence of neighboring biosynthetic genes (depicted in colored arrows) flanking the queried cysteine-rich precursor and SAM gene pairs (blue boxes).
8.3.3. Example use case 2: GCF analysis on a newly sequenced *Streptomyces* strain

Recently, a draft genome was published [30] for *Streptomyces tunisialbus*, a new streptomycete isolated from the rhizospheric soil of lavender plants (*Lavandula officinalis*) in Tunisia [31]. To showcase how BiG-FAM can be used to assess biosynthetic novelty and capture distant relationships of newly sequenced BGCs, we downloaded the assembled genome from ENA (accession: OKRJ01) and uploaded it to the antiSMASH web server ([http://antismash.secondarymetabolites.org/](http://antismash.secondarymetabolites.org/)), returning a unique job id ("bacteria/fungi-xxxxxx-xxxx-xxxx-xxxx-xxxx-xxxx-xxxx-xxxxxxx") which (after the run is done) can then directly be used to perform GCF analysis in BiG-FAM ([https://bigfam.bioinformatics.nl/query](https://bigfam.bioinformatics.nl/query)) (Figure 8.4A). The entire analysis for the 36 antiSMASH-predicted BGCs was completed in less than a minute, resulting in a summary table of the best BGC-to-GCF hit pairs (Figure 8.4B). One interesting BGC in this genome is the complete, 46.5 kb long Type-I PKS protocluster from “Region 15.1”, which shows an overall low hit rate to gene clusters from public databases in both its ClusterBlast and KnownClusterBlast results (Supplementary Figure S1). A quick look at the GCF analysis result for the BGC shows a significant hit only to one singleton GCF (Figure 8.4C), which after a follow-up inspection turned out to originate from the NCBI-submitted entry of the same genome (accession: GCA_900290435.1). This suggests that the PKS BGC in question represents a novel type of BGC, as it is not closely related to any GCFs with members from other genomes. Relationships to more distantly related GCFs and BGCs can be analyzed by “tracking” of biosynthetic domains of the query BGC across hundreds to thousands of distant BGCs, showing the domain architectural similarity shared between the genes (Figure 8.4D).
Figure 8.4. (A) When users click on the “Query” section of the main menu (box 1), they will be presented with a form to input the job ID of a finished antiSMASH run. After pressing “Submit”, BiGFAM will immediately execute (or put into queue) the downloading, preprocessing and GCF matching of all BGCs (i.e., regions) included in the submitted run. (B) A list will then be shown with the summary of all best BGC-to-GCF pairings with distance lower than 900 (original threshold value) highlighted in green, depicting a good match to at least one GCF in the database. A particular query BGC, “Region 15.1” was selected for a detailed look (box 3) as mentioned in the main text. (C) A list of five best-matching GCFs and their model distances to the query BGC, showing an exact match ($d=0$) to a singleton GCF from *Streptomyces* (GCF_24649, box 4) which turned out to be the same BGC from the same genome. Looking at the visualization of the second closest GCF on the list (GCF_06303 with $d=1609$, box 5), we can see (D) co-occurrence of protein domains across the distantly related BGCs, where some similar but non-identical PKS genes (longest multi-domain gene in each GCF) seems to act as an “anchor” that defines the GCF. While this group of anchor genes have a similar domain architecture to the PKS gene of the queried BGC (box 6), a quick BLASTp analysis against one example gene (box 7) shows only 52.63% amino acid identity (Supplementary Text 1). Along with the differences in non-PKS genes between the query BGC and the gene clusters in the GCF, this suggests that, while the BGC is (distantly) related to this GCF, it does not actually belong to it and constitutes a novel gene cluster architecture.
8.4. Discussion

Being the first resource to offer unprecedented access to the “global” biosynthetic space of microbial BGC families, we expect BiG-FAM to become a relevant resource for NP discovery. With its feature-rich web interface, BiG-FAM facilitates user-friendly exploration and querying of its GCFs and BGCs. In the future, “Wikipedia-style” manually curated or semi-automatically generated annotations of precalculated GCFs (e.g. based on the presence of known BGCs or enrichment of signature proteins) may make the database even more useful for end-users. Moreover, with the recent emergence of metadata-rich microbial NP structure databases like the NPAtlas (https://www.npatlas.org/) [32] and databases of mass-spectrometric data like GNPS [33], it may become feasible to perform global meta-analyses to link (taxonomically conserved) BGCs to compounds based on their species/genus level presence/absence patterns observed across these databases [34].

To improve BiG-FAM in subsequent releases, additional useful features for users are planned, such as a REST-based API to support programmatic access to the data and more detailed downloadable summaries (e.g., in a tab-separated text file) that can be used for downstream analyses of the GCFs. Furthermore, there are opportunities to further extend the coverage of precalculated BGCs and GCFs in BiG-FAM by incorporating additional data sources. For example, IMG-ABC currently holds >400,000 BGCs from their >60,000 bacterial genomes, with some degree of overlap against NCBI and MiBiG. There are also other microbial genome databases like MycoCosm [35] that contain genomes not submitted to GenBank or the ENA. Finally, future efforts should also incorporate more data from shotgun metagenomic studies to cover a greater extent of the unculturable microbial biosphere.
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Here I discuss, in a broader sense, the significance and scientific contribution of the work presented in this thesis. This includes a short synthesis explaining how the various pieces of work complement each other in answering the original question of the thesis: “can we use genomics to map (the biochemistry of) natural product diversity?”. Finally, I reflect upon the direction of the field as we move forward in this exciting era of data-generating technological breakthroughs.
9.1. General comments

Over the last decades, data science has transformed and has been integrated into many fields: from business and management [1] to astronomy [2,3]. In biology, the technology-fueled explosion of available whole-genome sequence data marked a new era of bioinformatics and systems biology. As enzyme-coding genes can be thought of as ingredients of a recipe for a biosynthetic pathway, one can imagine using the genome as a reliable source for predicting an organism’s metabolic repertoire. With a mountain of genomic data being made available for many antibiotic-producing organisms, data-driven approaches can potentially make a significant impact on natural product (NP)-based drug discovery. This thesis offers various contributions in providing key technologies to generate, store, and process massive amounts of biosynthetic gene cluster (BGC) data. By leveraging more than 200,000 publicly available genomes, it shows the most global map of (microbial) NP diversity thus far.

In “Bigger data, better data(bases)” I touched upon the topic of generation, storage, and provision of BGC-related data. Using plantiSMASH (chapter 2), we identified more than two thousand BGC-like loci from 47 high-quality plant genomes and went on to characterize several of them (chapter 3). As more computationally predicted and experimentally discovered BGCs have become publicly available, scalable database platforms (chapter 4-5) will be crucial to deal with the incoming data deluge. Then, in “Mapping NP diversity through genomics,” I addressed the central question raised in the introduction to this thesis: “how can we leverage (massive-scale) genomic data to map the global NP diversity?” Using BiG-SCAPE, we performed a high-resolution clustering of more than seventy thousand BGCs, allowing us to map the biosynthetic diversity within the gene cluster family (GCF) associated with the production of detoxin-rimosamide compound family (chapter 6). Later in chapter 7, we introduced BiG-SLiCE, which implements a less sensitive but orders of magnitude faster clustering algorithm that can process 1.2 million BGCs within reasonable time and resource constraints. To serve the resulting map of microbial NP diversity produced by the analysis, we built a publicly accessible GCF database, BiG-FAM, which facilitates interactive exploration and user-submitted querying of newly sequenced BGCs (chapter 8).

9.2. What does the global analysis tell us?

One main question that this thesis tries to answer with the global-scale analysis was whether or not we have exhausted the NP repertoire of highly-cultivated (micro)organisms. The answer to this question has a far-reaching impact, as it will determine the fate of billions of euros of funding [4] dedicated to tackling antimicrobial resistance. There have been several attempts to answer this question in the recent past. Analyzing the historical record of screened Streptomyces isolates and the number of discovered antibiotics around the golden era, Baltz [5] estimated that in order to find a novel broad-spectrum antibiotic, one needs to screen at least ten million (10^6) isolates, which sounds like an intractable effort even for the largest pharmaceutical companies. Lewis [6] further supported this notion and argued that no more broad-spectrum antibiotics can be mined from highly-exploited taxa like Actinobacteria. While he was aware
that many actinobacterial species contain a distinctly high number of silent BGCs, he predicted that most antibiotics remaining to be found will be narrow-spectrum and unlikely to work against Gram-negative bacteria.

Figure 9.1. Rarefaction curves of twenty biggest genera (i.e., having the most number of available genomes) from the global analysis of 1.2 million BGCs. Here, BiG-SLiCE’s clustering result from $T=300$ (producing 121,299 GCFs) was taken and processed using a custom Python script (available via Zenodo [7]).

From the global analysis of 1.2 million BGCs in chapter 7, we see a substantial proportion of underexplored biosynthetic diversity, including those from classic NP producers like the Actinobacteria. Taking a rarefaction analysis of 786,465 BGCs harbored by the ten largest genera in the dataset (comprising a total of 118,769 genomes), the potential NP diversity of *Streptomyces* is immense and shows no clear sign of a plateau (Figure 9.1), which corroborates the previous model-based estimate of $\sim$100,000 antimicrobial compounds predicted to be harbored by the genus [3]. While it is hard to tell whether an unknown compound or BGC will show broad-spectrum antibiotic activity (I will briefly discuss this topic in the next subchapter), the sheer breadth of diversity suggests that one should still expect that some, if not many, new promising drug-like compounds can be unearthed from these taxa. With the increasing success of co-culture and genetic engineering techniques in expressing silent BGCs [8–10], this huge trove of uncharacterized BGCs holds promise for finding many new antibiotics classes to fight AMR pathogens. For this, I expect BiG-SLiCE will play a significant role in sifting through the large amounts of BGC data and selecting the most potent strains and BGCs for downstream expression study. In order to do that, however, some challenges and limitations will first need to be addressed.
With BiG-SLiCE, one needs to be aware of its current limitation regarding the algorithm’s low sensitivity towards several compound classes (RiPPs, bacteriocin, and highly-modular PKs/NRPs). While this likely would not change the previous conclusion about *Streptomyces*’ unrivaled NP diversity, the algorithm will tend to underestimate those poorly-covered classes’ chemical diversity when trying to compare the NP potential of different genera, species, or strains. This disparity may lead people to overlook taxa rich in those compound classes, such as the many RiPP-producing commensal bacteria of the human gut [11,12]. An immediate solution would be to manually increase the number of captured sub-Pfam features for the core genes of these classes, which will increase the perceived weight of sequence-level (as opposed to domain-level) diversity for these specific classes within BiG-SLiCE’s clustering algorithm. At the same time, some normalization strategies can be implemented in order to perform a more balanced comparison of BGC features. Cosine similarity, which measures the angle between two vectors as opposed to their absolute distance, could theoretically provide that balance. By applying a least-squares normalization [13] to the original feature vectors, one should be able to have an equivalent of a cosine similarity measure using the Euclidean-based clustering algorithm of BiG-SLiCE.

Furthermore, the 1.2 million BGCs processed by BiG-SLiCE in chapter 7 are still nowhere close to representing the true global diversity of microbial NPs. First, a considerable majority of environmental microbes (some potentially culturable) are not represented by the 14,405 anecdotal metagenome-assembled genomes (MAGs) used in the study. For example, the Joint Genome Institute recently published a catalog of 52,515 MAGs representing 18,028 putative species (~12,000 novel) that inhabit various environments on earth [11]. Second, due to its strict preference towards experimentally proven BGCs, the antiSMASH-based prediction only covers well-known NP classes and might potentially miss other “non-canonical” BGCs. To get truly comprehensive coverage of all microbial NPs, we may need to manually extend antiSMASH’s scope or use other alternative BGC prediction methods (I will discuss this more in subchapter 9.6). All in all, the aforementioned algorithm modification and coverage extension will likely increase, not decrease, our estimate for the total NP diversity to be mined from cultivable microorganisms on earth. While BiG-SLiCE would theoretically be able to handle input data three to four times larger than the current volume, a follow-up prioritization strategy would need to be put in place to select the most promising GCFs and BGCs for downstream analyses.

### 9.3. GCF prioritization for drug discovery

An overarching goal of this thesis, and of NP discovery in general, is to find novel compounds that can be used or adapted as drugs to combat untreatable diseases. As our global BGC analysis managed to produce a navigable map in the form of GCFs and their feature vectors, the next challenge is to find ways to prioritize BGCs most promising to produce novel drug-like compounds. Using reference databases like MIBiG, GCFs harboring known BGCs can be studied to find naturally-derived antibiotic analogs that can potentially be active against clinical AMR bacteria. The search for detoxin analogs using BiG-SCAPE in
Chapter 6 may serve as a pilot model for this kind of approach. Conversely, large-scale comparison analyses can be performed to highlight unique GCFs (and BGCs) remotely related to any known BGCs. Crusemann et al. [14] recently used this approach to show the uniqueness of two BGCs, one of which came from a cultivated *Chromobacterium vaccinii* strain, that encoded the production of a potent Gq protein inhibitor compound, FR900359.

While the predicted novelty of BGC products may highlight areas with untapped natural product diversity in general, specific prioritization of compounds with actual antimicrobial or cytotoxic activity is mandatory for drug discovery. Previously, screening of BGCs and producer strains that harbor antibiotic resistance genes have been successfully used to unearth a novel proteasome inhibitor from *Salinispora tropica* [15], a new glycopeptide antibiotic from *Streptomyces* sp. WAC1420 [16] and herbicidal compounds from *Aspergillus* [17], among many others [18]. Colloquially termed “target-directed genome mining,” this approach relies upon the fact that many organisms coevolved self-resistance mechanisms to prevent getting self-harmed by their antimicrobial products [18]. Although state-of-the-art computational tools such as ARTS [19,20] and SYN-View [21] can help in identifying self-resistance gene families within a limited set (i.e., dozens to hundreds) of phylogenetically-related strains, a much greater potential lies in the global survey of those genes across all available microbial genomes. In addition to BGCs harboring known AMR gene families such as those documented in the Resfam database [22], there is a vast number of potential self-resistance genes co-located with secondary metabolic BGCs from Actinobacteria (Figure 9.2), representing a potentially important source for antibiotic discovery.

**Figure 9.2.** Distribution of gene families with a putative role in self-resistance that are co-located with BGCs from Actinobacteria: (red) known, manually-curated AMR subfamilies from Resfam, (orange) families from Pfam included within Resfam’s “extended” dataset which cover much broader putative AMR genes with the tradeoff of giving a much larger number false-positives, and (purple) families from TIGRFAM included within ARTS’s putative resistant factors, which may be put into a similar category with the Resfam’s extended dataset. In many cases, these putative self-resistance protein families (except for the Resfam’s core set) are populated by a greater number of housekeeping and non-resistance related genes, e.g., the ABC transporters (ABC_tran), a very widespread gene family whose main task is to export the produced NP out of the bacterial cell.

However, as many resistant genes often arose from a duplication event of a corresponding housekeeping gene [23] or protein families related to the export
and biosynthesis of BGC products, there is an inherent challenge in identifying them from the hundreds to thousands other genes commonly found within a single bacterial genome. In fact, internally located self-resistance genes might not be as common as one might think for most antibiotic-producing BGCs [24]. A back-of-the-envelope calculation we did for MIBiG BGCs suggests that only 5-10% of known antibiotic BGCs harbored an internal self-resistance gene, such as the BGCs for kanamycin (BGC0000704) [24] and nisin (BGC0000535) [25,26] production. There is a fair chance that a corresponding self-resistance gene (or operon) is located elsewhere in the genome, as is the case for the thiostrepton BGC [25], or that the antiSMASH detection algorithm simply missed some genes that are located just outside its predicted cluster border. Finally, in some cases there is no need for a producer to evolve self-resistance at all, i.e., for many Gram-negative bacteria that produce antibiotics to specifically target Gram-positives [26].

To address this challenge, one could perform a large-scale multi-genome analysis to identify proteins that are associated (e.g., co-evolved) with a specific GCF. Additional evidence such as being an expanded orthologue [27] or being a horizontally transferred gene [19] may further support their assignment as a self-resistance factor. Typically, such an analysis would start with the construction of a sequence similarity network (SSN) [28] of all proteins in the genomes, which requires pairwise comparisons and thus may cause a bottleneck when applied on the scale of tens to hundreds of thousand genomes. In this case, greedy approaches offering significantly less runtime at the expense of accuracy such as CD-HIT [29], UCLUST [30], or Linclust [31] may be used as a promising alternative. An interesting idea would be to use the combined sub-Pfam signatures of the putative protein families (mentioned in Figure 9.2) rather than performing an actual sequence alignment, which may offer further speed up as we have shown in chapter 7.

On top of the aforementioned target-directed approach, one should also look for other identifiable criteria to support a BGC’s (and the related GCF) potential as a novel drug source. For example, Banfield et al. [32] built machine learning models to identify specific families of transporter genes that can signify the siderophore activity of the product of a BGC (transporter genes were also previously associated with several self-resistance mechanisms in many bacteria [18]). Using a support vector machine (SVM) model trained on 1,281 known BGCs with manually curated activities, the fourth iteration of PRISM (another long-running BGC prediction tool) introduced a new feature that enables the direct prediction of BGC product activity based on either protein domain content or predicted chemical structures [33]. The tool’s publication also mentions the calculation of Lipinski’s “rule of five” [34] on the predicted BGC products as a way to measure the compound’s viability as an orally-available drug. Moore et al. [35] revealed the synergistic antifungal activity of two phylogenetically-conserved BGCs (one of them produces the known immunosuppressant compound rapamycin) in Streptomyces rapamycinicus, which opens up a bigger question of finding such a “supercluster” in other genomes and taxa [36]. Finally, highly-amenable universal regulatory mechanisms like the SARP (Streptomyces antibiotic
regulatory protein) gene family may also be used as a screening target for large-scale BGC expression studies [37].

9.4. Understanding the ecological context of BGCs

Aside from their narrower scope as potential drugs, NPs from microbes also serve a more fundamental role in microbial interactions. Plant-associated bacteria has been known to produce a vast array of NPs that can deter fungal and insecticidal pathogens [38,39], stimulate a plant’s immune response [40], or promote its growth [41] in exchange for nutrients released by the plant into the soil. Similarly, NPs produced by commensal microbes have been found to be essential for their symbiosis with marine invertebrates [42,43], within the human gut [44,45], and most recently, with insects [46]. By studying the abundance and expression of BGCs across metagenomes, one could better understand microbiome function, which can further be translated to improving agriculture and human health.

Recently, BiG-MAP [47] was developed to study the abundance and expression of BGCs in metagenomic and metatranscriptomic data. To demonstrate the software’s functionalities, the authors mapped and analyzed 96 publicly available shotgun metagenomic reads of disease-related and healthy human oral microbiome to a reference dataset of 1,544 representative BGCs (redundancy-filtered from an initial count of 3,352 BGCs using a combination of MASH [48] and BiG-SCAPE) captured from the Human Microbiome Oral Database [49]. Although the analysis did not manage to capture a strong enough signal to confidently assign a BGC onto the microbiome’s phenotype, it demonstrated the tool’s applicability for use in other, similar analyses. With the continuous drop in sequencing cost, improvements in binning/assembly algorithms, and the emergence of amplicon-free long-read sequencing technologies, a growing number of large-scale shotgun metagenomic studies has been published, covering a wide range of environments: the human gut [50–52], ocean water [53], livestock [54,55], or a meta-collection [11,56]. This combination of tools and available data could provide unprecedented access to study microbial ecology beyond the limitation of marker-based metagenomics.

However, as opposed to the practical use in drug discovery for which the analysis of well-known (even if somewhat remotely related) BGC classes is considered sufficient, full coverage of all potentially relevant biosynthetic pathways is required for ecological studies, as they will give a truly comprehensive overview of the microbiome dynamics. As mentioned before, antiSMASH relies on manually curated signature genes known to be involved in well-characterized biosynthetic pathways, typically from highly-studied taxa like Actinobacteria. This means that, although manual updates can be rolled out as soon as new information becomes available (e.g., with the recent addition of detection rules for ranthipeptides [57], pyrrolidines [58], and lanthidines [59]), the algorithm does not comprehensively cover the biochemical vastness of microbial NPs. Furthermore, small compounds from the specialized primary metabolism of anaerobic bacteria, such as secondary bile acids, were found to be crucial for gut microbiome function and have been directly linked to human health and disease (which have been the focus of the gutSMASH tool used in the aforementioned BiG-MAP study). To
move forward, we may need to extend the manual curation approach to cover those overlooked BGC classes. Alternatively, semi-supervised machine learning algorithms may be leveraged [60–63] to capture novel BGC classes with potential ecological relevance. By applying a downstream BiG-SLiCE analysis of BGCs predicted from these tools, we may select for phylogenetically-enriched BGCs and work around the large false-positive discovery rates of these tools. The viability of this concept has been successfully demonstrated, although on a smaller scale, by Barona-Gómez et al. with their EvoMining tool [27], and recently by Medema and Wezel et al. [62] for discovery of novel RiPPs (ribosomally-translated, post-translationally modified peptidic NPs).

9.5. Towards the full utilization of NP databases

There was a major collective effort behind the >70% data volume increase of the MiBiG database in chapter 4. The bulk of these data came not only from the accumulated individual submissions by the community, but also from multiple dedicated in-house “annotathons” to manually collect and record experimentally characterized BGCs from the literature. Despite these combined efforts, however, there is a lot of scattered information yet to be included in the database. This particularly holds true for many recently reported BGC characterization experiments, because MiBiG normally relies on the authors’ willingness to go an extra mile to manually submit their data into the database. In the ideal scenario, submission of characterized BGC data along with the product’s chemical structure information should be enforced as a mandatory requirement for journal publication. For the foreseeable future, it would be worthwhile to consider implementing an automation strategy to track and pre-fill (i.e., via web crawlers [64] in combination with text mining algorithms [65]) the majority of the required information items to be completed by database curators, which will significantly cut the required efforts to input new data into MiBiG.

In chapter 8, I introduced BiG-FAM, which was the first and only database to comprehensively cover BGC families harbored by >200,000 publicly available microbial genomes. While the database may have served its purpose to allow data exploration and BGC-based queries of related GCFs, there is still much room for improvement for the database’s future updates. The incorporation of a less biased clustering algorithm and an increase in coverage of overlooked NP classes (as described before in subchapter 9.2) would be crucial to increase the overall data quality and usefulness of the database. With the size of genome and BGC databases expected to continue growing over time, input data synchronization should also be performed on a regular basis to keep the database relevant for users. As we continue to roll data updates, however, we should ensure that all modifications are properly documented and every release snapshot is provided as a downloadable archive. On the database features side, automated annotation of GCFs using the cumulative information of their known and computationally predicted members would go a long way to providing a richer user experience. Furthermore, we may also implement a user-editable information page (i.e., Wikipedia-style), allowing manual curation of precomputed GCFs. Most importantly, we should make the database programmatically
accessible, i.e., by providing an application programming interface (API) to enable true interoperability between BiG-FAM and other related databases.

In order to obtain a complete picture of a biological system, one often needs to combine data from multiple types of omics experiments. For example, transcriptomic analysis has been used alongside genome or exome sequencing to pinpoint causative genes in undiagnosed Mendelian diseases [66,67]. On the NP discovery side, the integration of metabolomics and genomics would allow linking between BGCs and their chemical products, as demonstrated in chapter 6 and several preceding studies [68–71]. Furthermore, the integration of transcriptomic data has been used to delineate the boundary of many BGCs in *Aspergillus niger* [72]. Ideally, NP-related databases as mentioned in chapter 5 should be connected to allow such links to be added automatically as more data is stored publicly. Practically, however, it is very challenging to implement such an integrated but decentralized system, of which the problems mainly come down to incompatible data standards (or the lack thereof) and conflicting data distribution policies. The “Minimum Information about any Sequence” (MiXS) framework that the Genomic Standards Consortium implemented back in 2011 was a step in the right direction. In 2014, the FAIR (Findable, Accessible, Interoperable, Reusable) guiding principles were coined [73] to solve this type of problem and has been gaining some traction in the research community. Furthermore, the RDF (Resource Data Framework) specification [74] can be implemented to allow a flexible yet interoperable transfer of metadata across database endpoints. Finally, a more pragmatic route can instead be taken by building a centralized hub that collects, transforms, and links data from multiple sources. The recently published Paired Omics data platform [75] is a perfect example of this approach, although it now still largely relies on manual submissions from the community.

9.6. The future of plant BGC analysis

Previously thought to be limited to bacteria and fungi, increasing evidence suggests that non-random gene organization also happens in eukaryotes [76–78], which supports the arguments for the evolution of plant BGCs [79]. Indeed, while the expression of plant BGCs is not as tightly controlled as bacterial operons [80], recent studies in *Arabidopsis thaliana* by Osbourn et al. suggest that they are still controlled by some sort of regulatory mechanism, most likely at the chromatin level [81,82]. Diving deeper into this hypothesis, the authors used chromosome conformation capture experiments to show that the clustered biosynthetic genes are embedded in a dynamic hotspot of the chromosome with conformational changes between the active (expressed) and inactive states [83]. The interest of the community in studying the evolution of plant BGCs [84–86] and mining them from newly sequenced plant genomes [87,88] may increase. Computational tools like plantiSMASH (chapter 2) can play an important role in embracing the new paradigm.

Three years after plantiSMASH was published along with the precomputed BGC prediction of 48 high-quality plant genomes in 2017, at least 278 new plant genomes with contig N50 values > 1MB have been submitted to the NCBI.
database. This sudden increase of high-quality genome assemblies is particularly driven by the increasing use of long-read sequencing technology from PacBio and Oxford Nanopore Technology [89]. Over this time, plantiSMASH’s webserver has processed more than 3,200 job submissions, which reflects the aforementioned increasing interests of the scientific community to learn about plant BGCs. However, by looking at the webserver’s log, it becomes clear that a large bulk of these job submissions were spent on redundantly processing publicly available plant genomes from NCBI. While this is rarely an issue for antiSMASH, the much longer runtime (~15-60 minutes) plantiSMASH requires per job means that a lot of resources are wasted. In the future, the development of a precomputed database (similar to the antiSMASH-DB [59] for bacterial and fungal genomes) will allow automated redirection, saving significant time and resources in the long run. Such a database will also allow precomputing publicly available transcriptomics data on a large scale, giving its users a complete insight into the expression of the computationally-predicted BGCs.

On the algorithmic side, plantiSMASH might also benefit from covering a larger set of NP classes. Plant RiPPs, which include the head-to-tail cyclized cyclotides and orbitides [90], constitute one of these promising but currently missed classes. Similar to their bacterial counterparts, plant RiPPs are composed of a highly-conserved leader peptide sequence followed by a hypervariable core sequence [91], the combination of which may be computationally mined using unsupervised machine learning approaches like NeuRiPP [92] and decRiPPter [62] or motif-based tools like RODEO [93], BAGEL, and antiSMASH [94]. In 2019, Kersten and Weng [95] proposed the biosynthetic basis of lyciumins, a seemingly widespread plant RiPP that were initially isolated from the roots of Chinese wolfberry (Lycium barbarum). Interestingly, precursor genes of this new plant RiPP class harbor a specific protein domain (commonly known as BURP [96]) alongside some distinctly repetitive precursor motifs, suggesting the possibility for a pattern-based detection rule similar to the likes of lanthipeptides, thiopeptides, and other bacterial RiPPs in antiSMASH.

9.7. Closing remarks

Nearly two decades after the completion of the Human Genome Project, we are still struggling to fulfill the great promise of gaining a complete understanding of an organism just by looking at its genome sequence. Nevertheless, we are now experiencing what is probably one of the most exciting times in the history of biology. Not only do rapid technological advances continue to take place to fuel an exponential increase of available omics data, tools and algorithms in bioinformatics follow suit to tackle the challenges brought by this data deluge. Indeed, although the fields of computer science and software engineering have always been marked by rapid innovation, computational biology has never been far behind since its “birth” in the 1950s.

Following in the great footsteps of many tools, databases, and algorithms that were developed to answer the challenges of their time in the past, this thesis has successfully answered the present challenge by extending upon that accumulated knowledge, methods and data. It is very likely that in the not-so-
distant future, many new challenges will surface, requiring us to come up with newer, more sophisticated approaches. In that case, the work presented here would surely lend its shoulder to those next generation of bioinformatics tools and databases.
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Summary

Natural products (NPs) from plants and microbes have become an integral part of human civilization, with a distinct contribution in healthcare as antibiotics or other medicinal drugs. With a threatening antibiotic resistance crisis, there is great pressure to mine promising new drugs from nature, which has been postulated to harbor a much greater NP diversity than what has been characterized thus far. One promising way to explore this hidden diversity is through genomics. All living organisms encode metabolic proteins as biosynthetic genes in their genome, and in microbes, genes for each metabolic pathway are often co-located in regions known as biosynthetic gene clusters (BGCs). With the increasing availability of DNA sequencing technologies, bioinformatic detection and analysis of these BGCs have started to play a more and more crucial role in the genomics-based discovery of new NPs. However, new tools and databases are needed to keep up with the speed at which new genomic data is generated.

In chapter 1, I introduce the field of NP genomics and the main problem of the thesis and describe several state-of-the-art tools on which this thesis intends to improve. In chapter 2, I introduce plantiSMASH (plant Secondary Metabolite Analysis SHell), which can be used to predict and analyze BGC-like regions in assembled plant genomes. Using the tool, we identify more than two thousand candidate BGCs from 47 high-quality plant genomes and provide a way to prioritize them using transcriptomic data. We further demonstrate the usefulness and flexibility of the tool in chapter 3, customizing the algorithm to investigate putative sesterterpene synthetases in Brassicaceae, encoded by BGC-like gene pairs that each harbor the required prenyltransferase and terpene cyclase domain. We expressed seven of these BGCs in tobacco, revealing fungal-like sesterterpenes with tri-, tetra-, and pentacyclic scaffolds.

In chapter 4, I present a major update on the MIBiG (Minimum Information about a Biosynthetic Gene cluster) database for experimentally characterized BGCs. Thanks to community contribution and several dedicated annotation workshops, the update encompasses a >70% increase of manually curated entries, putting the database at a total number of 2,201 BGCs. Moreover, the overall annotation quality has been improved and the infrastructure has been redesigned to allow for a more dynamic and feature-rich user experience. In chapter 5 I provide a comprehensive review of publicly available and commercial databases relevant for NP discovery and highlight some of the challenges and opportunities moving forward in the multi-omics era.

In chapter 6, I describe a large joint effort in the development and subsequent validation of BiG-SCAPE - CORAS0N, a first dedicated pipeline to perform similarity networking analysis of ~70,000 BGCs, eventually grouping them into gene cluster families (GCFs) and providing a feature-rich user interface to explore the results. While BiG-SCAPE marked a significant improvement over preceding approaches, it faces a bottleneck when analyzing large sets of BGCs. To tackle
this issue, in **chapter 7** I developed BiG-SLiCE, which implements an ultra-scalable clustering algorithm to perform a clustering analysis of 1.2 million BGCs predicted from ~209,000 genomes within less than ten days runtime, which allowed charting a first (near) global map of microbial NP diversity. Finally, to provide this new resource to the wider scientific community, in **chapter 8** I introduce the BiG-FAM (Biosynthetic Genes FAMILies) database, which offers not only a user-friendly way to explore the precomputed GCFs and BGCs data but also to query the closest matches of user-submitted BGCs.

**Chapter 9** concludes this thesis with a brief discussion on the potential impact of my work and an overview of topics in which my work may catalyze further scientific advances in combination with other emerging methods and technologies.
Samenvatting

Moleculen gemaakt door planten en microben leveren een grote bijdrage aan de maatschappij, bijvoorbeeld als antibiotica in de gezondheidszorg. Vanwege de dreigende antibioticaresistentiecrisis is het hard nodig dat er nieuwe medicijnen ontwikkeld worden uit natuurlijke bronnen, die een veel grotere diversiteit van moleculen kunnen aanmaken dan wat tot nu toe is gekarakteriseerd. Een veelbelovende manier om deze verborgen diversiteit te verkennen, is door middel van genomics. Alle levende organismen coderen eiwitten in hun genoom die enzymatische reacties katalyseren om moleculen in elkaar te zetten, en in microben bevinden genen voor elke metabole route zich vaak naast elkaar in regio’s die bekend staan als biosynthetische genclusters. Met de toenemende beschikbaarheid van DNA-sequencingtechnologieën, zijn bioinformatische detectie en analyse van deze genclusters een steeds belangrijkere rol gaan spelen in de ontdekking van nieuwe natuurlijke moleculen op basis van genoominformatie. Er zijn echter nieuwe tools en databases nodig om gelijke tred te houden met de snelheid waarmee nieuwe genomische data worden gegenereerd.

In hoofdstuk 1 introduceer ik het wetenschappelijke veld dat genomische analyse gebruikt om natuurlijke moleculen en hun biosynthese te bestuderen. Ik introduceer voorts het hoofdonderwerp van het proefschrift en ik beschrijf verschillende recent ontwikkelde tools waarop dit proefschrift voortbouwt. In hoofdstuk 2 introduceer ik plantiSMASH (Plant Secondary Metabolite Analysis SHell), dat kan worden gebruikt om gencluster-achtige regio’s in geassembleerde plantengenomen te voorspellen en analyseren. Met behulp van de tool identificeren we meer dan tweeduizend kandidaat-genclusters uit 47 plantengenomen van hoge kwaliteit, en bieden we een manier om deze te prioriteren met behulp van genexpressie-data. We demonstreren het nut en de flexibiliteit van de tool verder in hoofdstuk 3, waarbij we het algoritme aanpassen om vermeende sesterterpeen-producerende enzymen in Brassicaceae te onderzoeken, die gecodeerd worden door genomisch geclusterde sets genen en domeinen bevatten die geassocieerd zijn met prenyltransferase- en terpeencyclase-enzymactiviteiten. We brachten zeven van deze genclusters tot expressie in tabak, waarbij schimmelachtige sesterterpenen werden gedetecteerd met tri-, tetra- en pentacyclische scaffolds.

In hoofdstuk 4 presenteer ik een belangrijke update van de MIBiG-database (Minimum Information about a Biosynthetic Gene cluster) voor experimenteel gekarakteriseerde genclusters. Dankzij bijdragen van de wetenschappelijke gemeenschap en het organiseren van meerdere annotatieworkshops, omvat de update een toename van >70% van handmatig samengestelde inzendingen, waardoor de database op een totaal aantal van 2,201 genclusters komt. Bovendien is de algehele annotatiekwaliteit verbeterd en is de infrastructuur opnieuw ontworpen om een meer dynamische gebruikerservaring mogelijk te maken met meer functies dan voorheen. In hoofdstuk 5 geef ik een uitgebreid
overzicht van openbaar beschikbare en commerciële databases die relevant zijn voor het ontdekken van natuurlijke moleculen en belicht ik enkele van de uitdagingen en kansen die het er liggen voor het veld in een tijdperk waarin steeds vaker meerdere soorten omics-data tegelijkertijd ver zameld worden.

In **hoofdstuk 6** beschrijf ik een grote gezamenlijke inspanning bij de ontwikkeling en daaropvolgende validatie van BiG-SCAPE-CORASON, een set nieuwe softwareapplicaties die het mogelijk maakte om netwerkanalyse uit te voeren om de relaties tussen ~70.000 genclusters in kaart te brengen, hen te groeperen in ‘families’ van sterk op elkaar lijkende genclusters en een rijke gebruikersinterface te bieden om de resultaten te verkennen. Hoewel BiG-SCAPE een aanzienlijke verbetering bood ten opzichte van eerder gepubliceerde methoden, zijn er nog wel beperkingen voor het analyseren van zeer grote sets genclusters. Om dit probleem aan te pakken, heb ik in **hoofdstuk 7** BiG-SLiCE ontwikkeld, dat een uiterst schaalbaar clusteralgoritme implementeert om een clusteringanalyse uit te voeren van 1.2 miljoen genclusters uit ~209.000 genomen binnen minder dan tien dagen. Hierdoor wist ik voor het eerst de microbiële diversiteit van biosynthetische genclusters voor de aanmaak van natuurlijke moleculen (bijna) geheel in kaart te brengen. Ten slotte introduceer ik in **hoofdstuk 8** de BiG-FAM-database (Biosynthetic Genes FAMILies) om deze nieuwe bron toegankelijk te maken voor de bredere wetenschappelijke gemeenschap. BiG-FAM biedt niet alleen een gebruiksvriendelijke manier om gegevens over vooraf berekende genclusters en genclusterfamilies te verkennen, maar gebruiker ook vertellen op welke andere genclusters in de database een gencluster waarin hij of zij geïnteresseerd is het meest op lijkt.

**Hoofdstuk 9** sluit dit proefschrift af met een korte bespreking van de mogelijke impact van mijn werk en een overzicht van onderwerpen waarin mijn werk een katalysator kan zijn voor verdere wetenschappelijke vooruitgang, in combinatie met andere nieuwe methoden en technologieën.
Ringkasan

Senyawa alami (lazim disebut natural products, atau NPs) yang dihasilkan oleh tumbuhan dan mikroba memiliki peran yang sangat penting di dalam sejarah peradaban manusia. Bagi dunia kesehatan, senyawa-senyawa tersebut berperan penting menjadi bahan langsung dan inspirasi untuk pengembangan obat-obatan khususnya antibiotika. Saat ini, naiknya jumlah patogen yang resisten terhadap mayoritas antibiotik yang beredar di pasaran telah menjadi ancaman nyata bagi masa depan peradaban dunia. Untuk mengatasi krisis ini, ilmuwan dan industri farmasi berlomba untuk kembali mencari kandidat obat dari alam, khususnya mikroba, yang diprediksi masih menyimpan potensi yang sangat besar terutama dengan didukung teknologi genome sequencing dan ilmu bioinformatika.

Setiap makhluk hidup memiliki “cetak biru” berupa gen-gen penyandi enzim yang terlibat dalam rangkaian metabolisme primer maupun sekunder untuk menghasilkan ribuan macam senyawa alami. Gen-gen tersebut tersimpan sebagai kombinasi nukleotida (DNA), di mana pada umumnya, gen-gen yang terlibat dalam rangkaian reaksi yang sama dapat ditemukan dalam lokasi yang berdekatan (lebih lanjut disebut biosynthetic gene clusters atau BGCs) di dalam genom. Dengan bertambah pesatnya jumlah genom mikroba maupun tanaman yang tersimpan di basis data publik seperti NCBI, analisa dan prediksi BGC kini menjadi ujung tombak bagi pencarian senyawa obat baru berbasis bioinformatika. Walaupun pengembangan kakas bioinformatika untuk identifikasi senyawa baru telah berjalan sejak awal tahun 2000, masih terdapat celah dan kesempatan untuk pengembangan kakas maupun basis data baru terkait analisis dan prediksi BGC, terutama dalam skala besar.

Pada bab 1, saya mengakrabkan pembaca kepada topik pencarian senyawa baru berbasis genomik, dilanjutkan dengan memperkenalkan masalah utama yang dicoba diatasi oleh disertasi ini. Selanjutnya, saya memperkenalkan beberapa kakas bioinformatika dan basis data mutakhir, dan bagaimana disertasi ini mencoba menyempurnakan maupun melengkapi kekurangan dari kakas dan basis data tersebut. Pada bab 2, saya memperkenalkan plantiSMASH, yaitu kakas yang dapat digunakan untuk identifikasi dan prediksi BGC pada genom tumbuhan. Dengan menggunakan plantiSMASH, saya dan kolaborator mengidentifikasi lebih dari dua ribu kandidat BGC dari 47 genom tumbuhan serta mengemukakan beberapa ide untuk memprioritaskan BGC yang paling mungkin menyandikan metabolisme sekunder penghasil senyawa alami. Lebih jauh, kami mendemonstrasikan kegunaan plantiSMASH di bab 3 dalam investigasi gen-gen penyandi sesterterpenoid di famili Brassicaceae. Kami menemukan hampir dua lusin pasangan gen penyandi prenyltransferase dan terpene cyclase, mengekspresikan tujuh diantaranya ke dalam vektor tembakau dan berhasil mengidentifikasi sekumpulan sesterterpenes dengan struktur tri-, tetra-, dan pentacyclic.
Pada bab 4, saya menjabarkan pembaharuan menyeluruh yang kami lakukan untuk basis data MIBiG, yang merupakan basis data referensi untuk BGC dan senyawa yang telah tervalidasi lewat eksperimen laboratorium. Berkat partisipasi yang tinggi oleh komunitas ilmuwan di berbagai belahan dunia, ditambah dengan beberapa lokakarya yang kami adakan untuk anotasi data MIBiG, terdapat peningkatan lebih dari 70% data dibandingkan versi sebelumnya (menjadi 2,201 BGC beranotasi). Selain itu, kualitas anotasi secara keseluruhan juga telah tingkatkan dan lengkapi dengan pembaharuan infrastruktur web service untuk mendukung pengembangan basis data MIBiG di masa depan. Pada bab 5, saya menuliskan rangkuman yang komprehensif terkait basis data publik maupun komersial yang relevan bagi usaha pencarian senyawa baru. Bersama kolaborator, kami menjabarkan beberapa tantangan dan kesempatan untuk pengembangan dan anotasi basis data terkait senyawa alami pada era big data dan multi-omics.

Pada bab 6, saya menjabarkan sebuah proyek kolaborasi besar dalam pengembangan dan validasi kakas BiG-SCAPE/CORASON, yang merupakan kakas pertama untuk melakukan analisis kesamaan dan kekerabatan (clustering) dari sekitar 70 ribu BGC. Kakas ini mengelompokkan BGC ke dalam gene cluster families (GCF), di mana masing-masing GCF merepresentasikan satu jenis reaksi unik yang dapat menghasilkan sebuah struktur senyawa tertentu. Pada konsepnya, analisis ini memungkinkan kita memetakan keberagaman senyawa alami yang dikode oleh lebih dari 1.2 juta BGC yang terdapat dalam sekitar 209 ribu genom mikroba yang tersimpan di basis data NCBI. Sayangnya, algoritma berbasis networking yang digunakan oleh BiG-SCAPE memiliki bottleneck yang menghalanginya untuk dapat melakukan analisis berskala global seperti itu. Untuk mengatasi keterbatasan ini, pada bab 7, saya mengembangkan BiG-SLiCE, yang memanfaatkan algoritma clustering alternatif berskala hampir-linier yang memungkinkan analisis keragaman 1.2 juta BGC diselesaikan dalam waktu kurang dari sepuluh hari. Dari analisis ini adalah, untuk pertama kalinya, kita bisa melihat bagaimana beragamnya senyawa alami yang dapat dihasilkan oleh mikroba-mikroba “kaya” seperti Actinobacteria. Selain itu, untuk memfasilitasi eksplorasi terhadap hasil analisis global ini, pada bab 8 saya memperkenalkan basis data BiG-FAM, yang menawarkan antarmuka yang interaktif dan mudah digunakan untuk mendukung penelitian lebih lanjut terhadap sekitar 29,000 GCF yang telah dipetakan oleh BiG-SLiCE.

Akhirnya, pada bab 9 saya menutup pembahasan utama dari disertasi ini dengan diskusi pendek tentang dampak dan potensi dari kakas, basis data, maupun hasil analisis baru yang terdapat dalam disertasi ini bagi perkembangan ilmu maupun teknologi terkait pencarian senyawa alami untuk obat-obatan.
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