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Summary

Food supply is a big challenge that our global society faces, and supply chain innovations are expected to contribute to a more secure, efficient and sustainable food supply. One of the promising innovations is to apply Internet of Things (IoT) to create the so-called data-driven food supply chain with quality-controlled logistics. To investigate the feasibility of such innovation, TNO and Wageningen Food & Biobased Research (WFBR) jointly developed a project within the NWO Dinalog financing framework to study IoT applications in the Fruits and Vegetable supply chains. The project includes 6 work packages:

- WP1 IoT enabled Quality Controlled Logistics (QCL), including a conceptual framework on IoT enabled QCL, the state-of-the-art supporting technologies, and the SWOT analysis of this QCL-concept.
- WP2 Business analysis, including the use cases for demonstration, the business case analysis and the business model analysis.
- WP3 Design and Solution Development, including the development work needed to demonstrate a proof of concept in a real-life setting.
- WP4 Demonstrations, covering a demonstration of the use cases in a maritime and a continental road trade lane.
- WP5 Evaluation and valorization, make sure that the project knowledge is being disseminated among the target audience and support a broader valorization of the project insights.
- WP6 Project Management, assuring an overall efficient execution of the project and organize and facilitate the cooperation between the consortium parties.

Falling in WP1, this research develops a conceptual framework following a well-accepted conceptual framework development method to analyze the application of quality sensors in the fruit and vegetable supply chain. This framework analyzes added values for sensor applications at the level of logistic operations and the level of strategic distribution network design. A generic procedure was proposed to guide the analysis of the quality-controlled logistic operations in daily business practice. The added values of the accumulated sensor data for quality-controlled network design were also discussed. Other relevant issues including standard establishment, trust enhancement, and resilience improvement in the fruit and vegetable chains were also addressed.

---

1 Quality Controlled Logistics in IoT-enabled Perishable Supply Chains
1 Introduction

Internet of Things (IoT) is expected to be one of the most exciting technological developments in the 21st century. By combining technologies including radio frequency identification (RFID), infrared sensors, global positioning systems, laser scanners, and other information sensing devices, IoT enables any object to be connected to the internet for information exchange and communication, to achieve intelligently identifying, locating, tracking, monitoring and managing a network this object belongs to (Sun, 2012).

IoT and logistics are intrinsically interrelated. Logistics concerns the management of the flow of goods and services, work-in-process inventory, and finished goods from point of origin to point of consumption. From a historical point of view, the origin of IoT can be traced back to the efforts by professors David Brock and Sanjay Sarma in establishing the Auto-ID Centre at the Massachusetts Institute of Technology (MIT). They researched the possibility of putting low-cost RFID tags on all products to track them through the supply chains, which can significantly change the traditional business model. With this new technology, a manufacturer could automatically let a business partner know when a shipment was leaving the dock at a manufacturing facility or warehouse, and a retailer could let the manufacturer know when the goods arrived without the need for human intervention (Minerva et al., 2015). The potential of IoT application in logistics is highly regarded. It can help improve logistics efficiency through multiple stages of supply chains. There are two ways that IoT can influence supply chain management. The basic way is to focus on data processing only, while the advanced way is to perform complex pro-active behaviors based on data processing (Hribernik et al., 2010). Even in the basic way, IoT could already bring in huge benefits at different levels. At the strategic level, it can provide much better supply-chain visibility and traceability in a real-time manner, which allows us to make on-time and effective decisions on supply chain coordination to gain strategic advantages (e.g. chain-level coordinated inventory management). At the operational level, real-time and transparent supply chain data provide ample opportunities for logistics practitioners to improve efficiencies and effectiveness and thus reduce costs. For example, it can increase the productivity of warehouse workers by minimizing their manual workloads (e.g., manual barcode scanning, paperwork, stock-keeping unit (SKU) counting). It can facilitate continuous monitoring of the capacities and throughputs of a warehouse and maximize its utilization. With the help of IoT in real-time stock-position monitoring, store managers will suffer much less overcapacity or stock-out issues because the product allocation team can, based on the on-time inventory information, replenish only the appropriate products to avoid overloading slow-moving SKUs to the stores. Implementing IoT also enables port managers to mitigate traffic pressure by maximizing utilization and minimize the idle time of every link in its system (Lacey et al., 2015).

Based on the promising prospects, IoT was expected to bring benefits to logistics (or supply chain management in a broader sense) within a short timeframe of 2 to 10 years (Wong et al., 2002). However, the realization of that is far behind its schedule. Nowadays, most companies are still managing their supply chains with traditional IT methods, which rely heavily on manual operations. This may be due to the overestimation of the speed of IT development. The high-speed 5G internet has not yet been mature for large-scale applications even by today. As a result, the quality of the recorded supply chain data is often not good enough to support high-quality managerial decisions. Moreover, the lead-time for storing, communicating, updating, and reporting the data is usually so long that it leaves no time for decision-makers to take on-time actions. Logistics service providers, such as DHL and UPS showed in the past that they are more willing to embrace IoT technologies and they are also way ahead of companies from other sectors; however, even for them, IoT has been mainly implemented as the track-and-trace application (Lacey et al., 2015), which represents only a small piece of the IoT potential. Given the current situation, it is essential to identify the barriers to IoT application, explore the areas where IoT can add value, and develop theory and good practices to facilitate IoT development in different sectors.

The food industry, especially for the fruits and vegetables (F&V) sector, is one understudied area in which IoT has great potential to make changes in so-called quality-controlled logistics. F&V is a sector
of economic significance. The whole sector was worth 1,249.8 billion US dollars (Fresh Plaza) and accounted for 1.5% of the global GDP in 2018 (World Bank). Furthermore, since F&V are highly perishable products, their losses and waste along the supply chains are enormous. Around 50% of the total food losses and waste (in tons) were attributed to F&V globally in 2013 which primarily occurred in the postharvest stages (Guo et al., 2019). Therefore, reducing F&V losses and waste in the postharvest chains are of high importance. IoT, more specifically quality-controlled logistics, which covers quality-sensor technology combined with quality decay models (de Keizer et al., 2017; Jedermann et al., 2014; Van Der Vorst et al., 2009), provides a powerful enabler for the F&V chain practitioners to improve efficiency and effectiveness, prevent losses and waste, and thus reduce costs. In this research, we analyzed the values that quality-controlled logistics, which covers quality-sensor technology combined with quality decay models, can potentially add to reducing losses and waste at the postharvest stages of F&V supply chains. A conceptual framework that addresses where and how to apply this technology from a cost-benefit perspective was developed to facilitate the analysis. In the next section, a comprehensive literature review was conducted to identify the knowledge gap in this area.
2 Literature review

Instead of performing a review of general IoT technologies, the focus of the literature review is on the interface area of the quality-sensor technology and quality decay models applied in quality-controlled logistics. The aim of the literature review is also not to provide an exhausting list of all research in the referred area but to identify the knowledge gap by analyzing the most relevant studies. Consumers’ expectations for good-quality products with a decent shelf life drive the development of the so-called quality-controlled logistics (Smith and Sparks, 2004; Van Der Vorst et al., 2009; van der Vorst et al., 2005; van der Vorst et al., 2007). Quality-controlled logistics is built upon the assumption that product quality at each stage of the supply chain is changing but predictable, goods flows can thereby be proactively controlled and better chain setups can be designed to ensure higher product availability and quality with fewer product losses (van der Vorst et al., 2011). It addresses the dynamic planning, implementing, and controlling of the efficient, effective flow and storage of food products, services, and related information between the point of origin and the point of consumption to meet customers’ requirements (van der Vorst et al., 2007). In the context of IoT application, quality-controlled logistics can be referred to as advanced logistics decision making taking into account real-time information on product quality with the help of sensors, data, communication, and other relevant technologies (van der Vorst et al., 2011; Verdouw et al., 2013). The two key components emphasized by this new approach include quality sensors (hardware) and quality-decay models (software) which will be separately addressed in the following two subsections.

2.1 Sensor application in quality-controlled logistics

Ben-Daya et al. (2019) did the most recent and comprehensive study on IoT applications in supply chain management. We took their work as the backbone reference to conduct our literature review in this sub-section.

Since the final quality and shelf life of the F&V products are heavily affected by their temperature conditions, the most commonly applied sensor technology in this area aims at measuring the temperature history of the products. Time Temperature Integrators or Indicators (TTI) are a type of temperature sensors which are considered as a cost-effective tool to monitor the temperature conditions of the food products in the supply chains (Taoukis and Labuza, 2003). Giannakourou and Taoukis (2003) conducted a study to investigate the applicability of TTI for quality-controlled logistics in the frozen vegetable chains with the objective to maximize the product quality at the consumer end. The results show that TTI provided a more reliable quality indication compared to the actual traditional quality measurement Giannakourou and Taoukis (2003) also developed a Monte Carlo simulation model to explore the potential of the Least Shelf-life First Out (LSFO) system based on TTI. They concluded that the TTI-based LSFO can improve the consistency (uniformity) and quality of the products and minimize product rejection, and thus waste, at the consumer end. Dada and Thiesse (2008) investigated the effects of TTI-based product-issuing policies on product quality using simulation models. It is shown that the policies with automatically collected expiry dates and product quality can potentially improve the average final quality of items and reduce quality variations. Shih and Wang (2016) proposed a TTI-based cold-chain system where wireless sensors were used to collect temperature data and Critical Control Point (CCP) criteria were implemented throughout the entire delivery process. The experimental results proved that the proposed framework can bring benefits in terms of increased sales, extended distribution channels and reduced energy consumption. Beyond the studies which put the time-temperature sensors into focus, there is also research that looked into other sensor types. Abad et al. (2009) validated a smart RFID tag, with light, temperature, and humidity sensors integrated, to monitor and trace the fresh fish products in cold chains through laboratory and field tests. It was proven that the new smart-tag system has clear advantages over the conventional traceability tools in terms of memory, reusability, no human participation, more resistance to humidity and environmental conditions, etc. Ruiz-Garcia et al. (2008) researched wireless sensor technology including humidity sensing for fruit storage and transport conditions. Their
research contributed to the analysis of battery life under cooling conditions and the evaluation of the reliability of communications and measurements. Draganić et al. (2017) looked into a new type of compressive (compact) sensor that can describe the changes within the cold supply chain of CO2 level inside the packaging of table grapes. The proposed method was claimed to be able to prevent communication system overloading but still maintain high-quality monitoring. Sklorz et al. (2012) introduced a new sensor device for ethylene detection in fruit logistics applications. The measurement results showed an increased performance by factor 16 with respect to the ethylene related chromatographic peak maximum, which improves the sensor sensitivity to ethylene changes and enhances the accuracy of the prediction as a result.

Some studies analyzed the application of quality sensors in quality-controlled logistics in an abstract manner without focusing on a specific type of sensors in use. Bogataj et al. (2017) proposed to adopt the extended material requirements planning (EMRP) to dynamically adjust the plan based on the real-time recalculation of expected product shelf life to allow a better decision making based on the first-expired-first-out (FEFO) policy. This paper demonstrates that a coupled cyber-physical system can bring in benefits by real-time decision-making empowered by IoT infrastructure such as automatic rerouting in postharvest logistics. The importance of supervising quality changes with ubiquitous sensors was addressed by Jedermann and Lang (2008) who claimed that the barriers to quality sensor implementation are not only costs but mainly energy consumption. In this sense, temperature and humidity sensors have advantages because they consume the least energy and measurements only need to be taken in intervals of several minutes (Jedermann and Lang, 2008). Haass et al. (2015) developed a simulation model to study the impact of IoT-based autonomous logistics on the bananas supply chain where intelligent containers can make their own decisions based on product quality conditions to enable quality-controlled distribution. It is shown that those intelligent containers can reduce food losses and carbon emissions in the banana supply chain and are therefore a promising option for trading companies to improve the operational efficiency and sustainability of their businesses. Heising et al. (2017) researched using intelligent packaging with quality-sensor embedded to enable quality-controlled logistics. Through combining a conceptual approach with simulation studies, they demonstrated that with intelligent packaging, quality-controlled logistics can lead to significant food waste reduction which will be further envisaged when dynamic pricing rested on predicted expiry dates is implemented.

2.2 Quality-decay modeling

In order to enable quality controlled logistics, quality sensors should be combined with quality-decay models that can effectively translate the sensor-collected data into quality metrics and ultimately the remaining shelf life of the products. Therefore, it is as important to have good quality-decay models as good sensors for ensuring quality-controlled logistics.

Time and temperature are commonly the most important causes of quality decay (senescence), and therefore time-temperature dependent models represent the mostly applied quality-decay modeling approach. A typical model is a logistic curve with time and temperature as independent variables (Tijskens and Polderdijk, 1996; Tromp et al., 2016; Tromp et al., 2017; Tromp et al., 2012). It is stated by Tijskens and Polderdijk (1996) that the logistic kinetics/behavior is frequently encountered in natural processes (e.g., France and Thornley, 1984; Thornley, 1976; Tijskens and Evelo, 1994); therefore it can be considered to have a biological foundation. The drawbacks of the classical logistic-curve model are that it does not take into account factors (e.g., humidity, ethylene) other than time and temperature, and that it has difficulty capturing the within-batch biological variations when making quality decay predications. The logistic regression model is able to include more variables than only time and temperature into the regression function and considers the within-batch product variety (Lammertyn et al., 2000). This model is also more flexible because it is

---

2 Cyber-Physical Systems (CPS) are integrations of computation, networking, and physical processes. Embedded computers and networks monitor and control the physical processes, with feedback loops where physical processes affect computations and vice versa.
independent of any biological assumption. However, compared to the classical logistic-curve model, the logistic-regression model lacks the biological foundation and is computationally more complex. The high computational burden could be a problem because in real-time monitoring which constantly combines newly available data for quality prediction updates, high computational speed is a crucial requirement.

Both the logistic-curve and logistic-regression models are so-call parametric models in which all the parameters of interest are in the finite-dimensional parameter spaces. With the development of big data technologies, new non-parametric machine-learning models with higher degrees of freedom, for example, Bayesian Network (e.g., Zhang et al., 2020) and Neural Networks (Chen et al., 2001; Singh et al., 2009; Soltani et al., 2015; Wang et al., 2017) are thriving in the domain of food quality prediction. However, the big data models have not yet been able to replace the traditional parametric quality-decay models governed by pre-specified mathematical functions due to the reasons such as intensive data requirement, and longer computational time. This implies that the traditional models still have their values to be retained.

2.3 Knowledge gap

Based on the literature review, we have observed the knowledge gap as follows. Firstly, most of the existing studies addressed the technical issues of quality sensor and decay model applications in the context of quality-controlled logistics. The “economic viability” of such applications which is the prerequisite for practical implementation was understudied, which may be a critical reason for the slow adoption of this new technology. This resulted in a lot of simulation-based feasibility studies but hardly any successful business case has been studied. Secondly, there lacks a comprehensive conceptual framework that can support the entire procedure for implementing the sensor-based quality-controlled logistics with quality-decay models; existing research often stresses part of the implementation issues on an ad hoc basis, lacking a comprehensive conceptual guideline. Thirdly, no efforts were made in distinguishing the levels (strategic vs operational) of values that the sensor-based quality-controlled logistics can add to the current fresh product businesses. Finally, there was, to our best knowledge, no research that explicitly studies the relationship between the quality variation of the products and the quality-sensor applications as well as the consequential impacts on logistic decisions.

In response to the identified knowledge gap, in this paper, we developed a comprehensive conceptual framework to analyze the cost-benefits of sensor-based quality-controlled logistics enabled by real-time adjustable quality decay models. The conceptual framework facilitates the evaluation of the costs and benefits for quality-sensor applications both at an operational level (i.e. logistic operations) and at a strategic level (i.e. distribution network design). Issues concerning standards, trust, and resilience of the digitalized supply chain are also part of the conceptual framework to be discussed.
Method

Jabareen (2009), a highly cited work for conceptual framework development, declares that conceptual frameworks can be developed and constructed through a process of qualitative analysis. Jabareen defines a conceptual framework as a “plane” of linked concepts that together provide a comprehensive understanding of a phenomenon or phenomena. It is consistent with the definition from Miles and Huberman (1994) that a conceptual framework “layout the key factors, constructs or variables, and presumes relationships among them”. Based on this principle, Jabareen (2009) proposed a new qualitative method for building conceptual frameworks composed of 8 phases. This research adopted that method to develop the proposed conceptual framework following the guideline below.

Phase 1: Mapping the selected data sources

It is related to map the spectrum of multidisciplinary literature regarding the phenomenon in question. In this research, we have conducted an extensive literature review on quality-sensor technology, quality decay models, and quality-controlled logistics which are the key components of the “phenomenon” i.e., sensor-based quality-controlled logistics enabling.

Phase 2: Extensive reading and categorizing of the selected data

The aim of phase 2 is to carefully read the collected literature and categorize them by discipline and scale of importance. In this research, after gathering the most relevant papers in phase 1, we did an in-depth reading and categorize the data by the domains, i.e. quality sensors, quality decay models as well as their interface with the quality controlled logistics.

Phase 3: Identifying and naming concepts

With the observations in phase 2, the knowledge gap was identified, which provided the opportunities to come up with and name the new concepts, namely the “sensor-based quality-controlled logistic operations” and “sensor-based quality-controlled distribution network design”.

Phase 4: Deconstructing and categorizing the concepts

The newly defined concepts were broken down again into the attributes including “quality sensor application”, “information integration platform”, “quality-decay modeling”, “logistic operations”, “distribution network design”, etc.

Phase 5: Integrating concepts

In this phase, the deconstructed concepts are integrated again by scheme establishment (i.e. the graph for the generic procedure) and logical reasoning (the analysis on quality-controlled distribution network design as well as the elaboration on standards, trust, and resilience).

Phase 6: Synthesis, resynthesis, and making it all make sense

The storyline was synthesized and refined for several rounds to make the conceptual framework more and more sensible to ourselves.

Phase 7: Validating the conceptual framework

The aim of this phase to let other scholars or experts judge whether or not the conceptual framework makes sense to them. To realize that, we have consulted researchers and domain experts and presented the framework on many different occasions to get feedbacks.

Phase 8: Rethinking the conceptual framework
A theory or a theoretical framework representing a multidisciplinary phenomenon that is dynamic and needs to be revised according to new insights, comments, literature, and so on. Jabareen (2009) points out that the advantages of conceptual framework analysis are its flexibility, its capacity for modification, and its emphasis on understanding instead of prediction. Therefore, in this research, we keep the description of the framework generic and open to leave room for further updates.
4 Conceptual framework

The conceptual framework developed in this research is to serve as a guideline in practice for applying the connected quality-sensors (IoT) in quality controlled logistics. Since our focus here is on quality sensors, the framework implicitly presumes that a decent IoT infrastructure with traditional logistics sensors (e.g. location sensors) has been in place. On top of that, the added values of the quality sensors are to be investigated, which distinguishes our study from existing research in the literature. This conceptual framework consists of three parts: a generic procedure for implementing the sensor-based quality-controlled logistic operations (4.1), the accumulated data for quality-controlled distribution network design (4.2) as well as the associated issues of standard-setting, trust, and resilience (4.3).

4.1 Logistic operations

The sensor-based quality-controlled logistics can lead to an improvement in daily logistics operations along the F&V supply chain. It requires the design of a generic procedure (Figure 1) that covers relevant aspects of the successful implementation of the new concept. This procedure is explained in the next sections.

Figure 1. The generic procedure for implementing the sensor-based quality-controlled logistics operations

4.1.1 Three-level selections

The procedure starts with the ex-ante evaluation of a specific sensor-based quality-controlled logistic operation scenario in the F&V supply chain. Such a scenario is constructed of a series of important selections at multiple levels. The first selection is concerning the choice of appropriate quality sensors.
Trade-offs need to be weighed between the merit of certain quality information and the associated costs. For example, the thermo-sensors are the most commonly used quality sensors in practice because of the low price and temperature is the key factor for quality decay. The relative humidity sensor is also widely applied due to the low costs. However, such sensors can not provide information on, for instance, the concentration of ethylene which is highly correlated to the ripening process of some F&V products. To obtain direct information on product ripening, ethylene sensors may be considered as an add-up to the thermo-sensors but the associated costs will be also higher. Hence, the value of additional ethylene information needs to be carefully justified against the extra sensor costs.

After selecting the suitable types of quality sensors, the locations for sensor applications in the supply chain are to be decided. The quality sensors can be installed in a fixed chain link, e.g., in the cold storage of a distribution center (DC) while they can also travel with the products through the entire supply chain as mobile data loggers (Verdouw et al., 2013). According to Verdouw et al. (2013), in Dutch floriculture, a sector regarded quite progressive in terms of supply chain digitalization, the most widely applied quality sensors are still the fixed sensors and data loggers (mobile sensors) without real-time communication capacity. The fixed sensors sticking to a fixed location can only measure the “environmental parameters” instead of the “product parameters”, which may result in big measurement errors. For example, the “environmental temperature” in a reefer container can significantly deviate from the “product temperature” and brings about misleading information to the decision-makers. The mobile sensors without real-time communication capacity are mostly used in a defensive manner to identify the root causes of quality decay after the shipments have been accomplished (Scheer et al., 2011). Such sensors have the advantage of low costs compared to real-time mobile sensors but they fail to empower on-time operational decisions in the supply chain. Therefore, trade-offs must be analyzed between the benefits from real-time quality-based decision making and the required investments to realize it. Moreover, the chain-link selection for sensor applications also depends on the purpose or strategy of the involved companies. For example, if a retailer has the strategy on quality maximization to serve the high-end consumers, they should consider putting enough quality sensors on the shelves of the stores to closely monitor the quality of perishable products. By contrast, if the strategy is to offer competitive prices to the consumers, then it may be only necessary to apply a limited number of sensors to the bulk products in the stock room. Besides the location selection, the level at which the quality sensors should be implemented as well as the intensity of the implementation must be determined. There are multiple levels of units that the quality sensors can be applied to, normally including containers, pallets, boxes/crates, or even individual products. The selected unit level and sensor application intensity have direct impacts on the costs and performance of supply chain operations. Choosing a lower level of application units means more detailed information can be collected but it also means higher sensor costs may be incurred because more sensors are likely needed. For a selected unit level, higher application intensity (e.g., 10 sensors versus 1 sensor in one pallet) reduces the measurement errors, increases the statistical reliability of the collected information, but at the same time also brings up the sensor costs. Again, decisions must be made based on cost-benefit analysis where the within-unit and between-unit variations play a big role. The within-unit variations refer to the product-quality deviations for the products in the same sensor-application unit (e.g., within a pallet) and the between-unit variations refer to the product-quality deviations between sensor application units (e.g., between pallets). Both of them raise significant difficulties in monitoring and controlling the quality of products. In the current practice, many traders try to load homogenous cargos into the same batch to reduce the necessity for including quality decay into the decision making process. However, this is not always easy to realize because of the diversified product sourcing places and the volatile postharvest environmental conditions. If the within-unit product variations are high (e.g., when the products in one pallet are from an unprofessional smallholder farm), to get accurate estimates of the representative product quality, more sensors are required to be put into the unit. If the between-unit product variations are high (e.g., when the products in different pallets are from the farms with different professional levels), it may require every individual unit to be sensed separately with known initial quality.

---

3 The amount of sensors applied to one measurement unit (e.g. container, crate/box)
4.1.2 Cost-benefit analysis

As mentioned in the previous section, the selections on sensors, chain locations, application level, and intensities have pros and cons which need to be investigated in-depth by cost-benefit analysis. Generally speaking, the objective of the cost-benefit analysis is to balance the trade-offs between the added-value of sensor-collected data and the costs for sensor implementations. The ideal way to evaluate the costs and benefits of a specific supply chain scenario is to observe it directly in a real business setting that represents the real-life situation. However, the real-business scale implementation for an unproven concept could be very risky and costly. Therefore, the ex-ante evaluation with pilot experiments and computer simulations is proposed. The pilot experiments are conducted for proof of concept purpose. For example, the companies can put the quality sensors in several containers to continuously monitor the quality changes of the products as the basis to make data-driven logistic decisions. Such pilot experiments can bring about valuable insights on the cost-benefit tradeoffs for quality sensor applications on a small scale but have the difficulty in generalizing the small-scale findings to the large-scale real-business settings. To enable results scaling up, computer simulations, a powerful tool for supply chain analysis (Schunk and Plott, 2000), can be adopted. The knowledge derived from the pilot study (e.g., relationships between different parameters) can be used as the inputs of the simulation models to mimic the supply chain operations on a realistic business scale. The pilot experiment can also be used to validate the simulation model, which is the other way around.

Moreover, the costs and benefits should not be regarded only from an economic perspective. Social and environmental aspects such as employment opportunity, energy use, greenhouse gas (GHG) emissions should also be taken into account. It is necessary to realize that the social and environmental goals are often contradictory to the economic incentives. For instance, digitalizing the logistic operations with quality sensors can undermine the manual job opportunities (e.g. manual quality control); applying large numbers of sensors in the supply chain will increase the energy use so as for GHG emissions. However, sometimes, social, economic, and environmental objectives can go hand in hand with each other as well. A digitalized supply chain may create more IT-related jobs; optimally arranging the goods flows through quality-controlled logistics can reduce food losses which are a significant contributor to global GHG emissions. Therefore, the simulation model must enable a multi-criteria analysis to evaluate the costs and benefits from different dimensions with an integrated viewpoint.

4.1.3 Implementation scheme

The ex-ante cost-benefit analysis lays down the foundation for the real implementation of sensor-based quality controlled logistics. The key to realizing that is to obtain an integrated information management platform (see Figure 1) that can consolidate order data, logistic data, and quality data from different companies throughout the supply chain in a real-time fashion. The order data includes information on the locations of the customers, product specifications, product dimensions, product prices, etc. The logistics data specify the features of shipments and warehousing activities such as transport modality, transport conditions, locations of the vehicle, size of the vehicles, the space and inventory of the DCs, the speed of product handling in the DCs, etc. Seamlessly connecting the logistic data to the order data can enable the identification of opportunities to improve logistic operations in the F&V supply chains even without incorporating quality-related aspects. For example, companies can consolidate orders from different customers located in nearby places into one shipment to improve the loading factor and reduce per-unit transportation costs. By taking into account the real-time quality data collected by quality sensors, the room for logistic operation improvement becomes even larger. For instance, companies can remotely modify the conditions of the reefer containers such as changing the temperature according to the quality situation of the products at the very moment. They can also apply quality-based issuing policies like First-Expire-First-Out (FEFO) to maximize the product quality for their customers. With the real-time quality information, it is also possible to redirect good flows of low quality to the low-end market to minimize the economic losses.
The sensor-collected data is usually not directly interpretable by the decision-makers to make informed decisions. The raw data, such as the temperature history of the product, must be translated by e.g. a quality-decay model to more tangible quality indicators like the remaining product shelf life. There are different kinds of quality decay models available to conduct quality predictions ranging from the classical time-temperature logistic curve models to the machine learning models with big data approaches. The type of model to be chosen depends on factors such as the selected sensor type, the model calculation speed, the level of decision units. For example, if only the thermo-sensors are applied, then the classical time-temperature logistic curve model can be used because it has a better biological foundation and less computational complexity (i.e. high computational speed) compared to logistic regression and machine learning models. On the contrary, if the sensed parameters are more than time and temperature, the logistic regression and machine learning models can be considered, however, at the costs of computational speed. No matter what type of model is used, it must allow an automatic and reliable real-time recalculation of the quality indicators to utilize the newly collected information. We refer to such models as dynamic quality decay models. They are different from the traditional static models where the input parameters have been already fixed before the start of logistic activities; consequently, the model is unable to incorporate the new information during the activities to update the predictions. For the dynamic quality decay modeling, the timespan between two consecutive recalculation points needs to be carefully determined. If the timespan is set too long, the model will not be updated in time and create problems for on-time decision making. However, if the timespan is set too short, it will increase the computational burdens for the model which can result in more energy uses and heavier computational power requirements for speeding up. Therefore, selecting a model of low computational complexity would be beneficial when one wants to more frequently update the quality-decay model during logistic operations. Moreover, the more decision units that the company wants to monitor, the more computational power is required and the more energy will be consumed. This is because the model needs to recalculate the quality indicators for every decision unit after each predefined timespan. One way to reduce the computational burden is to combine the periodic review on input parameters with the advent-based model recalculations. Namely, the model reviews the newly available input parameter values after each predefined timespan and the recalculation is only triggered when significant changes in the input parameter values occur. After deriving the reliable quality information from the sensor data, to optimize the logistic activities accordingly, logistic operation interventions must be done by the dedicated human controllers or computers. For the human-controller scenario, the controllers will change the logistic conditions (e.g., temperature modification) or reorganize the logistic activities (goods flow redirection) based on their own knowledge together with the results from the quality decay model. Although the controllers can also be supported by the logistic optimization model that provides calculated logistic solutions, the final decisions will be made by the controllers. On the opposite, in the context of advanced IoT, complex pro-active behaviors are performed by computers, and no human operation is needed anymore. The interventions are purely governed by computer algorithms. This scenario sounds still like a utopia for the moment given the preliminary phase of sensor-based quality-controlled logistics but with the development of information technology and artificial intelligence, it may become reality faster than we think. No matter if actions are taken by humans or computers, the thresholds for triggering the interventions must be optimally settled. It should be avoided to set too high or too low thresholds for actions. If the threshold for alarming a disrupted event is too low (e.g., the predicted shelf life decreasing by one hour), there could be numerous alarms raised during the logistic process leading to unrealistic numbers of intervention requirements. By contrast, if the threshold is too high (e.g., the predicted shelf life decreasing by 5 days), it will prevent the alarming from notable quality disruptions. Again, the selected thresholds are also dependent on business strategies. In general, the threshold should be set higher for a cost-control strategy than that for a quality-maximization strategy. This is because logistic interventions are also costly. The benefits from the quality-informed decisions must exceed the costs for interventions.

Finally, the implementation phase is not separated from the phase of cost-benefit analysis. The whole procedure is a dynamic learning process. The knowledge learned from real implementations can serve as the new inputs for the simulation model to test more close-to-reality scenarios and explore more opportunities in quality-controlled logistic operations.
4.2 Distribution network design

With the implementation of quality-controlled logistic operations, huge amounts of data will be accumulated. Those data are very valuable resources that provide the basis for the quality-controlled distribution network design. While quality-controlled logistic operations exploit the short-term opportunities to improve efficiency in daily F&V chain management, the quality-controlled distribution network design helps the company to gain strategic advantages in the medium and long term. No matter whether a company manages its own supply chain or outsources the services to third-party logistics (3PLs), it should always evaluate the supply chain costs to discover the spots of inefficiency in the current supply chain network at least on a yearly basis. Such a mid-term evaluation usually does not lead to the change of the basic network structure (i.e. not changing the DC locations and capacities, not changing the sourcing regions and markets) but it does contribute to improved operational efficiency by, for instance, redirecting the aggregated goods flows of the referred period (e.g., one year) through the current network or changing shipment modality and routings. In addition to the yearly-based evaluation, the company also needs to conduct a strategic network evaluation for the long term. The strategic network evaluation aims to derive optimal supply chain settings by changing the basic structure of the supply chain (e.g., building new DCs, changing major suppliers, and markets). It is usually performed in a longer time frame (e.g., every 5 years), taking into account the long term business growth prospects. It can also be triggered by merger and acquisition activities, especially when distribution network overlaps exist between the merged companies. In the strategic network evaluation, besides operational costs, investment costs are also involved, and therefore returns on investment (ROI) needs to be taken into account.

Different from non-perishable products, the quality aspect of fresh products has substantial impacts on the optimal configuration of the distribution network. However, due to the lack of reliable quality data, in practice, the quality aspect is often not adequately considered during the network design process. This will lead to increased supply chain costs, decreased average product quality, and, thus, increased product losses. By valorizing the accumulated sensor data with the help of quality decay models, companies can better understand the quality-decay process through the supply chain and improve the mid-and long-term performance accordingly. In the mid-term, knowing the average shelf life of the products can help the company to determine the proper transport modalities and conditions, finetune the storage conditions, refine the vehicle routings, etc. In the long term, based on the weighted average shelf life of the good flows in each shipment lane (an origin-destination combination) of a reference period, the company can determine the optimal location of a DC that maximizes the average remaining shelf life of the products on the market. Furthermore, based on the shelf life information, the company can calculate the appropriate stock levels of the DCs to reduce product losses but still maintain a good service level. The knowledge of product quality can also help companies select the most appropriate suppliers who supply the right quality to the right market.

4.3 Standards, trust, and resilience

The current lack of standards in terms of data interoperability is a barrier for quality-controlled logistics to integrate different systems, e.g., logistic systems, enterprise management systems in the context of IoT (Verdouw et al., 2011). It is especially true when it comes to the quality standards in the perishable product supply chains. Different from the Dutch floriculture sector that has mature databases of high-quality product reference information (Verdouw et al., 2013), the F&V products are relatively unstandardized. For many F&V products, there are no uniformly accepted and quantifiable quality standards. This creates difficulties in the communication of product quality between companies in the supply chains. From the quality decay modeling point of view, lack of standards makes the prediction of the quality parameters and remaining shelf life difficult and arbitrary. Therefore, to successfully implement the sensor-based quality-controlled logistics, establishing quality standards for F&V products are a priority.

Trust between different companies and chain players is the key to ensure efficient supply chain coordination which is essential for successful quality-controlled logistics implementation. Data privacy,
especially for the product-quality data, is a critical issue to protect the competitive advantage of a company in F&V supply chains. It is, therefore, important to design a rigorous data-sharing mechanism to let different data users only access the data they are supposed to know at an appropriate level (e.g. aggregated versus detailed, complete versus partial). Efficient supply chain coordination also requires fair distributions of benefits from data-sharing, which again relies on the trust between companies. The leading chain player (e.g., an independent institute or an open system operator) should take the responsibility to ensure a fair rewarding scheme for data sharing to be implemented.

The resilience of the F&V chain under the sensor-based quality-controlled logistics is another issue worth being investigated. Supply chain resilience refers to the ability of a supply chain to recover from an unexpected disruption to its original situation (Barroso et al., 2015; Ribeiro and Barbosa-Povoa, 2018). The sources of traditional food supply chain disruptions range from crop yields reduction due to disastrous weather, to supply or market standstills due to disease outbreaks (e.g. coronavirus outbreaks), to infrastructure failure (e.g. power failure for refrigerated distribution centers), and so on. Compared to the traditional food supply chain, the digitalized supply chain powered by sensor technology has both advantages and disadvantages with regard to resilience. The digitalized supply chain requires less human workforce to be involved in daily operations. This is especially beneficial for business continuation during the period when hazards like coronavirus occur. However, heavy digitalization can also bring in risks to the supply chain. For example, when a crucial system error is occurring, e.g., either due to the errors of the quality-decay models or software failure or even cyberattacks, the consequences on the business will also be significant. If human control is no longer available, it may result in huge chaos and cause substantial losses to the companies. Therefore, even though in theory IoT technology can enable highly automated logistic operations, it is still proposed that certain degrees of human interventions are retained to improve the resilience of the digitized supply chain. Moreover, although it is required to have a centralized information management platform to consolidate data (as discussed in subsection 3.1.3), smart architecture solutions should be searched to enable the decentralized function realization (e.g., embed the quality-decay model into sensors and do the calculation locally). This can mitigate the risks of the central platform collapse and improve supply chain resilience.
5 Discussion

In this research, we developed a conceptual framework to analyze the implementation of sensor-based quality-controlled logistics in the context of IoT. It distinguished two levels of added values for sensor applications, i.e., the level of logistic operations and the strategic level of distribution network design. A generic procedure was proposed to guide the analysis of the quality-controlled logistic operations in day-to-day businesses. Then, the added values of the accumulated sensor data for quality-controlled distribution network design were also discussed. Furthermore, other relevant issues including standard establishment, trust enhancement, and resilience improvement in the F&V chains were also addressed.

Finally, this conceptual paper is one deliverable of WP 1 of the large project. It aims to provide a guideline to develop the pilot for proof of concept in WP5 and ultimately make impacts in practice. Therefore, following the conceptual framework, we will develop an evaluation framework to access the proof of concept on operational, tactical, and strategic levels. It provides the basis for the follow-up researches on the sensor-based quality-controlled logistics in the mango supply chain from Senegal to the Netherlands and also other supply chains. In this sense, this framework does not only fill the scientific knowledge gap in the literature but can also help the practitioners to tackle the practical problems in the phase of implementation.

Future research should focus on applying the framework in more case studies, especially addressing the conflicting effects of the new approach from different perspectives other than economic consideration. Taking into account the social and environmental aspects makes the problem much more complex. For example, how many losses of FTEs of employment opportunities make up for reduced product loss and emissions is a difficult question to answer. It, therefore, requires more effort to be put into making the impacts in different dimensions comparable to each other. Moreover, improved sensing and prediction capabilities can also lead to a more homogenous quality of storage and shipments in the upstream supply chain activities. For example, computer vision, quality verification, and shelf-life prediction can help to directly bundle similar products after the harvest. This could also feed into quality-controlled logistics concepts because it can improve the overall monitoring quality throughout the postharvest chain due to the enhanced knowledge of the initial quality of the products. As a result, research on quantifying the added values of sensor-based quality-controlled logistics in the first miles should be carried out.
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