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A B S T R A C T

Accurate prediction of calving time in dairy cattle is crucial for dairy herd management to reduce risks like
dystocia and pain. Prediction of calving using traditional, manual observation such as observing breeding re-
cords and visual cues, however, is a complicated and error-prone task whereby even experts can fail to provide a
proper prediction. Moreover, manual prediction does not scale for larger farms and becomes very soon time-
consuming, inefficient, and costly. In this context, automated solutions are considered to be promising to provide
both better and more efficient predictions, thereby supporting the health of the dairy cows and reducing the
unnecessary overhead for farmers. Although the first automated solutions appear to have mainly focused on
statistical solutions, currently, machine learning approaches are now increasingly being considered as a feasible
and promising approach for accurate prediction of calving. In this context, the objective of this study is to
develop machine learning-based prediction models that provide higher performance compared to the existing
tools, methods, and techniques. This study shows that the calving of the cattle can be predicted by applying
several behaviors of cattle, behavioral monitoring sensors, and machine learning models. Bi-directional Long
Short-Term Memory (Bi-LSTM) method has been applied for the prediction of the calving day, and the
RusBoosted Tree classifier has been used to predict the remaining 8 h before calving. The experimental results
demonstrated that Bi-LSTM provides better performance compared to the LSTM algorithm in terms of classifi-
cation accuracy, while the RusBoosted Tree algorithm predicts the remaining 8 h accurately before calving.
Furthermore, Recurrent Neural Networks provide high performance for the prediction of calving day.

1. Introduction

Accurate prediction of calving time in dairy cattle is crucial for dairy
herd management to reduce the risks like dystocia and pain
(Schuenemann et al., 2011; Mainau and Manteca, 2011). There are
indeed several signs which can be observed by farmers such as teat
filling, vulva edema, udder distension, and behavioral changes to pre-
dict the calving time in dairy cows (Zehner et al., 2019) but routine
controls to recognize these signs are mostly subjective, time-consuming,
expensive, and require expertise (Ouellet et al., 2016), and even expert
personnel may not accurately detect all calvings. Prediction of calving
using traditional, manual observation such as observing breeding re-
cords and visual cues is a complicated and error-prone task whereby
even experts can fail to provide a proper prediction. Moreover, manual
prediction does not scale for larger farms and becomes very soon time-

consuming, inefficient, and costly. This problem seems to be an ac-
knowledged one given the fact that the number of cattle per farm is
increasing every year, while the number of dairy farms is decreasing
(Ouellet et al., 2016; Raussi, 2003).

Apart from the impact on the daily tasks of farmers, parturition is a
critical time for cows and calves (Borchers et al., 2017). Calf mortality,
dystocia, and trauma to the cow and calf are some of the negative re-
sults during a difficult birth (Johanson and Berger, 2003; Mee, 2004).
These outcomes adversely impact animal welfare and economy in farm
(Borchers et al., 2017; Mee, 2004). Trauma can cause uterine infection
and reduced milk production, which in turn causes extra costs and
decreased fertility (Calcante et al., 2014; Dematawena and Berger,
1997). If the calving time can be predicted accurately, the environment,
and cow-related negative impacts, which may cause calf injuries, can be
reduced (Mee, 2004; Calcante et al., 2014). Also, the pain can be
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mitigated, and reproductive performance can be improved (Mainau and
Manteca, 2011; Bellows et al., 1988).

With the help of the dairy monitoring systems, calving dates can be
predicted with objective methods instead of subjective approaches.
Although there are some studies on automatic prediction of calving
time, most of them are statistical-based studies, and machine learning-
based prediction of calving time is still an open research area. Machine
learning was addressed before in dairy science for mastitis and estrus,
but there is a limited number of studies on calving prediction with
machine learning. Several research studies have been performed for
predicting the calving time by using several features such as body
temperature changes (Aoki et al., 2005), ultrasound results (Wright
et al., 1988), progesterone blood level (Streyl et al., 2011), and elec-
trolyte concentrations (Bleul et al., 2006). These systems were not
widely used because of the difficulties in execution, investment costs,
and lack of expertise (Calcante et al., 2014). Therefore, nowadays, new
systems using activity, lying, and ruminating behaviors are being de-
veloped (Borchers et al., 2017).

The exact moment of calving can be predicted recently with various
protocols like ultrasound monitoring (Wright et al., 1988), measuring
sulfate, and 17 β-estradiol levels in blood (Shah et al., 2007), observing
levels of progesterone (Matsas et al., 1992) and evaluating the con-
centration of mammary gland secretions (Bleul et al., 2006). Some
previous studies inspect body temperature before and after calving
(Lammoglia et al., 1997; Burfeind et al., 2011). The body temperature
can indeed be used for prediction, but current products in the market
have not been validated yet. Although these methods have been de-
veloped, none of them have yet been adopted by the producers for
commercial use. Visual observation of the cow is also a practical ap-
proach. A computer vision-based approach is proposed by Cangar et al.
(2008). Cow motion trajectories, body orientation, and size are re-
corded and classified. Sumi et al. (2017) uses motion features and video
sequences to detect calving. The features acquired from normal and
calving situations are compared, and calving alert is provided in case of
surpassing a given threshold.

A commonly used method in calving prediction is the monitoring of
the lying activity (Robert et al., 2009; Bikker et al., 2014; Borchers
et al., 2016; Mattachini et al., 2013). These values can be tracked by the
technologies currently used in dairy farms. The other kind of features
that can be used in calving prediction are feeding patterns and rumi-
nation (Huzzey et al., 2005; Schirmann et al., 2013). In the study
proposed by Palombi et al. (2013), a sophisticated vaginal GSM device
is used for monitoring of the calving process. This system also alarms
before calving. The use of a GSM device makes this method expensive
and non-feasible. The method proposed by Clark et al. (2015) combined
rumination and lying features to predict calving. In addition to these
features, the vaginal temperature is also used in another study proposed
by Ouellet et al. (2016). Statistical methods are used in these studies to
predict calving time.

A machine learning approach in calving prediction is proposed by
Borchers et al. (2017). In their study, rumination, lying, and activity
features are combined to predict the calving time. There is a two-phase
prediction. The first phase is the prediction of calving day, and the
second phase is the prediction of the last 8 h before the calving. Both of
these predictions are made with well-known machine learning
methods. Random forest, linear discriminant analysis (LDA), and neural
network (NN) classifiers are trained for prediction. The best results are
obtained with the NN classifier.

Another machine learning-based study is proposed by Rutten et al.
(2017) to predict the calving hour. In this study, 24 h data before cal-
ving is used for prediction with a logistic regression classifier. Logistic
regression classifier with rumination data is also used in Fadul et al.
(2017) to predict 3 h before calving. Zehner et al. (2019) proposed a
Naive Bayes classifier-based method to predict calving hour and day. A
comparison table of our proposed method with the other studies in the
literature is given in 1. Ta
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In this study, we aim to develop a fully automated approach based
on machine learning algorithms and several behaviors of cattle such as
lying, ruminating, and motion behaviors for predicting the calving time
of cattle in dairy farms. More specifically, we focus on Long Short-Term
Memory (LSTM) networks and Bi-directional Long Short-Term Memory
(Bi-LSTM) networks which are a type of Recurrent Neural Networks
(RNN) because they are considered as one of the most interesting deep
learning types which have been applied for complex problems such as
text generation, language translation, and image captioning (Brownlee,
2017). Compared to the Convolutional Neural Networks (CNN) and
Multi-Layer Perceptron (MLP) algorithms, they differ because of the
recurrent connections. RNN algorithms have been designed for se-
quence prediction problems, and in this study, we investigate their
performance on the prediction of the calving day. In addition to the
prediction of the day, we also perform experiments to predict the re-
maining 8 h before calving time. For this purpose, we evaluate the
applicability of the RusBoosted Tree classifier algorithm.

As in Borchers et al.’s study (Borchers et al., 2017), we took a two-
stages approach (i.e., identification of the day before calving and as-
sessing behavior every 8 h) because as emphasized by Borchers et al.
(2017), this two-stages approach requires fewer computations com-
pared to the analysis of all 8-hourly data for all cows at each time.
Otherwise, numerous computations would be required, and computa-
tional time would dramatically increase. We should also express that if
the first stage fails to identify the day before calving, the second stage
will not start. However, the performance of the first stage indicates that
this potential flaw is not considered as a severe drawback in this system.
Our experiments are performed on the dataset, which was generated
based on the data of 53 Holstein cattle at the University of Kentucky
Coldstream Dairy.

Two research questions are defined for each phase of the approach.
Our research questions (RQs) are as follows:

• RQ-1: To what extent can calving prediction models benefit from
Recurrent Neural Networks (specifically, LSTM and Bi-LSTM algo-
rithms) for the prediction of the calving day of cattle?

• RQ-2: To what extent can ensemble learning classifiers (specifically,
RusBoosted Tree) predict the remaining 8 h before calving time?

As shown in the RQs, we aim to build a two-stage approach that will
first identify the calving day and then predict the remaining 8 h before
calving time. The automated prediction of the calving time is vital to
minimize efforts in manual observation and risks. Machine learning-
based detection and prediction models are beneficial tools to support
dairy farm management practices.

The remaining sections are organized as follows: Section 2 provides
the methodology. Section 3 presents the experimental results. Section 4
provides discussion and validity threats. Section 5 presents the con-
clusion and future work.

2. Methodology

Two different methods are developed for the prediction of the re-
maining day and hour before calving. The workflows of daily and
hourly prediction methods are given in Fig. 1. A Bi-LSTM based method
that utilizes observation sequences is proposed for prediction of the
calving day, and a binary RusBoosted Tree classifier is applied for the
prediction of the 8 h before calving. For day prediction, observations of
the last two weeks before calving are used. The day before the calving is
taken as a class label, which should be estimated, and the observations
before this day are transformed into an input sequence. For example, to
predict the day before calving, which is labeled as 1, all daily ob-
servations before this day are used.

The input sequences are split into testing and training sets for ex-
perimentation. Splitting (a.k.a., hold-out approach) is one of the stan-
dard methods for estimating the model performance in machine

learning. The dataset is randomly divided into disjoint training and
testing sets. Randomly selected 80% of the data are used as the training
set, and the remaining 20% of the data are used as the testing set in
experiments. A Bi-LSTM classifier is trained with the training set, and
the performance of this classifier is measured with testing data. The
observations of the last 24 h are labeled in binary and classified with a
RusBoosted Tree Classifier. The hours closer than 8 h are marked as 1,
and the others are labeled as 0 to reduce the complexity of the classi-
fication problem. In the following subsections, we discuss each step in
more detail.

2.1. Predicting calving day

Traditional neural networks make predictions based on discrete or
single observations. For making predictions from a set of observation
series, Recurrent Neural Networks (RNN) models are developed
(Hochreiter and Schmidhuber, 1997). Automated image captioning,
text translation, and handwriting generation are some of the popular
applications of RNNs (Brownlee, 2017). It is assumed that all inputs
(and outputs) in a conventional neural network are independent of each
other. RNNs are called recursive because they perform the same task for
each element of a sequence, and the output depends on previous ob-
servations. Unlike feedforward neural networks, RNNs can use their
input memory to process arbitrary sequences of inputs. RNNs collect
information about the observed values of the sequence and memorize
this information. RNNs can theoretically be used for very long se-
quences, but in practice, they are limited to only a few steps back. Bi-
LSTM and LSTM are some examples of RNN networks. The LSTMs and
Bi-LSTMs have recurrent connections to use activations from the pre-
vious step to formulate the output. The LSTM units, which are called
memory cell or memory blocks, are composed of weights and gates.
Memory cells are the basic unit of the block for both Bi-LSTM and LSTM
networks. These blocks are recurrently connected. The weights of these
units are parameters for input, output, and internal state and computed
through input sequences. The gates are the weighted functions to gather
information from the sequence. There are three types of gates. These
are input, output, and forget gates. Input gates select the input values to
update the internal state. The output gates produce output according to
internal state and input values. The forget gates decide which in-
formation will be cut out. A sample LSTM cell is shown in Fig. 2.

The main limitation of the LSTM units is the memory. The memory
units need as much memory bandwidth as the number of operations
and parameters. For problems like autoregression, it is better to use a
windowed MLP (Multi-Layer Perceptron). Bi-LSTMs can be considered
as the extended version of LSTM networks. Unlike the LSTM network,
Bi-LSTMs process the input sequences in both forward and backward
directions. In Bi-LSTM, there are duplicated recurrent layers. The first
layer takes the input sequence as-is and gives the reversed input se-
quence to the second layer. An example Bi-LSTM is shown in Fig. 3. The
Xs are serial inputs, LSTMs are the long short term memory units, and
the H is output. The gates are symbolized with σ .

In our study, a Bi-LSTM network has been developed. The proposed
network has an input layer with 9 input points, 1 Bi-LSTM layer with
500 hidden units, a fully-connected output layer, a soft-max layer, and
finally, a classification layer. Adam optimizer is selected during ex-
periments. The sgdm optimizer is also tested during the experiments,
but no significant results obtained with it and the accuracy of the
network trained with SDGM is low. The Bi-LSTM network is trained
with the following parameters: gradient threshold = 1, initial learning
rate = 1e−3, the maximum number of epochs = 900, and Adam solver
is used.

Input layers are the layers that read the observation series as inputs
and pass them to the LSTM layers. The LSTM layers are estimated based
on calculations over the sequence. Neurons in a fully-connected layer
have full links to all the activations in the previous layer. For each class
in the softmax layer, a softmax function is applied to the probability
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values, and all the entries are completed to 1. The architecture of the
developed Bi-LSTM network is shown in Fig. 4.

For predicting the number of days before calving, the measurements
up to 14 days are used as sequential data. In the dataset generated by
Borchers et al. (2017), there is day by day measurements before the
calving for each cow. To predict a particular day, the measurements
before that day are used. The features belonging to different days are
organized as a sequence according to the day order and given to the Bi-
LSTM network as input. For some of the samples in the dataset, the
whole data before calving is not available, and there are missing days.
The RNN classifiers are capable of classifying the series with different
sizes, and therefore, these series are handled accordingly.

2.2. Predicting calving hour

For hourly prediction, a RusBoosted Tree classifier is applied.
RusBoosted Tree classifier is an ensemble method that utilizes the
RusBoost data balancing algorithm (Seiffert et al., 2010). It is a hybrid
sampling/boosting algorithm based on SMOTEBoost (Chawla et al.,
2003). The main benefit of the RUSBoost compared to SMOTEBoost is
its simplicity. This method also produces a small number of samples

Fig. 1. General Flow of Proposed Method for daily and bi-hourly prediction.

Fig. 2. A sample LSTM cell (Lstm unit, 2019).

Fig. 3. A sample Bi-LSTM network (Keceli and Kaya, 2018).

Fig. 4. Day Prediction Network.
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during the balancing process. The RUSBoosted tree is a collection of
weak classifiers. These are classifiers that are trained with the random
undersampled balanced data and have some clue on how to predict the
right labels. The training data is first balanced with the RUSBoost al-
gorithm in RUSBoosted trees. Then, the balanced samples are used in
the training of the individual tree classifiers. The main difference be-
tween the RusBoost and the SMOTEBoost is performing random un-
dersampling (RUS) in each boosting iteration, while SMOTEBoost gives
more examples of the minority class. RusBoost algorithm is a combi-
nation of random undersampling and boosting. The method randomly
deletes data from the majority class until the desired class distribution
is achieved. Then, boosting can be performed with re-weighting and
resampling. The RusBoost has no intelligent approach to remove sam-
ples. Instead, RusBoost removes samples randomly. In general, Rus-
Boost slightly outperforms SMOTE when looking at the recall of the
minority classes. In the first step of the RusBoost algorithm, a weight is
given to each sample. In step 2, random oversampling is applied to
balance the class ratio. As a result, new weight distribution is acquired.
The new dataset is passed to the base learner (Decision Tree for Rus-
Boosted tree). Finally, the new weights are re-calculated to use in the
following iteration. This process is repeated until reaching the max-
imum number of iteration.

The actual hour prediction of calving is difficult due to a large
number of labels. If we consider each hour as a label, there will be a
high misclassification between close hours. Some observations between
sequential hours are very similar, and this case is difficult for a pre-
dictive model to discriminate. As mentioned before, in order to reduce
the number of classes, observations are labeled in binary, and the ones
closer than 8 h are labeled as 1, and the others are labeled as 0. This
approach is also used in reference (Borchers et al., 2017). When we
tried to predict each hour separately, the overall correct classification
ratio is very low. The labor and delivery process lasts less than 8 h
before calving (The cow-calf manager, 2019). So the prediction of the
last 8 h before calving is essential. Also, the study proposed in Borchers
et al. (2017), best predictions are obtained for 8 h period before calving.
To improve the classification ratio, we transformed the task into a
binary classification problem. The observations recorded between 1-8 h
before calving are labeled as 1, and the remaining hourly observations
are labeled as 0. There is a tuple for each hour before calving. The last
24 h are used in our experiments.

We also tested Bi-LSTM and LSTM for hourly prediction, but low
classification accuracies are obtained. The prediction accuracy is below
40% for both Bi-LSTM and LSTM classifiers. In our experiments, the
best results are obtained with the binary RusBoosted Tree classifier for
hourly prediction.

3. Experimental results

3.1. Dataset

In this study, the dataset collected by Borchers et al. (2017) which is
publicly available through the following github repository, has been
used: https://github.com/Mrborchers/Machine-learning-based-calving-
prediction-from-activity-lying-and-rumination-behaviors. Data were
collected from the University of Kentucky Coldstream Milk Plant with
20 primiparoses and 33 multiple rectum Holstein milk cattle. Cows
were transported to dry cow plants 30 days before the calving date and
placed in a package with 9.15–21.34-m Chip beds providing continuous
access to 3.64 ha pasture. Two technological devices (HR label and
IceQube) were placed on each cow 28 days before the predicted calves.
After the calf, the data were reduced to include only two weeks before
the calf was taken. HR label (SCR Engineers Ltd.) was placed on the left
side of the neck, and the neck activity and rumination data were col-
lected automatically during two hours periods using a 3-axis accel-
erometer and a microprocessor. The number of the left rear leg, the
number of automatic steps, the time spent lying, the time spent lying,

the time spent standing, the number of standing passes, and the use of
the 3-axis accelerometer were collected in 15 min periods. Third-party
technological devices, namely the HR tag (Schirmann et al., 2009) and
IceQube (McGowan et al., 1999; Borchers et al., 2016) were already
validated in previous studies. Cows in the dry pencil were monitored
every 3 h for signs of a calf. After the first sign was detected, every
15 min a unit cow was followed. For each calf, the calf date, cow parity,
calving beginning time, and the time being outside the cow were re-
corded.

3.2. Results

Sensitivity, specificity, positive (TP, FP), and negative predictive
values (TN, FN) are observed during the experiments to measure the
effectiveness of the proposed models. Sensitivity is the proportion of
actual positives that are correctly classified, and the specificity is the
portion of actual negatives that are correctly detected. The formulation
of sensitivity and specificity are provided in Eq. 1, 2. In equations, the
expansions of the acronyms are True Positive (TP), False Positive (FP),
True Negative (TN), and False Negative (FN). TP is the number of
correctly identified samples. FP is the number of incorrectly identified
samples. TN is the number of correctly rejected samples.

=

+

Sensitivity TP
TP FN (1)

=

+

Specificity TN
TN FP (2)

The positive and negative predictive values (PPV, NPV) are the pro-
portions of positive and negative results in classification tasks. The
equations are given as follows:

=

+

PPV TP
TP FP (3)

=

+

NPV TN
TN FN (4)

In Table 2, Fig. 5 and Fig. 6, sensitivity, specificity, positive predictive
values, and negative predictive values for LSTM and Bi-LSTM method
for daily calving prediction are presented. Two classification methods
performed better in specifying the positive class than specifying the
negative class. According to the daily results, both of the methods were
unsuccessful on day six, nine, and eleven. For both models, the sensi-
tivity values of all classes (days) are admissible. This means that our
models are reliable on the detection of actual class or calving day. A
similar situation is observed for the specificity metric as well. This
means that the day which is aimed to be classified and the other days

Table 2
Experimental results of LSTM and Bi-LSTM methods for daily calving predic-
tion.

LSTM Bi-LSTM

Days Sens. Spec. PPV NPV Sens. Spec. PPV NPV

1 0.86 0.98 0.75 0.99 1.00 1.00 1.00 1.00
2 0.43 0.98 0.60 0.95 1.00 0.99 0.88 1.00
3 0.50 0.98 0.67 0.95 0.71 0.99 0.83 0.98
4 0.67 0.94 0.29 0.99 0.75 0.99 0.86 0.98
5 0.71 0.99 0.83 0.98 0.71 0.99 0.83 0.98
6 0.40 0.99 0.67 0.97 0.83 0.94 0.50 0.99
7 1.00 0.95 0.50 1.00 1.00 1.00 1.00 1.00
8 0.83 0.99 0.83 0.99 0.90 1.00 1.00 0.99
9 0.29 0.99 0.67 0.94 0.67 0.99 0.80 0.98

10 0.75 0.98 0.60 0.99 0.86 0.99 0.86 0.99
11 0.80 0.99 0.80 0.99 0.50 0.99 0.50 0.99
12 0.91 0.99 0.91 0.99 0.80 0.99 0.80 0.99
13 1.00 0.98 0.80 1.00 0.88 0.99 0.88 0.99
14 0.88 1.00 1.00 0.99 0.86 0.99 0.86 0.99
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are successfully assigned to different classes. PPV can be evaluated as
class-based accuracy. As shown in Fig. 5, for the first five days before
calving, PPV values are high. The prediction of these days is performed
better than the remaining days. The PPV values for the remaining days
are unstable, both high and low PPV values can be seen for different
days. As a result, the results of Bi-LSTM are acceptable, especially in the
last five days of the calving.

According to figures for daily prediction, there is a high accuracy on
the prediction of the day before calving. The prediction performance for
the days before the first five days are not reliable. In Table 3, average
scores for Bi-LSTM and LSTM are presented. Bi-LSTM and LSTM pro-
vided a classification accuracy of 83.34%, and 72.22%, respectively.
The methods performed better on specificity than sensitivity. Bi-LSTM
provided 81.91% mean sensitivity and 98.72% mean specificity. LSTM
provided 71.57% mean sensitivity and 97.88% mean specificity. While
both methods perform similarly in terms of specificity, Bi-LSTM per-
forms better on sensitivity scores. Negative predictive values of both
methods were very similar, yet Bi-LSTM performed better on the posi-
tive predictive value metric.

In our experiments, we also tested Bi-LSTM and LSTM with single
inputs rather than series. Daily observations are used as inputs for RNN
networks. The average classification accuracy for both LSTM and Bi-
LSTM networks is lower compared with the series input the results. By
utilizing the measurements from the previous days, a serious prediction

performance improvement has gained. The results show that using
knowledge from earlier days is more descriptive for daily prediction.
The results obtained from the classical machine learning methods like
Random Forest, Linear Discriminant Analysis, SVM, and K-NN is pre-
sented in Table 4 with the results obtained from our RNN models for the
day before the calving. As seen in these results, RNN models have much

Fig. 5. Sensitivity, specificity, positive predictive values, and negative predictive values for Bi-LSTM method.

Fig. 6. Sensitivity, specificity, positive predictive values, and negative predictive values for LSTM method.

Table 3
Average scores for daily predictions.

CA Sens Spec PPV NPV

LSTM 0.72 0.72 0.98 0.71 0.98
Bi-LSTM 0.83 0.82 0.99 0.83 0.99

Table 4
Results with Classical Methods.

Sens Spec PPV NPV

RF Borchers et al. (2017) 0.25 0.89 0.16 0.93
LDA Borchers et al. (2017) 0.75 0.93 0.50 0.97
K-NN 0.22 0.12 0.18 0.97
SVM 0.23 0.37 0.38 0.90
LSTM 0.72 0.98 0.71 0.98
Bi-LSTM 0.82 0.99 0.83 0.99

A.S. Keceli, et al. Computers and Electronics in Agriculture 170 (2020) 105285

6



higher sensitivity and specificity values.
The data used for hourly prediction were recorded similar to the

method proposed by Jensen (2012). For every cow, a bi-hourly mea-
surement is made and subtracted from average values of the other days
to determine the deviation from baseline values. The procedure is ap-
plied for all the features acquired.

Calving prediction has critical importance due to allowing the
provision of expert assistance when necessary for livestock profitability
and animal welfare. The actual hour prediction of calving is difficult
due to a large number of labels. If we consider each hour as a label, the
data provided between hours is very similar, and in this case, it is
challenging for a predictive model to discriminate. The confusion ma-
trices obtained when each bi-hour is considered as a separate class are
shown in Fig. 7. The discrimination capacity of the models is too low,
and there is a high ratio of misclassification. As seen from the confusion
matrices, the classification accuracies of the multi-class models are
lower than 30%. Especially the true prediction ratio of the last 8 h is too
small, which is also critical for expert help. For coping with this si-
tuation and train more accurate models, the number of classes is re-
duced. The confusion matrix of the binary classification is presented in
Fig. 8. As seen in Fig. 8, a more accurate model is trained with binary
data.

For reducing the number of classes, the observations are labeled in
binary. The ones closer than 8 h are marked as 1, and the others are
labeled as 0. RUSBoosted Tree method was applied on hourly data. The
method achieved a mean of 84.16% classification accuracy, 80.51%
sensitivity and specificity, and 85.74% negative and positive predictive
value. Results based on hour data are presented in Table 5.

4. Discussion

The background and related work section showed that Bi-LSTM and
RusBoosted Tree classifiers had not been investigated for calving pre-
diction yet. We investigated the applicability of RNN algorithms on the
prediction of calving day and the ensemble learning classifier
(RusBoosted Tree) for predicting the remaining 8 h before calving time.
Our research questions were presented in Section 1, and in this section,
we discuss our research findings regarding these research questions.

Our experimental results demonstrated that Bi-LSTM based predic-
tion model provides better performance than the LSTM-based model in
terms of classification accuracy. Also, the RusBoosted Tree algorithm-
based prediction model accurately predicts the remaining 8 h before
calving time. This study shows the power of Recurrent Neural Networks
algorithms for calving prediction problem. Since this article is an ex-
perimental study, we should address the potential threats to validity in
this section. For internal validity, we mainly evaluated the performance
of two RNN algorithms (LSTM and Bi-LSTM), but new studies might
investigate the performance of other LSTM-based algorithms. Although
we selected the most promising and relevant RNN algorithms, there
might be other LSTM-based algorithms that can improve the perfor-
mance presented in this study.

Regarding the external validity, we performed our experiments on a
large dataset, including 53 Holstein cattle, but the performance of the
models might change on a different dataset having more or fewer data.
Since we reached only to this public dataset, we performed our ex-
periments only on this dataset. When more and more datasets become
publicly available, we can implement new experiments by using our
models presented in this study. Regarding the construct validity, we
followed the experimental design approach of the researchers who
generated this dataset. Regarding the conclusion validity, the original
dataset has been divided into training and test datasets, and evaluation
was performed on the testing sets in other machine learning studies.
The results for the day before calving is presented with the best results
obtained in Borchers et al. (2017) at Table 6. Although LSTM results are
slightly lower, Bi-LSTM results are comparable and sometimes better.

Deep learnings superiority comes from its flexibility to learning to
represent data as a nested hierarchy of concepts and extracting more
abstract representations of the data. A deep learning architecture can

Fig. 7. Confusion matrices obtained from multi-class classification.

Fig. 8. Confusion matrix obtained from binary classification.

Table 5
Hourly prediction results.

Sens Spec PPV NPV

<8 h 0.66 0.95 0.89 0.82
> 8 h 0.95 0.66 0.82 0.89

Table 6
The comparison of metrics obtained for the day before calving.

Metric Bi-LSTM LSTM Ref. Borchers et al. (2017)

Sens 100 86 100
Spec 100 98 86.8
PPV 100 75 40.0
NPV 100 99 100
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learn both low and high levels of features in its different layers. Another
advantage of deep learning is related to the amount of data used in
training. In traditional machine learning methods, classifiers perfor-
mance is stuck after a certain amount of data. This restriction makes
deep-based methods more successful compared to the traditional ones.
Ensemble models are a combination of two or more single models. The
idea behind ensemble methods is improving or boosting performance
by combining different estimators. In other words, it is the process of
pooling predictions of multiple base models. Empirical and theoretical
studies show that model combination boosts predictive accuracy more
often than the single models (Finlay, 2011; Paleologo et al., 2010).

5. Conclusion

Accurate and automated prediction of calving time of cattle in dairy
farms has many advantages such as minimizing the daily tasks of
farmers, mitigating the negative results of difficult births, and in-
creasing the potential fertility in the farm. Instead of manually obser-
ving each cattle, it is possible to develop automated prediction systems
by using different sensors that can determine the behaviors of cattle. In
this study, we applied the RNN algorithms for the prediction of the
calving day using a dataset on the motion, lying, and ruminating be-
haviors of cattle. We demonstrated that Bi-LSTM based prediction al-
gorithm provides promising results in terms of classification accuracy.
Besides, we showed that the RusBoosted Tree classifier, which is an
ensemble learning algorithm accurately predicts the remaining 8 h
before calving time. In our future work, we aim to apply the resulting
models on new datasets when they become publicly available. Further,
we plan to use novel RNN-based algorithms for enhancing even further
the accuracy of the prediction of calving day.
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