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Abstract

Literature shows that water demand forecasting models which use water demand as single input, are capable of generating a fairly accurate forecast. However, at changing weather conditions the forecasting errors are quite large. In this paper three different forecasting models are studied: an Adaptive Heuristic model, a Transfer/-noise model, and a Multiple Linear Regression model. The performance of the models was studied both with and without using weather input, in order to assess the possible performance improvement due to using weather input. Simulations with the models showed that when using weather input the largest forecasting errors can be reduced by 11\%, and the average errors by 7\%. This reduction is important for the application of the forecasting model for the control of water supply systems and for anomaly detection.
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1. Introduction

There is an on-going trend towards the fully automated centralized operation of water supply systems (Worm et al., 2010; PWN, 2006). When utilities implement centralized automatic control, they aim to reduce costs and at the same time improve the quality of the operations or at least keep the same quality of operations executed by motivated operators. This goal can be achieved by implementing models for the operational control of the systems. Short term water demand forecasting models are an example of those kinds of models, where the forecast of the demand can be used for the optimal overall quantity control or for optimal pump scheduling. Forecasting models are used for this purpose by a number of utilities around the world: In the Netherlands for instance, in 2012 57% of all supplied water is controlled based on a short term water demand forecast (Bakker et al., 2013a). And the penetration of forecasting models is expected to rise over 90% in 2016, due to implementation projects which are executed currently at two large utilities. Other examples of implementations of a control model based on a short term water demand forecasts, are in the United States at four large utilities (Bunn and Reynolds, 2009).

The accuracy of the water demand forecast model is important, to avoid suboptimal control of the system, and to prevent that operators overrule the control settings (necessary or unnecessary) in order to meet all operational conditions (e.g. to avoid a reservoir to overflow or to run empty). Not the average forecast errors but the largest errors –underestimates and overestimates– of the forecasting model play an important role. Large forecast errors might induce undesired or unacceptable adjustments in control, or even in violating the operational conditions in case of limited (over)capacity of the water supply system. Despite the importance of the largest errors, many papers describing water demand forecasting models only report the average performance, expressed as the average error or as the coefficient of determination ($R^2$). Lertpalangsunti et al. (1999) and Jain et al. (2001) mention the largest errors explicitly, though both do not indicate whether the largest errors are underestimates or overestimates.

For the one day lead demand forecast, various methods have been developed and tested. House-Peters and Chang (2011) and Donkor et al. (2013) present extensive reviews of existing methods. One of the first described methods was based on linear regression of observed values of the daily water demand combined with transfer functions for rainfall and air temperature as independent variables (Maidment et al., 1985). Other papers describe forecasting models, based on the assumption that water demand is made up of base consumption, seasonal consumption, and weather dependent consumption (Zhou et al., 2000, 2002; Gato et al., 2007a, 2007b; Alvisi et al., 2007). In the models, different methods are applied to transfer the independent observations like temperature and rainfall, to forecasted water demand, combined with a persistence component of the observed water demands. The application of Artificial Neural Networks (ANN) is most popular to forecast water demand. Initially, conventional ANN models were applied (Joo et al., 2002; Jain et al., 2001), but as the development of ANN models proceeded, more complex and dynamic ANN models were applied (Ghiassi et al., 2008). Hybrid models which combine ANN methods with other methods like Fuzzy Logic and Fourier Transformations are described in several other papers (Lertpalangsunti et al., 1999; Bárddossy et al., 2009; Odan and Reis, 2012; Adamowski et al., 2012). All water demand forecasting models found in literature are based on mathematical techniques, either conventional regression / transfer functions, or more advanced data driven techniques. The models are often complex and abstract, and hard to understand for operators. This may be a disadvantage, though many operators gain confidence in a model when they experience that it is performing good. So far, no heuristic models based on general observations of water demands have been developed.

Different inputs may be used to generate water demand forecasts. A limited number of papers describe forecasting models which use measured water demand as single input (Jowitt and Chengchao, 1992; Alvisi et al., 2007; Cutore et al., 2008; Caiado, 2010; Bakker et al., 2013b). Most models also use weather information as input, like temperature (Lertpalangsunti et al., 1999; Ghiassi et al., 2008), temperature and precipitation (Maidment et al., 1985; Jain et al., 2001; Bárddossy et al., 2009; Adamowski et al., 2012), and temperature, precipitation, and evaporation, wind speed and/or humidity (Zhou et al., 2002; Joo et al., 2002; Babel and Shinde, 2011). Although the relation between water demand and weather conditions seems obvious, some papers report that the
performance of the forecasting model does not improve when using weather inputs (Ghiassi et al., 2008; Odan and Reis, 2012). In some papers, the difference in forecasting accuracy of models with and without using weather input is not reported, which limits the determination of the performance improvement due to using weather input. For an easy and reliable implementation of forecasting models, it is preferred to use measured water demand as single input (Bakker et al., 2013b). The reason for this is that connecting weather data as input to the model, results in extra costs and possible risks (depending on how the input of weather data has been implemented) of missing input for the model. In order to make good decision to use weather input or not in a forecasting model, both the performance improvement of the model and the extra costs and risks need to be considered.

Mostly, the performance of the model is assessed by doing simulations with historic water demands. Generally, the dataset is split into two parts: a part for developing the model and setting the parameters of the model (“training” or “calibration” set); and a part for assessing the model’s performance on an independent dataset (“testing” or “validation” set). The data for testing the model should describe all normal variations in the water demand, in order to obtain a reliable performance evaluation of the model. Because water demand varies over the year, and also the variability (or rather the forecastability) varies, the dataset for testing a model should at least be one year and preferably three years. When analyzing three year, it can be avoided to draw conclusions from variations in demand which only occur a single year which might not be representative. However, the data for testing a model was shorter than four months in several papers (Zhou et al., 2002; Jain et al., 2001; Ghiassi et al., 2008; Bárdoossy et al., 2009; Babel and Shinde, 2011; Caiado, 2010).

In this paper we compare the performance of an adaptive heuristic forecasting model with two mathematical models for the one day lead water demand forecast. All models are evaluated both with and without using weather inputs, in order to assess the performance improvement of using weather data. The performance of the models are evaluated on water demand data of six different water supply zones in the Netherlands.

2. Methods

2.1. Study areas and data

The same data is used as in Bakker et al. (2013b). The data contains the water demand in six different areas in the Netherlands in the period 2006-2011. We used the data we collected as input in simulations to assess the accuracy of the water demand forecasting models. The weather conditions in the Netherlands in the whole country are more or less similar, and can be characterized as moderate with an average daily maximum temperature in summer of around 19 °C and in winter of around 3 °C. For each area, all water flows supplied to the area (from treatment plants, pumping stations and reservoirs) were summed in order to derive the net water demand in the area. Each number in the datasets represents the water consumption by all customers in the area, including water losses in the area. Each dataset consists of the water demand per day in m³ per day over a period of six years (2,192 values). The models were trained with three years of data (2006-2008), and tested with a subsequent dataset of three years (2009-2011). The characteristics of the areas are shown in Table 1 and Fig. 1.

<table>
<thead>
<tr>
<th>Area</th>
<th>Water utility</th>
<th>Average demand (m³ per day)</th>
<th># consumers</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Amsterdam</td>
<td>Waternet</td>
<td>179,800</td>
<td>950,000</td>
<td>urban</td>
</tr>
<tr>
<td>2. Rijnregio</td>
<td>Dunea</td>
<td>55,000</td>
<td>305,000</td>
<td>urban / (rural)</td>
</tr>
<tr>
<td>3. Almere</td>
<td>Vitens</td>
<td>28,200</td>
<td>193,000</td>
<td>urban</td>
</tr>
<tr>
<td>4. Helden</td>
<td>WML</td>
<td>7,100</td>
<td>39,000</td>
<td>rural</td>
</tr>
<tr>
<td>5. Valkenburg</td>
<td>WML</td>
<td>1,760</td>
<td>9,200</td>
<td>rural</td>
</tr>
<tr>
<td>6. Hulsberg</td>
<td>WML</td>
<td>440</td>
<td>2,400</td>
<td>rural</td>
</tr>
</tbody>
</table>
2.2. Adaptive heuristic model

Based on the experience of operators observing water demands, we developed a heuristic adaptive water demand forecasting model (Bakker et al., 2013b). The model for forecasting the daily water demand was setup using the following three main observations: 1. The variation in the daily water demand from one day to the next is limited; 2. Subsequent daily water demands describe a weekly pattern; 3. Changes in daily average temperature, result in changes in the water demand. The heuristic model forecasts the water demand for the next day ($Q'_i$) primarily based on the measured water demand in the previous two days. In order to correct for the day of the week, the measured water demand on day $i$ ($Q_i$) is divided by the typical day of the week factor of day $i$ ($fd_{dotw,typ,i}$); the water demand is forecasted by applying the day of the week factor to the corrected water demand of the previous two days:

$$Q'_i = f_{dotw,typ,i} \cdot \left( C_1 \cdot \frac{Q_{i-1}}{f_{dotw,typ,i-1}} + C_2 \cdot \frac{Q_{i-2}}{f_{dotw,typ,i-2}} \right) \quad \text{[m}^3/\text{day]}$$

(1)

The model parameters $C_1$ and $C_2$ are by default set at 0.8 and 0.2 respectively, making the more recent measured water demands weigh heavier than the older demands. By using equation (1) the forecasted average water demand is based on a relative short period of measured demands (previous two days, with emphasis on the last day). This results in a rapid adjustment of the forecasted water demand, after a change of the measured water demand. The day of the week factor for day type $ti$ ($fd_{dotw,typ,ti}$) is adaptively learned by the model, using measurements of the daily water demand in the previous $m$ (default 10) weeks:

$$f_{dotw,typ,ti} = \frac{1}{m} \sum_{i=1}^{m} \frac{Q_{i+\text{week}}}{} - \frac{1}{m} \sum_{i=1}^{m} Q_i \quad \text{[\text{-}]}

(2)

By applying equation (1) in combination with the day of the week factor derived with equation (2), the model automatically corrects for the variation in the daily demands which occur in a weekly pattern. As a result, the lower demands in the weekend are forecasted accurately. In Bakker et al. (2013b), a sensitivity analysis of these model parameters $C1$, $C2$ and $m$ is presented, showing optimal results with values of 0.8, 0.2 and 10 respectively.
When a change in the temperature occurs, the model calculates the corrected forecast \( Q_i^{**} \) by multiplying the original forecast with the temperature correction factor \( f_T \) and the change in temperature between the forecasted and previous day \( T_i - T_{i-1} \), note that for \( T_i \) a forecasted temperature from a weather bureau needs to be used:

\[
Q_i^{**} = Q_i' \cdot f_T \cdot (T_i - T_{i-1}) \quad \text{[m}^3/\text{day]} \quad (3)
\]

The temperature correction factor is calculated by the model, by deriving a relation using a least squares fit between the forecast errors (of the uncorrected forecast) and the change in temperature (see Fig. 2).

\[ \text{Fig. 2. Forecast error as function of Temperature change. The derivative of the fitted line is the } f_T \text{ factor, which is derived for both increases and decreases of the Temperature.} \]

2.3. Transfer-/noise model

In modelling a time series, Box and Jenkins (1976) combined the benefits of both an Auto Regressive Integrated Moving Average (ARIMA) model and a transfer model, in a so called transfer-/noise model. The basic assumption in this model is that the output signal of a dynamical system is driven by several signals, including white noise (Fig. 3). These kinds of models have successfully been applied in many scientific areas, including hydrology (Castellano-Méndez et al., 2004) and economics (Grillenzoni, 2000).

\[ \text{Fig. 3. Setup of transfer-/noise model.} \]

In case that the output series \( y_i \) has the same time interval as the input series \( x_i \), the dynamical relation between two series can be modelled with a transfer function of order \((r,s)\):

\[
(1 - \delta_1 B - \delta_2 B^2 - \ldots - \delta_r B^r) \cdot y_i = (\omega_0 - \omega_1 B - \omega_2 B^2 - \ldots - \omega_s B^s) \cdot x_i \quad (4)
\]

where \( \delta_1 \) to \( \delta_r \) are the autoregressive parameters, \( \omega_0 \) to \( \omega_s \) the moving-average parameters and \( B \) the backshift or lag operator \((B \cdot x_i = x_{i-1})\), or simplified \( y_i = \omega(B)/\delta(B) \cdot x_i = \text{TF}(B,x_i)\).
The ARIMA model is a special form of the transfer model. The output signal $y_i$ is modelled as a linear function of white noise only. The general form is:

$$\left(1 - \phi_1 B - \phi_2 B^2 - \ldots - \phi_p B^p\right) \cdot \left(\nabla^d y_i - c\right) = \left(1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q\right) \cdot a_i$$

(5)

where $\phi_1$ to $\phi_p$ are the autoregressive parameters, $\theta_1$ to $\theta_q$ the moving-average parameters, $a$ the white noise, $\nabla$ the difference operator ($\nabla y_i = y_i - y_{i-1} = (1-B) \cdot y_i$), $d$ the number of differences ($\nabla^d y_i = y_i - y_{i-d} = (1-B^d) \cdot y_i$) and $c$ a constant. The transfer-/noise model is generated by linear superposition of the transfer function(s) and the noise function. The role of the latter is to account for any influences on the system output, which are not covered by any of the input series $x_{n,i}$. In case of two inputs, the relation between output $y_i$ and the inputs $x_{n,i}$ becomes:

$$y_i = TF_n(x_{i,j}) + TF_n^*(x_{z,i}) + N_i$$

(6)

where $TF_n$ is the Transfer Function and $N_i$ is the white noise component. When using the Box-Jenkins methodology to forecast water demand, a number of modifications were applied. Firstly, only the Moving-Average parameters turned out to be valuable (no significant $\delta$ parameters were found during the model building phase, and therefore not used in the model). Secondly, water demand is not a stationary series but usually shows a weekly modulation. Therefore, we differentiated the original demand series ($Q_i$) twice, and used the resulting output series $y_i$ as the output of the transfer-/noise model:

$$y_i = \nabla\nabla Q_i = (Q_i - Q_{i-7}) - (Q_{i-7} - Q_{i-14})$$

(7)

Like in the heuristic model, the daily average temperature is used as an independent variable to forecast the water demand. Temperature only affects water demand during the spring and summer (average temperature higher than 10 °C), and the effect increases as temperature increases. By trial and error, we found optimal forecasting results when using a transformed value ($z_i$) of the original temperature values ($T_i$) with:

$$z_i = 0.001 \cdot (T_i - 10) \text{ if } T_i > 10 \quad \text{ else } z_i = 0$$

(8)

To compensate for special days with abhorrent water demand (like national holidays), a dummy input series $F_i$ was created with values of -1 on special days with expected lower demand and +1 for expected higher demands. Both abovementioned input series (transformed temperature $z_i$ and the intervention series for special days $F_i$) were differentiated in the same way as the demand series (equation (7)). The noise model ($N_i$) was kept simple, by constructing it as an additive model with 3 moving average parameters:

$$N_i = (a_i - \theta_i \cdot a_{i-1}) - (\theta_i \cdot a_{i-7} - \theta_i \cdot a_{i-14})$$

(9)

Assuming the white noise $a_i$ is 0, the resulting forecast model is formulated as:

$$Q'_i = Q_{i-1} + (Q_{i-7} - Q_{i-14}) + \omega_{1,0} (z_{i-1} - z_{i-7} - z_{i-14}) + \omega_{1,1} (z_{i-1} - z_{i-2} - z_{i-3} + z_{i-4}) + \omega_{2,0} (F_{i-1} - F_{i-7} - F_{i-14}) + \omega_{2,1} (F_{i-1} - F_{i-2} - F_{i-3} + F_{i-4}) + -\theta_i a_{i-1} - \theta_i a_{i-7} - \theta_i a_{i-14}$$

(10)
Where $Q^*_i$ is the forecasted demand and $z^*_i$ is the transferred forecasted average Temperature, obtained from a weather institute. The unknown parameters ($\theta_1$, $\theta_7$, $\theta_8$, $\omega_{1,0}$, $\omega_{1,1}$, $\omega_{2,0}$, $\omega_{2,1}$) were estimated using the training dataset of $Q$, $T$ and $F$ values.

### 2.4. Multiple Linear Regression (MLR) model

When omitting the noise component, the transfer-/noise model is reduced to a simplified Multiple Linear Regression model. Experiments showed that in general the regression parameters $z_{i-7}$ and $z_{i-8}$ were not significant and we settled for the following forecast model:

$$Q^*_i = Q_{i-1} + Q_{i-7} - Q_{i-8} + \beta_1 z_i + \beta_2 z_{i-1} + \beta_3 F_i + \beta_4 F_{i-1} + \beta_5 F_{i-7} + \beta_6 F_{i-8}$$

where the $Q_n$, $z_i$ and $F_i$ are the same as in the transfer-/noise model. The $\beta_n$ were estimated using the training dataset with the Least Squares Algorithm.

### 2.5. Model performance evaluation

The performance of the different models and the performance improvement by using weather inputs was assessed by comparing the forecasted to the measured values. As stated before, not only the average errors are important, but also the largest errors (underestimates and overestimates). For evaluating the models we therefore chose the following evaluation parameters: The 0.5% and 99.5% confidence intervals of the Relative Error $RE_i$ ($RE_{0.5\%}$ and $RE_{99.5\%}$), The Mean Absolute Percentage Error (MAPE), and The Nash-Sutcliffe Model Efficiency ($R^2$):

$$RE_i = \frac{(\hat{y}_i - y_i)}{\bar{y}} \cdot 100\%$$

$$MAPE = \frac{\sum_{i=1}^{n} |\hat{y}_i - y_i|}{\bar{y}} \cdot 100\%$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

Where $\hat{y}_i$ is the forecasted value, $y_i$ is the measured value, and $\bar{y}$ is mean of the measured values. The 0.5% and 99.5% confidence intervals represent the underestimates and overestimates which are statistically exceeded approximately 2 days in every year. We chose this measure rather than the absolute largest underestimates and overestimates, because these might be related to isolated anomalies (e.g. caused by pipe bursts of fire fighting) which are not representative for the performance of the model. By calculating the abovementioned confidence intervals, the evaluation is not influenced by single observations, though still indicating properly the largest errors that may be expected.
3. Results and discussion

In Table 2 to Table 4 the results of the three investigated forecasting methods, both without and with using weather input, are shown.

Table 2. Results heuristic water demand forecasting model (testing period: 2009-2011).

<table>
<thead>
<tr>
<th>Area</th>
<th>Without weather input</th>
<th>With weather input</th>
<th>Without weather input</th>
<th>With weather input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>$R^2$</td>
<td>RE 0.5%</td>
<td>RE 95.5%</td>
</tr>
<tr>
<td>1. Amsterdam</td>
<td>1.39%</td>
<td>0.756</td>
<td>-6.54%</td>
<td>6.97%</td>
</tr>
<tr>
<td>2. Rijnregio</td>
<td>1.88%</td>
<td>0.694</td>
<td>-9.09%</td>
<td>9.81%</td>
</tr>
<tr>
<td>3. Almere</td>
<td>2.08%</td>
<td>0.718</td>
<td>-10.96%</td>
<td>10.81%</td>
</tr>
<tr>
<td>4. Helden</td>
<td>3.72%</td>
<td>0.794</td>
<td>-24.46%</td>
<td>17.30%</td>
</tr>
<tr>
<td>5. Valkenburg</td>
<td>3.55%</td>
<td>0.788</td>
<td>-16.54%</td>
<td>15.12%</td>
</tr>
<tr>
<td>6. Hulsberg</td>
<td>5.08%</td>
<td>0.688</td>
<td>-28.73%</td>
<td>21.02%</td>
</tr>
</tbody>
</table>

Table 3. Results Transfer-/noise water demand forecasting model (testing period: 2009-2011).

<table>
<thead>
<tr>
<th>Area</th>
<th>Without weather input</th>
<th>With weather input</th>
<th>Without weather input</th>
<th>With weather input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>$R^2$</td>
<td>RE 0.5%</td>
<td>RE 95.5%</td>
</tr>
<tr>
<td>1. Amsterdam</td>
<td>1.36%</td>
<td>0.766</td>
<td>-6.25%</td>
<td>5.88%</td>
</tr>
<tr>
<td>2. Rijnregio</td>
<td>1.77%</td>
<td>0.740</td>
<td>-8.55%</td>
<td>8.68%</td>
</tr>
<tr>
<td>3. Almere</td>
<td>2.03%</td>
<td>0.733</td>
<td>-9.56%</td>
<td>10.91%</td>
</tr>
<tr>
<td>4. Helden</td>
<td>3.74%</td>
<td>0.791</td>
<td>-21.57%</td>
<td>20.37%</td>
</tr>
<tr>
<td>5. Valkenburg</td>
<td>3.44%</td>
<td>0.807</td>
<td>-15.76%</td>
<td>14.70%</td>
</tr>
<tr>
<td>6. Hulsberg</td>
<td>5.04%</td>
<td>0.696</td>
<td>-26.07%</td>
<td>25.92%</td>
</tr>
</tbody>
</table>

Table 4. Results MLR water demand forecasting model (testing period: 2009-2011).

<table>
<thead>
<tr>
<th>Area</th>
<th>Without weather input</th>
<th>With weather input</th>
<th>Without weather input</th>
<th>With weather input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>$R^2$</td>
<td>RE 0.5%</td>
<td>RE 95.5%</td>
</tr>
<tr>
<td>1. Amsterdam</td>
<td>1.54%</td>
<td>0.709</td>
<td>-7.38%</td>
<td>6.28%</td>
</tr>
<tr>
<td>2. Rijnregio</td>
<td>1.99%</td>
<td>0.681</td>
<td>-8.32%</td>
<td>10.47%</td>
</tr>
<tr>
<td>3. Almere</td>
<td>2.37%</td>
<td>0.681</td>
<td>-10.95%</td>
<td>10.66%</td>
</tr>
<tr>
<td>4. Helden</td>
<td>4.25%</td>
<td>0.747</td>
<td>-23.21%</td>
<td>20.39%</td>
</tr>
<tr>
<td>5. Valkenburg</td>
<td>3.97%</td>
<td>0.756</td>
<td>-20.29%</td>
<td>15.01%</td>
</tr>
<tr>
<td>6. Hulsberg</td>
<td>5.97%</td>
<td>0.619</td>
<td>-29.22%</td>
<td>26.19%</td>
</tr>
</tbody>
</table>

The forecast errors of both the heuristic and the transfer/-noise model were 10-15% smaller than the MLR model. This indicates that water demand cannot be described properly with regression formulas only. The tables show comparable performance of the heuristic model and the transfer/-noise model (see Table 2 and Table 3), with on average a slightly better performance of the transfer/-noise model. When using weather input, the forecast errors were smaller for all models in all areas. The performance improvement by using weather input amounted 7% on average for the MAPE, and 11% on average of the RE 0.5% and the RE 99.5%. This indicates that using weather input is helpful in reducing the maximum errors of forecasting models.
The tables show increasing forecast errors with decreasing water demand in the areas. The errors in the smallest area (6. Hulsberg) are on average 400% larger than the errors in the largest area (1. Amsterdam). This indicates that the randomness in the demand is larger in smaller areas, and that therefore the demand cannot be forecasted as accurate as in larger areas.

The $R^2$ value indicates how well the model is able to describe the variation in the data. The $R^2$ values for the different areas are in the same range, varying between 0.7 and 0.85 for the heuristic and transfer/-noise model. This shows that the forecasting models perform comparable on the different datasets. The higher MAPE values in combination with the comparable $R^2$ values in the smaller areas, indicate that the variability of the water demands in those areas is larger, but that the models are able to describe those variations to a comparable degree. Based on this observation, we conclude that the models can be applied to forecast the water demand in smaller areas, but that larger forecast errors need to be taken into account. In Bakker et al. (2013b) a relation between the expected forecast accuracy and the average water demand in an area is presented.

4. Conclusions

Simulations with six different sets of water demands, showed that a heuristic model and a transfer/-noise model outperformed a Multiple Linear Regression model when forecasting the one day lead water demand. The transfer/-noise model performed somewhat better than the heuristic model. The heuristic model is easier to understand for operators than the mathematical transfer/-noise model. In the heuristic model, the adaptively learned factors which influence the forecast can be presented to the operators, which allows operators to verify the validity of the factors and to understand how future demands will be forecasted.

When using weather input, the performance of the forecasting models can be improved by 7% with respect the average errors, and 11% with respect to the largest errors. This improvement can be relevant when higher forecasting accuracies are necessary when using the forecasts for optimal control or for anomaly detection. In each implementation of a forecasting model, the evaluation can be made whether the higher costs and complexity of using weather input weighs up to the higher forecasting accuracy.
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