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Propositions 

1. Silver nanoparticles are chemically stabilized against full oxidation by two 
subvalent surface (hydr)oxide structures which are in a metastable 
equilibrium with the solution phase. 
(this thesis) 
 

2. The supposed highly elevated surface energy of metallic nano-sized particles 
(Nanda et al., 2003, Physical review letters) is in conflict with the limited 
energy difference between edge and corner atoms and face atoms. 
(this thesis) 
 

3. The positive correlation between toxicity of AgNPs and salinity (Kataoka et 
al., 2015, Environmental Science: Nano) suggest that binding of Ag+ to 
extremely high affinity ligands in cell materials, e.g. sulfide groups, is an 
important toxicity mechanism. 
 

4. Due to their accumulation in the human body (Lin et al., 2015, Wiley 
Interdisciplinary Reviews: Nanomedicine and Nanobiotechnology), it is 
unlikely that metallic nanoparticles will find clinical use as carriers for 
targeted drug delivery to tumors. 
 

5. Gender neutral pronouns reinforce existing gender patterns as much as 
they are a result of it. 
 

6. With automation making an ever increasing portion of the human labor 
force obsolete, a social system providing a basic income to citizens 
becomes not only desirable, but ultimately unavoidable. 

 
 
Propositions belonging to the thesis, entitled: ‘Skimming the Surface: A surface 
structural approach to understanding silver ion release from silver 
nanoparticles’. 
 
Bastiaan Molleman 
Wageningen, 11 October 2019 
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Abstract 
In the last decades, there has been an exponential increase in the number of publication on 

the topic of silver nanoparticles. However, little is yet understood about the fundamental 

processes that underlie the dissolution of silver nanoparticles, which one of the most 

significant aspects of silver nanoparticle behavior for both application and environmental 

health. This thesis constitutes a considerable advance towards closing that knowledge gap. A 

subvalent surface oxide structure is proposed consisting of a single layer of neutral ≡Ag3OH 

units. When these surface become oxidized, ionic silver is released and a second surface 

layer is formed, with oxidation over multiple layers. An equilibrium is thought to exist 

between the two surface strucures, which stabilizes the silver nanoparticle from further 

oxidation. The subvalent ≡Ag3OH structure is consistent with crystallographic data and 

computation modelling results. A surface complexation model is designed based on the 

proposed structure, which is tested and refined through a set of dissolution experiments in 

which the pH dependency of silver ion release is monitored for particles of different size. 

Both equilibrium concentrations and the kinetics of silver ion release are consistent with the 

model. Kinetic data additionally reveal a rate limiting step which is thought to involve the 

adsorption of molecular oxygen to the particle surface. Equilibrium data suggest the 

existence two oxidation processes: controlled, reversible oxidation at mildly oxidative 

conditions, and irreversible oxidation at more oxidative, i.e. acidic, conditions in which 

complete surface layers are stripped by lateral growth of critical cavities. Equilibrium data 

also reveal a size dependency which is us used to calculate a surface free energy value for 

silver nanoparticles covered by the subvalent surface layer. The importance of surface 

energy for silver nanoparticles, and indeed nanoparticles in general, is such that it warrants 

an in depth study of the topic, which is performed in the latter two research chapters of this 

thesis. A long standing controversy on the behaviour of surface energy at the extreme end of 

the nanoscale is tackled by applying the thermodynamic approach by Tolman to 

computational data. Using these data, the thermodynamically consistent surface, the surface 

of tension, is localized for metallic nanoparticles, and found to coincide with the physical 

surface. When scaled to the latter, surface energies are shown to vary minimally with size, as 

is also found when using the Tolman lengths that correspond to the physical surface. Lastly, 

the influence of edge and corner atoms on the stability and the surface energy of metallic 

nanoparticles is investigated. Using coordination numbers and surface densities of various 

atoms, a model is developed to which accurately describe the excess energy of nanoparticles 

with respect to bulk metal. The model can be directly applied to predict the energy of edge 

and corner atoms. Additionally, the model is used to isolate the energy of twinning from 

total particle energies as determined by computational modelling. The model is applied to 

predict the surface energy of the different crystallographic surfaces of various FCC metals, 

the relative stability of a variety of nanoparticle morphologies and the surface energy of 

metallic nanoparticles at room temperature.   
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1.1 Preface 

This thesis has been a project within the risk analysis and technology assessment theme of the 

NanoNextNL research program. The aim of this research, as defined by the research program, 

was to gain an understanding environmental fate processes of inorganic manufactured 

nanoparticles. Being highly reactive, nanoparticles are expected to undergo a variety of 

changes in the environment, which will change their properties. Therefore, as part of the joint 

effort of understanding the influence of environmental release of nanoparticles, it is essential 

to not only study the effect of nanoparticles on the environment but also the effect of the 

environment on nanoparticles. Within the rather broad topic of inorganic nanoparticles, I have 

chosen to exclusively focus on silver nanoparticles, as their widespread use in consumer 

products and proven toxicity make them a highly relevant topic. 

1.2 A new class of materials 

In recent decades, there has been an ever increasing scientific interest in nanomaterials. As a 

result of the large amounts of money being invested into nano-research and some of the more 

well-marketed nano-applications, media attention and public awareness, too, have been on 

the rise. Nanomaterials can be surrounded by a somewhat mystical aura due to their 

unexpected, and sometimes baffling properties. Therefore, before zooming in on the actual 

topic of the thesis, I will first address the basic question: “What exactly are nanomaterials?” 

Nanomaterials are officially defined as any material measuring less than 100 nm in one or 

more dimensions. This definition encompasses thin sheets and wires, but most prominently 

particles of a variety of shapes and sizes. Nanomaterials can be made from a variety of 

chemical substances, but most fall in one of the following three categories: organic 

nanomaterials, metal oxide nanomaterials, and metallic nanomaterials. 

Nanotechnology has sometimes been portrayed as an entirely new field of science, and 

nanomaterials, as a result, have become associated with a certain sense of futurism. Yet the 

fact of the matter is that some types of nanoparticles have been around for a very long time. 

Iron oxide, for example, is present in all soils and has been isolated from soils in sizes as small 

as 2 nm,1 while soot contains small quantities of the famous Buckminster fullerenes.2 When 

discussing nanoparticles as an emerging contaminant, it is therefore common to also 

distinguish between these naturally occurring nanoparticles and man-made or engineered 

nanoparticles. 

A common characteristic for all nanomaterials is their high specific surface area. This property 

is inversely related to particle size and can be up to hundreds of square meters per gram of 

material. The creation of surfaces requires an investment of energy, which means that 

nanomaterials have a higher energy than bulk materials, leading to a decreased intrinsic 

chemical stability. In addition, due to the high surface area, a large number of potential sites 

are available for surface interactions, such as adsorption.3 As a result, nanoparticles do not 
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only have a high propensity to react with other substances, but also a very large interface on 

which to do so. 

Beside a high surface area, nanomaterials, whether naturally occurring, engineered or 

incidental, can have additional properties that are not found in the bulk material from which 

they are derived. Some of these properties can be used in exciting new applications, such as 

self-cleaning surfaces with nano-titanium oxide,4 stronger than steel composites containing 

carbon nanotubes,5 or biosensors enhanced with metallic nanoparticles.6 However, these new 

properties also imply that nanoparticles may not interact with the environment as is expected 

based on their bulk counterparts. In relation to human and environmental safety, 

nanomaterials are therefore treated as new materials. 

1.3 Silver nanoparticles 

Silver nanoparticles can be produced using a variety of processes, where wet chemical 

synthesis offers the best control over shape and size.7, 8 Generally speaking, silver ions are 

dissolved in an aqueous or liquid organic phase, and are subsequently reduced to zero-valent 

silver by addition of a reducing agent. Various reductants can be used, ranging from weakly 

reducing, e.g. glucose or citrate, to highly reducing, e.g. NaBH4. 

Particle formation occurs through a process of nucleation, coalescence and growth. Initial 

oligomeric nuclei fuse together into tiny particles (<1 nm), which may grow by surface 

reduction or coalesce into larger polycrystalline particles.9 In principle, nucleation may 

continue after initially formed nuclei have started fusing and growing or coalescing, resulting 

in high polydispersity. Conversely, if the growth stage mainly takes place after completion of 

the nucleation stage, a more monodisperse collection of particles will be obtained. This will 

depend on the kinetics of the reactions at the different stages of particle synthesis, which can 

be controlled to a certain degree by choosing different concentrations and qualities of 

reductants and capping agents.  

Coalescence of particles may be prevented by colloidal stabilization, which is done with the 

help of capping agents. These are generally organic molecules which attach to the surface and 

prevent collisions between nanoparticles either by introducing a surface charge, e.g. citrate, 

and/or by steric hindrance, e.g. PVP. This can be used to prevent or slow down coalescence 

during particle synthesis, leading to more monodisperse particle suspensions. Capping agents 

can additionally be used to block certain surfaces or alter surface energies.10 This promotes 

anisotropic growth leading to a variety of desirable shapes, such as rods, prisms, cubes, 

etcetera. This shape-control is of great importance for the various applications of silver 

nanoparticles.8 Finally, capping agents are used to ensure that particles in suspension do not 

stick together forming aggregates.  

In science, silver nanoparticles are frequently used for their optical properties. Due to their 

small size, light of a specific wavelength can induce an oscillation of electrons in the 



Chapter 1 

12 

nanoparticles, leading to absorption of light of that wavelength.11 This phenomenon is 

referred to as plasmon resonance, and the wavelength of maximum absorption λmax changes 

with particle size and shape, as well as the medium surrounding the particle.12 The excitation 

of electrons by light can be used in applications such as photocatalysis13, 14 or tissue imaging.15 

Another promising application of AgNPs is catalysis. Silver in the microscopic form is widely 

applied for the oxidation of methanol to formaldehyde.16 More recently, it has been found 

that AgNPs have good yields in the catalytic reduction of p-nitrophenol,17, 18 an intermediate 

in the synthesis of paracetamol. 

Silver nanoparticles further find application in surface enhanced Raman spectroscopy,19 which 

is used to detect biomolecules in extremely low concentrations. For this application, a high 

surface area is of the essence, as it creates more hotspots, which greatly enhances detection 

limits. The shape of particles is thought to control the effective spectral range.7  

Additionally extensive research is done in using silver nanoparticles as carriers for anticancer 

treatment,20, 21 though the unknown interaction of these particles with the human body may 

prevent such technologies from ever seeing clinical use.22 

1.4 Silver nanoparticle toxicity 

As indicated above, silver nanoparticles have a wide range of useful applications, however, 

they are best known to the general public for their antibacterial functioning. Because of this, 

they are used in clothing,23, 24 household appliances25 and cosmetics, but also in bandages,26 

wound dressings, and prosthetic implants.27-29 

Presence of silver nanoparticles has been shown to inhibit growth of a wide range of 

bacteria.30 Moreover, negative effects have also been registered for soil fauna, such as 

earthworms31, 32 and nematodes,33 plants, and aquatic organisms, such as daphnids34, 35 and 

zebrafish.36, 37 The concentrations at which AgNPs exhibit toxicity varies widely between 

organisms and medium, with reported LC50 values of 0.4 μg L−1 for daphnids34, 35 to 84 μg L−1 

for zebrafish,37 and whereas for earthworms a soil loading of 700 mg kg−1 was required to see 

negative effects.31, 32 At present, predicted environmental concentrations of AgNPs are 

extremely low, and acute toxicity is not expected.38 However, as the effects of chronic 

exposure are poorly documented, environmental risk cannot be excluded. Moreover, 

continued environmental release will lead to higher environmental concentrations in the 

future. 

The mechanism of toxicity is still disputed, but convincing evidence exists to suggest that the 

release of Ag+ ions is the main driver for antimicrobial effects. In a detailed toxicological study, 

Shen et al.34 showed that the same silver ion concentrations were present at the different LC50 

values for daphnids found for variously sized AgNPs. Xiu et al.39 demonstrated that the toxic 

effects of AgNPs to E. coli were completely absent if oxygen was excluded, suppressing Ag+ 



General introduction 

13 

release. However, Yin et al.40 found that silver nanoparticles inhibited growth of ryegrass more 

strongly than AgNO3 when added at similar concentrations. Moreover, when cysteine was 

added, the toxicity of AgNO3 was negated while the effect of AgNP did not change. Various 

reasons have been suggested for these differences, such as the production of radical oxygen 

species, and adsorption of AgNPs to the root surface. The close proximity to the cell-wall could 

lead to increased release of Ag+ due to root exudates, and to a lower Ag+-complexation by 

cysteine due to immediate binding to biotic ligands and absorption into the cell after release. 

These results demonstrate that AgNP toxicity is a complex problem with many unanswered 

questions. However, there is no doubt that Ag+ release, whether it occurs in solution, on the 

cell-surface, or inside the cell, is one of the central aspects of AgNP toxicity. 

1.5 Environmental fate of silver nanoparticles 

If silver nanoparticles are released from consumer products, such as various antibacterial 

fabrics23, 41 and cosmetics,42 they will end up in wastewater systems. It has been demonstrated 

that silver nanoparticles are efficiently (>99%) removed from wastewater.43 Nanoparticles find 

their way into the environment when the nutrient-rich sludge is applied to soils.44  

Once silver nanoparticles end up in the environment, they can undergo a large number of 

physical and chemical transformations. Strong aggregation is observed when AgNPs are added 

to soil extracts,45 but this may be less important at environmentally relevant AgNP 

concentrations. AgNPs can adsorb organic matter, forming large flocs,46 and there is strong 

evidence suggesting AgNPs have a high affinity for clay particles.45 These processes suggest 

that mobility of AgNPs in soils could be severely limited, leading to accumulation. 

In the presence of sulfide, AgNPs may partly transform into Ag2S.47 This is observed in sewage 

sludge, but may also be relevant in strongly reduced soils. If the free Ag+ concentrations are 

controlled by equilibrium with Ag2S, which is highly insoluble, barely perceptible levels are 

expected. Nevertheless, inhibition of microbial activity has been recorded in soils amended 

with nearly fully sulfidized AgNPs.48 Presence of chloride may lead to the precipitation of solid 

AgCl. However, at predicted environmental concentrations of AgNPs found by emission 

modeling,38 i.e. less than 1 ng L−1 for surface water, and between 0.1 and 1 μg kg−1 for soil, 

solid AgCl will not be formed.  

Presence of organic matter may lead to complexation of dissolved silver, lowering free 

concentrations of the highly toxic silver(I) ion. Moreover, ionic silver may be reduced and 

reprecipitated to form silver nanoparticles.49 The latter has been observed in presence of 

oxygen and at room temperature, and may thus occur if ionic silver is present in the 

environment. 

A final transformation, which can be expected to occur under aerobic conditions is the 

dissolution of AgNPs with release of Ag+. It is generally observed that Ag+ is released from 

AgNPs in presence of dissolved oxygen. This topic has been widely studied50-59 but little insight 
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into the mechanisms of Ag+ release has been generated. Given the toxicological evidence 

briefly touched upon above, it is imperative for our understanding of the environmental 

impact of AgNPs that we learn more about the process in which the toxic silver ions are 

released. 

1.6 Objectives 

Silver ion release has been studied to a certain degree, but the mechanism of release is poorly 

understood. In principle, metallic silver may react with dissolved oxygen according to: 

Ag0(s) + ¼O2(aq) + H+(aq)  Ag+(aq) +½H2O(l)                                                            (1.1) 

This reaction has an equilibrium constant of logK = 7.9860 implying that in aqueous systems 

open to ambient air, concentrations in the range of 1 mol L−1 of ionic silver are expected at 

circumneutral pH. This is in striking contrast to literature data for AgNP dissolution, which 

universally show that, after an initial stage of fast dissolution, Ag+ concentrations stabilize, 

long before the equilibrium condition of the above reaction is reached.50, 51, 55, 56, 58, 61 

Dissolution comes to a halt before reactants are used up or full thermodynamic equilibrium is 

reached, which implies that oxygen may be prevented from reacting with the metallic silver. 

It has been suggested in literature that formation of an oxide layer could be responsible for 

this passivation of the AgNP surface. However, regular silver oxide Ag2O is not a likely 

candidate. The dissolution reaction of regular silver oxide: 

½ Ag2O (s) + H+(aq)  Ag+(aq) +½ H2O(l)                                                                         (1.2) 

has an equilibrium constant of logK = 6.30,62 leading to an equilibrium concentration for Ag+ 

in the order of 1 mol L−1 at circumneutral pH. It implies that regular silver oxide cannot be 

expected to form a stable surface oxide at the experimental conditions where dissolution of 

AgNPs is slowed down and a stable Ag+ concentration is attained. It is clear therefore, that if 

a passivating surface layer is present, it must be of a different nature. The identification of the 

nature of this surface layer is one of the most important challenges in understanding the 

dissolution of silver nanoparticles, and will be one of the main objectives of this thesis 

(Chapter 2). 

In addition to identifying the nature of the surface of silver nanoparticles, the amount of silver 

ions that are released is a topic of interest. As discussed above, the release of ionic silver plays 

a major role in the antibacterial and general toxic effects of silver nanoparticles. Therefore, 

the environmental impact of silver nanoparticles will, to a large extent, depend on the amount 

of Ag+ that is released into the environment. However, the reported concentrations of ionic 

silver after stabilization of the AgNP dissolution vary widely between different literature 

sources.51, 52, 55, 56, 58 While certain trends have been observed, such as a higher release at low 
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pH,50 there is no mechanistic and quantitative understanding of Ag+ release from AgNPs in 

literature. 

The dissolution of AgNPs has every appearance of reaching an equilibrium state. In presence 

of a passivating layer, it follows that this layer is one of the components of the Ag+ release 

reaction and equilibration. Based on the nature of the surface, to be studied in this thesis, a 

reaction mechanism for the release of ionic silver, will be formulated. Based on the defined 

reaction, a thermodynamic model will be developed, which will be parameterized through a 

series of experiments (Chapter 3). 

It is generally believed that smaller particles lead to higher equilibrium concentrations of Ag+. 

These higher Ag+ concentrations have been linked to the concept of surface energy.53 While 

this is intuitively correct, it has so far remained unclear to which equilibrium condition the 

surface energy must be applied. The size dependency of silver ion release from silver 

nanoparticles will be investigated in this work. Using the thermodynamic model for the release 

of ionic silver, the development of which is one of the objectives of this thesis, the influence 

of surface energy can be described in a theoretically consistent framework and the value of 

surface energy of AgNP in aqueous solutions at ambient conditions can be evaluated (Chapter 

3). 

As mentioned above, surface energy is critical for our understanding of Ag+ release. Surface 

energy leads to a size-dependency of the chemical stability and therefore of the dissolution 

reaction of AgNPs, but the property of surface energy may in itself be size dependent. In the 

literature, a higher surface free energy has been reported in nanoparticles, compared to the 

bulk.63 Moreover, data calculated by computational methods also indicate that surface energy 

increases at smaller size.64, 65 However, the thermodynamic work of Tolman66-68 is often cited 

to point out that, in fact, a lower (!) surface energy is expected at the nanoscale. This issue 

may have important consequences for the expected release of Ag+ from AgNPs and for the 

stability of nanoparticles in general. However, no satisfactory explanation has been proposed 

for the apparent contradiction between classical thermodynamics and computational 

chemistry. This topic will be treated in depth, critically evaluating all aspects of experimental 

and computational results, as well as the application of Tolman’s theories to metallic 

nanoparticles (Chapter 4). 

Silver nanoparticles and other metallic nanoparticles are often faceted, and the different 

facets have different surface energies,69, 70, 72 leading to a different overall surface energy and 

thus a different size-dependency of stability and Ag+ release. In addition to the surface energy 

of facets, which is related to the atomic surface structure and the number of bonds on the 

surface atoms,71 a different energy contribution of edge and corner atoms is expected. It is 

suggested that this may lead to a higher surface energy in very small nanoparticles, as the 

fraction of edge and corner atoms on the surface increases at decreasing size.65 Additionally, 

internal restructuring, particularly so-called crystal twinning, can also lead to higher particle 

energy.73 While the surface energy of the surface facets has been extensively calculated with 
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computational methods,69, 70, 72, 74-76 no data are available for the energy of edge and corner 

atoms, or for the energy cost of twinning. However, these energy contributions are central to 

the total energy and the stability of nanoparticles and this information is thus of great 

importance for a detailed understanding of how Ag+ release may vary for AgNPs of different 

shapes and sizes. Therefore, the different contributions to the energy of nanoparticles will be 

investigated, aiming to develop a model for the total energy of nanoparticles (Chapter 5). 

The above research objectives are intended to contribute to fundamental insights into the 

essential process of silver ion release from silver nanoparticles and a deeper understanding of 

the stability of silver nanoparticles in the environment. 
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Abstract 

Toxicity of silver nanoparticles (AgNP) has been related to the release of ionic silver. This 

process is influenced by a large variety of factors and is poorly understood. Key for 

understanding Ag+-release by AgNP is subvalency. This is a fundamental property of Ag that 

can be elucidated by analyzing the crystal structures of a specific class of Ag materials as well 

as MO/DFT optimized Ag13(OH)4 clusters, being precursors of AgNP. Semi-metallic silver at the 

[111] faces of AgNP has a subvalency of +⅓ v.u., forming ≡Ag3OHo surface groups with a 

maximum site density of 4.7 nm-2. Oxidative dissolution may remove these groups with 

simultaneous formation of oxygen radicals that may further interact with the surface via 

different pathways. Reactive oxygen species (ROS) can create a circular process with 

dissolution of ≡Ag3OH0, exposure of new metallic sites at the underlying lattice, and 

subsequent oxidation to ≡Ag3OH0. This regeneration process is interrupted by penetration of 

O radicals into the lattice forming highly stable Ag6O octahedra with subvalent silver that 

protects AgNP from further oxidation. A thermodynamic model has been developed that 

quantitatively describes the equilibrium condition between ≡Ag3OH0 and ≡Ag6O and explains 

a large variety of collectively observed phenomena.  
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2.1 Introduction 

2.1.1 Silver nanoparticles 

Nanotechnology is a rapidly developing field generating great interest from both the scientific 

and the industrial community. Nanoparticles (NP) are extremely small leading to a very high 

surface area per unit mass, and thus to a high fraction of surface atoms with specific properties 

contributing to surface Gibbs free energy.1 Nanoparticles create reactivity at low inputs of 

natural resources, which is increasingly important in today’s society and economy. 

Classically, silver has been used as catalyst in chemical processes,2-6 but currently, silver is 

most widely applied as nanoparticles (AgNP) in consumer products7 serving as an 

antimicrobial agent. AgNP are used in textiles, cosmetics, paints, and a variety of household 

applications. It has been shown on multiple occasions, that AgNP may become disentangled 

from their product matrices,8, 9 which contributes to their spreading in the environment. 

AgNP have been shown to inhibit growth of microorganisms10-13 and are potentially harmful 

to a wide variety of soil biota,14-16, to plants,17 and to aquatic organisms.18, 19 Although the 

mechanisms of AgNP toxicity are not yet fully understood, there are strong indications that 

the release of ionic silver (Ag+) is a highly relevant factor in this respect20, 21 and that formation 

of reactive oxygen species (ROS) may play a role in this. 

2.1.2 Silver ion release 

Upon dilution of AgNP suspensions, release of silver ions is commonly observed. One process, 

which may lead to release of Ag+ in aerated systems, is oxidative dissolution: 

Ag0(s) + ¼O2(aq) + H+(aq)  Ag+(aq) +½H2O(l)                                                            (2.1) 

This reaction is highly exergonic, and it can be shown thermodynamically that AgNP will fully 

oxidize at atmospheric oxygen pressures.22 Astonishingly,23 however, this is usually not at all 

observed. 

Published data on oxidative dissolution of AgNP almost invariable show that, initially, Ag+-

release is fast and solution concentrations increase rapidly.24-28 However, the process 

gradually slows down and Ag+-concentrations stabilize before complete dissolution of 

AgNP.24, 26-28 As shown in Figure A1, the Ag+-concentrations may then remain constant for 

months.24, 26 

Stabilization times as well as the concentration levels of Ag+ vary widely between and within 

various AgNP studies. Release may slow down and stop within minutes,27 or after much longer 

times of reaction ranging from several days28 up to even some months.24 Ion release from 

AgNP is reported to stabilize at concentrations ranging from less than a micromolar26, 28, 29 up 

to almost a millimolar.27 As these data were collected for pH ≤ 8 and in absence of complexing 
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agents (e.g. Cl− or S2−), no equilibrium with any known silver precipitate can explain 

stabilization of the recorded concentrations. 

Both the initial rate of release and the concentration level reached may strongly vary, 

depending on experimental conditions and nanoparticle properties. The rate of release is 

shown to change with particle size28 and aggregation30-32 and is strongly influenced by pH.22 

Ag+-concentrations that are ultimately reached vary with particle size,26-29, 33 capping agent,24, 

33 applied solid-solution ratio,24, 28 acidity,26 and pre-treatments such as reduction with H2-gas 

or application of a washing procedure.27 In addition, the dissolution is strongly enhanced in 

the presence of H2O2 as oxidator.22, 23, 34, 35 

A large variety of explanations have been put forward to rationalize observed behaviors, but 

to date no articulated, structural and mechanistic view exists on the underlying processes. 

Peretyazhko et al.26 suggested that the rate of release may slow down because of stabilization 

by capping agents or by Ag+-adsorption. Higher Ag+-concentrations at acid conditions have 

been linked to a supposed destabilization of surface oxides.26 Another suggestion is that 

solubility is just an intrinsic AgNP property that is not governed by solution conditions.24 

Furthermore, it has been proposed that the particle size dependency of the AgNP solubility is 

controlled by surface tension.29 However, a reasonable reaction mechanism remains 

unspecified. 

The above rationales are fragmentary and no coherent picture is yet available. In the present 

study, the goal is to develop a mechanistic framework and quantitative approach that is able 

to understand and describe the landscape of observations presented in literature in an 

integrative manner. Therefore, a structural view on the surface of AgNP is needed. 

2.1.3 AgNP surface 

Metallic Ag surfaces may interact with oxygen as observed with spectroscopy.6, 36 In Ag-melts, 

this interaction may decrease the surface tension of the liquid-gas interface as a function of 

the partial pressure of oxygen gas.37 For the solid-gas interface of AgNP, a continuum of oxidic 

surface structures may form.36 For the solid-water interface, it has been suggested that 

dissolution of a Ag-oxide coating could be responsible for Ag+-release from AgNP.38 The 

amounts may be equivalent to 1–2 monolayers of Ag2O, as it was called.27 

 Conceptually, dissolution of Ag2O is completely independent from the presence of oxygen 

gas. However, it has been shown21-23, 39 that Ag+-release can be strongly diminished if dissolved 

oxygen gas is excluded in experiments (as illustrated later in Figure 2.6a). It suggests that the 

presence of oxygen is essential for Ag+-release and gives credit to supplemental oxidation as 

part of the process of Ag+-release from AgNP rather than dissolution of Ag2O, exclusively. 

It is evident that for improving our understanding more insight is needed in the structure of 

AgNP surfaces, and how structure is related to the nature of processes of Ag+-release. In the 

next section, we will explore what can be learned from the crystal structures of various Ag-
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oxide materials, creating a molecular view on the AgNP-water interface (Section 3). The 

analysis will be used for developing a mechanistic model for understanding AgNP reactivity in 

a coherent manner (Section 4), which will be applied in Section 5. 

2.2 Crystal structures of silver and silver compounds 

The formal oxidation states of silver in solids can be given as 0, I, II, and III (supporting 

information). At atmospheric conditions, the most common oxidation state of silver is I, which 

is found in well-known minerals, such as Ag2O(s), AgCl(s), and Ag2S(s). At high oxygen 

pressures, solids with higher oxidation states (II, III) can be formed, whereas metallic silver is 

only thermodynamically stable in absence of oxygen, i.e. at conditions of chemical reduction. 

2.2.1 Structure of metallic silver 

Metallic silver has a face-centered cubic (FCC) crystal structure with Ag-Ag distances of 288 

pm.40-42 FCC structures are commonly seen in many noble metals, for instance Au and Pt.40 

FCC lattices are bounded by low index crystal planes such as the (100) and [111] faces that 

have high atom densities. The [111] face has the highest metal density (14 Ag nm−2) and the 

lowest surface tension,43 i.e. it is the most stable face of the Ag metal. The structure of the 

[111] face of Ag is shown in Figure 2.1a as a collection of empty octahedra with Ag atoms at 

the corners. Due to its low surface tension, the [111] face may be expected to be the dominant 

surface in nanoparticles. 

Well-structured, spheroidal AgNP are reported to have either a cuboctahedral or an 

icosahedral morphology.44 Cuboctahedral AgNP are singly crystalline, whereas icosahedral 

AgNP may form due to five-fold twinning, which is a common lattice rearrangement for AgNP44 

as well as other metallic nanoparticles.45 Cuboctahedra have both the (100) and the [111] face 

(Figure A2), but the [111] face is dominant; icosahedral AgNP are bounded by [111] faces only 

(Figure A2).  
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Figure 2.1 Icosahedron of metallic Ag bounded by twenty [111] faces. (a) Schematic atomic 
arrangement at the [111] face of metallic Ag, (b) the structure of the [001] face of Ag6O2, and (c) an 
Ag6O surface structure that may develop at the [111] face of metallic Ag. Ag is shown with blue spheres. 
The blue Ag6 octahedra are empty and the red Ag6O octahedra have an oxygen ion in the center. In the 
Ag6O2 structure (b), the Ag6O octahedra share edges. In the Ag6O structure (c), individual Ag6O 
octahedra (red) without edge-sharing are present surrounded by empty Ag6 octahedra (blue). In the 
Ag6O structure (c), all silver ions are singly coordinated to an oxygen ion whereas in Ag6O2, the silver 
ions are doubly coordinated. The given triangular [111] face has 55 octahedra and is representative for 
an icosahedral AgNP with a size of d ~4.6 nm and a specific surface area of A ~100 m2 g−1. Such 
icosahedral AgNP contain ~2870 Ag of which 28% is at the surface (Figure A3). For these calculated 
results, we refer to Appendix A. Figures have been made using CrystalMaker®. 

2.2.2 Structure of Ag2O 

Regular silver(I) oxide (Ag2O) was among the earliest minerals whose structure was 

determined using X-ray diffraction,46, 47 then a novel technique. Ag2O has a body-centered 

cubic (BCC) crystal structure, which translates to a 3-dimensional atomic arrangement in 

which every silver atom is connected to two oxygen atoms in linear bonds. This arrangement 

has a lower packing density than the FCC crystal structure of metallic Ag. 

Mineral structures can be evaluated using the Pauling bond valence approach. The Pauling 

bond valence (ν) is defined as:48 

νi = zi CNi⁄                                                                                                                                           (2.2) 

in which z is the valence and CN is the coordination number. The bond valence of silver in Ag2O 

is equal to νAg = zAg/CNAg = +½ v.u. (valence units). As minerals have a zero net charge, the sum 

of bond valences surrounding an anion fully neutralize its charge.48 According to the Pauling 

rule of local electroneutrality, a number of n = 4 Ag+ ions is needed to neutralize the charge 

(zO) of the oxygen ions in Ag2O, i.e. zO + n∙νAg = 0. 

Evaluation of the Ag2O structure in relation to the structure of metallic Ag shows that there is 

a mismatch in the atomic arrangement between both lattices. The Ag–Ag distances in the 

oxide lattice are considerably longer (337 pm)47 than in the metal lattice (288 pm).40 

Therefore, Ag2O will not be able to form a stable coating with atomic connectivity to the 

underlying metallic lattice. 
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2.2.3 Structure of Ag6O2 

In 1963, an alternative crystal structure was reported for a silver oxide,49 which was initially 

thought to be Ag2O. However, around two decades later the crystal structure was revisited 

and reported as Ag6O2.50 This material can be formed from AgO(s) and Ag(s) at high pressures51 

and has a structure which is remarkably different from the classical Ag2O oxide described in 

the previous section. 

In the Ag6O2 structure, the silver and oxygen ions are organized in alternating, parallel layers, 

whereas Ag2O has a 3-dimensional silver-oxygen network.52 In the Ag6O2 structure, each layer 

of oxygen is covered on either side by a layer of silver atoms. These Ag–O–Ag slabs are stacked 

to make up a structure consisting of double Ag-layers alternated by single O-layers (Figure 

A4a). 

Each oxygen ion in Ag6O2 is surrounded by six silver atoms forming an octahedron. These 

octahedra thus have anions (O2−) in the center, and cations (ionic Ag) at the corners, which is 

the inverse of the traditional view on octahedra. These remarkable Ag6O octahedra are 

organized in a di-octahedral structure, i.e. 2 out of 3 octahedra are filled; this pattern is also 

found in e.g. gibbsite, Al(OH)3.The surface structure of the (001) face of Ag6O2 is given in Figure 

1b. The empty Ag6 octahedra are given in blue and the edge-sharing Ag6O octahedra are 

shown in red. 

Ag6O2 has more silver per oxygen than Ag2O, implying that the silver ions in its structure are, 

on average, less oxidized. The chemical formula of Ag6O2 or Ag3O could suggest the presence 

of Ag in two oxidation states, e.g. 0 and I, appearing in a 1:2 ratio. However, the Ag-O distances 

in Ag6O2 are all equal,50 implying that all silver ions equally contribute to the neutralization of 

the oxygen ions. If all Ag-ions behave equally, the valence of Ag in Ag6O2 will be zAg = +⅔ v.u. 

The valence zAg = +⅔ v.u. can also be rationalized using the Pauling rules. Each O (zO= −2 v.u.) 

coordinates to the 6 Ag at the corners of a Ag6O octahedron (CNO= 6) and, due to edge sharing, 

every Ag contributes charge to the central O of two different octahedra (CNAg = 2). Equal bond 

lengths imply equal distribution of charge, yielding a bond valence of the oxygen equal to νO 

= zO/CNO = −2/6 = −⅓ v.u. (eq 2). For the same bond, counter-ions have the same bond valence, 

but with opposite sign. We may therefore write for the bond valence νAg = +⅓ v.u., leading to 

a valence of the Ag in Ag6O2 equal to zAg = νAg∙CNAg = +⅔ v.u. 

The above calculated value of the bond valence of Ag (νAg = +⅓ v.u.) is lower than that for Ag+ 

in Ag2O (νAg = +⅓ v.u.), i.e. the bond strength will be less. This corresponds very well to a larger 

bond length or Ag−O distance as observed for Ag6O2 (dAg−O = 230 pm)50 compared to Ag2O 

(dAg−O = 206 pm).40 The relationship between the bond valence ν and bond length R can be 

described empirically with:53 

ν = e−(R−R0)/B                                                                                                                                    (2.3) 
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in which B is a chosen constant (B = 37 pm) and R0 is a reference distance (pm) derived by 

analysis of a large collection of minerals containing Ag. The relationship of Brown and 

Altermatt53 is given in Figure 2.2 as a dotted line and the data points show the actual bond 

valences in relation to the Ag–O distance. The figure shows that at increasing bond lengths, 

Ag ions contribute less to the neutralization of an oxygen ion, i.e. the bond valence is less. 

 
Figure 2.2 Relationship between bond valence of Ag and bond length in a large series of crystal 
structures with Ag. Bond lengths were taken from crystallographic data (colored symbols) or calculated 
with MO/DFT (open symbols). Bond valences were calculated using equation 3 with optimized R0 
values that correctly describe the sum of the bond valences in each polyhedron being equal to the 
charge z of the cation (Agz+). The line gives the bond valence-distance relation (eq 3) using the R0 value 
given by Brown and Altermatt53. The bond valence of Ag ions in the hypothetical Ag13O4 cluster 
mismatches with the MO/DFT calculated bond length indicating that the actual bond valence is less 
and that the (surface) oxygen is insufficiently neutralized. For details concerning the calculations and 
crystallographic references, we refer to the supporting information. 

2.2.4 Subvalency of Ag 

Usually, mineral structures can be evaluated using formal valences that have an integer value. 

Above, we demonstrated for Ag6O2 the principle of a non-integer value for the ionic charge. 

For Ag, subvalency is found in a very specific class of minerals having double sheets of silver 

as common characteristic. A classic example of a Ag compound with subvalency is silver sub-

fluoride, Ag2F.54 In analogy to Ag6O2, this mineral (Figure A4b) consists of stacked Ag–F–Ag 

slabs containing octahedra with six cations surrounding a central anion (F−). Due to the lower 

charge of F− compared to O2−, all octahedra in a Ag–F–Ag slab have an anion in the center, i.e. 

the compound has a tri-octahedral structure, which is also found in e.g. brucite, Mg(OH)2. The 

bond valence of the central fluoride anion is νF = zF/CNF = −⅙v.u. (eq 2). In the tri-octahedral 

structure, each silver ion coordinates to three fluoride anions, yielding a subvalence for Ag in 

Ag2F equal to zAg = νAg∙CNAg = 3∙+⅙ = +½ v.u. 

The same subvalent state (zAg= +½ v.u) is also found in other Ag compounds in which a bilayer 

of Ag is present, e.g. Ag2NiO2 (Figure A4c). Although the chemical formula may suggest the 
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presence of Ag(I) and Ni(II), this is not the case,55 as is supported by a structural analysis. 

Ag2NiO2 consists of double sheets of Ag, alternated with tri-octahedral sheets of NiO2. The 

oxygen ions, located at the six corners of the octahedra, are coordinated to three Ni(III) ions55 

each contributing νNi = 3∙+⅙ = +½ v.u. To neutralize the residual O2− charge, a charge of +½ v.u. 

is to be generated by three coordinating Ag, each donating νAg = +⅙ v.u. The low value for the 

bond valence of Ag (νAg) agrees well with the observed bond length, being relatively large (250 

pm),55 in agreement with the bond valence distance relationship of eq 2.3, as shown in 

Figure 2.2. 

The existence of subvalent silver in the mentioned solids is the result of an interaction 

between the electron structures of two adjacent Ag layers,56 giving rise to delocalization of 

electrons. Delocalized electrons are typical for metallic lattices, and their existence is the 

reason for the high electrical conductivity of metals, which is also seen in the above subvalent 

Ag compounds with double sheets of silver.55 Delocalization of electrons underlines the semi-

metallic character of Ag6O2 compared to purely ionic minerals. 

To illustrate the importance of a bi-layer of silver for the formation of the subvalent state, one 

may compare Ag2NiO2 to AgNiO2 (Figure A4d). Only a single layer of Ag is found in AgNiO2, and 

consequently, the silver ions are able to form O–Ag–O bonds with the Ni(III)O2 slabs on either 

side. Such O–Ag–O bonds, which are also seen in Ag2O, allow silver to get a valence of 

zAg = +1 v.u. In contrast, the Ag ions in the bilayer of Ag2NiO2 form O–Ag–Ag–O bonds and the 

valence of the Ag ion coordinating to the oxygen is zAg = +½ v.u. 

Subvalency is also found in Ag13OsO6.57 This crystal structure contains icosahedral Ag13
4+ 

clusters connected by osmium oxyanions (OsO6
4−). Such Ag13 clusters can be considered as a 

model for AgNP. An icosahedral Ag13 cluster can be built from 12 Ag-ions surrounding a central 

Ag-atom in agreement with the first Pauling rule. Distributing the cluster charge of +4 v.u. over 

the 12 surface atoms yields a valence of zAg = +⅓ v.u. Since the silver ion is coordinated to two 

oxygen ions in the Ag13OsO6 structure, the charge per bond or bond valence will be 

νAg = +⅙ v.u. This low value for the bond valence is in line with the relatively long Ag–O bond 

length that is observed in this structure (246 pm),57 again in agreement with the relation given 

in Figure 2.2. 

2.3 Surface oxide structure 

2.3.1 Surface oxide formation 

Subvalent silver may also exist at the surface of AgNP as result of surface oxidation. Oxidation 

of AgNP has been studied by Henglein58 in an important experiment. AgNP (~7 nm) were 

produced under strictly anoxic conditions by UV-illumination of a 0.4 mM AgClO4 solution in 

the presence of an organic reductant. The final suspension is acidic, containing 0.4 mM HClO4 

(pH ~3.4). When Ag+ ions were added to a suspension of these particles, the absorption 
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maximum of the plasmon band increased from λ0 = 378 nm to λ = 389 nm, which was reached 

at an addition of ~20 μM (Figure 2.3). 

 
Figure 2.3 Wavelength of the plasmon band of 7 nm AgNP present in an anoxic suspension containing 
400 µM of Ag as AgNP upon addition of Ag+ ions (blue spheres). The dotted line is the expected 
behavior at formation of ≡Ag3OH0 surface sites with a density of 4 sites nm−2. The dashed line 
represents the wavelength of the band for the same AgNP in the presence of O2 (but without additions 
of Ag+), which can be attributed to subsurface oxidation of silver that may result in formation of ≡Ag6O 
(see text). The increase in wavelength at oxidation with O2 corresponds to a doubling of the electron 
deficiency (or Ag+-loading) compared to the experiment with addition of Ag+ ions in the absence of O2. 

Uptake of Ag+ by the metallic lattice decreases the electron density of the AgNP and this can 

be seen as partial oxidation. If the adsorbed Ag ions fuse with the AgNP particle, the resonating 

electron gas of the AgNP is spread over more Ag-cores. The electron density is thus reduced, 

which moves the wavelength of the plasmon band (λ) to higher values. One may calculate the 

shift of the plasmon band as a function of adsorbed Ag+, following the approach of Henglein,58 

 = 0 [1 +
Ag+

Ag0
]

½

                                                                                                                        (2.4) 

in which λ0 is the absorption maximum of the plasmon band of a purely metallic particle, ΓAg+ 

is the amount of Ag+ bound by the particle and Ag0 is the initial amount of metallic Ag present. 

The change of the plasmon wavelength (y-axis) as well as the position where it reaches its 

maximum (x-axis), is consistent with a surface loading of 4 Ag per nm2. This surface density 

can be interpreted as the presence of ≡Ag3
+ sites in which each Ag has a subvalence of 

zAg = +⅓ v.u. Neutralization of the ≡Ag3
+ charge by binding of a hydroxyl ion will result in the 

formation of neutral ≡Ag3OH0 surface groups. 

In principle, a ≡Ag3OH0 surface species may deprotonate according to ≡Ag3OH0  ≡Ag3O− + 

H+(aq). The protonation constant of a surface ligand is related to the local neutralization of 
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the oxygen ion by the cations in the coordination sphere.59 A strong undersaturation of the 

oxygen charge leads to a high proton affinity (logKH). Locally, the oxygen of ≡Ag3O− is 

neutralized by three coordinating Ag ions, each donating +⅓ v.u. In addition, there is 

interaction with water via hydrogen bonding, typically contributing about 0.2 v.u. to the 

oxygen.59 Overall, this results in a very high net charge for the oxygen ion, being −2 + 3∙⅓ + 0.2 

= −0.8 v.u. The corresponding proton affinity is very high, logKH1  16.59 This high affinity 

implies that ≡Ag3O− will protonate forming ≡Ag3OH0. In principle, the OH ligand may protonate 

in a second step forming H2O. Between two successive protonation steps at the same ligand, 

the difference in logK is typically ∆logKH  12.59 It suggests a protonation constant in the order 

of logKH2  4 for the transformation of the surface hydroxyl into a non-coordinative water 

molecule, i.e. formation of ≡Ag3
+ under very acid conditions. In conclusion, the above analysis 

advocates ≡Ag3OH0 as the representative species at the [111] face of metallic silver at neutral 

pH. This structure is shown in Figure 2.4. 

 
Figure 2.4 Idealized surface structure of a fully hydroxylated AgNP, showing the (111) face of the Ag 
lattice with hydroxyls at a density of 4.7 sites nm−2. The Ag ions of ≡Ag3OH0 have a subvalency of 
zAg = +⅓ v.u. and a bond valence of νAg = +⅓ v.u. equivalent with a Ag–O distance of ~230 pm. The 
hydrogen positions have been optimized with a molecular mechanical approach available in 
CrystalMaker®. 

Importantly, Henglein58 described a second oxidation experiment in which the same AgNP 

were brought in contact with oxygen. The frequency of the plasmon band rapidly increased 

and stabilized within 20 minutes at a value close to 400 nm (Figure 2.3). This value can also be 

interpreted in terms of a deficiency of electrons. In case of oxidation by oxygen, the deficiency 

accurately doubles in comparison to the value that can be reached by the addition of Ag+ ions. 

At a first glance, doubling of the oxidation state might be point to doubling of the subvalency 

of Ag reaching a value of zAg = +⅔ v.u. and formation of ≡Ag3O0 surface groups. However, this 

suggestion would result in a very high value for the bond valence being νAg = +⅔ v.u. in ≡Ag3O0. 

Such high bond valences are only observed for highly oxidized Ag-compounds, such as 

Ag2O3 (s) and AgO (s), both containing trivalent Ag3+ ions (Figure 2.2). 

The higher electron deficiency can be better explained by considering oxidation in two layers 

of Ag rather than in a single layer at the surface. In this view, the oxygen is located internally. 



Chapter 2 

32 

A subsurface oxygen species, located in octahedral spaces between the first two layers of 

silver, is reported for the solid-gas interface of bulk Ag-metal.6 If the oxygen ions are located 

between two Ag layers, the oxygen may form separate Ag6O octahedra in which the silver ions 

have a subvalence of only zAg = +⅓v.u. 

In Figure 2.1c, a possible surface structure with Ag6O is shown. It can be built from a collection 

of individual Ag6O octahedra. The oxygen density in a sheet of Ag6O is half that in Ag6O2, 

resulting in a subvalency of the silver ions (zAg = +⅓ v.u.) that is also half of the value in Ag6O2 

(zAg = +⅔ v.u.). However, note that in both structures, the silver ions have the same bond 

valence (νAg = +⅓).  

In summary, silver at the surface of AgNP can be oxidized to a subvalent state of zAg = +⅓ v.u. 

In case of ≡Ag3OH0 groups (Figure 2.4), the presence of subvalent silver ions is restricted to a 

single surface layer with Ag. In contrast, the first two silver layers are oxidized in case of a 

formation of a Ag6O structure (Figure 2.1c), and in this case, twice as much electron charge is 

involved, in agreement with the data of Henglein58 presented in Figure 2.3. 

2.3.2 Molecular orbital calculations 

To further explore the structures of the AgNP surface, we have constructed an icosahedron of 

metallic Ag13
 and optimized its geometry with molecular orbital (MO) calculations applying 

density functional theory (DFT) using the EDF2 functional with LACVP* pseudopotentials as 

defined in Spartan’06. The EDF2 functional has previously been tested and adequately 

represents the structure of aqueous Ag(OH2)2(OH2)2
+.60 For Ag13, a multiplicity of M = 6 was 

used which is equivalent with 5 unpaired electrons.61 The MO/DFT calculations show that 

electron charge is transferred from the outer shell Ag atoms to the inner atom, i.e. the surface 

atoms tend to charge positively. The optimized Ag13 cluster (Figure 2.5a) has an icosahedral 

structure with a single Ag–Ag distance of 282 pm. 

Next, the Ag13 cluster was partially oxidized by coordinating a hydroxyl to each of the four 

triplets of surface atoms, resulting in Ag13(OH)4
0. This structure is equivalent to the smallest 

imaginable AgNP with a ≡Ag3OH0 surface structure. Using M = 2, the geometry was fully 

relaxed, drifting away from the icosahedral structure found for Ag13 yielding larger Ag–Ag 

distances around 298  12 pm (Figure 2.5b). The optimized geometry has a mean Ag–O 

distance of 228  1 pm. This distance is equivalent with a bond valence of νAg = +⅓ v.u. (Figure 

2.2) in agreement with our expectations. 
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Figure 2.5 MO/DFT optimized geometry of an icosahedral Ag13 and an uncharged Ag13(OH)4 cluster of 
which the surface Ag is partially oxidized having a subvalence of zAg = +⅓ v.u. Oxygen is in red, hydrogen 

is in white, and silver is in blue. The Ag–O bond length is 228  1 pm in agreement with a bond valence 
of νAg = +⅓ v.u. (Figure 2.2). Considering Ag13 as the smallest icosahedral AgNP having an equivalent 
spherical diameter of 0.75 nm, the highest specific surface area for AgNP will be ~760 m2 g−1 (see Figure 
A3). 

MO/DFT optimizations were also performed for the same cluster but with O2− ions bound to 

the silver triplets of Ag13, resulting in a neutral Ag13O4 cluster (Figure A5). This structure would 

have a surface oxidation state corresponding to that calculated for AgNP in Section 3.1 after 

20 minutes of oxygen exposure.58 The energy of Ag13O4
0

 is extremely high in comparison to 

Ag13(OH)4
0. The large Gibbs free energy difference (∆GR

0 ~+180 kJ mol−1) for the equilibrium 

Ag13(OH)4 + O2  Ag13O4
 + 2 H2O indicates that Ag13O4 is highly unstable at atmospheric 

conditions (for details, see supporting information). 

As described above, full neutralization of the oxygen charge by a single layer of surface-Ag 

would yield bond valences of νAg = +⅔ v.u., which corresponds to very short bond lengths only 

found in highly oxidized Ag(III)-compounds. Our MO/DFT calculations for Ag13O4 yield a much 

larger bond length (219  3 pm) than expected (~199 pm) for νAg = +⅔ v.u. (Figure 2.2). This 

indicates that the three silver ions of ≡Ag3O are unable to fully neutralize the triply 

coordinated oxygen ion. A gap in charge-neutralization remains. 

A higher neutralization for oxygen may be attained by coordinating to a larger number of Ag 

ions as found for the gas-solid interface.36 Raman spectroscopy suggests the formation of a 

subsurface oxygen species6 that can be represented as ≡Ag6O. This octahedral species can 

explain the higher state of oxidation of AgNP upon interaction with oxygen as found by 

Henglein58 for AgNP in an acid solution. 



Chapter 2 

34 

2.4 Surface complexation and silver ion release 

2.4.1 Oxidative Ag+-release 

As discussed in the previous section, oxidation may result in the formation of subvalent Ag. At 

circum-neutral pH values, silver may be present at the surface as ≡Ag3OH0. This silver may be 

released by oxidation. Liu and Hurt22 have shown that during oxidative release of Ag+, also 

some H2O2 can be released, i.e. reactive oxygen species (ROS) may appear during oxidation. 

In a 2-electron reaction, such as the oxidation of ≡Ag3OH0, a variety of ROS may be produced 

through different pathways.62, 63 One set of pathways leads to the production of adsorbed 

atomic oxygen. The 2-electron reaction with Ag+-release may be given as: 

Ag3OH
0 + 1 O2 + 3H+(aq)     3 Ag+(aq) + 2 H2O(l)   +  O

                                        (2.6a) 

The oxygen radical O formed at dissociation of an O2 molecule may immediately react with 

metallic Ag forming Ag6O octahedra according to the reaction: 

Ag6
0  +  O      Ag6O

0                                                                                                              (2.6b) 

in which ≡Ag6
0 represents the underlying metallic Ag lattice. In combination, an overall 

reaction can be formulated as: 

 Ag6Ag3OH
0 + 1 O2 + 3 H+(aq)       Ag6O

0 + 3 Ag+(aq)  + 2 H2O(l)                    (2.6c) 

For brevity, ≡Ag3OH0 will be used to refer to ≡Ag6Ag3OH0 in the text. 

The process described with eq 2.6b requires flexibility of the lattice in order to allow 

penetration of the oxygen. Ag is mobile in AgNP64 and this may regenerate a closed surface. 

The reaction results in an increase of the amount of subvalent silver in the interface. It is 

accompanied by dissolution of Ag and is favored by oxidizing conditions and low pH, all in 

agreement with the observations of Henglein.58 

As will be shown in detail later, additional Ag+ can be released in excess to the above given 

equilibrium reaction (eq 2.6c). Excess Ag+-release is possible if the oxygen atom, released at 

the dissolution of ≡Ag3OH0 (eq 2.6a), does not instantaneously react with the underlying 

lattice but is transformed into other reactive oxygen species (ROS), such as OH and H2O2. 

Formation as well as decay of ROS (O, OH, H2O2) are well known for metals such as Pt,63, 65 

Cu,66 and Ag.67, 68 A H2O2 molecule is able to accept two electrons and thus a single molecule 

may oxidize another ≡Ag3OH0 site, creating an unstable bare ≡Ag3
0

 site at dissolution. 

Deliberate addition of H2O2
22, 23, 34 will enhance this process significantly.  

The bare Ag lattice sites, generated during ≡Ag3OH0 dissolution, may subsequently be oxidized 

leading to the formation of a new ≡Ag3OH0 group. Once formed, the silver ions of the newly 

created ≡Ag3OH0 surface group can release Ag+ by oxidative dissolution as formulated in 
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eq 2.6a, resulting in a circular process of silver release. This process can be interrupted by 

formation of a subsurface Ag6O octahedron, according to eq 2.6b. When finally reaching 

equilibrium, the ratio of ≡Ag3OH0 and ≡Ag6O0 sites will depend on the Ag+-concentration. The 

concentration of Ag+ will be enhanced depending on the contribution of the circular 

dissolution process with reformation of ≡Ag3OH0. Refreshment of the solution after reaching 

equilibrium restarts the oxidative dissolution process until a new equilibrium is reached.23 

The above view is very different from the idea that Ag+-release is due to removal a soluble 

silver oxide coating.38 The Ag+-release is rather the result of the formation of a layer of oxidized 

silver that kinetically protects AgNP against full oxidation of the metallic lattice. 

2.4.2 Surface complexation modelling.  

The above equilibrium (eq 2.6c) can be used in surface complexation modelling (SCM) for 

analyzing the behavior of AgNP suspensions and testing it against data available in literature. 

ECOSAT software69 was used for the equilibrium speciation calculations. The surface reaction 

can be defined with a tableau of surface species and components as given in Table 2.1. 

Table 2.1 Tableau defining the formation reactions of surface species using ≡Ag6Ag3OH0
 as component. 

A Stern model approach is used with a capacitance value C1 = 0.3 F m−2 for the compact part of the 
EDL. The applied affinity constant is logK1 = −1. The site density NS (= 4.7 sites nm−2) is set by the surface 
structure of the [111] face of AgNP. Any excess release of Ag+, which may occur when protective 
surface species are not properly formed, can be implemented in the calculation scheme to characterize 
the equilibrium state with protecting ≡Ag6O and ≡Ag6Ag3OH surface groups. 

Surface speciesa Δz0 Δz1 ≡Ag6Ag3OH0 Ag+ H+ O2 logK 

≡Ag6Ag3OH0  0.5 −0.5 1 0 0 0 0 

≡Ag6O0 0 0 1 −3 +3             1 logK1 

a ≡Ag6Ag3OH0 can briefly be represented as ≡Ag3OH0 

Formation of ≡Ag6O0 is pH dependent (eq 2.6c). In the model, the pH dependency can be 

influenced by defining electrostatic interactions. In Table 2.1, charge separation is specified 

for ≡Ag6Ag3OH0 by allocating charge of silver and OH to two different electrostatic planes that 

are separated by a so-called Stern layer.70 No charge separation is defined within the solid, i.e. 

the coefficients for ≡Ag6O are set to zero. The introduction of charge separation broadens the 

pH range over which the transformation of ≡Ag6Ag3OH0 to ≡Ag6O0 occurs while without it, the 

model predicts a relatively narrow pH range (2–3 pH units) 

2.5 Results and discussion 

Our conceptual approach will be used to interpret a large range of phenomena, such as 

incomplete dissolution of AgNP,24, 26-29 influence of particle size26, 28, 29 and solid-solution 

ratio,24, 28 as well as the influence of pH22, 26 and dissolved oxygen.21, 22 
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In literature, individual datasets often refer to differently prepared AgNP materials. Moreover, 

AgNP behavior is typically studied under ill-defined conditions that are sparsely varied. In 

addition, the contribution of circular dissolution may vary between datasets. Therefore, our 

model can presently not be parameterized with certainty, but a first estimate will be given as 

far as data allow us. 

2.5.1 pH dependency of Ag+-release 

Almost no information on the pH dependency of the ionic Ag+-release is available in literature. 

A higher release has been reported when the pH value was lowered.22, 26 Liu and Hurt22 

measured a pH dependent Ag+-release after one day of reaction (Figure 2.6a). This 

experimental Ag+-release varies over a broad pH range. For modeling, the assumption is that 

the measured Ag+-concentrations correspond to the oxidative desorption of ≡Ag3OH0 sec (eq 

2.6c) and that equilibrium is reached in this short period. With these assumptions, we have 

described the data with the model (Figure 2.6a) using the solid solution ratio (SSR) reported 

by Liu and Hurt22 and a calculated specific surface area based on the TEM size. Figure 2.6b 

illustrates the corresponding transformation between the two states of the AgNP surface. At 

neutral and high pH, there is dominance of ≡Ag3OH0, and at low pH there is dominance of 

subvalent Ag coordinating to a subsurface oxygen forming a Ag6O octahedron. 

 
Figure 2.6 (a) Ag+-release after 1 day of reaction (symbols), measured by Liu and Hurt22 for a range of 
pH values using 5 mM acetate and borate as buffers. The full line is a model calculation (Table 1) using 

a surface-solution ratio of 0.24 m2 L−1, which is based on the TEM size (4.8  1.6 nm) and SSR (2 mg L−1) 
reported by Liu and Hurt.22 The dotted arrow indicates the decrease of Ag+-release if the AgNP 
suspension is Ar-purged. In that case, no dissolved oxygen is available for oxidative release. (b) Relative 
surface speciation corresponding to the equilibrium line of Figure 2.6a, showing the oxidative removal 
of silver with formation of ≡Ag6O0 at decrease of pH. The dotted lines refer to an anoxic system with a 
chosen partial oxygen pressure of logpO2 = −15. 

In our model, the pH dependency of the equilibrium process is related to value of the charge 

distribution (∆z0, ∆z1) at a given Stern layer capacitance.71 Rather arbitrary, the capacitance 

value for our model has presently been set to the mean of the value for the inner and outer 
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capacitance of AgI60. The charge distribution was then chosen (Table 2.1) to obtain a gradual 

change of the Ag+-release as a function of pH. Without charge separation, there are no 

electrostatic interactions, which results in a narrower pH range of transformation.  At the 

fitted charge distribution, logK1 = −1 for eq 2.6c. 

Data on the Ag+-release upon acidification as measured by Peretyazhko et al.26 can also be 

interpreted quantitatively, but this will be discussed later in Section 2.5.4.  

2.5.2 Influence of surface area on Ag+-release 

If the release of Ag+ is due to surface processes, it will be directly related to the total amount 

of surface area available in an experiment. This number depends on the specific surface area 

A of the particles (m2 g−1), as well as on the solid-solution ratio of the AgNP suspension (g L−1) 

used. Therefore, data should be evaluated using the surface-solution ratio (m2 L−1), rather than 

only the specific surface area or size of the particles used in the experiments. 

In Figure 2.7, the experimental equilibrium concentrations reached at near-neutral pH values 

have been plotted versus the total surface area per liter used in the various experiments. The 

total surface area has been calculated from the reported particle sizes (as determined by TEM) 

and solid-solution ratios (g L−1). In all data sets, the reported equilibrium concentrations 

increase with the total AgNP surface area, following in most cases a near-linear trend (Figure 

2.7). It suggests that the equilibrium concentration is regulated by a surface process rather 

than a bulk process. 

 
Figure 2.7 Ag+-concentrations reported by various authors in the neutral pH range in the presence of 
oxygen (Table A2) plotted against the calculated AgNP surface area (m2 L−1). The full line refers to the 
predicted concentration if Ag+ is released only from ≡Ag3OH0, using the model parameters of Table 1. 
The AgNP in the datasets of Sotiriou et al.27 differ in pretreatment. In one set, AgNP have been used as 
is, and in the other, the AgNP have been washed prior to use. The two datasets of Kittler et al.24 differ 
in the choice of the reductant (either glucose or citrate) used during in-home preparation. 
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2.5.3 Excess Ag+-release 

When data sets of various laboratory experiments are compared, one observes significant 

differences in the equilibrium concentration reached. Assuming a linear relationship between 

final concentration and total surface area in the experiments, the mean release of Ag can be 

represented in Figure 2.7 by dotted lines. The corresponding average release of silver at near-

neutral pH can be expressed in a fraction of a monolayer (ML) of silver present at the [111] 

face (1 ML = 23.4 µmol m−2). These values are given in Table A2. 

If Ag+-release is restricted to a stoichiometric release given by the equilibration reaction 

according to eq 2.6c, only a small amount of Ag+ is released from the ≡Ag3OH0
 sites at circum-

neutral pH according to Figure 2.6. The corresponding amount of Ag+-release is then typically 

in the order of 1–2 µmol m−2. In many cases (Figure 2.7), the silver release is higher than 

explained by the surface desorption reaction only. Large excess release may have at least two 

different causes. 

A) The particles of Sotiriou et al.27 have been made at high temperatures (dry powder 

synthesis) which may have resulted in the formation of some fully oxidized Ag2O on their 

surfaces, as suggested by the authors. This idea agrees with the rate of Ag+-release. An almost 

instantaneous (~15 minutes) and very large release of Ag+ is observed when these samples 

are used (colored spheres in Figure 2.7), while oxidative desorption and dissolution of the 

metallic lattice may have approximate time scales of respectively days and weeks.24, 26, 28 If the 

original samples of Sotiriou et al.27 were washed first, the Ag+-release is much lower (open 

spheres in Figure 2.7) and much closer to the model calculation without excess silver release 

(full line in Figure 2.7). Annealing of the sample during the high temperature synthesis may 

have contributed to this. 

B) The data in Figure 2.7 suggest a very high excess release for the particles used by Kittler et 

al.24 and Zhang et al.28 The equivalent of several monolayers of Ag is released (Table A2). Kittler 

et al.24 report that their particles were crystalline, but highly twinned. Zhang et al.28 interpret 

the multi-ringed electron diffraction pattern as an indication of poly-crystallinity. Henglein and 

Giersig44 suggested that at too low concentrations of a stabilizing agent (citrate), nucleated Ag 

crystallites may coalesce during synthesis resulting in formation of polycrystalline AgNP with 

multiple twinning. These phenomena are observed by Kittler et al.24 and Zhang et al.28 It 

suggests low crystallinity in these AgNP samples and this may readily prevent formation of a 

sealing surface layer of ≡Ag3OH0 and ≡Ag6O0. Instead, a relatively long time of restructuring is 

needed and more Ag+ can be released by the circular process with continuous dissolution and 

reformation of ≡Ag3OH0. 

Ma et al.29 have used a series of differently produced AgNP samples (Table A2). Their samples 

have been washed twice with demineralized water prior to use and have been equilibrated 

for up to 80 days in an air-saturated 1 mM NaHCO3 solution (pH ~8). The particles with a low 

specific surface area equilibrate according to our model, but for smaller particles with a higher 

surface area, excess release is found which is close to a monolayer of Ag. This upward trend is 
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also found for the particles of Peretyazhko et al.,26 studying the release at pH ~7, although 

their excess release is significantly less. A possible reason for a lower excess might be the 

difference in pH used. Ho et al.34 found a tenfold increase of the rate of Ag+ release per 

increased pH unit, which was attributed to the proton dissociation of H2O2 forming very 

reactive HO2
−. This may stimulate the circular process with excess Ag+-release. 

2.5.4 Surface release at acidification 

Peretyazhko et al.26 have measured the equilibrium Ag+-release at both, acid (pH ~3) and 

neutral (pH ~7) conditions. This equilibrium release can quantitatively be related to the 

surface structure proposed in Figure 2.4. As shown in Figure 2.6a, nearly all Ag+ can be released 

from the ≡Ag3OH0 groups upon acidification to pH = 3, and therefore, the increase in Ag+-

release might be a measure for the site density of the ≡Ag3OH0 groups. 

The difference in Ag+-release upon acidification has been calculated for the data of 

Peretyazhko et al.26 and plotted in Figure 2.8 against AgNP surface area (m2 L−1). An additional 

data point can be found by extrapolation of the data of Liu and Hurt.22 Even though differently 

produced particles were used, a near-linear relationship is observed. The model prediction is 

given with the dotted line that was calculated with the ≡Ag3OH0 site density (4.7 sites nm−2), 

which corresponds to the surface structure of Figure 2.4. The good agreement between model 

and data gives credit to the proposed surface structure. 

 
Figure 2.8 Calculated difference (∆) between concentrations of Ag+ at pH ~7 and pH ~3 for AgNP of 
different sizes, ranging from 6–70 nm (Table A2). The dotted line represents the difference in Ag+-
release (µM) between pH ~3 and pH ~7 depending on surface area (m2 L−1) as predicted by the model. 

2.5.5 Oxygen dependency 

An important point to address is the oxygen dependency of the formation of surface species 

and its relation to the stability of AgNP. Under oxidized conditions, ≡Ag3OH0 species can 

transform to ≡Ag6O0 depending on solution conditions such as pH and silver ion concentration. 

The transformation will also depend on the partial oxygen pressure according to eq 2.6c. 
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In Figure 2.9, the relative distribution of surface species is given as a function of the partial 

oxygen pressure. The system was defined with exactly enough Ag+ to form a full monolayer of 

≡Ag3OH0 groups. Under oxygen rich conditions and neutral pH, only a small fraction of 

≡Ag3OH0 will transform to ≡Ag6O0 due to oxidative release. The contribution of the surface 

species with less subvalent silver (i.e. ≡Ag3OH0) will increase further when the system is 

deoxygenated. At low pH (dotted lines), ≡Ag6O0 is dominant in aerated systems, as we think 

occurred in the work of Henglein58 when AgNP were exposed to oxygen in an acid solution 

(Figure 2.3). However, at a low partial pressure of O2, ≡Ag3OH0 will be dominant. In principle, 

transformation to a bare metallic surface with ≡Ag3
0 sites will occur if the redox potential is 

strongly decreased, but the corresponding conditions cannot be quantified yet. 

 
Figure 2.9 Surface speciation of AgNP as a function of redox condition expressed in the partial pressure 
pO2 (primary x-axis) and pe-value (secondary x-axis) for two different pH values at a surface solution 
ratio of 0.3 m2 L−1, showing high stability of ≡Ag3OH0 in neutral, oxygenated water and dominance of 
≡Ag6O0 at low pH in oxygenated water. Solid and dotted lines represent simulations at pH 7 and pH 3, 
respectively. The calculations are made for a system with AgNP that were initially fully covered by 
≡Ag3OH0 surface groups. 

2.5.6 Ag+-concentration dependency 

From the reaction scheme for Ag+-release (Table 2.1), it can be seen that besides protons and 

oxygen, ionic silver concentrations will also affect the desorption equilibrium. Silver 

concentrations in AgNP systems can be influenced by variation in solid-solution ratios, excess 

Ag+-release, and Ag+-complexing agents present in solution. 

In Figure 2.10, the effect of the free silver activity on surface speciation has been plotted for 

two pH values in a system as defined in the legend. Lowering the Ag+-activity leads to 

destabilization of ≡Ag3OH0 and formation of ≡Ag6O0. Under oxidized conditions at low pH, 

≡Ag6O0 is stable below log(Ag+) ~−5, whereas at pH 7, ≡Ag3OH0 is fully dominant above this 

Ag+-activity. 
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Figure 2.10 Surface speciation of AgNP as a function of Ag+-activity for pH 7 (full lines) and pH 3 (dotted 
lines), at atmospheric oxygen pressure (0.2 bar). At very low Ag+-activities, ≡Ag3OH0 groups fully oxidize 
and desorb, even at neutral conditions 

When Ag+ is already present before adding the AgNP, less ≡Ag3OH0 groups will become 

oxidized and desorb. This agrees qualitatively with experimental observations made by Liu and 

Hurt,22 who found that much less silver was released from their AgNP when AgClO4 was added 

to the reaction medium.22 This excess Ag+ will contribute to the stabilization of ≡Ag3OH0. 

In environmental systems with AgNP, the surface-solution ratio will be very low. Silver ions 

released by oxidative desorption will diffuse away in the large matrix and the free Ag+-

concentration will be low. Our calculations show (Figure 2.10) that under these conditions 

≡Ag6O0 can be the dominant species that may contribute to the stabilization of the particle if 

a well-structured surface can be formed. 

2.5.7 Particle charge and zeta-potential 

The electrophoretic mobility of AgNP has received some interest in recent years. Experiments 

show that AgNP without capping agents may have a pH-dependent particle charge.72, 73 Under 

mildly acid conditions (pH < 3), the particle is uncharged or even positively charged. The low 

value of the isoelectric point (IEP) indicates that the AgNP are negatively charged in the pH 

range that is generally used in dissolution experiments. However, in our model, all surface 

species are uncharged (Table 2.1). 

In literature, it has been suggested that negative zeta-potentials can be created on 

hydrophobic surfaces by interrupting the network of hydrogen bonds in water. In the model 

of Lützenkirchen et al.74 orientation of water leads to interfacial charge that is compensated 

by OH in the water network at some distance.75 The model may also be applied to AgNP, 

introducing charge in the interface. If this charge coincides with the location of the OH ions of 

≡Ag3OH0, there is no influence on the transformation defined in eq 2.6c. Model calculations 

show that the potential difference (0 − 1) between the 0- and 1-plane is not influenced by 

introducing charge at the 1-plane, i.e. the pH dependency is not affected. It implies that 
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introduction of charge by capping agents (e.g. citrate) will likewise have no influence on the 

pH dependency of Ag+-release according to the model. 

2.6 Conclusions and summary 

The above can be summarized in a number of conclusions. 

Subvalence of Ag is the key for understanding the oxidative release of ionic Ag from AgNP. 

Subvalence can be created at partial oxidation of the surfaces of AgNP. Subvalence is a 

fundamental property of Ag in a specific class of materials comprising Ag6O2, Ag2F, and 

Ag2NiO2 (Figures S4). These minerals all have double sheets of Ag in their crystal structure. 

Subvalence is also found for Ag13 clusters (Figure 2.5), being a precursor for AgNP. 

The surface structure of AgNP is determined by silver in a subvalent state. Oxidation of Ag at 

the [111] face of metallic Ag (Figure 2.1) creates semi-metallic silver with a formal charge of 

zAg = +⅓ v.u. that can be neutralized by an OH group forming ≡Ag3OH0 at the surface (Figure 

2.4), having a bond valence of νAg = +⅓ v.u. The surface oxidation can be doubled (Figure 2.3) 

by the formation of a double layer of subvalent silver present in Ag6O octahedra (Figure 2.1c), 

having the same valence (zAg) and bond valence (νAg) as the ≡Ag3OH0 groups at the external 

surface. 

The solid-water interface of AgNP will release Ag+-ions upon oxidative dissolution of ≡Ag3OH0 

groups (Figure 2.4) with a two-electron step (eq 6a), releasing radicals that contribute to the 

formation of subsurface oxygens with related subvalent silver (≡Ag6O0). This process can be 

described with surface complexation modeling (Table 1). The modeling predicts a pH 

dependent Ag+-release that is only significant in oxygenated conditions (Figure 2.6), but very 

little appropriate data exists to establish proper parameters. The Ag+-release is close to 18 

µmol m−2 (Figure 2.8) when systems are acidified from pH ~7 to pH ~3. The changes in surface 

speciation as a function of pH and oxygen pressure are respectively given in Figure 2.6 and 

Figure 2.9. 

Many types of AgNP may release additional Ag+ (Figure 2.7, Table A2) that can be attributed 

to a circular process with dissolution of ≡Ag3OH0, creation of new metallic sites at the 

underlying lattice, and subsequent oxidation to ≡Ag3OH0. This process is driven by reactive 

oxygen species (ROS) created and consumed by oxidative dissolution of ≡Ag3OH0. However, 

this regeneration process is interrupted by penetration of O radicals into the lattice forming 

highly stable Ag6O octahedra with subvalent silver that protects AgNP for further oxidation. 

The efficiency of ≡Ag6O0 formation depends on the initial crystallinity and the ability of AgNP 

to restructure during the oxidative dissolution process. 

Our view is very different from the idea that Ag+-release is due to removal of a silver oxide 

coating. Ag+-release is rather the result of formation of a protective oxidized Ag layer that 

kinetically prevents full oxidation of AgNP. 
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Based on our structural analysis, a model has been developed that describes the release of 

silver ions as a function of pH (Figures 2.6, and 2.8), Ag+-concentration (Figure 2.10), partial 

pressure of oxygen (Figure 2.9), as well as other experimental conditions such as the solid-

solution ratio, particle size, and initial state of oxidation of AgNP (Figure 2.7). At low oxygen 

pressure, the surface is dominated by ≡Ag3OH0. In the presence of oxygen, ≡Ag6O0 is stable at 

low pH and/or at a low activity of Ag+ in solution. Our model can be improved by studying the 

pH dependency of desorption and dissolution processes with more detail. 
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Abstract  

Oxidative dissolution has large implications for the environmental fate and toxicity of silver 

nanoparticles (AgNPs). In this study, we quantify the kinetics, pH, and size dependency of silver 

ion (Ag+) release from AgNPs and explain our results in a consistent manner with a mechanistic 

view. Pristine AgNPs are covered by partially oxidized silver present in a single layer of 

subvalent ≡Ag3OH groups that will be released by oxidative dissolution via two different 

pathways. Undersaturation of a solution created by acidification will initiate a fast oxidative 

dissolution process in which a pristine surface can be opened at particular points that grow 

laterally until a full layer of Ag is stripped off. At the newly exposed surface, ≡Ag3OH is 

reformed. The opening of new spots stops due to increasing Ag+ concentrations. Via another 

pathway, the initial ≡Ag3OH can be released by oxidative dissolution while simultaneously a 

new stable surface state is built with subvalent silver in two layers. This process is initiated by 

dilution and active around neutral pH values and may release a maximum of 30 ± 1 μmol Ag+ 

m−2. Its equilibration can be well described with a formulated thermodynamic model. The 

equilibrium constant (logK) is linearly related to the specific surface area of the AgNPs used, 

but can be shifted by the type of capping agent. The particle size dependency of the logK can 

be attributed to a surface Gibbs free energy contribution of 0.7 ± 0.1 J m−2. Ag+ release by 

stripping is relatively fast (~1 day) in contrast to the process that leads to equilibration of two 

types of surface species that differ in the amount of subvalent silver. For this process, a kinetic 

Langmuir model has been developed in which the rate of Ag+ release is governed by adsorbed 

molecular oxygen that can be activated via a proton, while adsorption of molecular oxygen by 

itself can become rate limiting in the initial stage of dissolution with high rates of release. In 

our study with data of different kinds, the overall release and equilibration by AgNPs has been 

interpreted successfully with a coherent, overarching mechanistic view.   
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3.1 Introduction 

Silver nanoparticles (AgNPs) have a diverse range of applications, including catalysis,1-4 

spectroscopy,5, 6 cancer treatment,7, 8 and preventing infection in e.g. surgical implants.9, 10 

However, AgNPs are most prominently used as an antimicrobial agent in consumer products 

such as cosmetics, clothing, and household items.11 The large availability of consumer 

products containing AgNPs may lead to an enhanced flux of these particles into the 

environment.  

Environmental release of AgNPs may have serious consequences as AgNPs have been shown 

to be harmful to various bacteria,12-14 soil fauna,15-17 and aquatic organisms.18-21 Agricultural 

soils are especially at risk, as high AgNP retention in waste water treatment plants22 and use 

of sewage sludge as a soil conditioner may lead to accumulation of AgNPs.23 It is vital, 

therefore, to gain insight into the behavior of AgNPs in soils and other environmental systems. 

Silver ions (Ag+) are the primary reason for AgNP toxicity.17, 21, 24 In the environment, 

interactions with organic matter25, 26 and  inorganic ligands, such as sulfide27 and chloride,28 

may influence Ag+ release. However, as oxidation of AgNPs is not well understood, rationales 

behind these factors remain speculative. To improve our insight in the environmental fate and 

toxicity of AgNPs, it is necessary to elucidate the mechanisms controlling Ag+ release. For this 

reason, we will focus on release of silver ions under well-defined conditions. 

When a concentrated AgNP suspension is diluted in a solution containing dissolved oxygen, 

release of silver ions is observed.26, 29-34 Dissolution may continue for a considerable time, but 

eventually, the Ag+ concentration stabilizes and remains constant. Remarkably, this occurs 

well before either oxygen or nanoparticles have been used up. Once the system has stabilized, 

AgNPs may persists for months,33, 35 even in open systems with free exchange of atmospheric 

oxygen.33 

In the past, the remarkable long-term stability of AgNPs has been attributed to stabilization 

by a layer of silver oxide, generally assumed to consist of Ag2O. Indeed, when oxygen is 

introduced to AgNPs, a red-shift of the surface plasmon resonance (SPR) band is observed 

which could imply oxidation of Ag.36, 37 However, Ag2O (s) is highly soluble 

(KS = (Ag+)(OH−) = 10−7.7)38, 39 and will generally not be stable under aqueous conditions.  In 

pure water, the reaction ½ Ag2O(s) + ½ H2O(l) ⇔ Ag+(aq) + OH−(aq) results in a strong pH 

increase (to above pH 10), strongly limiting Ag2O solubility (to around 25 mg L−1). However, at 

neutral pH, the solubility is 1000 times higher and a Ag+ concentration of 1 mol L−1 can be 

reached at pH ~6.5  (see Figure B1 of Appendix B). Thus, unless very high pH values are 

reported, formation or persistence of a Ag2O coating is highly unlikely.  

A layer of Ag2O can nevertheless occur on silver surfaces under certain conditions, e.g. in 

absence of water. Density functional theory (DFT) calculations, corroborated with X-ray 

photoelectron spectroscopy and scanning tunneling microscopy, strongly suggest that Ag2O-

like structures form at prolonged exposure to atomic oxygen.40 Similar structures may be 
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found on AgNPs if they are annealed or produced under dry conditions.41 Upon dispersion in 

solution, oxide layers initially present on such "dry" AgNPs dissolve exceptionally fast (within 

minutes)41 which is never seen for AgNPs diluted from stock suspensions.29, 31-34 It 

demonstrates that this type of Ag2O-like oxide is highly prone to dissolution and cannot be 

expected to form a stable surface coating. 

Recently, it has been proposed that a stable surface oxide may be formed by subvalent Ag.42 

Subvalent silver is found in a specific class of Ag minerals as discussed in detail in Molleman 

and Hiemstra.42 At the AgNP surface, subvalent Ag may be present in two forms. The primary 

surface species can be written as ≡Ag3OH in which each Ag has a subvalency of +⅓ v.u. This is 

in agreement with the SPR red-shift observed by Henglein36 upon absorption of added silver 

ions. The unorthodox valence of +⅓ is also found in surface atoms of semi-metallic Ag13 

clusters43 and is supported by recent MO-DFT calculations.44 The ≡Ag3OH species is dominantly 

present at high pH and is organized in a single layer. Dissolution of ≡Ag3OH initiates the 

formation of a second, more resistant surface species. This secondary surface structure has 

subvalent Ag present in the first two atomic layers. The presence of these subvalent surface 

species stabilizes the interface. In conclusion, AgNPs are not stabilized by a coating of Ag2O, 

but by a surface layer of partially oxidized silver. 

The above surface species are part of a chemical equilibrium that is established upon oxidative 

Ag+ release. The Ag+ concentration is a ruling factor suppressing Ag release when added 

intentionally.26 Peretyazhko et al.33 show that a decrease in released Ag+ concentrations is also 

possible can be understood within the model framework that we develop here. However, a 

surface chemical equilibrium does not imply full thermodynamic equilibration, since the 

combination O2 and Ag is not stable under ambient conditions, i.e. all Ag will be oxidized in 

the end. Therefore, the chemical stabilization of AgNPs must be seen as a partial equilibrium, 

in a similar way as found for aluminum.  

An important consequence of subvalency is that oxygen is essential for the dissolution of the 

≡Ag3OH species and consecutive formation of a new, more oxidized surface species. This is 

agreement with the observation that Ag+ release is strongly reduced in deoxygenated 

solutions.24, 26, 45  

Our surface structural model42 also suggests that pH is a controlling factors influencing Ag+ 

release, as literature confirms. On the short term, Ag+ release strongly increases with 

decreasing pH.26, 29, 32, 46, 47 Long term data show the same trend: much higher equilibrium 

concentrations are attained at a lower pH.33 Unfortunately, the effect of pH on release kinetics 

and the final equilibrium concentrations have not been studied in a systematic manner. The 

objective of the present study is to measure the pH-dependence of equilibrium Ag+ 

concentrations in an environmentally relevant pH range (pH ~3-9). This information will be 

used to quantify and further develop the surface structural model and to enhance our 

understanding of the environmental fate of AgNPs. 
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The kinetics of Ag+ release is another essential but poorly understood aspect of AgNP 

dissolution. Ag+ is released in two phases: a short, initial phase with a high release rate, and a 

longer, second phase with more gradual release.29, 31, 32 First order kinetics, assuming a single 

release process, are commonly used to describe Ag+ release,33-35 but this view does not 

capture the two-phase release behavior which is observed. In a recent effort, two different 

processes are assumed to describe the two kinetic phases of Ag+ release,29 but a process of 

equilibration is not considered in their work. To gain insight in the complex nature of Ag+ 

release, we will study release kinetics as a function of pH. It will be a great challenge to 

integrate release kinetics and surface equilibration into a single mechanistic model. 

Particle size also strongly affects Ag+ release: smaller particles, release more Ag+.30, 33, 34 This 

has been attributed to surface tension,30 but that rationale requires an equilibrium reaction, 

which has not yet been specified. The present study will investigate how particle size affects 

equilibrium Ag+ concentrations and how this can be implemented in our model. The pH 

dependence of the equilibrium condition will be studied for AgNPs with a size of 5, 10, and 

20 nm.  

In summary, the aim of the present study is to provide a large set of experimental data on the 

release of Ag+ ions from AgNPs as a function of the pH, time, and particle size as these are 

highly relevant for model development.42 The collected data will be used to increase our 

insight in the processes that ultimately lead to equilibration of AgNPs with a protective surface 

layer of subvalent silver under aqueous conditions. 

3.2 Material and Methods 

3.2.1 Nanoparticles 

Four different batches of citrate coated silver nanoparticles were used: AgNP5, AgNP6, AgNP10 

and AgNP20, having approximate diameters of 5, 6, 10, and 20 nanometers, respectively. The 

AgNPs were purchased from NanoComposix and stored unopened in the fridge until used. The 

nanoparticles are supplied suspended in 2 mM trisodium citrate at a mass concentration of 

~1.0 g L−1. A number of relevant characteristics of the nanoparticles used are given in 

Table 3.1.  
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Table 3.1 Characteristics of purchased AgNPs used, as provided by NanoComposix 

 Lot no pHa ρc a    dTEM 
b dDLS 

c Ap 
d ζ-pot e λmax 

f 
   (g L−1)   (nm) (nm) (m2 g−1) (mV) (nm) 

AgNP5 DMW0375 7.8 0.95 4.9 ± 0.7 ND 111.8  ND 403 
AgNP6 DMW0009 7.9 1.03 5.7 ± 1.0 9.5 94.1  −26.5 401 
AgNP10 WNB0064 7.4 1.04 9.5 ± 1.9 13.9 56.3  −34.1 390 
AgNP20 DMW0293 7.0 1.06 19.8 ± 3.1 24.4 27.5 −43.3 393 
a pH and mass concentrations (ρc) for as-bought AgNP suspensions  
b Mean and standard deviation of the diameter in the particle size distribution observed with 

Transmission Electron Microscopy (see Figure B2 of Appendix B) 
c Hydrodynamic diameter measured with Dynamic Light Scattering  
d Specific surface area as calculated from the relative contribution of particle sizes in the particle size 

distribution and standard deviation assuming a deviation from perfect spheres of no more than 20% 
(see Section B2 of Appendix B) 

e Zeta potential measured using Laser Doppler Micro-electrophoresis 
f Wavelength of maximum absorption of the plasmon resonance band 

3.2.2 Dissolution experiments 

Stock solutions of ~1.2 mM nitric acid, 1.2 mM sodium nitrate, and 1.2 mM sodium 

bicarbonate were mixed in various ratios to achieve an environmentally relevant pH range (pH 

3–9). These pH stocks were allowed to equilibrate with ambient air overnight. The as-bought 

AgNP suspensions were diluted to ~50 mg L−1 with ultra-pure water and immediately mixed 

with the different electrolyte solutions, obtaining samples with an initial AgNP concentration 

of ~10 mg L−1 and an ionic strength of 1 mM. As literature reports critical coagulation 

concentrations of 30–40 mM for uncoated and citrate coated AgNPs in monovalent 

electrolytes,48, 49 and we do not expect aggregation to occur in our experiments. 

Ag+ release from AgNP5 was measured after 1, 7, 14, and 35 days, and two different 

experimental setups were used. In the first setup, a single batch was prepared for each pH. 

Within 15 minutes of preparation, each batch was divided into several subsamples of 12 mL. 

At every measuring time, two subsamples were sampled and analyzed. In the second setup, 

individual 50 mL batches were prepared for each pH without splitting into subsamples. Each 

batch was prepared in duplicate and batches were repetitively sampled over time. Results 

between both methods show little difference (see Figure B3 of Appendix B), and values were 

averaged for use in our modelling efforts. The second method described above was also used 

to prepare smaller (15 mL) samples with AgNP10 and AgNP20, Ag+ release from these samples 

was determined only after 35 days. 

The reaction containers were wrapped in aluminum foil, to prevent any possibility of photo-

oxidation50 or photo-reduction.51 During preliminary experiments, it was found that agitation 

of suspensions promotes the formation of a silver-colored film on the container wall at low 

pH. We have chosen, therefore, to keep suspensions stationary during equilibration, 

preventing this. Comparison between agitated and standing samples showed there are no 

indications that this approach results in a lower Ag+ release (see Figure B4 of Appendix B). 
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3.2.3 Ultrafiltration  

To measure the free Ag+ concentrations, Microsep™ Advance Centrifugal Devices (3 kDa) were 

used for phase separation. Prior to use, 3 centrifugal filtration steps were performed with 

ultrapure water to rinse the filter unit. Two separate volumes of sampled suspension were 

then filtrated over the filter units: the first to equilibrate the filter units with Ag+ 

concentrations in the sample, the second to obtain the filtrate for chemical analyses. Tests 

with AgNO3 solutions at various concentrations and pH values showed that this method yields 

adequately accurate results (see Figure B5 of Appendix B). On rare occasions, AgNPs were 

present in the filtrate, suggesting loss of filter membrane integrity. All samples were 

monitored for such events; contaminated samples have been removed from the dataset. 

3.2.4 Chemical analyses 

The final filtrates were diluted in 0.14 M HNO3 and analyzed with high resolution inductively 

coupled plasma mass spectrometry (HR-ICP-MS). For each individual batch prepared in the 

second setup, the total Ag-content was determined separately. The AgNP5 stock was diluted 

to ~50 mg L−1 and immediately analyzed in duplicate for dissolved Ag+. The total Ag-content 

of diluted stock solutions was verified in triplicate by overnight destruction of 0.5 mL in 1 mL 

concentrated HNO3 (65%), which was then diluted and analyzed using HR-ICP-MS.  

3.3 Results and discussion 

3.3.1 Surface area dependency of Ag+ release 

In a preliminary experiment, we measured the relation between released Ag+ and initial AgNP 

concentrations (g L−1) for AgNP6 after 14 days of equilibration. In this experiment, the total 

available surface area (AT, m2 L−1) is proportional with the specific surface area of the particles 

(Ap, m2 g−1) and the AgNP mass concentration (ρc, g L−1). In Figure 3.1a, the Ag+ concentrations 

are plotted as a function of AT. The data show that the released amount of Ag+ increases 

proportionally with the initial AgNP concentration. This is contradictory to the idea that 

concentrations are regulated by the dissolution of a solid phase, which would lead to a 

constant Ag+ concentration, independent of the initial AgNP concentration. At pH ~3, 

dissolution comprises a significant fraction (~60%) of initially added AgNPs; this will affect the 

slope of the relation, but not the linearity. The linearity in Figure 3.1a suggests an 

approximately constant release of Ag+ both per unit mass of AgNP and per unit of AgNP 

surface area.  
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Figure 3.1 (a) Ag+ release from AgNP6 after reacting for 14 days as a function of the amount of initially 
surface area added to 1 mM HNO3 (pH ~3, squares) and 1 mM NaNO3/NaHCO3 (pH ~7, circles); AT (m2 
L−1) = ρc (g L−1) × Ap (m2 g−1). (b) Ag+ release after 35 days of equilibration at 4 different pH values from 
three different AgNP5, AgNP10, and AgNP20 at initial mass concentrations of AgNP being respectively 
9.8 ± 0.8, 10.5 ± 0.7, and 10.4 ± 0.9 mg L−1 (see Table 1). 

The total available surface area (AT, m2 L−1) can also be varied in an experiment by using AgNPs 

that differ in size. Figure 3.1b shows the silver ion concentrations for differently sized AgNPs 

(5, 10, and 20 nm), added at a similar mass concentration (10 ± 1 mg L−1) and equilibrated for 

35 days at various circum-neutral pH values. No linear relationship with AT is found, in contrast 

to the results of Figure 3.1a. More Ag+ is released per unit surface area if the particles decrease 

in size, suggesting that the particles vary in surface properties. The possible relation with the 

surface structure will be discussed in more detail later. 

3.3.2 Equilibrium Ag+ concentrations 

In Figure 3.2, we present the pH dependency of equilibrium Ag+ concentrations for AgNPs of 

different size that have reacted for 35 days. The measured equilibrium concentrations are 

equivalent to Ag+ release since the Ag+ concentrations in the AgNP stocks were very low, 

(approximately 50 μg L−1 or 0.1% of the total silver).  

The data of Figure 3.2 show that two pH regimes can be distinguished. For all three AgNP 

materials studied, a strong pH dependency is found in the neutral to high pH range while under 

acid conditions, the pH trend is less pronounced. The low incline below pH ~6–7 indicates that, 

at those conditions, the influence of pH on the Ag+ release is small. Note, however, that high 

amounts of Ag+ are released at these low pH values, being equivalent to between 2 to 9 

monolayers of Ag (see Figure B6 of Appendix B). 
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Figure 3.2 Ag+ equilibrium concentrations for AgNP5, AgNP10, and AgNP20 as a function of pH at an ionic 
strength of 1 mM. AgNPs were equilibrated for 35 days at mass concentrations of, respectively, 
9.8 ± 0.8, 10.5 ± 0.7, 10.4 ± 0.9 mg Ag/L. The full lines have been calculated with the two-species model 
of Table 2, using x + z = 4 and logKH/Ag= 14.5, 9.7, and 10.0, respectively. 

 Above pH ~6–7, all three AgNPs show a strong linearity between the logarithm of the Ag+ 

concentration and pH, having a mean slope, ∆log[Ag+]/∆pH, of −0.7 ± 0.1. This implies that we 

cannot explain these data with equilibration by dissolution of any bulk Ag (hydr)oxide 

material. For the reaction, Ag2O(s) + 2 H+(aq) ⇔ 2 Ag+(aq) + H2O(l), the activities of water and 

Ag2O are set to unity, resulting in ∆log[Ag+]/∆pH = −1, by definition. As discussed below, the 

observed slope is characteristic for a surface controlled Ag+ release mechanism. 

3.3.3 General thermodynamic approach 

The above data can be described with a surface based equilibrium model. In this model, we 

assume that the surface is initially covered by a single type of subvalent silver species having 

a low oxidation state. Upon oxidation, this primary species will be released as Ag+, and the 

oxygen will react with the underlying metal. Part of the metal may become fully oxidized and 

dissolve, whereas the remaining metal is partially oxidized, leading to the formation of a 

second species with a higher oxidation state.42 For this view, we may formulate an equilibrium 

reaction as follows: 

Ag𝑥(OH)𝑚 + (𝑦 + 𝑧)Ag0(np) + (𝑥 + 𝑧)H+(aq) +
𝑥 + 𝑧 + 𝑛

4
 O2(aq)   Ag𝑦(OH)𝑚+𝑛

+ (𝑥 + 𝑧)Ag+(aq) +
𝑥 + 𝑧 − 𝑛

2
 H2O(l)                                                        (3.1) 

In this reaction, the primary surface site, ≡Agx(OH)m, has x subvalent silver ions with a mean 

valence, zA̅g = m/x valence units (v.u.). Additionally, y + z  metallic atoms are involved that are 

part of the AgNP core. During the reaction, x subvalent ions and z metallic atoms become fully 

oxidized and dissolve as Ag+. The remaining y Ag0 atoms are partially oxidized to form a more 

resistant surface site that can be defined as ≡Agy(OH)m+n with zA̅g = (m + n)/y  v.u.  
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The equilibrium condition of eq 3.1 can be formulated as: 

KH/Ag =
(Ag𝑦(OH)𝑚+𝑛)

(Ag𝑥(OH)𝑚)
∙
(Ag+)𝑥+𝑧

(H+)𝑥+𝑧
∙

1

(O2)
𝑥+𝑧+𝑛

4

                                                                   (3.2) 

where KH/Ag is the equilibrium constant.  

In eq 3.1, the consumption of protons is equal to the release of Ag+ ions, which implies 

electroneutrality. Despite this 1:1 stoichiometry, the equilibrium condition (eq 3.2) yields a 

∆log[Ag+]/∆pH  ratio smaller than one. The reason is that the activity ratio of the surface 

species, i.e. (≡Agy(OH)m+n)/( ≡Agx(OH)m), changes with Ag+ release and, since KH/Ag is a constant, 

this will affect the activity ratio of the species in solution. In case of an infinite amount of 

surface sites, the activities of the surface species will become constant, yielding 

∆log[Ag+]/∆pH = 1. Our thermodynamic analysis thus strongly suggests that the equilibration 

of AgNP is governed by a surface reaction that involves mixing entropy of surface species and 

is not due to the dissolution of a bulk phase present on the surface. 

3.3.4 Relation with surface structure 

The values of the stoichiometry coefficients in eqs 3.1 and 3.2 are related to a molecular view 

on the surface structure of AgNPs. The surface structure of the aqueous interface of solid silver 

is relatively unknown and has not been established spectroscopically, as far as we know. 

However, basing ourselves on related structures, we have recently proposed a surface 

structure with subvalent silver organized in ≡Ag3OH surface species, with a site density of 4.6 

nm−2 or 7.6 µmol m−2.42 

Taking ≡Ag3OH as a starting point, we have fixed the values for x and m, being 3 and 1, 

respectively. Using this information, we are able to derive the value for z from the 

experimental data. The combined value of x + z represents the number of Ag+ released per 

surface site, and thus determines both the slope of the line above pH ~6–7 (Figure 3.2) and 

the maximum theoretical desorption. Our surface structural model42 suggests a site density, 

NS, of 4.6 nm−2 or 7.6 μmol m−2 for the [111] face. If this site density is used, the release of 3 

or 4 Ag+ per site will lead to a maximum release of respectively 23 or 31 μmol m−2. Our 

experimental data for AgNP5 show that the pH dependency of the Ag+ release changes when 

about 30 μmol m−2 has been released, suggesting a release of about 4 Ag+ per site. As shown 

in Figure 3.2, the resulting slope with this value for x + z is in good agreement with the data. 

The values for y and n in eqs 3.1 and 3.2 are related to the molecular view on the surface 

structure that forms upon oxidative dissolution of a ≡Ag3OH site. In the present study, we 

propose the formation of a more oxidized surface species with subvalent silver present in the 

first two layers. Possible surface structures are presented in Appendix B, from which we have 

chosen a reasonable candidate. This molecular species leads to y = 5 and n = 1 i.e. ≡Ag5(OH)2. 

In principle, the value of n might also be discerned from e.g. the oxygen consumption, but this 
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has not been studied yet. With these choices, the reaction stoichiometry is fixed, but without 

spectroscopic confirmation of the surface structure, they are our current best guess.  

With the formulated model (Table 3.2), the equilibrium concentration above pH ~6–7 can be 

well-described for the various AgNPs as illustrated with the lines in Figure 3.2.  

Table 3.2 Tableau specifying the surface reaction for Ag+ release (eq 1), as used for our two-species 
model. In Figure 3.2, x + z has been set to 4 ions per site, yielding a theoretical maximum release of 31 
μmol m−2 and a slope, ∆log[Ag+]/∆pH, of −0.79. The logKH/Ag values are size-dependent, as discussed in 
the text. The logKH/Ag values have been fitted assuming monodispersity as discussed in Appendix B. 

 Site Ag+ H+ O2 logK 

≡Agx(OH)m 1 0 0 0 0 

≡Agy(OH)m+n 1 −(x + z) x + z (x + z + n)/4 logKH/Ag 

3.3.5 The effect of particle size 

Our data suggest that in the neutral to high pH range, AgNP5 releases more Ag+ per unit surface 

area than AgNP10 and AgNP20 (see also Figure 3.1b). Evidence for a higher reactivity of smaller 

particles is also found in literature,33 as exemplified in Figure 3.3a, showing the Ag+ release as 

a function of particle size at a fixed AgNP mass concentration. The dashed line represents the 

Ag+ release calculated with the above model using a single logKH/Ag value, i.e. a non-variable 

surface stability. With fixed surface stability, the model predicts a lower Ag+ release (in 

µmol m−2) for smaller particles. However, the data show that smaller particles release 

proportionally more silver ions, suggesting a relation between size and surface stability. 
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Figure 3.3 (a) Equilibrium Ag+ concentrations at neutral pH as a function the particle diameter at the 
same AgNP concentration.33 The dashed line is calculated using a single logKH/Ag value, whereas the full 
line is predicted by including in our model the contribution of surface Gibbs free energy; (b) Influence 
of the specific surface area (Ap) on the equilibrium constants of various AgNPs fitted using our own 
data (circles), data from Peretyazhko et al.33 (squares), Adamczyk et al.29 (triangle), and Ma et al.30 
(diamonds). Two data points from Ma et al.30, have been omitted as surface equilibration cannot fully 
account for the observed Ag+ release. Linear regression of the fitted logKH/Ag values yields the very 
similar slopes of 0.08 ± 0.01 (circles, squares and triangle) and 0.09 ± 0.04 (diamonds). The slopes can 
be calculated back to surface Gibbs free energies, resulting in γ = 0.7 ± 0.1 J m−2 in case of y + z = 6 
(eq 6). The shift of the Ap-logKH/Ag relation (arrow) is attributed to capping agents (see text).  

The reactivity of AgNPs has been evaluated by fitting the reaction constant, logKH/Ag, for the 

various AgNP materials studied here and given in literature. Figure 3.3b shows that the logKH/Ag 

values obtained correlate well with the specific surface area, Ap. A very similar relation is found 

for both data sets, having a slope, logKH/Ag/∆Ap, of 0.08 ± 0.01 for data from this study and 

Peretyazhko et al.,33 and 0.09 ± 0.04 for data from Ma et al.30 As we will show in the next 

section, the slope of this correlation can be used to derive the surface tension. The similar 

slope suggests a similar surface tension for AgNPs used in the different studies. 

3.3.6 Surface Gibbs free energy 

The standard Gibbs free energy change of a reaction, ∆G0
r, is equal to the sum of standard 

chemical potentials, μ0
k, of the reacting components, k, multiplied by a stoichiometric 

weighing factor, rk, i.e. ∆G0
r = ∑rk μ0

k. For the surface reaction with two surface species 

(eq 3.1), this translates to: 

∆𝐺r
0 = 𝜇Ag𝑦OH𝑚+𝑛

0 + (𝑥 + 𝑧)𝜇Ag+(aq)
0 +

𝑥 + 𝑧 − 𝑛

2
∙ 𝜇H2O(l)

0 − 𝜇Ag𝑥OH𝑚

0 − (𝑦 + 𝑧)𝜇Ag (np)
0

− (𝑥 + 𝑧) ∙ μH+(aq)
0   −

𝑥 + 𝑧 + 𝑛

4
∙ 𝜇O2(g)

0                                                            (3.3) 

The value of ∆G0
r can be linked to the equilibrium constant, logKH/Ag, defined in eq 3.2, 

according to: 
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∆𝐺r
0 = −2.3 RT log𝐾H/Ag                                                                                                                  (3.4) 

in which R is the gas constant and T is the absolute temperature. 

According to our surface model, the surface is covered by two types of species that represent 

the two different states of oxidation. This surface layer covers the underlying metallic Ag-

lattice. An essential difference with a classical adsorption mechanism is that in the present 

process, the new equilibrium state is attained by consumption of additional Ag from the 

underlying metallic lattice. It implies that two different forms of solid silver are involved in the 

reaction: subvalent silver, present as a surface species, and metallic silver, as a solid phase. 

Oxidation of metallic Ag is a key process in the equilibration between the two surface groups. 

The Ag atoms of a AgNP have a variable stability that will depend on particle size. At a high 

surface curvature, the underlying metal will be less stable, allowing easier oxidation. It implies 

that the chemical potential of metallic silver in the AgNP core, μ0
Ag(np) in eq 3.3, will have a 

surface Gibbs free energy contribution: 

𝜇Ag (np)
0 = 𝜇Ag (s)

0 + 𝛾𝐴p                                                                                                                    (3.5) 

where μ0
Ag(s) (J mol−1) is the standard chemical potential of the bulk solid. In eq 3.5, the specific 

surface area, Ap, is expressed in m2 mol−1 Ag0 of the core; γ (in J m−2), is the Gibbs free energy 

of surface formation of metallic silver covered by subvalent silver. The ∆G0
r of the 

transformation reaction (eq 3.1) thus has an intrinsic part, defined as ∑rk μ0
k, and a variable 

part, determined by a surface Gibbs free energy contribution, resulting in: 

2.3 𝑅𝑇 log𝐾H/Ag
0 = 2.3 𝑅𝑇 log𝐾H/Ag

intr + (𝑦 + 𝑧)𝛾𝐴p                                                                   (3.6) 

Using eq 3.6, one may derive the surface Gibbs free energy of the AgNP from the data in Figure 

3.3b. The slope of the linear relation can be converted into the value of γ by expressing both 

2.3RT logKH/Ag and the specific surface area per mole of consumed Ag0 (np). For the chosen 

surface structure, ≡Ag5(OH)2, the value of y + z equals 6 Ag0 atoms, resulting in 

γ = 0.7 ± 0.1 J m−2. 

The surface Gibbs free energy calculated here is valid for metallic silver covered by subvalent 

silver. The formation of surface groups can be considered as an interaction of metallic silver 

with oxygen, which may lower the surface free energy. For liquid metallic silver, adsorption of 

oxygen is reported to lower the surface Gibbs free energy from ~0.9 J m−2 in absence of 

oxygen, to ~0.7 J m−2 at atmospheric oxygen pressure.52 This implies that the surface Gibbs 

free energy derived above (Figure 3.3b), cannot be directly compared with γ-values for bare 

metallic silver surfaces, which are reported to be in the range of 1 J m−2.52-54 
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3.3.7 Effect of capping agents 

Added ligands and capping agents have been reported to influence the Ag+ release. The Ag+ 

release may be enhanced as reported for chloride,55, 56 and cysteine57 whereas the release can 

also be inhibited as found for e.g. DOC25, 26, 46. High affinity Cl-, N-, and S-ligands may displace 

OH groups when binding to the AgNP surface, changing the stability and potentially altering 

its structure. Ligands with a lower affinity, e.g. carboxylic groups, may also bind to the AgNP 

surface as found by spectroscopy,58 but we expect little change in the surface structure. In 

case of AgNPs coated with a high affinity coating (PVP), a much higher Ag+ release is seen than 

with citrate.35 It suggests that PVP lowers the chemical stability, despite an improved colloidal 

stability. According to Figure 3.3b, the AgNPs studied by Ma et al. systematically have higher 

logKH/Ag values and therefore, higher solubilities. This, we attribute to their use of capping 

agents that contain soft ligands (PVP and gum arabic). The effect of citrate on the chemical 

stability is probably small because the logKH/Ag value derived from the data of Adamczyk et 

al.29 are in line with our results while they did not use citrate in contrast to us. 

3.3.8 Ag+ release kinetics 

Figure 3.4a shows the release of Ag+ from AgNP5 as a function of pH after reacting for 1, 7, 14, 

and 35 day(s). The data show a good reproducibility, with generally low variations between 

the replicates. Exceptions are found at low pH, where the Ag+ release data at day 1 show a 

relatively large variability, but the Ag+ release at low pH becomes highly reproducible when 

approaching equilibrium. After 14 days, the systems are close to equilibrium, in agreement 

with previous observations.33-35 

 
Figure 3.4 (a) pH-dependent Ag+ release for AgNP5 after 1, 7, 14, and 35 day(s), experimental data and 
model lines; (b) time dependent Ag+ release for different pH values, interpolated data and model lines. 
All data were collected in a medium at an ionic strength of 1 mM, made by mixing NaNO3 and HNO3 or 
NaHCO3 in various ratios. Ag+ release for the specific pH values were obtained by interpolation of the 
experimental data. The lines have been calculated with an empirical kinetic model with two pools of 
Ag that are pH-dependent in size. The chosen parameters for the fast and slow pool are, respectively, 
kd = 1.5 day−1, Smax = 51 µmol m−2, logKH = 4.6 with p = 0.5, and kd = 0.13 day−1, Smax = 31 µmol m−2, 
logKH = 7.3, with p = 1 (see text). 
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The data of Figure 3.4a can be used to construct the time dependence of the Ag+ release for 

various pH values as shown in Figure 3.4b. As the figure shows, two different regimes of 

dissolution can be distinguished. There is a fast initial release particularly for systems with pH 

values below pH ~6, followed by a much slower release which is seen at all pH values. Indeed, 

a two-step release profile is often seen in AgNP dissolution.29, 31, 32 In the next sections, we will 

quantify the time and pH dependency of both release processes. 

3.3.9 Dual first order kinetics 

To gain insight in the processes of Ag+ release, we will start the evaluation of our data using 

first order kinetics. This approach has been used on several occasions in literature.32-35 In a 

first order rate equation, the rate of release is proportional to the size of a pool of silver that 

is available for dissolution, SAg: 

−
𝑑𝑆Ag

𝑑𝑡
= 𝑘 𝑆Ag                                                                                                                                    (3.7) 

in which k is the rate constant of Ag+ release. Integration of eq 3.7 leads to: 

𝑆Ag(𝑡) = 𝑆ini𝑒
−𝑘𝑡                                                                                                                                (3.8) 

in which Sini represents the initial pool size at t = 0. The amount of Ag+ that is released as a 

function of time, ΓAg(t), can be given as: 

𝛤Ag(𝑡) = 𝑆ini − 𝑆Ag(𝑡) = 𝑆ini(1 − 𝑒−𝑘𝑡)                                                                                      (3.9)  

When using eq 3.9, which describes release from a single pool, Ag+ release cannot be 

described satisfactorily. The use of a high k reproduces the high initial release, but shows no 

release at longer time scales, while a low rate constant, leads to a more gradual release, but 

underestimates the high initial release. The time dependency of release apparently has 

characteristics of both fast and slow release.  

The overall release can be well described with dual kinetics, in which two separate pools are 

defined: one with a high k to describe the fast initial release, and one with a low k, describing 

the slower release at prolonged times. In this approach, the total Ag+ release is equal to the 

sum of two independent first order release reactions. We were able to obtain a good 

description of our data using pool sizes that are pH dependent according to the expression: 

𝑆ini = 𝑆max

(𝐾H(H
+))

𝑝

1 + (𝐾H(H+))
𝑝                                                                                                            (3.10) 

in which Smax is the maximum pool size. The values for the parameters, k, Smax, and KH, were 

optimized manually for both pools; optimized parameters are given in the caption to Figure 
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3.4. For the slow pool, we have used p = 1, but for the fast pool a much better fit was obtained 

if we used p = 0.5. The expression for the pool sizes (eq 3.10) is strongly reminiscent of surface 

complexation with (p = 0.5) and without (p = 1) surface heterogeneity.59 

Based on the above model, with fitted parameters, we can analyze the pH and time 

dependency of the contributions of the two Ag-pools (Figure 3.5). A fast pool dominates the 

dissolution below pH 6, releasing most of its silver within 1 day (Figure 3.5a). A second, slow 

pool releases Ag+ ions much more gradually for weeks, and is active over the entire pH range, 

as is illustrated in Figure 3.5b. With this analysis, an important observation is done with 

respect to the slow pool: the total release of this pool is nearly perfectly equal to what is 

predicted using our thermodynamic model given in Table 3.2 (see Figure B9 of the Appendix). 

This convincingly suggests that the slow release is due to oxidative transformation of ≡Ag3OH 

surface species. 

The above analysis also indicates that the fast release reaction is completed well ahead of the 

slow reaction. Therefore, if the slow release is due to surface equilibration, we must conclude 

that the preceding fast release, apparently has not affected the equilibration. How this can be 

understood structurally will be discussed in the next section, where the goal is to develop a 

comprehensive mechanistic framework. 

 
Figure 3.5 Ag+ release according to the two-pool model with a fast (a) and slow Ag pool (b) as a function 
of pH, using the parameters as disclosed in the caption of Figure 3.4. The lines illustrate that the slow 
pool releases Ag+ over the entire natural pH range, most of it after the first day. The fast pool mainly 
releases Ag+ below pH 6, and almost all of it within 1 day, as is evident from the overlapping model 
lines for 7, 14, and 35 days. 

3.3.10 Fast Ag+ release  

As illustrated in Figure 3.5, the fast Ag+ release at low pH occurs prior to surface equilibration, 

but apparently without influencing it. This suggests that the surface structure is not affected, 

which is remarkable, as up to a two monolayers of silver can be dissolved by this process for 

AgNP5. These observations appear to be at odds and require explanation.  
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Under conditions where dissolution of ≡Ag3OH is much faster than the formation of ≡Ag5(OH)2, 

the equilibration process will be disrupted and oxidative dissolution may instead initiate 

opening of the surface. An opening can grow laterally to form shallow islands of depletion. In 

this process, dissolution of bulk material leads to decrease in Gibbs free energy (∆G̅bulk), but 

simultaneously, an investment of Gibbs free energy is needed for creating surface ((∆G̅surface)). 

If a patch is simplified to a disk-like shape (Figure 3.6), with newly formed ≡Ag3OH at the 

bottom, we have to account solely for investment of surface energy to create the edge. With 

this simplification, the surface area of the edge with atomic height h is proportional with the 

diameter (πhd) and its volume is proportional with the square of the diameter (¼πhd2). The 

relation with size (d) can be then described with: 

∆�̅�P =  ∆�̅�bulk + ∆�̅�surface =  
1

4
𝜋ℎ𝑑2  

𝜌d
𝑀
𝑅𝑇 ln (

𝑄

 𝐾
)  +  𝜋ℎ𝑑𝛾                                         (3.11) 

in which (∆G̅P (J) is the overall Gibbs free energy of patch formation. The Gibbs free energy 

change due to dissolution of the bulk is related to the undersaturation of the equilibrium, 

which is expressed in the ratio of the activity product and reaction constant, Q/K.60 In eq 3.11, 

γ is the surface tension of the edge, ρd is the mass density (g m−3) M, is molar mass (g mol−1), 

and R and T are respectively the gas constant (J mol−1 K−1) and the absolute temperature (K).  

A calculated example of nucleation of a disk-like patch, applying eq 3.11, is shown in Figure 

3.6. At very strong undersaturation (Q/K ≅ 0), the Gibbs free energy curve has no maximum 

and the homogeneous surface may open spontaneously. Release of Ag+ will decrease the 

degree of undersaturation, or increase Q/K. At decreasing undersaturation, less energy is 

gained from bulk dissolution and patches must reach a critical size before spontaneous 

dissolution is possible.61 The critical size corresponds to the top of the Gibbs free energy curve 

in Figure 3.6. At a surface tension of 0.7 J m−2, a patch with a depth of two monolayers (h ≅ 0.6) 

will have a critical diameter of about 1.3 nm for Q/K = 10−2 (Figure 3.6). The formation of a 

patch of this size approximately corresponds to the removal of a central ≡Ag3OH group 

surrounded by six additional ≡Ag3OH groups. 
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Figure 3.6 The Gibbs free energy change ∆G̅P in aJ (10−18 J) at formation of a flat 2D-patch on a 
homogeneous surface as function of size for a surface tension of γ = 0.7 J m−2 at three values of 
undersaturation of the solution namely: Q/K = 10−5 (diamonds), 10−3 (squares), and 10−2 (circles); in 
addition, the upper line (open squares) is for Q/K = 10−3 at γ = 1.0 J m−2. The top of each curve 
corresponds to the critical size of nucleation. Patches are only formed spontaneously at strong 
undersaturation. The vertical dotted line represents the diameter of a single ≡Ag3OH surface site (~0.5 
nm). In the calculation, h = 0.6 nm, ρd = 10.5 g cm−3, and M = 108 g Ag mol−1. 

If nucleation is a stochastic process, patches of different sizes will form that grow laterally by 

step retreat until a facet is fully stripped off. At low pH, patch formation may occur on almost 

every facet. At higher pH, undersaturation is lower, i.e. the critical size is higher (Figure 3.6), 

leading to a lower probability of patch formation and fewer affected crystal facets. 

At a given pH, undersaturation will decrease as a result of Ag+ release. This will similarly 

increase the critical size of a patch, lowering the probability of nucleation and as a result no 

new patches can be formed. According to our kinetic analysis, most of the release by this 

mechanism will occur within the first day. The process ends due to failure to open new 

patches. A complicating factor is that there is no model that can describe the corresponding 

kinetics in an adequate manner. Therefore, we rely on an empirical approach. 

3.3.11 Kinetic Langmuir model 

Above, we have used a dual model, comprising two rate equations, as a first approach for 

gaining insight in the kinetics of Ag+ release. Our results suggest the involvement of two 

release mechanisms. Our next challenge is to develop a single coherent mechanistic model 

that integrates both processes of Ag release and couples the description of kinetics to surface 

equilibration. 

In general, an equilibrium can be split in a forward and a backward reaction with reaction 

rates, Rf and Rb, respectively. The net reaction rate is equal to the difference between the 

forward and backward reaction rate: 
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𝑑𝐶

𝑑𝑡
= 𝑅f − 𝑅b                                                                                                                                     (3.12) 

At equilibrium, the forward and backward reaction proceed at the same rate, i.e. Rf = Rb or 

dC/dt = 0.  

Our data analysis of Ag+ release suggests a first order dependency of the release rate on the 

proton activity, i.e. (H+)1, restricting the rate of Ag+ release in the high pH range. At lower pH, 

below pH ~7, our data suggest an additional rate limitation of Ag+ release. We attribute to this 

to adsorption of molecular oxygen to a ≡Ag3OH group, forming ≡Ag3OH-O2: 

Ag3OH +  O2     
𝑘ads
→  

𝑘des
←       Ag3OHO2                                                                                            (3.13) 

in which kads and kdes are the respective rate constants of oxygen adsorption and desorption. 

The suggestion is in line with Raman spectroscopy, distinguishing on a solid silver catalyst 

molecular, atomic, and subsurface oxygen species.62 The adsorption of molecular oxygen to 

silver surfaces is supported by DFT calculations.63 Moreover, adsorption of O2 is promoted in 

presence of water.63  

Using the reaction in eq 3.13, we can formulate the expressions for the forward and backward 

reaction rates for the rate of ≡Ag3OH-O2 formation, i.e. the oxygen adsorption rate, we write: 

𝑅ads = 𝑘ads θ1 (O2)                                                                                                                           (3.14) 

in which kads is the rate constant, θ1 is the relative surface loading of ≡Ag3OH, and (O2) is the 

concentration of dissolved oxygen (in mol L−1). For the backward reaction, desorption of 

oxygen, the rate can be given as Rdes = kdes θ2 in which kdes is the rate constant of desorption 

and θ2 represents the relative surface loading of ≡Ag3OH-O2. 

At equilibrium, Rads = Rdes, leading to: 

𝐾O2 =
𝑘ads
𝑘des

=
θ2

θ1(O2)
                                                                                                                      (3.15) 

in which KO2 is the equilibrium constant for the oxygen adsorption reaction (eq 3.13). 

If oxygen has been adsorbed, the ≡Ag3OH-O2 species can become activated by a single proton. 

Upon activation, oxidative dissolution occurs instantaneously with the adsorbed oxygen as 

terminal electron acceptor. Additional oxygen (¼ O2) is required to oxidize the exposed surface 

into stable ≡Ag5(OH)2. These steps are treated as a single oxidation reaction 

≡Ag3OH-O2 + 4 H+(aq) + ¼ O2(aq) ⇔ ≡Ag5(OH)2 + 4 Ag+(aq) for which we define a rate: 

𝑅ox = 𝑘ox θ2(H
+) (O2)

¼                                                                                                                (3.16) 
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in which kox is the rate constant of oxidation, and θ2  is the relative surface loading of 

≡Ag3OH-O2, as before. The coefficient ¼ for oxygen follows from the overall stoichiometry of 

the transformation of ≡Ag3OH into ≡Ag5(OH)2. The corresponding backward rate of reduction 

can be given as Rred = (1 − θ1 − θ2)(Ag+)4(H+)−3 in which kred is the rate constant of reduction, 

1 − θ1 − θ2 the relative surface loading of ≡Ag5(OH)2. The expressions for the rates of oxidation 

and reduction can be combined with the general equilibrium condition Rf = Rb, leading to: 

𝐾H/Ag
∗ =

𝑘ox
𝑘red

=
1 − θ1 − θ2

θ2

(Ag+)4

(H+)4
1

(O2)¼
                                                                              (3.17) 

We thus obtain an extended model with three surface species and two surface equilibria, 

which is summarized in Table 3.3. As follows from the above, the availability of ≡Ag3OH-O2 

plays a central role in determining the kinetics of Ag+ release. As illustrated in Figure 3.7, its 

formation (eq 3.14) as well as its release (eq 3.16) can be rate limiting, depending on the 

solution conditions. 

Table 3.3 Tableau specifying the surface equilibria of Ag+ release in a 3-species model. Note that 
logK*

H/Ag + logKO2 has almost the same value as logKH/Ag in the two species model (Table 2) since the 

surface concentration of the ≡Ag3OH-O2 species is relatively low.  

 Site Ag+ H+ O2 logK 

≡Ag3OH 1 0 0 0 0 

≡Ag3OH-O2 1 0 0 1 logKO2 

≡Ag5(OH)2 1 −4 4 1¼ logK*
H/Ag + logKO2 
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Figure 3.7 Schematic representation of mechanisms of kinetic Ag+ release from AgNPs. At high pH, the 
H+ concentration is rate limiting for the oxidative dissolution of ≡Ag3OH-O2 (eq 3.16). At increasing H+ 
concentrations, the oxidation rate is increased and adsorption of O2 becomes rate limiting; this 
typically occurs in the early stages of dissolution. At initial conditions of strong undersaturation, these 
processes can be by-passed via a reaction pathway (eq 3.18) in which surface opening leads to 
subsequent lateral stripping rather than to formation of a protective surface structure. 

In our modeling, KO2 is an adjustable parameter which specifies the amount of adsorbed 

oxygen present at equilibration with dissolved oxygen. The latter remains present in excess 

but the former will temporarily decrease if the rate of dissolution is relatively high. In our 

modelling, we assume that the system is at equilibrium with atmospheric oxygen prior to 

dilution. In an additional experiment, we derived the Ag+ concentrations in the AgNP stock 

solutions, showing results in line with model predictions for a concentrated (1 g L−1) AgNP 

suspension in contact with air.  

If the oxidation rate of ≡Ag3OH-O2 (Rox) exceeds the rate of formation of ≡Ag3OH-O2 by oxygen 

adsorption (Rads), the initial concentration of ≡Ag3OH-O2 (θ2) will decrease and oxygen 

adsorption may become rate limiting. If, under these conditions, θ2 approaches zero, the net 

oxidation rate becomes equal to the rate of ≡Ag3OH-O2 formation, i.e. Rox – Rred = Rads. In our 

systems, this will occur at increase of the proton concentration, according to (H+)1, resulting 

in the observed rate limitation below pH ~7.  

The rates of oxidation and reduction formulated above are proportional to the forward and 

backward rates of Ag+ release, Rf and Rb. Transformation is achieved by multiplying with the 

specific surface area, Ap (m2 g−1), the AgNP concentration, ρc (g L−1), the total site density (NS), 

and the number of Ag+ that are released per transformed site (x + z), leading to: 

𝑅f = 𝜌c 𝐴p(𝑥 + 𝑧)𝑁S 𝑅ox                                                                                                                (3.18) 

and 

𝑅b = 𝜌c 𝐴p(𝑥 + 𝑧)𝑁S 𝑅red                                                                                                             (3.19) 

3.3.12 Kinetics of patch-wise release 

As we have discussed, patch-wise release of Ag+ is the second pathway. The complexity of this 

process is reduced to a first order rate equation which we integrate into the mechanistic 

model that we develop here. The concept of the formation of shallow pits suggests that Ag+ 

release will start with removal of subvalent surface sites. The number of sites from which Ag+ 
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is released will be approach by calculating the difference between the total amount of sites 

and the sites still occupied by ≡Ag3OH and ≡Ag5(OH)2, expressed as a relative surface 

concentration, leading to a forward rate of patch wise release, RP , defined as: 

𝑅P = 𝑘P (1 − θ1 − θ2)  𝑆P                                                                                                              (3.20) 

in which kP is the rate constant of patch-wise release. The total amount that is released 

through patch formation, SP, is a complex function of the pH, that we describe with eq 3.10, 

using the values for Smax and KH as previously optimized for AgNP5 using p = 0.5. Note that no 

backward reaction is required, as patch-wise release is irreversible. 

3.3.13 Final modelling 

The kinetic Langmuir approach, in combination with the kinetics of patch-wise release, as 

detailed above, yields an excellent description of time dependency of Ag+ release (see Figure 

3.8). Essential for this success is the introduction of O2 adsorption as a rate-limiting step. This 

effect is most pronounced at the shortest time-scales (in the order of hours), where release 

rates are highest. Although we have not studied these very short time-scales, the effect is 

nevertheless clearly visible in our results. Moreover, our model is supported by data collected 

in a recent study of short-term Ag+ release by Adamczyk et al.,29 to be discussed next. 

 
Figure 3.8 Time and pH dependent Ag+ release for AgNP5 (symbols). Model lines (final model) have 
been calculated for an initial AgNP concentration of 10 mg L−1, with Ap = 112 m2 g−1, and 
NS = 7.6 μmol m−2. For reversible oxidative Ag+ release, we used kox = 4·108 day−1 in combination with 
the equilibrium constant logK*

H/Ag = 11.7 with x + z = 4 and x + z + n = 5 (Table 3.3). For oxygen 
adsorption, we used kads = 0.2·103 day−1, and logKO2

 = 2.8, assuming initially (O2) = 0.27 mmol L−1 at 

pO2 = 0.2 bar (Henry’s Law). For patch-wise Ag+ release, we used kp = 6, and a pH-dependent value for 
Sp, calculated using Smax = 57 µmol L−1, logKH = 4.6, and p = 0.5 in eq 3.10. 
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For 12 nm AgNPs, without a capping agent, Adamczyk et al.29 have studied short term Ag+ 

release at pH 3.5 for three AgNP concentrations (Figure 3.9a). They also measured Ag+ release 

on the longer time scale at pH 3.5 and at pH 6.2 (Figure 3.9b). Interestingly, our model can 

successfully describe their short-term release data, even though we have not studied explicitly 

this short time scale. Using our model, only a single set of parameters is needed to describe 

the dynamic release of Ag+ as a function of pH and AgNP concentration. Moreover, 

equilibration is part of our model, whereas the approach of Adamczyk et al.29 assumes 

oxidation will continue until full dissolution has occurred. Most of the parameter values 

remained unchanged, despite the larger size (d = 12 nm) of their home-made AgNP particles 

and the absence of a capping agent. Some parameters were adjusted as discussed in the 

electronic supplementary information. 

 
Figure 3.9 Kinetics of Ag+ release for systems with different AgNP concentrations at pH 3.5 (a) and for 
a single AgNP concentration for two different pH values, as measured by Adamczyk et al.29 The lines 
have been calculated with our model for kinetic Langmuir release and shallow pit formation. Note that 
we have not fitted individual datasets in contrast to Adamczyk et al.29 (see Figure B10 of the Appendix) 

3.4 Conclusions 

This work reports the pH, time, and size dependency of Ag+ release from AgNPs. The Ag+ 

release has been measured in a pH range of about 3-9, for reaction times of 1 to 35 days, using 

AgNPs with a diameter of 5, 10, and 20 nm. Through careful study of both the equilibrium 

conditions and progression of AgNP dissolution process, a unique dataset has been collected 

allowing formulation of mechanistic framework for Ag+ dissolution with refinement of our 

early ideas.42 

Our results corroborate that dilution of a AgNP suspension as well as a decrease of pH will 

initiate Ag+ release by an oxidative dissolution reaction of ≡Ag3OH surface species. Upon 

dissolution, new surface groups with higher partial oxidation state are formed from the 
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underlying metallic silver until a new equilibrium between both surface oxidation states is 

established. Our data suggest a maximum release of Ag+ of around 31 μmol m−2 by this surface 

equilibration process.  

The present work improves our earlier attempt42 in which scarce data, available in literature, 

were interpreted with a single process, active over the entire pH range. With our current 

extensive dataset with a much better resolution, the contribution of two processes could be 

elucidated, greatly simplifying the equilibrium model.  

Our study of the particle size dependency of the Ag+ release allows us to generalize the model 

and allocate the contribution of surface Gibbs free energy in a consistent manner based on a 

mechanistic view. These insights suggest that particle growth upon ageing will lead to lower 

Ag+ equilibrium concentrations, in agreement with observations by Peretyazhko et al.33 It also 

reveals the possible role of capping agents which may simultaneously decrease the chemical 

stability and increase the colloidal stability of AgNP. 

Our study of the dissolution kinetics shows that the rate of Ag+ release can be limited by a 

proton that activates molecular oxygen adsorbed by the surface. In addition, we show that 

the process of adsorption of this molecular oxygen can also be rate limiting in itself. The latter 

rate limitation is found to be relevant in the early stage of Ag+ release in agreement with 

literature data. 

Another major result of our work is the identification of a mechanism that explains why more 

Ag+ can be released than can be accounted for by the surface equilibrium and explains initially 

high rates of release as frequently reported in literature.31, 64 Formation and lateral growth of 

shallow pits at the surface is proposed as a mechanism that is activated by low solution 

concentrations of Ag+ and high proton activity. Such conditions can be expected in the natural 

environment in particular when AgNPs are present in low numbers and Ag+ ions are removed 

by complexation and adsorption to natural colloids. On the other hand, our model also 

predicts that the process of fast release can be suppressed by high Ag+ concentrations but this 

has not yet been tested experimentally.29 Insight in the relation between equilibration, surface 

oxidation state and structure, as well as the process of release at low pH may further benefit 

from applying in future e.g. in-situ spectroscopy, high resolution TEM, and quantum 

mechanical computations. 

Possibly the most important contribution of this work is that, for the first time, results of 

different kinds are interpreted within a coherent, overarching molecular view. All data are 

explained using a single, unifying paradigm, which describes equilibration and its kinetics 

based on experimental conditions and particle size. 
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Abstract 

Surface energy is a fundamental property of metallic nanoparticles (MeNPs), which plays a 

crucial role in nucleation and growth. Moreover, by affecting particle shape and chemical 

stability, it has strong implications for the application and environmental impact of MeNPs. 

Surface energy (J m−2) can be size dependent, but experimental data on surface energy trends 

for MeNPs are inconclusive. Computational chemistry may resolve the issue, but the surface 

used for scaling, which dramatically influences outcome and interpretation, has not been 

properly investigated. The size dependency of surface energy can only be determined by 

scaling to the thermodynamic surface of tension. To identify it, we have derived a generalized 

Tolman approach for non-spherical particles, which is used to analyze the thermodynamic 

consistency of various surface definitions. Only the physical surface, defined here, is 

consistent as the surface of tension. Scaling recent computational data for faceted MeNPs to 

this surface yields a low size dependency of surface energy, in good agreement to the Tolman 

lengths corresponding to its interfacial position. We find Tolman lengths of −0.03 nm for 

icosahedra and −0.04 nm for cuboctahedra of gold or silver. Our approach is used to quantify 

twinning energy for icosahedral nanoparticles, being ~0.06 J per m2 twin area. To understand 

the unorthodox negative Tolman lengths, we have analyzed the surface energetics of the 

solid-gas interface of metals in relation to the liquid-vapor interface of water. Surface entropy 

is found to be imperative in determining the size dependence of surface free energy. At room 

temperature, the influence of surface entropy on surface enthalpy is much smaller for metals 

than for water. It explains why these two interfaces have an opposite size dependency of the 

surface Gibbs free energy and an opposite sign of the Tolman length. For water, forming 

nanodroplets or nanobubbles, the Tolman length is negative (~−0.014 nm) for the surface 

enthalpy but positive (~0.06 ± 0.02 nm) for the surface Gibbs free energy. For MeNPs at room 

temperature, both entities are negative, but at high temperature, the increased surface 

entropy term may cause the size dependency of surface Gibb free energy to become reversed. 
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4.1 Introduction 

Metallic nanoparticles (MeNPs) are important in science and technology, being widely studied 

and applied. Having unique optical properties1 and a high specific surface area, MeNPs can be 

used in a range of innovative applications, such as three-dimensional tissue imaging,2 real time 

monitoring of surface processes,3 surface enhanced Raman scattering,4  and biosensors.5 In 

addition, MeNPs are used in catalysis6, 7 and photocatalysis.8-10 Metallic nanoparticles offer 

many promising perspectives, but despite many technological and scientific advances, our 

understanding of and control over MeNPs can be much improved.  

One of the most powerful and versatile parameters for understanding MeNP behavior is the 

surface energy. Creating surfaces requires energy, which adds to the chemical potential of a 

material; this has major consequences for crucial processes such as nucleation11, 12 and 

growth.13, 14 It may also affect magnetic behavior of materials as shown recently.15 Moreover, 

surface energy controls size dependent characteristics of MeNPs such as the crystal 

structure16, 17 and the chemical stability, as reflected in e.g. the melting temperature18 and the 

solubility of silver nanoparticles (AgNPs).19 The latter aspect is relevant from the 

environmental perspective. Detailed knowledge of the surface energy can be used to 

understand the stability of different particle shapes20 or even to chart the stability as a 

function of size, shape, crystal structure, and temperature.21 It is clear that the study of the 

surface energy of MeNPs is pivotal for deepening our understanding of nanoparticle behavior. 

An important aspect of the topic is that surface energy may become size-dependent if particles 

get small. This will be studied. 

The concept of size dependency of surface energy has its origin in the famous work of 

Tolman.22-24 Through a rigorous thermodynamic treatment of Gibbs’ theory of surface 

tension,25 Tolman inferred how the surface tension may change with particle size. For water 

and organic liquids, it decreases for smaller particles24 as confirmed in a number of studies.26-

28 In various models, the same behavior for MeNPs29, 30 is assumed a priori, but no 

experimental data support this trend and therefore, the validity of this assumption may be 

questioned. We know that the energy of MeNPs expressed per mole atoms (J mol−1) is much 

higher if the particles are smaller. The general believe is that those small nanoparticles also 

have a higher surface energy value (J m−2), implying that the size dependency of surface energy 

of MeNPs is opposite to that for liquids. The question arises why and how much.   

To date, experimental evidence has not provided an unambiguous answer to these questions 

concerning the size dependency of the surface energy of MeNPs. Experimentally, surface 

energies determined for MeNPs by a variety of methods have proven highly variable. While 

some sources report for MeNPs surface energy values19, 31 or surface stresses32, 33 to be very 

close to those of the bulk metal, strongly elevated values34-37 have also been reported, 

however without any size dependency and, remarkably, without any drop to bulk values even 

though the particles are already as large as 48 nm. The multiple uncertainties make that direct 
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experimental methods are to date not sensitive enough to resolve the issue. Instead, 

computational chemistry may be valuable. 

To elucidate the size dependency of surface tension, a number of computational approaches 

can be used. With advanced quantum chemical computational methods, it is possible to 

calculate the surface energy of crystal faces using slabs.20, 38, 39 These surface energy values for 

a flat face include energy effects that occur in the interior of the material (e.g. relaxation) due 

to surface formation and therefore, these contributions can be considered by definition as 

part of the surface energy in a broad sense. Such computations may lead to an estimate of the 

surface energy of a particle of a given shape, and can be used to understand the most stable 

geometry for large particles.20 However, it does not answer the question of any particle size 

dependency, as particles of different size with the same geometry have a fixed ratio of crystal 

faces and the energy contributions of edges and corners are not quantified with this approach. 

The appropriate method to include that contribution involves the calculation of the total 

energy of nanoparticles (Enp) having face, edge, and corner contributions. The calculated total 

energies (Enp), expressed per mole of atoms, can be compared to the energy of atoms present 

in the bulk material (Eb) and the difference, or excess particle energy, is interpreted as a 

surface energy contribution, i.e. ∆Es ≡ Enp − Eb (J mol−1).40-42 When these surface energy 

contributions for particles of given shape are scaled to the specific surface area of the various 

nanoparticles Ap (m2 mol−1), the surface energy (J m−2) and its size dependency is obtained. 

 For a correct value of the surface energy of small particles, an accurate calculation of the 

surface area is as important as the calculation of the energy with advanced computational 

modelling, as will follow from the present paper. For our analysis, particles of various but 

regular shapes will be chosen, as we want to test the principles of our approach. Different 

geometries will be used because their shapes differ in contributions of faces, edges, and 

corners. Moreover, icosahedra are included as these particles have internal stress due to 

crystal twinning.43, 44 The various types of particles were also used in recent modelling studies 

from which it has been concluded that smaller nanoparticles have a higher surface energy.40-

42 The focus in these modeling efforts has been on calculating particle energies (J mol−1), which 

was done with great care, but little or no attention was paid to how one should calculate the 

surface area (m2 mol−1). The latter seems rather trivial, but it is not, as will be shown in the 

present work. We will demonstrate the far-reaching implications of the method that is used 

to calculate the surface area and show that only with help of thermodynamics can the 

appropriate scaling be done.  

Different approaches are in use to derive the surface area of metal clusters and nanoparticles 

of various shapes. One approach has been the use of the spherical approximation,41, 42 but 

particles often  have a faceted nature40 for which one may account in the calculation of the 

surface area. In case of small facetted particles, atoms at corners and edges will also 

contribute considerably to the surface area.  In the model for the calculation of the surface 

area to be developed, this will be quantified.    
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Obviously, the surface area used for energy scaling of a particle will depend on the chosen 

location of the surface in the interface. However, this position cannot be chosen freely, but is 

restricted by thermodynamics. To identify the position of the surface in the interface required 

for the scaling of the calculated particle energies, we will return to the classical treatises of 

Tolman22, 23 on the consequences of Gibbs' work for interfaces.25 In thermodynamics, surface 

energy is attributed to a specific plane in the interface, known as the surface of tension. The 

corresponding surface area must also be chosen in the above-mentioned scaling of the 

particle energy. Importantly, this surface may differ from the so-called equimolar surface. The 

equimolar surface marks the interface position that is equivalent to an infinitely sharp 

transition of material between two constituting phases. Therefore, that location can be 

defined unambiguously. If the surface for scaling of the calculated energy is equal to the well-

defined equimolar surface, there will be no size dependency of the surface energy according 

to thermodynamics. If it has a different position than the equimolar surface, size dependency 

will follow.  

The above indicates that both the surface used for scaling of the calculated particle energy 

and the surface of tension used in the thermodynamic treatment lead to a certain size 

dependency. As only one size dependency exists physically, this implies that both treatments 

are fully coupled and as a result, the location of the surface and its corresponding surface area 

cannot be chosen arbitrarily. This coupling allows identification of the location of the surface 

plane in the interface to be used for a correct scaling of the particle energy. The location 

should be chosen such that consistency exists between the quantum chemical and 

thermodynamic approach. It will be a major conclusion of the present study. 

Consistent scaling will be used to evaluate a range of factors that may contribute to the 

observed size dependency of the surface energy of various MeNPs, for instance geometry with 

different corner and edge contributions and the presence of twin planes in icosahedra and 

decahedra. The insights gained will be used to contribute to a more general understanding of 

the differences between the size dependencies of surface enthalpy, surface entropy, and 

surface Gibbs free energy in both solid-gas and liquid-gas interfaces.  

4.2 Theory 

In this section, we will first briefly review the approaches commonly used in literature for 

estimating the surface area of polyhedral MeNPs, before we present our new, more realistic 

method. Next, we will describe the thermodynamic concepts of surface energy that are 

related to the allocation of the surface in the interface. Both aspects will later be applied in 

Results and Discussion.  

4.2.1 Spherical approximations 

In a spherical approximation of the surface area, the nanocluster is simplified to a perfect 

sphere with radius r. Medasani et al.41 obtained the radius r by averaging the distances from 
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the center of the cluster to the outer atoms. A more general method is to estimate it from the 

number of atoms (N) of a particle with a bulk density (ρ) and molar mass (M)11: 

𝑟 = (
3𝑁𝑀

4𝜋𝑁𝐴𝜌
)
⅓

                                                                                                                                    (4.1) 

in which NA is Avogrado’s number; the corresponding surface area is found using A = 4πr2.  

The spherical approach may be seen as reasonable for large MeNP but for small, faceted 

particles with well-defined shapes (Figure 4.1), it will lead to underestimation of the surface 

area, and thus overestimation of the surface energy. 

 
Figure 4.1 Five commonly used geometrical clusters with s atoms along the edge and NT atoms per 
particle: a cuboctahedron with s = 3 and NT = 55 atoms (a); an octahedron with s = 4 and NT = 44 atoms 
(b); a regular truncated octahedron with s = 2 and NT = 38 atoms (c); a regular icosahedron with s = 2 
and NT = 13 atoms (d); a regular truncated decahedron with s = 2 and NT = 13 atoms (e). 

4.2.2 Polyhedral approximations 

In literature, a general approach for calculating the surface area of small facetted particles 

(Figure 4.1) is simplifying the shape to geometrically perfect polyhedra with 1-dimensional 

edges. In this view, the surface area of a particle (A) is equal to the total facet surface area 

(Af,T): 

𝐴 = 𝐴f,T =∑𝑥ℎ𝐴f,ℎ                                                                                                                        (4.2) 

where Af,h is the surface area of a facet h, and xh is the number of facets of type h present on 

the particle. This approach ignores the presence of rounded edges and corners, greatly 

simplifying the calculation. 

For a perfect polyhedron, the surface area of the facets follows readily from the lengths of its 

edges. In literature, two methods are used to derive the edge-length of a polyhedron from the 

number of atoms s along an edge (Figure 4.2) and the interatomic distance da. However, both 

methods lead to very different surface areas if the particles become very small. 
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Figure 4.2 Three ways of assessing the surface area of metallic nanoparticles illustrated with a 2D 
representation of a particle having s atoms with a diameter da. In methods A and B, particle shape is 
simplified to a perfect polyhedron, using the edge-lengths as the sole parameter to calculate surface 

area. In method A, edges stretch between the centers of corner atoms, leading to a length equal to l = 

da (s − 1). In method B, the edge-length is equal to the sum of the diameters of edge atoms l = da s. 
Method A underestimates the surface area while method B overestimates it for most particle shapes, 
as visualized by the blue surfaces. For the physical surface area (c), we supplement the facet surface 
area of method A (blue), with a 3D contribution of rounded edges (pink) and corners (orange), 
calculated using cylindrical and spherical geometry, respectively. 

In crystallography, atoms are reduced to points in space defining crystal faces. From that 

perspective, the edge-length (l) is equal to the distance between the cores of corner atoms, 

which is equal to l = da (s − 1), as illustrated in Figure 4.2 (method A). Alternatively, one may 

treat atoms as hard spheres with a diameter equal to the interatomic distance da. In that 

model, an edge-length equal to l = da s is taken,30 as shown in Figure 4.2 (method B). 

In method B, edge-lengths are longer by exactly one time the interatomic distance than in 

method A. Although this difference may seem small, it leads to significantly different surface 

areas. For the icosahedral cluster of Figure 4.1d with 13 atoms, method A yields a 75% (!) 

smaller surface area than method B. In case of a 5 nm icosahedral AgNP, the difference is still 

15%. At scaling of excess particle energy (∆E = ENP − Ebulk), these differences will lead to very 

different conclusions with respect to the size dependency of the surface energy, as we will 

show. 

4.2.3 Physical surface area 

In the above approaches, edges and corners are 1-dimensional and 0-dimensional objects, 

respectively. However, in an atomic view as shown in Figure 4.1, edges and corners are 

rounded. In the model that we will formulate below, we will explicitly assign a surface area to 

these curved sections of the particle surface. 

In our approach, we will use a planar geometry for the facets, in accordance with the definition 

of macroscopic surface energy values. For the edge and corner atoms, we will account for the 

physical space that they occupy, using an atomic radius (ra) set to half the interatomic distance 

(da). For the edges (I) and the corners (II), cylindrical and spherical geometry will be used, 

respectively, to calculate the surface area contribution. The thus defined surface is close to 

the van der Waals contact area and will be referred to as the physical surface.  

I) The edge contribution follows from the geometry of a cylinder with a diameter equal to that 

of the edge atoms, i.e. da. With this choice, there is a seamless transition from one facet to 
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the next. As corners atoms are treated separately, the cylinder has a length equal to da (s − 1), 

as shown in Figure 4.2. If two facets intersect at a dihedral angle α, the cylindrical section 

forming the surface is π − α rad (see Appendix C, Figure C1). The sum of the surface area of 

the edges can then be expressed as: 

𝐴𝑒,𝑇 =∑𝑦𝑖𝐴𝑒,𝑖 = 0.5𝑑𝑎
2∑𝑦𝑖(𝜋 − 𝛼𝑖) (𝑠𝑖 − 1)                                                                      (4.3) 

where αi is the dihedral angle (rad) of  an edge i, and yi is the number of edges of type i present 

on a particle. Although we presently consider only particle geometries with equal edges, 

equation 4.3 can be applied to any particle geometry as long as the number of atoms along an 

edge, si, is well documented. An overview of intersecting planes and corresponding dihedral 

angles is given in Table 1 for the particle geometries (Figure 4.1) that we treat in this work. 

II) The contribution of corner atoms is found by considering corner atoms as spheres with a 

radius equal to the atomic radius, r = ra. Part of a corner is covered by the edge cylinders, with 

only a small section left uncovered. This spherical polygon, enclosed by the ends of the 

cylinders forming great circles on corner atoms, forms the surface area of a corner. The total 

surface of the corners Ac,T is equal to: 

𝐴𝑐,𝑇 =∑𝑧𝑗𝐴𝑐,𝑗 = 𝑟𝑎
2∑𝑧𝑗∆𝑗                                                                                                         (4.4) 

where Ac,j is the surface area of a corner j, and zj is the number of corners of type j on a given 

particle. The surface area of a spherical polygon follows from the spherical excess multiplied 

by the radius squared.45 The spherical excess is equal to ∆ = ∑θk − π(p − 2), in which  ∑θk is the 

sum of the internal angles and p is the number of angles (see Appendix C, Figure C1). 

Interestingly, ∑zjAc,j  always equals to π, for the chosen shapes, implying that combined corner 

atoms contribute exactly the surface area of a single hard-sphere atom. Internal angles follow 

from the particle geometry and the crystal structure (see Table C1); an overview of the 

equations is given in Table 1 for regular particle geometries.  



Size dependency of surface energy 

83 

 

Ta
b

le
 4

.1
 C

o
n

st
an

ts
 a

n
d

 e
q

u
at

io
n

s 
fo

r 
ca

lc
u

la
ti

n
g 

th
e

 p
h

ys
ic

al
 s

u
rf

ac
e 

ar
ea

 o
f s

el
ec

te
d

 r
eg

u
la

r 
(i

.e
. h

av
in

g 
th

e 
sa

m
e

 n
u

m
b

er
 o

f a
to

m
s 

(s
) o

n
 a

ll 
ed

ge
s)

 
ge

o
m

et
ri

c 
sh

ap
es

 in
 t

h
e

 F
C

C
 c

ry
st

al
 la

tt
ic

e 
in

 u
n

it
s 

o
f 

in
te

ra
to

m
ic

 d
is

ta
n

ce
 (d

a)
 s

q
u

ar
ed

.a   

   
fa

ce
ts

 b
 

x h
 c  

A
f,

h
 /

 d
a2

 d
 

   
   

ed
ge

s 
e
 

y i
f  

α
ig  

A
e,

i /
 d

a2
 h

 
co

rn
er

s 
i  

z j
 j  

∑
θ

k 
k  

A
c,

j /
 d

a2
 l  

C
u

b
o

ct
a-

 

h
ed

ro
n

 

[1
1

1
]

 
 8

 
0

.2
5

(s
 –

 1
)2

∙√
(3

) 
[1

1
1

];
[1

0
0]

 
2

4
 

0
.6

9
6

π
 

0
.1

5
2

π
(s

 –
 1

) 
 

2
∙[

1
1

1
];

 

2
∙[

1
0

0
] 

1
2

 
2

∙⅔
π

+ 

2
∙½

π
 

1
/ 1

2
 π

 
[1

0
0

]
 

 6
 

(s
 –

 1
)2

 

 
 

 
 

 
 

 
 

 
 

 
 

O
ct

ah
ed

ro
n

 
[1

1
1

]
 

 8
 

0
.2

5
(s

 –
 1

)2
∙√

(3
) 

[1
1

1
];

[1
1

1]
 

1
2

 
0

.6
0

8
π

 
0

.1
9

6
π

(s
 –

 1
) 

4
∙ [

1
1

1
] 

6
 

4
∙⅔

π
 

1
/ 6

 π
 

 
 

 
 

 
 

 
 

 
 

 
 

Tr
u

n
ca

te
d

  

o
ct

ah
ed

ro
n

 

[1
1

1
]

 
 8

 
1

.5
(s

 –
 1

)2
∙√

(3
) 

[1
1

1
];

[1
1

1]
 

1
2

 
0

.6
0

8
π

 
0

.1
9

6
π

(s
 –

 1
) 

2
∙[

1
1

1
];

 

1
∙[

1
0

0
] 

2
4

 
2

∙⅓
π

+
 

2
∙½

π
 

1
/ 2

4
 π

 
[1

0
0

]
 

 6
 

(s
 –

 1
)2

 
[1

1
1

];
[1

0
0]

 
2

4
 

0
.6

9
6

π
 

0
.1

5
2

π
(s

 –
 1

) 

 
 

 
 

 
 

 
 

 
 

 
 

Ic
o

sa
h

ed
ro

n
 

[1
1

1
]

 
2

0
 

0
.2

5
(s

 –
 1

)2
∙√

(3
) 

[1
1

1
];

[1
1

1]
 

3
0

 
0

.7
6

8
π

 
0

.1
1

6
π

(s
 –

 1
) 

5
∙[

1
1

1
] 

1
2

 
5

∙⅔
π

 
1
/ 1

2
 π

 

 
 

 
 

 
 

 
 

 
 

 
 

Tr
u

n
ca

te
d

  

d
ec

ah
ed

ro
n

 

[1
1

1
]

 

[1
0

0
]

 

1
0

 

  5
 

0
.2

5
(s

 ‒
 1

)2
∙√

(3
) 

   
 

(s
 –

 1
)2

 

[1
1

1
];

[1
1

1]
 

1
0

 
0

.7
6

8
π

 
0

.1
1

6
π

(s
 –

 1
) 

5
∙[

1
1

1
] 

2
 

5
∙⅔

π
 

1
/ 1

2
 π

 

[1
1

1
];

[1
0

0]
 

1
0

 
0

.6
9

6
π

 
0

.1
5

2
π

(s
 –

 1
) 

2
∙[

1
1

1
];

 

2
∙[

1
0

0
] 

1
0

 
2

∙⅔
π

+ 

2
∙½

π
 

1
/ 1

2
 π

 
[1

0
0

];
[1

0
0]

 
5

 
0

.8
π

 
0

.2
π

(s
 –

 1
) 

a
Th

e 
to

ta
l s

u
rf

ac
e 

ar
ea

 o
f 

a 
p

ar
ti

cl
e

 (
in

 m
2
) 

is
 f

o
u

n
d

 u
si

n
g 

A
t =

 d
a2

 (∑
x h

A
f,

h
 +

 ∑
y i

A
e,

i +
 ∑

z j
A

c,
j).

  
b

Su
rf

ac
e 

fa
ce

ts
 a

re
 id

e
n

ti
fi

e
d

 b
y 

th
ei

r 
m

ill
er

 in
d

ex
 (

[1
11

] 
o

r 
[1

00
])

 a
n

d
 t

h
ei

r 
sh

ap
e 

(t
ri

an
gu

la
r 


, s
q

u
ar

e 
 

, o
r 

h
ex

ag
o

n
al

 
) 

c
N

u
m

b
er

 o
f 

ti
m

es
 a

 f
ac

et
 o

f 
ty

p
e 

h
 is

 f
o

u
n

d
 o

n
 a

 p
ar

ti
cu

la
r 

p
ar

ti
cl

e 
ge

o
m

et
ry

 
d

Su
rf

ac
e 

ar
ea

 c
o

n
tr

ib
u

ti
o

n
 o

f 
a 

fa
ce

t 
o

f 
ty

p
e 

h
 o

n
 a

 p
ar

ti
cu

la
r 

p
ar

ti
cl

e 
ge

o
m

et
ry

 
e

Ed
ge

s 
ar

e 
id

en
ti

fi
e

d
 b

y 
th

e 
tw

o
 in

te
rs

ec
ti

n
g 

fa
ce

ts
 

f
N

u
m

b
er

 o
f 

ti
m

es
 a

n
 e

d
ge

 o
f 

ty
p

e 
i i

s 
fo

u
n

d
 o

n
 a

 p
ar

ti
cu

la
r 

p
ar

ti
cl

e 
ge

o
m

et
ry

 
g

Th
e 

d
ih

ed
ra

l a
n

gl
e

 o
f 

th
e

 t
w

o
 f

ac
et

s 
in

te
rs

ec
ti

n
g 

at
 a

n
 e

d
ge

 o
f 

ty
p

e 
i 

h
Su

rf
ac

e 
ar

ea
 c

o
n

tr
ib

u
ti

o
n

 o
f 

an
 e

d
ge

 o
f 

ty
p

e 
i o

n
 a

 p
ar

ti
cu

la
r 

p
ar

ti
cl

e 
ge

o
m

et
ry

 
i

C
o

rn
er

s,
 a

s 
id

en
ti

fi
ed

 b
y 

th
e 

su
rf

ac
es

 in
te

rs
ec

ti
n

g 
at

 t
h

e 
co

rn
e

r 
at

o
m

 
j

N
u

m
b

er
 o

f 
ti

m
es

 c
o

rn
e

r 
o

f 
ty

p
e 

j i
s 

fo
u

n
d

 o
n

 a
 p

ar
ti

cu
la

r 
p

ar
ti

cl
e 

ge
o

m
et

ry
 

k
Th

e 
su

m
 o

f 
th

e 
in

te
rn

al
 a

n
gl

es
 o

f 
th

e 
sp

h
er

ic
al

 p
o

ly
go

n
 f

o
rm

in
g 

th
e 

su
rf

ac
e

 o
f 

a 
co

rn
er

 o
f 

ty
p

e 
j 

l
Su

rf
ac

e 
ar

ea
 c

o
n

tr
ib

u
ti

o
n

 o
f 

a 
co

rn
e

r 
o

f 
ty

p
e 

j o
n

 a
 p

ar
ti

cu
la

r 
p

ar
ti

cl
e 

ge
o

m
et

ry
 



Chapter 4 

84 

4.2.4 Thermodynamics of surfaces 

The theoretical work of Tolman on surface tension23 is often referred to in relation to the 

surface energy. The thermodynamic treatment of Tolman describes the size dependence of 

surface tension. It is particularly important for small nanoparticles and metal clusters. 

Two essential concepts for understanding the theoretical background of the Tolman equation 

are the equimolar surface and the surface of tension. These concepts will be introduced using 

the sphere as example, but they apply regardless of geometry.  

The equimolar surface is a theoretical plane in the interface, with a position equivalent to an 

infinitely sharp transition between two phases. As illustrated in Figure 4.3a, the actual 

transition between two phases may be smooth; in a symmetrical interface, the equimolar 

surface would be located in the middle. The surface of tension is a plane, parallel to the 

equimolar surface, where the surface tension is allocated by definition; consequently, the 

excess energy of a particle should consequently be scaled to this surface.   

 
Figure 4.3 Left side (a), mass density profile of an interface with a gradual change of the mass density 
from phase 1 (ρ1) to that of phase 2 (ρ2). The equimolar particle radius (re) is at a point in the interface 
where the amount of mass at side 2 (dark blue area) is equal to the amount of mass missing at side 1 
(light blue area). The dotted rectangle represents the excess amount of mass Γ relative to the surface 
of tension of the particle with the radius rs. This excess is the product of the distance δ and the 
difference in mass density Δρ of both phases, i.e. Γ = δ (ρ1 − ρ2). Note that δ ≡ re − rs, implying that Γ has 
a negative sign in the above case. Right side (b), a spherical particle with excess adsorption shown in 
red. The full and dotted circles respectively represent the equimolar surface and the surface of tension 
with the arrows for the radii re and rs.      

The equimolar surface and the surface of tension may have a different position in the 

interface, and in case of curved surfaces, their surface areas may differ. The distance between 

the two surfaces is known as the Tolman length δ (Figure 4.3a). For a spherical particle (Figure 

4.3b), the Tolman length is equal to the difference δ between the radii of the equimolar 

surface re and the surface of tension rs, according to: 

  ≡   𝑟e − 𝑟s                                                                                                                                         (4.5) 

The Tolman length δ can thus be either positive or a negative, depending on the position of 

the surface of tension with respect to the equimolar surface.  
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The Tolman length can be seen as the thickness of a layer of material, adsorbed to the surface 

of tension. This layer is referred to as the interfacial excess adsorption Γ = δ(ρ1 − ρ2). A negative 

excess adsorption represents an absence of mass with respect to the surface of tension.  

Excess adsorption influences the size dependency of surface tension according to dγ = −Γdμ.22 

The equation expresses that a change in chemical potential results in a change in surface 

tension if the surface of tension and the equimolar surface have a different location in the 

interface. If the surface of tension is located outside of the equimolar surface, as shown in 

Figure 4.3, the Tolman length δ and the excess adsorption Γ will be negative. In that case, at a 

decrease in size, the resulting increase in the chemical potential dμ will cause an increase in 

the surface tension dγ.  

The change in chemical potential with particle size can be expressed in terms of surface 

tension and size, which is used to derive the classical Tolman equation. As shown in Appendix 

C (Section 2), we use the central role of the Laplace equation in the derivation to arrive at a 

generalized expression for the size-dependent surface tension γr:  

𝛾𝑟 =
𝛾∞

1 +  2𝑐/𝑟s 
= 𝛾∞  (1 +

2𝑐

𝑟s
 )
−1

= 𝛾∞  (1 +
2𝑐

𝑟e − 
 )
−1

                                                (4.6) 

in which γ∞ is the surface tension of a planar surface at re  ∞. The factor c represents a 

correction that accounts for the higher surface to volume ratio of faceted or spheroidal 

particles. For a sphere, the shape factor c is equal to unity, in which case equation 4.6 reduces 

to the classical Tolman equation for spherical particles.23 An overview of c values for selected 

shapes is given in Table 4.2; the derivation of these shape factors is given in Appendix C 

(Section 2). The shape factor for oblate and prolate spheroids is not constant but rather a 

function of the aspect ratio, this is treated in detail in Appendix C (Section 2).  

Table 4.2 Particle shape factor c (eq 4.6) for a selection of faceted particles (see Appendix C, Section 2) 

Particle geometry c 

Cuboctahedra 1.105 

Octahedra 1.183 

Truncated octahedra 1.099 

Icosahedra 1.065 

Truncated decahedra 1.100 

According to the above equation, surface tension decreases if the surface of tension is located 

within the equimolar surface, i.e. if re > rs, and vice versa; at zero excess adsorption, the surface 

of tension coincides with the equimolar surface, i.e. δ = 0, in which case the surface tension is 

size independent (eq 4.6). We note that equation 4.6 is the analytical solution of the 

relationship between dγ and dμ for re >> . For extremely small spherical particles, the Tolman 
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size dependency can be evaluated accurately with mathematical solutions available in 

literature.46 

4.2.5 Thermodynamic consistency 

For a spherical particle, the location of the equimolar surface is well defined with the radius re 

in equation 4.1. For the surface of tension, the interfacial position is less obvious. In 

Thermodynamics, the surface of tension is a mathematical construct, which does not 

necessarily have a structural meaning; nevertheless, its position is not arbitrary. This is 

exemplified next. 

Imagine a spherical particle with an equimolar radius re for which the chemical potential has 

been established, either computationally or experimentally. For this particle, any chosen 

radius for the surface of tension rs will result in (I) a Tolman length δ (= re − rs) and a 

corresponding surface energy for that particle according to equation 4.6, as well as (II) a 

surface area (4πrs
2) which also leads to a surface energy value after scaling the excess energy 

of the particle. The surface energies according to both methods depend on the chosen radius 

rs, but in an opposite manner (see Appendix C, Figure C4). As a result, there is a single, unique 

value of rs where both surface energy values are the same. Here, consistency exists.  

The above principle can also be applied to facetted particles as we address in Appendix C 

(Section C2). There, we derive an adapted Tolman equation for various facetted particles and 

show there is a negligible deviation (< 1%) from the classical equation for particles as small as 

~1 nm.   

4.2.6 Sign and value of the Tolman length 

Analysis of the liquid-vapor interface of water by Tolman24 suggested a positive value for the 

Tolman length of about δ ~+0.1 nm. More recently, a molecular dynamics simulation of vapor 

pressures of water nanodroplets is in accordance with a positive value for the Tolman length, 

being in the range of about 0.04–0.08 nm.27 In another very recent contribution,28 the 

formation of nanocavities in water has been studied with state-of-the-art molecular dynamics. 

From the generated data, the authors derived a higher value for the Tolman length of δ ~+0.2 

nm. However, in their approach the planar surface tension γ∞ was used as a fitting parameter 

resulting in an incorrect value for γ∞; moreover, the surface tension was scaled to the 

equimolar surface rather than to the surface of tension. In our reinterpretation of these data 

(see Appendix C, Section C4), we find a Tolman length of δ ~+0.07 nm, in line with the other 

data. Literature thus suggests a positive value for Tolman length for the liquid-vapor interface 

of water, being likely about +0.06 ± 0.02 nm. Positive numbers are also found for other 

liquids.24, 26  

A positive value for the Tolman length implies that the surface tension for nanodroplets (γr) is 

lower than for bulk liquids (γ∞).  It also indicates that the surface of tension is located within 
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the equimolar surface as given in Figure 4.3a. The question arises where the surface of tension 

is located in the solid-gas interface of MeNPs. 

In Figure 4.2, we have presented a number of options for calculating the surface area, each 

corresponding to a unique interfacial position of the surface of tension. Importantly, each of 

these surfaces is located at some distance from the equimolar surface, either inside or outside, 

as shown in Figure 4.4 for the [100] face of metallic FCC particles. As a result, the surface 

definitions correspond to different Tolman lengths and therefore, to different size-

dependencies of surface energy according to equation 4.6. 

 
Figure 4.4 Positions of the surface of tension according to different definitions and the equimolar 
surface in solid metallic surfaces. The figure shows a to-scale cross-section, perpendicular to the [100] 
face. The centers of atoms are represented as black dots, the atomic shells as blue circles; the shaded 
sections of atoms have the same volume. The physical surface area is placed on top of the outer shells 
of the surface atoms. The surface according to method A (see Figure 4.2) runs through the centers of 
surface atoms. The surface according to method B (see Figure 4.2) is located above the physical 
surface. The overlap of atoms implies that a higher atomic density is found in the bulk of the crystal 
there then at the physical surface. The equimolar surface is located where the overlapping portion of 
the surface atom, is equal to the missing overlapping section. For more detail, we refer to Appendix C 
(Section C5). 

The location of the equimolar surface in Figure 4.4 (bold dashed line) follows from the crystal 

structure and is different for different crystal faces. In the FCC crystal structure with atoms of 

radius ra = ½ da, the position can be expressed as the distance to the cores of surface atoms, 

being √½ ra for the [100] face and √⅔ ra for the [111] face (see Appendix C, Section C5). Since 

the physical surface as defined above is positioned at a distance of ra from the cores of surface 

atoms, the resulting Tolman lengths are δ[100] = (√½ − 1) ra = −0.146 da and δ[111] = (√⅔ − 1) ra = 

−0.093 da.  

For the surface according to method A, the [100] and [111] faces have Tolman lengths of δ[100] 

= √½ ra and δ[111] = √⅔ ra. For the surface of Method B, the Tolman length depends on particle 

geometry; in case of cuboctahedra, the Tolman lengths for the [100] and the [111] face are 

δ[100] = −√½ ra and δ[111] = −√⅔ ra (see Appendix C, Section C5). 
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For faceted particles, an average Tolman length can be calculated using the two Tolman 

lengths, δ[100] and δ[111] and the ratio between the total surface areas the facets, A[100] / A[111]. 

Surface area ratios for selected shapes are presented in Table 3, together with the 

corresponding overall Tolman lengths for the physical surface. Note that according to our 

analysis, the Tolman length will depend on the interatomic distance da and therefore, on the 

metal involved. 

Table 4.3 Ratio between surface area contribution of the [100] and [111] face for particles of various 
shapes and the corresponding overall Tolman lengths related to the physical surface. 

Particle geometry A[100] / A[111] δ 

Cuboctahedra     √3 / 1 −0.126 da 

Octahedra       0 / 1 −0.092 da 

Truncated octahedra       1 / √12 −0.104 da 

Icosahedra       0 / 1 −0.092 da 

Truncated decahedra       1 / √¾ −0.121 da 

4.3 Results and Discussion 

In this section, the thermodynamic consistency of the three surface area models will be 

evaluated first, showing that the physical surface is the only valid choice. Next, we will show 

that this finding has major implications for the size dependency of surface energy and that this 

improved understanding of size-dependency can be used to reveal other contributions to 

surface energy due to for instance crystal twinning. In the last part, we will analyze the size 

dependent surface thermochemistry in terms of enthalpy, Gibbs free energy, and entropy in 

order to broaden and deepen our insight into the differences between solid-gas and liquid-

vapor interfaces in general. 

4.3.1 Microscopic and Thermodynamic consistency 

In Theory, we have explained that the location of the surface of tension, although without 

physical meaning per se, cannot be freely chosen. We will use the data for gold cuboctahedra 

from Ali et al.40 to evaluate which of the discussed surfaces is consistent as the location of the 

surface of tension, if any.  

The size dependence of the surface energy of cuboctahedral AuNPs is plotted in Figure 4.5. 

The energy data were calculated with molecular dynamics using the embedded atom 

method.40 The symbols give the surface energy that is derived by scaling the calculated 

energies to the three surfaces. The dotted lines give the calculated size dependency according 

to the Tolman equation using the Tolman lengths corresponding to the respective surface 

definitions, using da = 0.288 nm for gold.47 A surface energy of γ∞ = 0.87 J nm−2 is used for 

macroscopic cuboctahedra, derived from the surface energies of 0.79 J m−2 for the [111] face 

and 0.92 J m−2 for the [100] face.40  
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Figure 4.5 Size dependency of surface energy of gold cuboctahedral nanoparticles for three different 
surface definitions, each leading to a different surface area (see Figure 4.2) and a different position in 
the interface (see Figure 4.4). Symbols show the surface energy derived from scaling the excess particle 
energy ∆Es to the different surface areas; the dotted lines give the surface energies that are predicted 
by the thermodynamic approach (eq 4.6) using the Tolman lengths (given in the panels) that follow 
from the different interfacial positions. Only for the physical surface do symbols coincide with the lines, 
implying consistency. 

As follows from Figure 4.5, the use of the physical surface leads to an excellent agreement 

between the atomically calculated surface energy and the thermodynamically calculated 

surface energy. Both other surface methods show a large discrepancy between atomic and 

thermodynamic scaling. 

In case of option A of Figure 4.2, the surface for scaling lies within the equimolar surface of 

the particle. It leads to underestimation of the surface area and overestimation of surface 

energy (symbols of Figure 4.5a). Simultaneously, this choice is equivalent with a positive value 

for the Tolman length, which leads to a decrease of the surface energy with decrease of 

particle size (dotted line in Figure 4.5a). In case of option B, one gets the opposite. It must be 

concluded that only scaling to the physical surface (Figure 4.5c) leads to internal consistency. 

For our analysis, the data for gold cuboctahedra published by Ali et al.40 fulfilled all the 

necessary criteria for our consistency analysis. In addition, we have interpreted other particle 

energy data41, 48-50  with the Tolman equation, as shown in Appendix C (Section C6). The results 

further support the physical surface as the thermodynamically consistent surface of tension. 

4.3.2 Surface energy and particle shape 

Based on the above conclusion, we may scale several data sets with particle energy data (J 

mol−1) to the physical surface area (m2 mol−1) for nanoparticles of different size and shape. 

The particle size dependency of the surface energy (J m−2) resolved may be used to gain insight 

in the various surface energy contributions in relation to the geometry. 

Figure 4.6 shows surface energies for very small, faceted silver nanoparticles. The open 

symbols have been calculated by Medasani et al.41 using density functional theory (DFT) in the 

generalized gradient approximation (GGA) for particle energy. Their way of energy scaling to 
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surface area leads to both a significantly higher surface energy and a much stronger size 

dependency than found with the consistent physical surface area (colored symbols). More 

recent data of Oliveira et al. 50 also point to a low size dependency of surface energy  (see 

Appendix C, Figure C6).  The data of Figure 4.6 are for particles of various shapes. However, 

the data set of Figure 4.6 is too limited to elucidate the role of particle geometry in relation to 

the size dependency of surface energy. This will be done using with the extensive data of Ali 

et al.40 (Figure 4.7).  

 
Figure 4.6 Surface energies for small silver nanoclusters as function of size. The strong size dependency 
calculated by Medasani et al.41 using a spherical approach (open symbols), drastically decreases after 
scaling to the consistent physical surface area (filled symbols). The physical surface area could be 
calculated for cuboctahedra (diamonds), an octahedron (triangle), and truncated cuboctahedra 
(squares). The structures of the open circles are insufficiently defined in the original publication to 
allow calculation of a surface area. 

Figure 4.7 shows the surface energy for a range of gold nanoparticles calculated by Ali et al.40 

Their surface energy values40 (open symbols) show a relatively steep rise towards the smaller 

particle sizes. This is the result of their use of method A for calculating the surface area. When 

scaled to the physical surface (colored symbols), most of the size dependency of surface 

energy disappears, as was also seen for their cuboctahedra (Figure 4.5).  

Size dependency for the truncated octahedra of Figure 4.7 has also been interpreted with the 

Tolman equation. As these particles vary in the relative contribution of the constituent crystal 

faces, each particle has different values for δ and γ∞, as discussed in Appendix C (Section C7). 

It results in a different model line for each of the particles, of which the relevant sections are 

shown in Figure 4.7 with full lines. The surface energy values found by scaling to the physical 

surface area closely match with the surface energy found with the Tolman equation (eq 4.6), 

using the different δ and γ∞ values involved.  
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Figure 4.7 Size dependency of the surface energy of gold nanoparticles calculated by scaling the excess 
particle energy40 to the surface area for particles of different shape approximated with a simplified 
geometrical approach given in Figure 4.2a (open symbols) or using the presently formulated physical 
surface area model (filled symbols). The decrease in surface area with the new scaling is most 
significant for the smallest particles (arrows). For each of the truncated octahedra, we also present the 
corresponding size dependency of surface tension calculated using equation 4.6 (short full lines). The 
surface area for icosahedra and decahedra follows directly from the formulae presented in Table 4.1; 
formulae used for the (non-regular) truncated octahedra are given in Appendix C (Section C7).  

For the icosahedral particles of Figure 4.7, the an increase rather than a decrease of the 

surface energy with particle size is found. This is likely related to the fivefold cyclic crystal 

twinning in the icosahedral structure, which leads to increasing internal strain with size.14  

4.3.3 Twinning energy 

Fivefold twinned icosahedral MeNPs consist of 20 tetrahedral subunits, and is bounded 

exclusively by [111] faces that contribute to a high particle stability due to their low surface 

energy. However, these subunits do not perfectly fit,51 which leads to an internal strain,14 

particularly at increase of the particle size. In addition, stacking faults at the twin-planes may 

contribute.52   

In the particle energy approach of Ali et al.,40 the energy contribution of fivefold twinning in 

icosahedra and decahedra cannot be distinguished from surface energy sec. However, the 

latter contribution can be quantified separately with our approach by calculating the surface 

energy expected according to the Tolman equation using the Tolman lengths of the crystals 

faces involved. The results are shown in Figure 4.8. 
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Figure 4.8 Twinning energy for icosahedra (a) and decahedra (b) of AuNP. The size dependent surface 
energies (dotted lines) were calculated with equation 4.6, using the Tolman length and bulk surface 
energy shown. The data points are the same as in Figure 4.7. The difference between line and data 
points is due to internal strain as result of twinning. 

Figure 4.8 shows the surface energy of the facets according to Tolman (dotted line) and the 

total excess particle energy of AuNP40 scaled to the physical surface. If the difference is 

attributed to twinning it suggests that this has a large influence on particle energy in 

icosahedra, while for the decahedra, this influence appears to be very small or even absent. 

This may be related to the much smaller degree of twinning in decahedra, which have a single 

5-fold twin axis, whereas icosahedra have twelve. 

Using the data in Figure 4.8, a total energy contribution due to twinning (aJ) has been 

calculated; this has been plotted against the total twin-plane surface area in Figure 4.9. Twin-

planes for icosahedra are defined as stretching between the cores of the central atom and 

two corner atoms, a visualized in Appendix C (Figure C7).  

 
Figure 4.9 Twinning energy of gold icosahedral nanoparticles plotted against the twin-plane area. 
Twinning energy is calculated as the difference between excess particle energy as calculated by Ali et 
al.40 and the product of the surface energy γr (eq 4.6) and the physical surface area. The 30 identical 
twin-planes in an icosahedron are defined as stretching between the centers of the central atom and 
two corner atoms; this is visualized in Appendix C (Figure C7).  
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 In Figure 4.9 the slope of the relationship between twinning energy and twin-plane area 

represents the strain energy. It slightly increases with size suggesting more strain energy per 

surface area in larger particles. This might be due to the increasing stress that is created in the 

center of the particle as suggested by the work of Mottet et al.43 The slope of the trendline 

represents the mean twin-plane energy, being ~0.06 J m−2. However, for the smallest 

icosahedral particles, a lower value (~0.03 J m−2) is found. The latter is in good agreement with 

the value found by Barnard52 for twin-planes in bulk gold (~0.03 J m−2), but our analysis 

suggests that it may be higher in larger icosahedral particles. 

4.3.4 Surface enthalpy 

Above, we have established that consistent scaling leads to a size dependency of surface 

energy that corresponds to a small, negative Tolman length. These results are very different 

than what has previously been found for water and other liquids. We not that as our analysis 

is based on data calculated for 0 K, our results are effectively based on the surface enthalpy. 

The question arises whether the observed size-dependency is a general surface enthalpy 

effect. To answer that question, we return for a moment to the water-vapor interface.  

For the water-vapor interface, Hiemstra11 recently noticed that surface enthalpy can be largely 

understood from enthalpy of evaporation. If surface formation of a droplet is considered as 

breaking an increasing number of bonds, the limit of the process is formation of a gaseous 

H2O molecule. The corresponding enthalpy of surface formation should then be equal to the 

enthalpy of evaporation. Indeed, the surface area of a single water molecule (m2 mol−1) 

multiplied by the macroscopic surface enthalpy of water (J m−2) yields a value only slightly 

lower than the enthalpy of evaporation (kJ mol−1), as illustrated in Figure C8 of Appendix C. If 

the Tolman equation is applied to the surface enthalpy, both values can be unified. Although 

uncertain, the estimated Tolman length for water (see Appendix C, Section C4) will be about 

 = −0.014 nm. The Tolman length is negative and the value is of the same order as the values 

found above for MeNPs ( ~−0.12 da = −0.034 ± 0.01 nm).  

4.3.5 Surface entropy.  

According to the above, the surface enthalpy for water increases at the nanoscale as it does 

for MeNPs. It shows that surface enthalpy behaves differently than surface Gibbs free energy, 

revealing an intriguing role of surface entropy. When the above approach for surface enthalpy 

can is applied to the Gibbs free energy of evaporation of water, a Tolman length of 0.04 nm is 

found, which compares well with  ~0.06 ± 0.02  nm, our estimate based on literature (see 

S4). The size dependent behavior of both energies is used to find the surface entropy term 

(T∆Ssurf). 

The above approach reveals the size dependency of the the surface entropy value (∆Ssurf), 

which can be described with an empirical equation ∆Ssurf,r = ∆Ssurf,∞ (1 + 0.18/re ), where re is 

the equimolar radius in nm. The absolute increase in surface entropy is higher than the  

increase in surface enthalpy. Although the surface enthalpy increases with decreasing particle 
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size, the surface entropy increases more, resulting in in a decrease in surface Gibbs free 

energy, as shown for water in Figure 4.10a (dotted lines). 

 
Figure 4.10 Size dependency of surface enthalpy (∆Hsurf) and surface free energy (∆Gsurf). Shown are (a) 
values at room temperature for the liquid-vapor interface of water and the solid-vapor interface of 
gold and (b) values for the solid-vapor interface of gold at its melting temperature. The difference 
between both energies is the surface entropy (T∆Ssurf). For water (a), surface entropy changes the size 
dependency of ∆Gsurf because surface enthalpy is relatively low. For metals at room temperature (a), 
having a much (~10 times) higher surface enthalpy but a similar surface entropy (Table 4.4), the surface 
free energy trend remains upwards. However, as shown in the right panel, this changes at elevated 
temperatures, where the influence of surface entropy is much higher. In case of metal melting, this 
trend is enhanced. 

To understand the size dependency of the surface Gibbs free energy of metals, we must 

therefore focus on the surface entropy of these materials. Based on general estimates for 

metals,53 a surface entropy for solid gold is ~0.23 mJ m−2 K−1 at the temperature near melting.  

This value is nearly equal to the entropy of the ice-gas interface (~0.26 mJ m−2 K−1) given by 

Hiemstra.11 In case of molten Au, the surface entropy values are in the range of ∆Ssurf = 0.15 ± 

0.01 mJ m−2 K−1 54-56 and this value is equal to the entropy of the liquid-vapor interface of 

H2O,11 showing consistency. According to Tyson and Miller,53 surface entropy Ssurf at room 

temperature is expected to be around half of the value at the melting temperature (see 

Appendix C, Section C9). Taking the above value for surface entropy of solid gold near the 

melting temperature as our best guess, we obtain a value of ∆Ssurf ~0.10 mJ m−2 K−1 at room 

temperature (Table 4.4).  
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Table 4.4 Surface energy data for water, gold, and silver in the solid-gas and liquid-gas interface at 
absolute zero, room temperature, and melting temperature (TM).53 

 
T  

(K) 

∆Gsurf  

(J m−2) 

∆Hsurf  

(J m−2) 

T∆Ssurf  

(J m−2) 

∆Ssurf  

(mJ m−2 K−1) 

H2O (s) 273.15 (TM) 0.0692a 0.140a 0.071a 0.26a 

H2O (l) 273.15 (TM) 0.0756a 0.114a 0.038a 0.14a 

H2O (l) 298.15 0.0720a 0.118a 0.046a 0.15a 

Au (s) 0 1.50b 1.50f 0g ≡ 0h 

Au (s) 298.15 1.49b 1.52f 0.030g 0.10i 

Au (s) 1337 (TM) 1.34c 1.64f 0.31g 0.23j 

Au (l) 1337 (TM) 1.13d 1.33f 0.20g 0.15k 

Ag (s) 0 1.25b 1.25f 0g ≡ 0h 

Ag (s) 298.15 1.24b 1.27f 0.030g 0.10i 

Ag (s) 1235 (TM) 1.10c 1.38f 0.28g 0.23j 

Ag (l) 1235 (TM) 0.935e 1.19f 0.20g 0.21l 
a From Hiemstra11 
b Applying equation S7 
c Equal to 1.18γ,53 where γ refers to the liquid-gas interface at T = TM  
d Average value for liquid gold at T = TM

54-56 
e Average value for liquid silver at T = TM

57-59
 

f Applying ∆Hsurf
  = ∆Gsurf + T∆Ssurf 

g Calculated from ∆Ssurf 
h By definition (≡) 0 
i According to the temperature dependency of entropy53 (see Appendix C, Figure C9) 
j General estimate for solid metals using 1.8R/(1.612 NA

⅓ Vm
⅔)53 

k Derived from the average dγ/dT of liquid gold54-56 
l Derived from the average dγ/dT of liquid silver57-59 

4.3.6 Surface Gibbs free energy 

In contrast to the surface entropy, the surface enthalpy is much higher for gold than for water. 

Very little data are available on the precise value for the surface enthalpy of solid metals. In 

Appendix C (Section C9), we estimated the value for gold and silver using the work of Tyson 

and Miller.53 For gold, a value of ∆Hsurf = 1.52 J m−2 is expected at room temperature (Table 4). 

Following the same approach as used above for water, the surface enthalpy of gold can be 

unified with the enthalpy of atomization (366 kJ mol−1) if a Tolman length of δ = −0.009 nm is 

used (see Appendix C, Figure C8). If we assume a similar size dependency of surface entropy 

for water and gold, i.e. ∆Ssurf,r = ∆Ssurf,∞ (1+0.18/re), one can calculate an estimated size 

dependency for the surface Gibbs free energy of solid gold nanoparticles, as given in Figure 

4.10. 

Figure 4.10a shows that, at room temperature, the surface entropy contribution for gold is 

very small compared to the surface enthalpy. Though still strongly size dependent, the 

absolute value of the increase in surface entropy at small particle size is insignificant compared 

to the increase in surface enthalpy. As a result, a similar trend is seen for size dependency of 

the surface enthalpy and surface Gibbs free energy and the corresponding Tolman length will 

thus be negative for AuNPs at room temperature.  
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Figure 4.10b shows the completely different situation at strongly elevated temperature (1337 

K). Here, the surface entropy term T∆Ssurf is much higher, due to increase of T and as well ∆Ssurf 

(Table 4). As a result, the absolute increase in surface entropy at small size exceeds the 

increase in surface enthalpy, and the surface Gibbs free energy decreases at smaller particle 

sizes. Experimentally, decreasing surface free energy values at smaller sizes have been found 

for silica nanoparticles at elevated temperature (1100 K),60 suggesting this principle may be 

extended to other materials. 

For water nanodroplets and nanobubbles, the surface entropy has a relatively strong influence 

even at room temperature (Figure 4.10a) due to the much lower surface enthalpy. It results 

in a positive size dependency for the surface Gibbs free energy at room temperature, while 

for gold this is only seen at very high temperatures.   

The above analysis has also been performed for silver with similar results as for gold (see Table 

4). It implies that a similar size dependence of surface Gibbs free energy can be expected, 

which is supported by our interpretation of additional computational data in Figure C6 of 

Appendix C. Note, however, that at ambient atmospheric conditions, surface energy values 

for AgNPs may be notably different from values for the pure solid-gas interface, as this metal 

is thought to be covered by a layer of subvalent silver at atmospheric conditions.61 A low 

surface energy value (~0.7 J m−2) is found for this interface in water-AgNP systems when 

relating the equilibrium concentration of Ag+(aq) to particle size.19 No data are currently 

available to quantify the size-dependency of surface Gibbs free energy if subvalent Ag is 

present in the interface. 

In summary, the size dependency of the surface Gibbs free energy strongly depends on the 

magnitude of the surface entropy relative to the surface enthalpy. It explains the why the low 

enthalpy liquid-vapor interface of H2O behaves completely different from the high enthalpy 

solid-gas interface of MeNPs at room temperature, where their surface entropy values are 

similar. At high temperature, where the entropy contribution is much higher, the size 

dependency of the surface Gibbs free energy of metals may change towards a behavior with 

similarities to that of water at room temperature.  

4.4 Conclusions 

There is insufficient awareness in the literature of the importance and implications of the 

surface area in scaling particle energies. The interfacial position and the area of a surface are 

intrinsically linked, whatever method is used to approximate it. In this work, we investigate 

three methods for calculating the surface area of polyhedral nanoparticles (Figure 4.2). For a 

particle of a given size and shape, these surface area methods dictate a position of the surface 

in the interface (Figure 4.4). Its distance from the equimolar surface, a hypothetical, infinitely 

sharp boundary between phases, gives the Tolman length, which can be used for predicting 
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the size dependency of the surface enthalpy thermodynamically. The Tolman lengths involved 

have been derived structurally for main crystal faces of FCC metals (Table C3). 

In the present work, the Laplace equation is used to generalize the Tolman approach for 

particles of any shape. The shape factors involved have been derived for facetted 

nanoparticles (Table 4.2) as well as oblate and prolate spheroids (see Appendix C, Figure C2).  

The size dependencies of surface enthalpy, as predicted by the Tolman lengths and by scaling 

of excess particle energy to the surface areas, are compared for the different surface 

definitions of Figure 4.2; Figure 4.5 shows that only scaling to the physical surface area, 

formulated in the present work (Table 4.1) leads to consistency between the thermodynamic 

and the atomic approach of surface energy. 

Surface energy values for faceted nanoparticles found in literature have been reinterpreted 

using the thermodynamically consistent physical surface area (Figure 4.6, 4.7, and C6). It is 

found that surface energy increases only slightly with size for very small particles (typically ~3 

nm), which is in stark contrast to surface energy trends presented in literature. Scaled to the 

physical surface, surface energies can be as much as 100% lower than using other 

(inconsistent) surface area approaches. It clearly demonstrates that surface area is not a trivial 

parameter in scaling atomic energy. It is as important as the accurate calculation of excess 

particle energy itself.   

Our scaling of the energy of AuNPs reveals that the size dependency of the surface energy 

may strongly vary with the crystal habit (Figure 4.7). In contrast to regular cuboctahedral and 

truncated octahedral shapes, a significant increase of the surface energy was found for 

icosahedral nanoparticles of increasing size. This can be attributed to an energy contribution 

due to crystal twinning, which increasingly creates internal strain. The internal strain due to 

twinning can be distinguished from the external surface energy by applying the physical 

surface and associated Tolman lengths (Figure 4.8). It elucidates and quantifies the large role 

of twinning in the energetics of icosahedra and the limited role in decahedra. For icosahedra, 

the mean twin energy is ~0.06 J m−2. 

The size dependency of the surface Gibbs free energy of MeNPs is equivalent with a negative 

Tolman length. This is very different in comparison to the liquid-vapor interface of water, for 

which the Tolman length has a positive sign (~+0.06 ± 0.02 nm), meaning that the surface 

Gibbs free energy decreases at smaller size. However, the surface enthalpy of the liquid-vapor 

interface of water can be interpreted with a negative Tolman length (~−0.014 nm). By 

comparing both interfaces, we derive that these differences can be explained by the relative 

contribution of the surface entropy (Table 4.4), being large in the case of water and small in 

the case of metals such as Au and Ag (Figure 4.10a). At higher temperatures, surface entropy 

increases and becomes relatively more important, which can completely change the size 

dependency of surface Gibbs free energy (Figure 4.10b). 
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Our work provides a theoretical framework that allows scaling of energy in a consistent 

manner, unifying the atomic and thermodynamic approach. The physical surface, as defined 

here, includes the surface area contribution of the edges and corners. Our work demonstrates 

that, at the nanoscale, atoms should be viewed as three-dimensional objects: the surface area 

contribution of a spherical atomic surface is crucial for understanding the size dependence of 

the surface energy of small MeNPs and metallic clusters. 
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Abstract 

In this work, we have studied the relationship between the coordination of surface atoms and 

their energy. A coordination (CN) model is formulated that excellently describes and predicts 

the energy of metallic nanoparticles as a function of size and shape, using coordination 

numbers of surface atoms in combination with the experimental energy of the uncoordinated 

atom (corrected cohesive energy). The CN model allocates surface energy contributions to 

specific surface atoms, revealing that corner atoms, despite their high energy, hardly 

contribute to surface energy due to their low abundance. Edge atoms, however, contribute 

significantly throughout the entire nanoscale (1–100 nm), emphasizing the importance of 

accounting for edge effects in thermodynamic surface models. We have applied the CN model 

to distinguish external from internal energy contributions found in e.g. decahedral and 

icosahedral particles due to crystal twinning. An energy contribution for the twin-plane is 

identified (18 mJ m−2), as well as a much higher contribution due to strain energy for 

icosahedra. The latter is the main contributor to low stability of icosahedra at larger size. The 

CN model can also be applied to predict the surface energy of macroscopic crystal faces of 

solid FCC metals using the experimental cohesive energy as the only input, showing excellent 

agreement with experimental data. Moreover, model calculations can contribute to the 

evaluation of MO/DFT derived surface energies of crystal faces. Based on the calculated 

energy contributions of all atoms of a nanoparticle, our model can predict the size and shape 

dependency of surface energy by applying scaling to the thermodynamically consistent 

surface area, revealing Tolman lengths between −0.015 to −0.019 nm for variously shaped 

gold and silver nanoparticles. A negative value of the Tolman length illustrates that the surface 

enthalpy of non-twinned particles increases at smaller sizes due to the increased contributions 

of edges and corners. Finally, with our model for coordination and twinning energy, the 

stability of various particle geometries have been evaluated showing stability of icosahedra at 

small size and stability of Marks decahedra at larger sizes. The precise value of the crossover 

point is highly dependent on the energy contribution of internal strain.  
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5.1 Introduction   

Metallic nanoparticles (MeNPs) offer a wide range of technological and scientific applications 

including catalysis,1-3 photocatalysis,4, 5 imaging,6 sensing,7, 8 and biosensing.9, 10 However, 

concerns with regards to human health and environmental impact have also been raised. 

Silver nanoparticles (AgNPs) in particular are associated with inflammatory reactions,11, 12 and 

negatively impact terrestrial13-15 and aquatic16-18 organisms.  

Central to opportunities and threats of MeNPs are size, shape, and surface energy. The size 

and shape of MeNPs control catalytic selectivity19 and optical properties20 relevant for imaging 

and sensing, while surface energy controls the size dependence of toxicity of AgNPs.21 In 

addition, surface energy is a dominant energy term in particle formation, affecting 

nucleation,22 growth,23, 24 and twinning.25 In the present work, we will focus on the different 

atomic contributions to surface energy, as these closely tie in to the size and shape of 

nanoparticles, as we will see. 

The most obvious contributors to the surface energy of a nanoparticle are the various types 

of crystal faces. Due to the arrangement of atoms in a crystal lattice, a limited number of highly 

regular surface structures can be formed with different surface energies. The stability of a 

particle depends on the total surface energy contribution ∆ES (J), which is the product of 

surface energy γ (J m−2) and surface area A (m2). It leads to a drive for the formation of both 

low energy surfaces and low area shapes. Based on this concept, the lowest energy shape can 

be estimated for different metals, if accurate surface energy values are available for the major 

crystal faces.26 First principles calculations reveal that these crystal faces strongly differ in 

surface energy.26-34 The surface energy of different crystal faces can be largely understood 

based on their surface structure, as we will show with the coordination model that we will 

develop here.  

In addition to the crystal faces, edge and corner atoms contribute to surface energy. This is 

particularly important at the small end of the nanoscale, as the fraction of edge and corner 

atoms increases at smaller size. Edge and corner atoms have a higher energy than other 

surface atoms, and it is often assumed that this leads to a higher overall surface energy in 

smaller MeNPs. To obtain the surface energy for very small particles, it is therefore essential 

to use a more sophisticated approach than accounting only for the crystal faces.  

For small clusters of atoms, one may perform ab initio energy calculations to get the particle 

energy in excess to the energy of bulk material. By scaling this excess energy to the surface 

area, the surface energy can be derived. As we have very recently demonstrated,35 it is 

essential that the surface area used for scaling is thermodynamically consistent as the surface 

of tension. With consistent scaling, an increase in overall surface energy is found with 

decreasing size for regular, i.e. non-twinned, MeNPs. However, such a holistic approach does 

not yet explain and explicitly specify the relative contribution of atoms at the edges, corners, 

and faces. 
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In the some thermodynamic models, energy contributions of edge and corner atoms have 

been formalized, 36, 37 but the importance of these contributions is largely unknown. This may 

be the reason that their energy contribution has not been included in the final chemical 

stability calculations with these models.36, 37 One of the goals of the present work is to gain 

insight in the energy contributions of various types of surface atoms, edge and corner atoms 

included, and understand and quantify their role in the size dependency of the surface energy 

of MeNPs. 

The energy contributions of crystal faces, edges, and corners are external, and may form an 

incomplete picture for MeNPs that also have internal energy contributions. The drive to 

minimize surface energy can lead to changes in the internal structure, which gives rise to a 

different class of energy contributions. Well-known examples are cyclic twinning as found in 

icosahedral and decahedral nanoparticles,38 and reconstruction to a different crystal lattice.39 

While these structural changes lead to a higher internal energy of MeNPs, this is compensated 

by promoting low energy surfaces. Such effects are therefore typically observed in the 

smallest particles, where the influence of the surface on excess energy is greatest. While five-

fold twinned particles are regularly observed,40-42 relatively little information is available about 

the energy contribution of twinning or restructuring. In this work, we will perform a 

quantitative analysis of to date available computational energy data of MeNPs with fivefold 

crystal twinning over a large range of particle sizes. 

Computational modelling offers important insights in the energetics of metallic 

nanoclusters43-46 and crystal faces.26-34 However, computational methods do not yet provide 

undisputable results. For the same structures or surfaces, large differences exist in the 

energies calculated with different computational methods and even when using the same 

method. The agreement with experimental data, as far as these are available, is highly 

variable, limiting applicability of the results.33, 34 Moreover, the “true” energy of crystal faces 

is unknown, which hampers the development and testing of more advanced computational 

methods at a higher rung of the Jacobs ladder of quantum chemistry.47 Furthermore, insight 

in how material properties vary at the nanoscale is limited by the fact that the energy 

contributions for surfaces, edges, corners, and crystal twinning are not differentiated in 

current computational methods. To address these issues and gain valuable insight into the 

energetics of nanoparticles, we will develop here a model for surface and twin energy that 

specifies the various external and internal energy contributions of atoms to the overall excess 

energy of nanoparticles.  

Our surface model approach is based on the notion that the energy of an atom is related to 

the coordination number and the cohesive energy of the bulk.48, 49 The role of surface 

coordination has been demonstrated in the analysis of the surface energy of different 

macroscopic crystal faces,28 and its application to assess the accuracy of DFT calculations.31 In 

the present study, the coordination concept will be extended to include edge and corner 

atoms. It will be combined with a surface structural analysis of a range of particle geometries 
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to provide a mechanistic framework for elucidating the size and shape dependency of the 

surface energy of MeNPs. With our coordination (CN) model, we will evaluate data collected 

with advanced computational methods. The objective is to quantify high and low energy 

contributions of edges, corners, and faces. As will be shown, this will also allow us to 

differentiate explicitly between internal and external energy and derive contributions of 

crystal twinning and internal stress. Using the resulting model description for external surface 

energy contributions, twinning energy can be attributed to the various types of atoms in the 

interior. 

Our treatment will start with formulating a model for quantifying surface energy contributions 

based on metal coordination and surface densities. The energy of atoms at corners, edges, 

and crystal faces will be quantified within a single framework. For understanding the 

limitations of the coordination (CN) model and for optimizing the parameters, the concept will 

be first applied to crystalline nanoparticles without an internal energy contribution. A further 

validation step will be to compare predictions of macroscopic surface energy values for several 

metals to values based on experiments.  

Using the optimized model, the total energy of twinned nanoparticles can be compared to the 

external surface energy contribution. The difference will be systematically analyzed to 

understand how internal energy varies with particle size, morphology, and crystal structure, 

with the goal of identifying different energy contributions due to twinning energy. Together, 

the internal and external energy contributions can be used to build a complete model that 

specifies the energy contribution of the various atoms of metallic nanoparticles to the overall 

excess energy. 

Once derived and calibrated, the full model will be applied to predict for various metals the 

external and internal excess energy contributions of nanoparticles of different size and 

shapes. The calculated excess energies will be scaled to the surface in a thermodynamically 

consistent manner, as established recently,35 providing realistic surface energy values and an 

overview of the size-dependency for particle of different shapes. Moreover, excess energies 

for different particles will be compared in order to assess how the stability of different shapes 

changes with particle size. 

5.2 Theory 

In this section, we will review the relation between the coordination of surface atoms and the 

surface energy. We will use this to construct a framework for predicting the surface energy of 

nanoparticles based solely on the coordination of surface atoms. For this, we start by analyzing 

the surface energy of crystal faces, leading up to an expression for the energy contribution of 

individual atoms, based on their coordination number. Our final model is obtained when the 

latter is combined with a model for the number of different types of atoms and their 

coordination in a geometrical particle of a given size. 
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5.2.1 Surface energy of crystal faces  

The surface energy of low index [hkℓ] crystal faces is related to the coordination number of 

surface atoms. In the bulk, atoms are fully coordinated, having 12 nearest neighbors at 

identical distance in the case of the FCC metals. At the surface, up to half of these nearest 

neighbor bonds may be absent, increasing the energy of surface atoms with respect to bulk 

atoms. When this energy difference is scaled to the surface area, a surface energy γ (J m−2) is 

obtained.  

For FCC metals, a variety of crystal faces can be defined, which may have atoms in multiple 

positions i, with coordination numbers CNi between 6 and 11 (see Table D1). For a surface 

atom i, the decrease in the number of bonds, i.e. the change of its coordination number ∆CNi, 

is equal to the difference between the coordination number of a bulk atom CNB and that 

surface atom CNi. By combining ∆CNi with the appropriate atomic surface densities Γi (atoms 

nm−2), the total number of broken bonds per unit surface area X can be found for the different 

crystal faces, according to:  

𝛸 =∑𝛤𝑖∆CN𝑖 =∑𝛤𝑖(CNB − CN𝑖) =∑𝛤𝑖CNB (1 −
CN𝑖

CNB
)                                              (5.1) 

An overview of atomic surface densities (Γi) is given in Table D1. 

When using the above scaling to unit of surface area, a remarkably strong correlation is found 

between surface density of broken first neighbor bonds (nm−2) and the surface energy (aJ 

nm−2). This is illustrated in Figure 5.1 for data by Galanakis et al.,28 but similar results are found 

for surface energy data of a variety of FCC metals (see supporting information, Section D1).  
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Figure 5.1 Surface energy (J m−2 or aJ nm−2) of metallic gold and silver, for various low index surfaces, 
plotted against the surface density of broken bonds, ∑ Γi ∆CNi (eq 5.1). Surface energies were 
calculated28 using molecular orbital density functional theory (MO/DFT). Note that the dotted lines 
pass through the origin (not visible), i.e. the slope of the model line represents an average energy per 
broken bond. A similar proportional relation is found for surface energies of a variety of other metals 
calculated using different first principles methods, as shown in the supporting information (Section 
D1). 

In Figure 5.1, the data strongly suggest a proportional relationship exists between the surface 

density of broken bonds and the surface energy. Each line in Figure 5.1 passes through the 

origin and the corresponding slope gives information about the mean energy associated with 

the breaking of a single bond Eb ≡ γ / Χ.  It shows that surface energy can be very well 

understood based solely on the breaking first-neighbor bonds. Moreover, it implies that the 

surface energy of any crystal face of a metal can in principle be predicted with reasonable 

accuracy after calibration of the relationship using the surface energy of a single crystal face.   

5.2.2 The surface energy contribution of atoms 

Using the above definition of bond energy Eb, one may calculate the excess energy of a surface 

atom with respect to a bulk atom. For different types of surface atoms i, the excess energy ∆Ei 

can be estimated using the number of broken bonds, i.e. ∆Ei = Eb (CNB − CNi) = Eb ∆CNi. This 

method, in which Eb is assumed to have a constant value, yields excellent estimates for surface 

atoms with coordination numbers between 6 and 11. 

At a constant bond energy, the energy of a completely uncoordinated atom (∆CN = 12), or 

cohesive energy, would be equal to 12Eb. Using this hypothetical relationship, bond energies 

could be directly obtained from cohesive energy values that have been established 

experimentally for most metals.50, 51 However, this method is flawed. The reason is that the 

remaining bonds increase in strength at a decrease of the coordination number of an atom. In 

other words, the bond energy is not constant, but increases slightly for each subsequent 

broken bond. This observation is in line with well-known concept of Pauling for the bond 

strength in ionic minerals,52 stating that it increases with decrease of the coordination. As a 

result, the proportional relationship found above is not valid at higher values of ∆CN.  
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The relationship between coordination number and atomic energy is visualized in Figure 5.2, 

where the dotted line represents the atomic energy for typical bond energy values obtained 

using Eb = γ / Χ, while the full blue line gives a more realistic depiction of how atomic energy 

changes with coordination number. The surface atoms for common crystal faces have a 

coordination number between 6 and 11 (see Table D1). In this range, the atomic energy can 

be approached with a linear relationship, as indicated by the red area. However, at a lower 

coordination number, as found for corner atoms, the atomic energy will be higher, to be 

quantified next. 

 
Figure 5.2 Conceptual relationships between the coordination number of an atom and the atomic 
energy ∆Ei. The dotted (black) line shows the atomic energy as a function of the coordination number 
assuming a constant energy per bond (Eb), irrespective of the coordination number. The full (blue) line 
represents the atomic energy in case of an increasing bond strength at lowering of coordination that 
follows from eq 5.2 assuming E0 = Ecoh. For low index crystal faces with CNi = 6 – 11 (the shaded area), 
the value of Eb is more or less constant; it can be applied in eq 5.1 for calculating the surface energy of 
crystal faces as a function of the coordination density. 

Methfessel et al.48 studied the relation between atomic energy and coordination number for 

metals in various 0, 1, 2, and 3 dimensional structures using DFT in the full potential linear 

muffin-tin orbital approximation. The energies for these structures with CN = 2–12 suggested 

the following relationship between the energy of atoms and their coordination number: 

∆𝐸𝑖 = 𝐸0 (1 − √
CN𝑖

CNB
)                                                                                                                        (5.2) 

In the above equation, E0 represents the energy of an uncoordinated atom (CN = 0) without 

spin-polarization, which is about 10–20 % higher than the cohesive energy (Ecoh) that does 

include spin-polarization.48  

In literature, some varieties to the very basic equation for atomic energy (eq 5.2) have been 

proposed. Methfessel et al.48 suggested the addition of a linear term with a fitted coefficient 
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to account for a repulsive term, which leads to a slightly improved fit for their data. 

Alternatively, Xiong et al.53 have suggested that a cube root function may be more suitable for 

corner atoms, while a combination of a cube and a square root is appropriate for edges, 

though no rationale is given for this choice. In the present work, we restrict ourselves to the 

square root function, as it leads to very good results in our model. 

5.2.3 Coordination model: Excess energy of nanoparticles 

For a MeNP, the presence of surface atoms will lead to an increased energy with respect to 

the bulk. This external excess energy ∆ES can be approximated by the sum of the energy 

contributions of all surface atoms, i.e. ∆ES = ∑∆Ei.  In combination with equation 2, the excess 

energy of a regular nanoparticle can be found with: 

∆𝐸S =∑∆𝐸𝑖 = 𝐸0∑𝑁𝑖 (1 − √
CN𝑖

CNB
)                                                                                     (5.3) 

where Ni is the number of times a surface atom of type i is found on a cluster. For application 

of the above equation, we have analyzed the atomic structure of MeNPs of different shapes, 

i.e. icosahedral, truncated decahedral, cuboctahedral, octahedral, and truncated octahedral 

nanoclusters. 

On a particle, we can distinguish between face atoms, edge atoms and corner atoms, as 

illustrated in Figure 5.3. Depending on the particle geometry, there may by more than one 

type of face, with a different structures and coordination numbers. More complex particles, 

such as the truncated decahedron, may also have multiple types of edges and corners. The 

different atom types and their coordination numbers are summarized in Table 5.1 for a set of 

selected geometries. 

 
Figure 5.3 Graphic representation of three small nanoclusters with the cuboctahedral geometry that 
differ in edge-length (s), expressed in a number of atoms. For smaller particles, the fraction of corner 
(red) and edge (orange) atoms increases at expense of face atoms (yellow). In the smallest cluster, all 
surface atoms are corner atoms, whereas in the largest cluster, corner atoms comprise only 12 out of 
92 surface atoms. The given particle size is an equivalent diameter, calculated from the total number 
of atoms NT, using d = (6/π∙NT/NAv∙M/ρ)⅓ with M as the molar mass and ρ as the mass density. 
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Figure 5.3 illustrates that, while the number of corner atoms is fixed, the number of face and 

edge atoms is size dependent. The varying number of atoms on the faces and edges can be 

expressed as a function of the number of atoms along the edges s, where s includes the corner 

atoms. While icosahedra, cuboctahedra, and octahedra have only a single edge-length, 

truncated decahedra and truncated octahedra can have two different edge-lengths. In Table 

1, these are referred to as s1 and s2, respectively indicating the edges between two [111] faces 

and the edges between a [111] and a [100] face. Formulae to calculate the number of each 

atom type on the different particle geometries are given in Table 5.1. The total number of 

atoms NT in the various particles can also be expressed as a function of s (or of s1 and s2); these 

equations are given in the supporting information (Section D2). The equations in Table 1 will 

be applied together with the coordination number to calculate the external excess particle 

energy ∆ES, created by surface atoms as a result of a decrease of the metal coordination (eq 3). 
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5.3 Results and discussion 

5.3.1 External excess energy of MeNPs 

With the above CN model (eq 3), we can calculate the external excess energy ∆ES of different 

shapes of nanoparticles as result of the presence of surface atoms having a lower 

coordination. The calculated value of ∆ES can be compared to the excess energy of particles 

derived in literature with advanced computational methods. This is shown in Figure 5.4 for a 

variety of regular, i.e. non-twinned, gold and silver nanoparticles; these particles are expected 

to have exclusively external excess energy contributions. 

 
Figure 5.4 Comparison of excess energies ∆Es of clusters of gold (a) and silver (b), found by first 
principle calculations (vertical axis) and by application of the coordination (CN) model for surface 
atoms (horizontal axis), using the value of the zero coordination energy E0 as adjustable parameter. 
Computational data refer to DFT-GGA43 (a) or  DFT-GGA44 (b). The dotted line represents the 1:1 ratio. 

In Figure 5.4a, we have plotted the excess energy data for gold nanoparticles of different 

shapes, calculated by Barnard and Curtis43 using DFT-GGA (∆ES-DFT) against our own model 

prediction. An excellent 1:1 relation is found with the excess particle energy calculated with 

the metal coordination model (∆ES-CN model), when applying a zero-coordination energy of 

E0 = 0.59 aJ per atom or 357 kJ mol−1 in eq 5.3. This value of the zero-coordination energy E0 

can be derived graphically by plotting ∆ES-DFT versus the ∑ factor of eq 5.3, leading to a linear 

relationship with a slope E0 as we illustrate and discuss in the supporting information (Section 

D3).   

Figure 5.4b shows the excess energy of silver nanoclusters, calculated by Medasani et al.44 

using DFT-GGA. Our analysis of the data shows a near perfect 1:1 relation is obtained with 

E0 = 0.44 aJ = 265 kJ mol−1 if an additional constant energy contribution of 0.40 aJ per cluster 

is included as discussed in more detail in the supporting information (Section D3). We note 

that the geometry for two quasi rhombicuboctahedral clusters of Figure 5.4b used by 

Medasani et al.44 are not defined in Table 1; these are described in detail in the supporting 

information (Section D4). 
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Liu et al.,46 have calculated excess energies of truncated octahedral AgNP as well as for crystal 

faces using DFT-LDA. Using E0 = 0.66 aJ = 396 kJ mol−1 used in eq 5.3, an almost perfect 1:1 

relationship is found between the computational data and the CN model for the truncated 

octahedra and the [111] face (results not shown). Contrasting to this, for the [100] face, a 

value of E0 = 0.60 aJ or 363 kJ mol−1 is found, for reasons unknown. 

The zero-coordination energies E0 established above for Ag and Au can be compared (Table 

5.2) to the cohesive energy as calculated in the same works. Barnard and Curtis43 reported a 

cohesive energy of 0.51 aJ or 309 kJ mol−1 for bulk gold while Liu et al.46 calculate a value of 

0.56 aJ or 339 kJ mol−1 for silver. Medasani et al.44 reported a value of 0.45 aJ or 272 kJ mol−1 

for silver using DFT-GGA, but express their concern that the small, localized basis set may lead 

to an overestimation of the cohesive energy; an alternate value of 0.39 aJ or 232 kJ mol−1 is 

obtained with first principles plane-wave GGA. The energy levels of MO computation may 

differ, but more importantly, the zero-coordination energies E0 are systematically higher than 

the reported cohesive energies Ecoh, as shown in Table 5.2. This is in excellent agreement with 

the work of Methfessel et al.,48 who expected a difference of 10–20% as a result of  the lack 

of magnetic spin polarization in surface atoms. According to the E0 values derived here (Table 

5.2), the difference is 16 ± 1%. 

Table 5.2 Zero-coordination energies E0 derived by our analysis (Figure 5.3 and Figure D2) and cohesive 
energy values Ecoh derived by computational approaches. 

 E0
a (aJ) Ecoh (aJ) E0/Ecoh  

Gold43 0.593 0.513 1.16 

Silver44 0.441 0.385b 1.15 

Silver46 0.657 0.562 1.17 
a From the slopes in Figure D2 
b According to plane-wave calculations 

We have extended our analysis by also examining data for gold nanoparticles generated by Ali 

et al.54 with molecular dynamics using the embedded atom method. From the reported values 

for the surface energy (J m−2) and surface area (m2 mol−1), the excess particle energies for 

truncated octahedra and cuboctahedra can be back calculated. In Figure 5.5, these excess 

energy data (∆ES-MD) are compared to the external excess particle energy according to the 

CN model applying an appropriate value of the zero energy E0 in eq 5.3 (0.42 aJ per atom = 

253 kJ mol−1). The result of Figure 5.5 is impressive. 
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Figure 5.5 Comparison of excess particle energies ∆ES of AuNP found by molecular dynamics 
calculations of Ali et al.54 (vertical axis) and by application of the metal coordination (CN) model 
(horizontal axis), using the value of a zero coordination energy of E0 = 0.42 aJ or 253 kJ mol−1 as the 
sole adjustable parameter in the model (eq 5.3). The dotted line represents the 1:1 line. 

As shown in the figure, a very good linear 1:1 relationship is found. As for the data by Medasani 

et al.,44 a detailed analysis reveals a small systematic offset in the MD values compared to the 

CN model, equal to just 0.58 aJ as follows from our analysis presented in the supporting 

information (Section D3). 

In addition to the energy for clusters, Ali et al.54 perform slab-calculations to find the surface 

energy of the [111] and the [100] face. The respective surface energies are 0.79 and 0.92 J m−2, 

which is equivalent to 0.056 aJ per surface atom for the [111] face and 0.076 aJ for the [100] 

face. These atomic energies ΔEi can be described with equation 2 using a zero coordination 

energy (E0) of 0.42 aJ, in agreement with the description of the clusters. Coordination numbers 

and surface densities for the above calculations are given in Table D1. 

The above demonstrates that by taking the sum of the individual contributions of the different 

types of surface atoms, the CN model successfully reproduces the total surface energy term 

found by advanced computational methods. Next, the model can be applied to elucidate the 

energy contributions of the various types of surface atoms.  

In Figure 5.6, the individual contributions for silver cuboctahedra have been plotted against 

particle size. It demonstrates how the contribution of atoms on faces, edges, and corners 

changes with particle size. The figure shows that the influence of high-energy corner atoms 

decreases very rapidly, being responsible for less than 3% of the total surface energy in 

particles of 5 nm and larger. Edge atoms, on the other hand, still cause around 30% of the 

total surface energy term for a 5 nm particle (Figure 5.6 insert). The reason for this difference 

is that the number of corner atoms is constant irrespective of size, while the number of edge 

atoms increases with particle size (see Figure 5.3). For that reason, the contribution of edge 

atoms remains relatively large, even for large nanoparticles. It demonstrates the importance 

of understanding the surface structure and composition when considering MeNPs. 
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Figure 5.6 Relative contribution of face atoms (blue line), edge atoms (red line), and corner atoms 
(green line) to the external excess energy as a function of particle size. Data are calculated for 
cuboctahedral silver nanoparticles using the CN model, but almost identical data are found for gold 
nanoparticles. The insert shows a more detailed picture of the very small size range, data points 
represent cuboctahedra with side-lengths of s = 2, 3, or more atoms (Figure 5.3). Particle size is given 
as the mass based particle diameter d = (6/π∙M/ρ∙NT/NA)⅓. 

In conclusion, our surface coordination model performs remarkably well for noble metal 

nanoclusters. It demonstrates that the external excess energy ∆ES can be almost completely 

understood from the variation in coordination and total number of surface atoms. The CN 

model has the great advantage that it can make the energy contributions to the excess particle 

energy ∆ES explicit for the various types of surface atoms as shown above. Since the CN model 

can accurately calculate energy contributions of surface atoms, the model can also be used to 

reveal additional energy contributions that are related to internal structural changes such as 

crystal twinning. 

5.3.2 Energy of twinning 

The surface coordination model calculates the energy as a result of a lowering of the 

coordination of atoms at the surface. However, additional factors may affect the particle 

energy. Notably, fivefold twinning, found in icosahedra and decahedra, will increase the 

particle energy. Fivefold twinning is associated with internal strain and stacking faults at the 

twin-plane, which both may lead to an increased particle energy. Internal strain is the result 

of a misalignment in the crystal structure because the sum of angles (70.53°) of the five 

sections is less than 360°.38 It leads to stretching of the outer layers and/or compression of 

the inner layers, which results in an additional contribution to the excess energy term of 

particles. This contribution will be analyzed using our CN model and interpreted with a 

twinning energy model that we will develop here. 

Ali et al.54 have calculated particle energies for a large number of icosahedra and truncated 

(Ino) decahedra. The energy due to twinning can be calculated as the difference between 

reported excess particle energy values (∆E-MD) and the energy contribution of surface atoms 

(∆ES) according to the CN model using E0 = 253 kJ mol−1 in eq 5.3. This residual excess energy 
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is plotted in Figure 5.7 for icosahedra and decahedra. For comparison, the values for 

cuboctahedra and truncated octahedra are given. The figure shows a small deviation for 

cuboctahedra and truncated octahedra, averaging 0.58 aJ. This deviation is also apparent from 

the relationship between the computed energies and the CN model (Figure 5.5), showing the 

same off-set value (see Section D3 of Appendix D for more detail). Despite this complication, 

it is evident that the energy difference of icosahedra as well as decahedra increases hugely 

with the particle size. The grey baseline has been used to isolate the contribution of the 

twinning energy. 

 
Figure 5.7 Difference between the reported excess particle energy54 and the external excess energy 

found using the CN model for gold icosahedra and decahedra (spheres). The dotted lines are 

predictions of total twinning energy with a structural model, using the data for truncated octahedra 

(squares) and cuboctahedra (diamonds) to establish the baseline (grey). In the model, two types of 

atoms are distinguished that contribute differently to the overall twinning energy (see text). Particle 

size is given as the mass based particle diameter d = (6/π∙NT/N A∙M/ρ)⅓. 

As shown in Figure 5.7, the twinning energy for icosahedra is significantly higher than for 

decahedra. This is expected as icosahedral particles have twice as much twin-plane area as 

the latter. However, the twinning energy is up to almost 10 times higher. It suggests that the 

icosahedra have an additional energy contribution, which is absent or much lower in the 

decahedra. A logical reason may be internal strain as a result of the distorted crystal structure 

which is caused by five-fold twinning38 as icosahedra have 30 twin-planes and 12 twin-axis 

(see supporting information, Section D5), compared to 5 twin planes around a single twin-axis 

in decahedra.  

To improve our understanding, we have developed a twinning energy model in which we 

distinguish two types of energy contributions. The first type is due to the atoms present in the 

twin-plane. Here, the normal FCC stacking is interrupted and reversed, leading to a slightly 
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higher energy. In addition, the five sections around a twin axis need to be slightly deformed 

in order to fit together, leading to an internal strain that is present throughout the particle.  

The number of atoms related to the above factors, being the amount of twin plane atoms Ntp 

for the twin-plane energy and the total amount of atoms NT for the internal strain energy, 

follow logically from the structure of icosahedra and decahedra. Formulae for the calculation 

of the number of atoms involved (NT and Ntp) are presented in the supporting information 

(Section D5). The twinning energy model can be formulated as:  

∆𝐸twin =  ∆𝐸tp 𝑁tp + ∆𝐸T 𝑁T                                                                                                         (5.4) 

The values for the energy contributions ∆Etp and ∆ET have been derived by parameter 

optimization using the twinning energy data of Figure 5.7. For a good description, the 

contribution of ∆ET for decahedral atoms of AuNP can be set to zero, resulting in a twining 

energy of ∆Etp =1.3∙10−3 aJ (0.78 kJ mol−1) for Au atoms in the twin plane. Applying this same 

energy to the atoms of twin-planes in icosahedra, the data can be described applying an 

overall strain contribution of ∆ET = 2.0∙10−3 aJ (1.2 kJ mol−1) for the Au atoms in the icosahedra. 

It leads to an excellent description of twinning energy, as shown in Figure 5.7 with the dotted 

lines. As demonstrated in the supporting information (Fig. S5), the model also works 

reasonably well for small icosahedral and decahedral clusters for which the energy was 

calculated using DFT.43, 46 

The above data description can be slightly improved for icosahedral particles by differentiating 

between atoms at the ordinary twin-planes and atoms at twin-axis. According to this more 

detailed analysis (Section D5 of Appendix D), the latter have a strongly increased energy as a 

result of compression by the outer layers, as was also found by Mottet et al.55 However, the 

present data do not yet allow definite conclusions. 

The above-derived twin-plane energy of 1.3∙10−3 aJ per atom (0.78 kJ mol−1) is equivalent to 

18 mJ m−2. The value can be compared to the twin-plane energy in bulk gold, which is 27 mJ 

m−2 according to Barnard.36 Both values are of the same order, although the latter value is 

slightly higher. We note that surface energies reported in the work of Barnard36  are also 

higher than those found by Ali et al.54 As the tendency for twinning is determined by the trade-

off between having a higher internal energy and a lower external energy, twin-plane energy 

should be seen relative to surface energy. From this perspective, our results are in excellent 

agreement: while we find a twin-plane energy to 2.2% of the surface energy of the [111] plane, 

this is 2.0% for the data reported by Barnard.36  Thus, while the absolute twin-plane energies 

are different, they are equivalent in terms of their effect on particle structure, giving good 

credibility to our model approach.  

With the above model (eq 5.4), the overall twining energy as well as the both contributions 

can be quantified as a function of the particle size, using values of NT and Ntp that follow from 

the structure. This is given in Figure 5.8, showing that for icosahedral particles the strongest 
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contribution comes from internal strain (∆ET). The contribution by the twin planes is relatively 

small. In absence of internal strain, the twinning energy for icosahedra would be only around 

two times higher than for decahedra. The additional strain energy strongly raises the energy 

of icosahedral nanoparticles as indicated with the arrow in Figure 5.8. 

 
Figure 5.8 Twinning energy of icosahedra and decahedra according to the twinning energy model (eq 
5.4). For icosahedra, shown are the full-twinning energy (∆Etwin) including strain (green symbols) and 
the twinning energy due to the twin-plane (∆Etp) only (open symbols), demonstrating the strong 
contribution of internal strain. 

5.3.3 Prediction of surface energy of crystal faces 

Surface enthalpy of the various crystal faces of the FCC metals are notoriously difficult to 

measure while concurrently computational surface energy data26-34 are strongly method 

dependent. Therefore, we will describe in this section how our coordination model (eq 5.3) 

can be used to make realistic predictions that are based on well-established experimental 

information about the enthalpy of atomization ∆Ha.  

Surface energy γ of a surface can be found from the surface densities (Γi) and energies (∆Ei) of 

the various surface atoms i, using: 

𝛾 =∑𝛤𝑖∆𝐸𝑖 = 𝐸0∑𝛤𝑖 (1 − √
CN𝑖

CNB
)                                                                                        (5.5) 

where Γi (Table D1) follows from the surface structure and the closest interatomic distance da  

(given in Table 5.3). The calculation requires the zero-coordination energy E0, which we 

estimate from the enthalpy of atomization ∆Ha, for which values are well established (Table 

3).50, 51 The zero-coordination energy E0 can be taken as 16 ± 1% higher than the enthalpy of 

atomization ∆Ha, as we derived in the previous section (Table 5.2). However, for application 

to a wider range of metals than investigated in Section 5.3.1, we take a more conservative 
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estimate of 15 ± 5%. For the [111] and the [100] face, the resulting surface enthalpies ∆HS are 

presented in Table 5.3. 

Table 5.3 Surface enthalpies (in J m−2) for the [111] and [100] face (∆HS,[111] and ∆HS,[100]) of selected 
metals at standard conditions calculated using the standard enthalpy of atomization (∆Ha) and the 
surface densities (Γ[111] and Γ[100], μmol m−2) of both faces (eq. 5). Experimental surface enthalpies 
(∆HS,exp) are given for comparison. Also shown is the atomic diameter da (nm) used to find the surface 
densities. 

 ∆HS,[111]
a ∆HS,[100]

a ∆HS,exp
b ∆Ha

c Γ[111]
d Γ[100]

d da
e 

Ni 2.05 ± 0.09 2.43 ± 0.11 2.40 ± 0.01 453.8 30.9 26.7 0.249 

Cu 1.53 ± 0.07 1.81 ± 0.08 1.72 ± 0.06 337.4 29.4 25.4 0.255 

Ag 1.01 ± 0.04 1.20 ± 0.05 1.27 ± 0.07 284.9 23.0 19.9 0.289 

Au 1.30 ± 0.06 1.55 ± 0.07 1.47 ± 0.01 366.0 23.1 20.0 0.288 
a The uncertainties of the predicted surface enthalpy of the [111] and the [100] face are based on the 

uncertainty in the zero-coordination energy E0 = 1.15∆Ha ± 0.05∆Ha 
b Experimental surface enthalpy (J m−2), extrapolated from collected surface energy data of liquid metals (see 

Section D6 of Appendix D). Uncertainty margins refer to the standard deviation of collected data. 
c Standard enthalpy of atomization (kJ mol−1) from Cox et al.50 (Cu and Ag) and Schumm et al.51 (Ni and Au); 

these values were used to calculate the zero-coordination energy E0 in equation 2, according to 
E0 = 1.15∆Ha ± 0.05∆Ha 

d Surface density of atoms on the [111] and [100] face (μmol m−2), calculated using the general surface 
properties given in Table D1 and the closest interatomic distance da 

e Closest interatomic distance (nm) from crystallographic data by and Suh et al.56 

The surface enthalpy values (∆HS) predicted for the [111] and [100] faces (Table 5.3) are in 

good agreement with the experimental surface enthalpies (∆HS,exp). The latter values have 

been extrapolated from the experimental surface tension data of liquid nickel,57, 58 copper,58-

63 silver,61-66 and gold66-68 collected at high temperature. The relations described by Tyson and 

Miller69 were used to estimate the surface free energy values for the solid phase at room 

temperature. The good agreement of these values with the predicted surface enthalpy of the 

[111] and the [100] face suggests that realistic surface enthalpy values can be derived using 

the enthalpy of atomization as experimental input.  

Importantly, the above approach does not lead to good results for surface Gibbs free energy, 

as we discuss in the supporting information (Section D6). In short, using the Gibbs free energy 

of atomization leads to an underestimation of surface Gibbs free energy. This discrepancy is 

due a high entropic energy contribution in the free atom, even at room temperature, whereas 

surface entropy for metals is relatively small, as we have shown recently.35 The low surface 

entropy values suggest that the surface enthalpy value in Table 5.3 can be used as a good 

approximation for the surface Gibbs free energy.  

5.3.4 First principles methods for surface energy of crystal faces 

As mentioned in the introduction, first principle calculations of the surface energy of the 

crystal faces of metals show a large variation. The approach of predicting the surface energy 

using the CN model calibrated with well-established experimental information (Section 5.3.3) 
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can be applied to evaluate the results obtained for the same surfaces with different 

computational methods. 

In these methods, electron exchange and correlation energies are usually obtained with the 

local density approximation (LDA) or the generalized gradient approximation (GGA). The LDA 

generally leads to higher surface energy values than the GGA as is illustrated in Figure 5.9 for 

three major low index crystal faces of Au. Taking the surface energy values obtained with the 

surface coordination model (eq 5.5) as the best estimates, we can assess which of these two 

MO/DFT methods gives a realistic result. 

 
Figure 5.9 Relationship between the MO/DFT calculated surface energy of the [111], [100], and [110] 
face crystal face of Au and the surface density of broken bonds (symbols). Use of the GGA applying the 
PBE functional leads systematically to lower surface energy values compared to the use of LDA. The 
dotted linear lines pass the origin (not visible) and the corresponding slopes represent the average 
bond energy, as discussed at Figure 5.2. The full line represents the surface energy predicted using the 
cohesive energy and interatomic distance of Au as the sole input parameters (eq. 5.5). 

In Figure 5.9, the surface energies are plotted against the surface density of broken bonds and 

the slope of the linear relations passing the origin (dotted lines) represents the average energy 

per broken bond Eb as discussed previously at Figures 5.2 and 5.3. For Au, the bond energy 

value is Eb = 10.6 ± 0.5 kJ mol−1 when calculated using the data found by GGA, and 

Eb = 17.1 ± 0.9 kJ mol−1 if generated by LDA. The latter value of Eb is much closer to the average 

bond energy of Eb = 19.2 ± 0.4 kJ mol−1 that we find with eq 5.5, using a zero-coordination 

energy E0 derived from the well-established enthalpy of atomization ∆Ha (E0 = 1.15 ∆Ha). For 

comparison with DFT data, ∆Ha values for 0 K were taken.50, 51 The model results strongly 

suggest that the values obtained by LDA are likely to be better. 

Computational surface energies are commonly compared to experimental numbers 

extrapolated from data for molten metals. Patra et al.33 consider the mean value of the three 

low index crystal faces shown above (Figure 5.9) as representative for liquid metals. This best  
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guess was also suggested in the recent work of Vega et al.,34 but it can only be considered as 

provisional and uncertain since the equal weighing of the surface energy of the three chosen 

crystal faces is arbitrary in light of the relatively large variation between crystal faces. From 

this perspective, calculations with our independently calibrated coordination model will be 

useful as to date no experimental information exists for surface energy that allows direct 

comparison to values for crystal faces. Our metal coordination model provides data for 

individual crystal faces.  

Our result (full line) suggests that the values derived by the simple LDA approach are 

significantly closer to reality than found with the more advanced GGA method.34 The relative 

success of the use of LDA has been attributed to good cancellation of errors.33 Recently, new 

theories of higher hierarchy have been developed.33 Compared to GGA, these state-of-the-art 

approaches significantly decrease the energy gap between the computational values and the 

values obtained independently calibrated CN model. However, their performance in terms of 

surface energy is not markedly better or worse than the LDA (see Section D7 of Appendix D).  

5.3.5 Particle size and shape dependency of surface energy 

Besides application to crystal faces (Section 5.3.4), our energy model can also be used to 

predict the surface energy of nanoparticles as a whole. We will extend our approach to 

evaluate the surface energetics of metallic nanoparticles of various size and shape. An 

essential difference with planar crystal faces is the surface curvature, which has far-reaching 

implications for scaling, as we have addressed very recently.35 To obtain thermodynamically 

consistent surface energy values, the excess energy must be scaled to the surface of tension. 

In curved surfaces, the position of the surface in the interface determines the exact value of 

the surface and thus the calculated surface energy. As a result, the size dependency of the 

surface energy is highly dependent on the interfacial position of the surface of tension.  

The size dependency of the surface energy γr can be calculated with the generalized Tolman 

equation:35 

𝛾𝑟 = 𝛾∞  (1 +
2𝑐

𝑟e − 
 )
−1

                                                                                                                  (5.6) 

in which γ∞ is the macroscopic surface tension and c is a shape factor representing a correction 

that accounts for the higher surface to volume ratio of faceted shape compared to a sphere.35 

In eq 5.6, re is the effective or equimolar radius of a particle and  is the Tolman length. The 

latter characterizes the interfacial position of the surface of tension relative to the well-

defined equimolar radius35 and can be assessed through a consistency analysis35 as described 

in detail in the supporting information (Section D8). 

The surface enthalpy values for silver nanoparticles, calculated using the parameterized 

surface coordination and twinning model (eqs 5.3 and 5.4), are given in Figure 5.10 as a 

function of the particle size for cuboctahedra, truncated decahedra, icosahedra, truncated 
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octahedra, and octahedra. The surface enthalpy values are for the pristine solid-gas interface 

at room temperature (298.15 K) and atmospheric pressure (1 bar). These values will be very 

close to the surface Gibbs free energy values, because the surface entropy at room 

temperature will be relatively small,35 as discussed at the end of Section 5.3.3.   

  
Figure 5.10 Size dependent surface enthalpy values at standard conditions for silver nanoparticles of 
different regular geometrical shapes. Surface enthalpy values are calculated from the excess enthalpy, 
having contributions from undercoordinated surface atoms (eq 5.3) and, where applicable, twinning 
effects (eq 5.4). These energies have been scaled to the surface area at a distance of ~0.12 nm from 

the cores of surface atoms, equivalent with the use of a Tolman length of  ≅ 0.02 nm (eq 5.6), which 
leads to thermodynamically consistent surface energy values as shown in the supporting information 
(Figure D7). To illustrate the effect of corners and edges, we have indicated for octahedra, the surface 
energy of only the faces (dashed line). 

Figure 5.10 shows that the surface energies increase as particles get smaller. This is the result 

of the increasing contribution of edge and corner atoms (see Figure 5.6). If only faces would 

contribute, a constant surface energy would be found, as is indicated for octahedra with the 

dashed line. Edge and corner atoms have a higher number of broken bonds, leading to a higher 

atomic energy and thus a higher surface energy.  

At a first glance, it may be tempting to attribute the largest chemical stability to the particle 

with the lowest surface energy of Figure 5.10. However, the lowest surface energy does not 

translate directly to the highest stability. The reason is that particles with the same mass and 

number of atoms do not necessarily have the same surface area. What counts is the excess 

energy (J mol−1), which is found by multiplying surface energy (J m−2) with surface area (m2 

mol−1). This will be evaluated in the next section. 

5.3.6 Stability diagram 

Using the excess enthalpy values found with the model for energy contributions of surface 

atoms (eq 5.3) and twinning (eq 5.4), the stability of the various particle shapes can be 

calculated as a function of size, as shown in Figure 5.11. To facilitate a neat representation, 
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the stability of all particles is given as a function of the stability of a hypothetical spherical 

particle with a low surface energy, as defined in the legend of Figure 5.11. The stabilities 

presented in Figure 5.11 are calculated as the quotient of the total excess particle energy and 

the reference energy. By chosen the most stable particle as reference, the relative stability 

value of the faceted particles will be larger than 1. 

 
Figure 5.11 Particle stability of gold nanoparticles, calculated with the surface coordination and 
twinning energy model. The highest stability and lowest energy is for icosahedra when the particles 
are small, while Marks decahedra become the most stable nanoparticles for large particle sizes. The 
location of the crossover point is strongly determined by the value of the internal strain (ET), which 
contributes strongly to the energy of icosahedra particles at increasing particle size. In case of a 50% 
lower internal strain (open spheres), the crossover point of icosahedra with Marks decahedra may 
easily shift from about ~4 nm to ~8 nm, as indicated by the arrow. The relative stability is defined as a 
relative energy, using as reference a spherical particle of equal mass m, mass density ρ, and number 
of atoms NT (m = M∙NT/NA) and having a surface area A = (6/π∙m/ρ)⅔) and a surface energy γ[111] (J m−2) 
contributing an energy γ[111] A. 

In Figure 5.11, we present, in addition to the particle geometries given in Table 1, also Marks 

decahedra (defined in Section D5 of Appendix D). The latter have a lower excess energy than 

standard truncated (Ino) decahedra due to selective removal of the high-energy edge atoms. 

For these Marks decahedra, the edge-lengths were optimized for obtaining the highest 

stability; edge-lengths of the optimized geometries are given in the supporting information 

(Table D5). A similar optimization was done for the truncated octahedra of Figure 5.11.  

Figure 5.11 reveals that the icosahedron is the most stable shape up to a particle size of ~4 nm. 

This can be attributed to the presence of a surface with only [111] faces, having the highest 

stability (Figure 5.1). The contribution of internal energy is initially still small but it increases 

with size exponentially, mainly due to the internal stress ∆ET as discussed at Figure 5.8. That 

energy contribution has been parameterized for relatively small gold nanoparticles (< 6 nm) 

using only one dataset. If the internal stress is actually smaller, icosahedra will remain the 

stable geometry over a larger size range, as illustrated in Figure 5.11 by the light grey open 
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spheres. It illustrates the importance of the energy contribution of stress in the stability of 

icosahedra.  

The crossover point at ~4 nm between icosahedra and Marks decahedra is in excellent 

agreement with the results of the quantitative phase map developed by Barnard et al.37 These 

results are supported by observations of structural transition in gold nanoparticles between 7 

and 12 nm, from icosahedral and single-crystalline to a decahedral structure.37 Barnard et al.37 

additionally predict a second crossover point between Marks decahedra and truncated 

octahedra at around 15 nm. This is not seen in our approach. As the twinning energy model 

was calibrated for nanoparticles at sizes below 6 nm, a strain energy which becomes 

significant at larger sizes may be found in decahedra, leading to lower stabilities at larger size. 

Computational data of larger particles are needed to confirm this.  

5.4 Conclusions 

In this work, we have studied the relationship between the coordination of surface atoms and 

their energy. It is shown that the surface density of broken first-neighbor bonds is proportional 

to the energy of surface atoms (Figure 5.1) with a relatively high coordination at the low index 

crystal faces. However, at lower coordination, the relationship is no longer linear due to an 

increase in bond-strength with decreasing coordination (Figure 5.2). A root function can be 

used to predict atomic energies using only the coordination number and the energy of an 

uncoordinated atom E0 (eq 5.2).  

By summing the atomic energies for the surface atoms of a particle (eq 5.3), the energy of 

nanoparticles can be found. This coordination (CN) model explains the surface energy for 

monocrystalline noble metal nanoparticles very well (Figures 5.4 and 5.5). Our analysis reveals 

that the zero-coordination energy E0 is approximately 15% higher than the cohesive energy, 

as previously found by Methfessel et al.48 The excellent agreement between the coordination 

model and computational data implies that the breaking of first-neighbor bonds is the 

dominant contributing factor for surface energy. 

The CN model can be used to allocate surface energy contributions to specific surface atoms 

(Figure 5.6). While corner atoms have a much higher energy than the other atoms, their 

overall contribution to surface energy is limited due to their low abundance. However, edge 

atoms contribute significantly throughout the entire nanoscale (1–100 nm). This finding 

emphasizes the importance of accounting for edge effects in thermodynamic models.  

The CN model can be used to distinguish external from internal energy contributions (Figure 

5.7). Application reveals a clear size dependency of twinning energy when particles increase 

in size. For truncated decahedra, these trends are well-explained by assigning energy 

contributions to the twin-plane atoms, while for icosahedra all atoms participate in an 

additional strain energy contribution. The latter is much higher in icosahedra than that of the 
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twin-planes (Figure 5.8), and is the main contributor to low stability of icosahedra at larger 

size.  

The surface coordination model can also be applied to predict the surface energy of 

macroscopic crystal faces of solid FCC metals. This prediction uses the experimental enthalpy 

of atomization as solely input. Thus calculated values are in excellent agreement with surface 

tension data for solid-gas interface extrapolated from literature data for the liquid-gas 

interface. Moreover, our model calculations can contribute to the evaluation of MO/DFT 

derived surface energies. According to our model, surface energies for a range of low-index 

faces calculated in literature with DFT-LDA are significantly better than those found with DFT-

GGA (Figure 5.9), in agreement with existing opinions in literature.  

Besides predictions for crystal faces, our model can also predict overall surface energies for 

nanoparticles with a range of shapes and sizes (Figure 5.10). This calculation additionally 

requires consistent thermodynamic scaling,35 revealing a Tolman length of about −0.015 to 

−0.019 nm for gold and silver nanoparticles. A negative value of Tolman length illustrates our 

finding that surface enthalpy of non-twinned particles increases at smaller sizes.  

Finally, with our model for coordination and twinning energy, the stability of various particle 

geometries can be evaluated (Figure 5.11). The results show stability of icosahedra at sizes 

below 4 nm, and stability of Marks decahedra at larger sizes. The precise value of the crossover 

point is highly dependent on the energy contribution of internal strain. 

By using a mechanistic understanding of surface energy and excess particle energy, the surface 

coordination and twinning model is demonstrated to be a powerful tool to interpret the data 

obtained with computational methods. It allows a comparison between results obtained by 

different first principle and empirical methods, with a high level of detail. Data such as the 

energy contribution of corner, edge, and face atoms, as well as twinning and internal strain 

can be calculated with a fair amount of certainty, and may be used to understand where 

differences between the various methods arise. In conclusion, our approach significantly 

improves the broad understanding of the energetics of nanoparticles in general. 
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6.1 Preface 

The premise of this thesis has been to understand the fate of engineered inorganic 

nanoparticles in the environment. Within this premise, I selected silver nanoparticles (AgNPs) 

as a topic of study, as they appeared to represent the most clear environmental risk, due to 

their general application in consumer products,1 relative stability, and proven toxicity to a 

variety of organisms across the food chain.2-7 Moreover, AgNPs are a metallic material and 

therefore have chemical and physical properties that are different from the general class of 

minerals in soils. This, in combination with the fascinating redox properties of silver, being 

capable of switching between a metallic and an ionic state within environmentally relevant 

redox-conditions (see Figure 6.1), immediately captured my scientific interest. 

 
Figure 6.1 Redox diagram showing the stability of metallic (bulk) silver as a function of pH and pe. The 
green line shows the phase change of metallic silver to silver chloride, according to Ag0(s) + Cl− ↔ 
AgCl(s) + e−, calculated for a chloride concentration of 0.5 mM; the grey line shows the phase change 
of metallic silver to silver sulfide, according to 2Ag0(s) + SO4

2−(aq) + 8H+ ↔ Ag2S(s) + 4H2O(l) + 6e−, 
calculated for a sulfate concentration of 1 mM. Gibbs free energy values were taken from Haynes et 
al.8 The blue area represents the most predominant redox conditions in the environment. 

It is evident that the environmental fate of nanoparticles is strongly affected by a variety of 

interactions with particulates and solutes found in environmental matrices. These interactions 

will exclusively take place, where a particle and its surrounding environment come into 

contact with each other: the interface. This is a somewhat ambiguous term, which we here 

take to mean the combined surfaces the solid nanoparticle and the surrounding aquatic phase, 

where material properties are unlike those in the bulk. In the early phases of my research, it 

became clear to me that if I was to make a relevant contribution to our understanding of the 

fate of nanoparticles in the environment, it would be inevitable to focus on the interface, and 

interpret results from that perspective. 
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Even within the few atomic layers that comprise the interface, there is a wide array of topics 

to be studied, such as adsorption of organic matter and capping agents, complexation of 

organic and inorganic ligands, surface structure, water ordering, surface charge, and in the 

case of silver nanoparticles, oxidation and dissolution and potentially reduction and surface-

precipitation. All of these phenomena significantly influence the environmental fate of silver 

nanoparticles and deserve further attention, for that reason as well as for a broader scientific 

interest, applied and fundamental. Two topics, however, are particularly relevant. 

Firstly, the surface structure of silver nanoparticles, which will have a dominant role in the 

interface, being the only rigid factor. Adsorption and complexation, surface charge and water 

ordering are all under direct influence of the structural arrangement of surface atoms. 

Secondly, from the perspective of environmental health, oxidation and dissolution are pivotal 

processes, as the release of silver ions is the primary reason for silver nanoparticle toxicity.9, 10  

The above two topics are intrinsically linked, as oxidation is an interface process, and will 

therefore be controlled, to a large degree, by the surface structure. On the other hand, 

oxidation may lead to dissolution or the formation of oxides, and is certain to affect the 

surface structure. A mechanistic approach to either of these topics will be incomplete if the 

other is not included. 

A third essential factor to take into account is size dependence of the chemical properties of 

nanoparticles, such as chemical stability. AgNPs have a higher energy per atom than bulk 

silver.  Therefore, small particles are expected to be more soluble and this fundamental 

property is attributed to surface (Gibbs free) energy. The energy contribution of the surface 

will be approximately proportional with the specific surface area, leading to a size dependent 

Gibbs free energy change of the dissolution reaction. 

The surface Gibbs free energy of AgNPs is strongly dependent on the contributions of crystal 

faces, edges, and corners. In addition, the particle energy may have internal energy 

contributions that are related to the atomic arrangements. The shape of AgNPs determines 

the types of faces, edges and corners as well as the internal structure. Conversely, the 

combined energetic effects of these characteristics determine the equilibrium shape. There is 

thus a complex interplay between shape, size, and surface energy; a crucial step in 

understanding this is interpreting the various contributions to the overall energy of AgNPs. 

Doing so will elucidate the impact of size, shape, and internal structure on AgNP stability, and 

will thus be pivotal for our understanding of AgNP behavior.  

In this thesis, the above topics have been studied in great detail, both experimentally and 

theoretically, and from many different perspectives. The result is a consistent, overarching 

theoretical framework with relevance that transcends the environmental sciences and silver 

nanoparticle research alone. Nevertheless, the ultimate objective is to understand the 

environmental fate of silver nanoparticles. In this chapter, we will briefly revisit our most 
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important findings and subject them to critical reflection. The significance for behavior of 

AgNPs in the environment will be discussed.  

6.2 Surface structure 

One of the biggest unanswered questions in the study of silver nanoparticles has been their 

long-term stability under aqueous conditions in the presence of oxygen. Thermodynamically, 

up to around 1 mol L−1 of silver can dissolve from silver nanoparticles at circumneutral pH 

upon reaction with oxygen. However, literature data11-16 consistently show that, after a period 

of fast initial dissolution, the release of Ag+ ions slows down and eventually stops. The silver 

nanoparticles can then be seen to remain stable for periods up to several months.15, 17 The 

most obvious explanation for this peculiar behavior is the presence of a surface layer of Ag-

oxide13 that regulates the Ag+ concentration and prevents oxygen from reacting with the 

metallic core of AgNPs, analogous to how metallic aluminum is stabilized. 

6.2.1 How certain can we be that there is a layer of oxide on the surface? 

The idea of the presence of a surface oxide on silver nanoparticles in aqueous suspension has 

been around for some time. Surface charge,18 ion relase,19 and oxidation resistance13 have all 

been attributed to the presence of a layer of silver oxide on the AgNP surface. Such a surface 

oxide layer may be extremely thin and potentially strongly influenced by the presence of 

water. Therefore, direct observation of such a layer requires dedicated in-situ spectroscopy 

or in-situ imaging techniques. X-ray spectroscopy to grasp the structure of AgNP did not 

provide evidence for the presence of a surface oxide layer.20 Others21  have observed 

structural changes at the surface of metallic Ag when targeted with oxygen in vacuum. 

However, these results remain inconclusive for AgNPs in suspensions, as these measurements 

were taken in absence of an aqueous phase.  

The most important argument for presence of a layer of silver oxide is, to me, the long-term 

stability of silver nanoparticles, which can only be understood if oxygen is prevented from 

reacting with metallic silver.  Although capping agents are sometimes thought to seal off the 

surface from oxygen,15, 22 stabilization is also observed in experiments where capping agents 

are not present.19 The latter also negates reduction by organics as an explanation for particle 

persistence. A surface oxide is formed from the metallic silver and can thus be universally 

present. However, it is likely to be of an extraordinary nature, as classical Ag2O is highly 

soluble. 

More direct evidence of the formation of an oxidized surface at aqueous conditions is 

provided by spectroscopic measurements by Henglein.23 A redshift of the plasmon resonance 

band is observed when highly reduced, i.e. fully metallic, silver nanoparticles are oxidized with 

added Ag+ ions or by exposure to air. The limited level of oxidation indicated by the redshift is 

in agreement with oxidation confined to the AgNP surface.  
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6.2.2 Subvalent surface layer 

If it is indeed an oxidized layer that stabilizes the surface of silver nanoparticles against further 

oxidation, it must have an extraordinary structure. While only a limited amount of Ag2O can 

be dissolved in water, this limitation is due to the strong increase of the pH when the oxide is 

added to water. If the pH is maintained at circumneutral conditions, it is relatively soluble 

(logKAgOH = −7.7)24 and not stable at the experimental conditions where AgNP dissolution 

reaches its maximum.17 Moreover, release of Ag+ ions from AgNP requires the presence of 

oxygen,9, 13, 14 excluding Ag2O as the source of Ag+ release. In Chapter 2, we propose the 

presence of subvalent, i.e. partially oxidized, Ag at the surface as a stable (semi-)oxidized layer. 

Subvalency is a property found in particular silver compounds, where the silver has a valence 

between 0 and 1 as a result of delocalized electrons. This characteristic is observed in a 

number of silver compounds with a doubly layered Ag structure, as discussed in Chapter 2. 

Subvalent silver or semi-metallic silver has a non-integer value for the valence, typically 

between +⅓ and ⅔, whereas the classical oxidation states of silver are 0,25 1,26 2,27 or 3. 28, 29 

The full continuum of bond valences can be described with a relationship to bond length, 

which shows a single trend in which subvalent and fully oxidized Ag minerals seamlessly fit 

together (see Figure 2.2). 

In subvalent silver structures such as Ag3O(s),30 Ag2NiO2(s),31 and Ag2F(s),32 a hexagonal 

arrangement of silver is invariably seen, with three subvalent silver atoms that coordinate to 

a central anion (O2−, F−).30-32 A similar hexagonal Ag arrangement is also seen in the crystal 

structure of metallic silver and at the [111] faces. The latter have the highest stability, as 

discussed in Chapter 5, and will be the prominent surface of small AgNPs. It suggests that 

subvalency could occur in the upper layers of this surface. The formation of a surface with 

semi-metallic Ag properties allows a smooth transition of the oxidation state in the AgNP-

water interface from metallic in the mineral bulk to ionic in the solution. 

Subvalent silver appears to be the only viable candidate for the presence of an oxidized surface 

structure. As mentioned, ordinary Ag2O is far too soluble, and higher oxidation states, will not 

be formed at ambient oxygen concentrations. A subvalent silver oxide can only dissolve after 

reaction with oxygen, which is in agreement with the observation that AgNP dissolution is 

nearly nonexistent in the absence of dissolved oxygen.9, 13 No detailed structures have been 

reported for silver surfaces under aqueous conditions. There are indications of subvalency, 

even in absence of water. In oxide structures formed at reaction with atomic oxygen, reported 

by Martin et al.,21 oxygen appears to be coordinated not only to silver atoms in the 

reconstructed outer layer, but also to atoms in the underlying hexagonal layer. It leads to a 

high coordination for the oxide anion (O2−), suggesting low bond valence and presence of 

subvalent silver ions in these structures. Thus, while no subvalent surface structure has been 

explicitly reported for suspended silver nanoparticles, there is evidence to support subvalency 

in an oxidic surface layer on metallic silver. 
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6.2.3 Two Ag oxidation states: two surface structures  

The spectroscopic measurements by Henglein23 mentioned earlier suggest the existence two 

possible  oxidation states on the AgNP surface.  A mild surface oxidation can occur in contact 

with added Ag+(aq), oxidation with O2 may lead to a higher oxidation state.  

The change in the wavelength of maximum absorbance λmax of the plasmon resonance band 

can be interpreted in terms of decreased electron density. At mild oxidation by addition of 

Ag+, the electron density indicated by the red-shift of λmax observed by Henglein33 suggests a 

surface charge close to ~⅓ per Ag, when scaled to the surface area. This can be interpreted as 

the presence of subvalent Ag3
+ surface sites. These sites may bind a hydroxyl ion as ligand to 

compensate the surface charge, leading to the surface structure with ≡Ag3OH groups 

proposed in Chapter 2.  

MO/DFT simulations presented in Chapter 2 show that an Ag13 nanocluster with ≡Ag3OH 

groups and a Ag subvalency of +⅓ is strongly stabilized with respect to a fully metallic Ag13
0 

cluster. The same cluster with a higher subvalency of +⅔ and the presence of O ligands to 

compensate this charge, is far less stable. It suggests that a higher subvalent oxidation state is 

not simply reached while keeping the same structure. Therefore, restructuring of the ≡Ag3OH 

surface layer and incorporation of oxygen ions has been proposed for AgNP with a higher 

oxidation state. 

The second oxidation state is obtained under more strongly oxidative conditions and 

correspondingly has roughly the double surface charge density. The structure of this second 

oxidation state is, as of yet, not well-understood. The higher surface charge density may point 

to surface atoms with a higher valence, or presence of subvalent silver in both the surface and 

subsurface layers. A number of possible structures can thus be envisioned which could explain 

the high surface oxidation state. In Chapter 2, a structure with subsurface oxygen and 

subvalent silver in two layers is presented, consisting of the species ≡Ag6O (see Figure 2.1c); 

similar species are thought to form during heating of macroscopic silver surfaces in presence 

of oxygen.34 In Chapter 3, that view is amended to a surface structure with ≡Ag3OH groups at 

two different layers in the interface. The formation of this species leads to steps at the surface 

comparable to the surface oxides found on metallic Ag at water free conditions.15  

The presence of OH groups at the AgNP surface under aqueous conditions with dissolved 

oxygen has not yet been confirmed by spectroscopy or imaging techniques. Such information 

is also lacking for the proposed restructuring upon stronger oxidation that may occur when 

the surface is exposed to oxygen under aqueous conditions at low pH. The observation of a 

surface oxide layer on AgNPs under aqueous conditions requires highly sensitive in-situ 

techniques. The identification of the precise surface structure will be a future challenge, 

before a more definite description of the AgNP-water interface can be given. Nevertheless, 

the present view developed in Chapter 2 is already of great value to interpret the dissolution 

behavior of AgNP under various solution conditions in a consistent manner that includes a 

suite of information collected in literature for this process, as further discussed in Section 6.3.  
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6.2.4 Oxide structures on other surfaces 

The structural analysis of Chapter 2 has used the [111] face as model to develop an atomic 

view for the AgNP water interface and both oxidation states. The [111] surface has the lowest 

surface energy and is the most important crystal facet on the most stable particle geometries 

for AgNPs without subvalency. However, other faces may also be found on AgNPs, especially 

in the higher size range where the surface energy contributes less to overall stability.  

I have not presented any specific surface structure for a potential subvalent surface layer on 

the other crystal faces. However, the stabilization of Ag+ concentrations is also found for larger 

AgNPs, where such surfaces are expected to occur. It seems highly probable that these, too, 

are passivated by an oxidized surface layer.  

A possibility may be restructuring of certain crystal faces to more stable structures. It has been 

observed that clean [100] surfaces of e.g. platinum reconstruct to form an overlayer with the 

hexagonal arrangement found on the [111] face.35 The lower surface energy of the [111] face 

is seen as the driving force for this construction.36 Rearrangement of the position of surface 

atoms upon oxide formation was also observed by Martin et al.21 These observations suggest 

that it would be possible that the [100] face is covered by a hexagonally arranged ≡Ag3OH 

layer. In other words, the same surface oxide structure could be formed on e.g. the [100] face 

as on the [111] face. However, there would be considerable misalignment between a metallic 

[100] face and a hexagonally arranged subvalent overlayer, leading to a higher surface energy. 

In Chapter 5, the relative stability of different shapes of metallic nanoparticles is assessed 

using surface energy of the different faces as one of the main contributors. The predictions 

may not be valid for AgNPs with subvalent surface structures. Predictions of stable geometries 

having a surface with subvalent silver cannot yet be done as the change of surface Gibbs free 

energy due to formation of subvalent Ag is presently unknown, and may be different for the 

different surfaces due to e.g. the presence of a reconstructed overlayer, as discussed above. 

In other words, the interaction energy between the subvalent surface layer and the underlying 

metal may be different for the different crystal faces. In case of a hexagonal subvalent surface 

structure on all faces, the stability of the [111] face, relative to the other faces, could be 

increased even further.  

In my description of the surface structure (Chapters 2 and 3), I assert that icosahedral particles 

may be the dominant shape, due to a low surface energy of the [111] face. However, in the 

stability diagram of Chapter 5 (Figure 5.11), the stable size range for icosahedra is limited to 

sizes of 5 nm and lower. At larger size, the internal strain due to twinning leads to higher 

excess energy levels than found for other geometries. If the relative stability of the [111] face 

is increased with respect to other surfaces due to a more favorable interaction with the 

subvalent surface layer, the stability size-range of icosahedral AgNPs could be extended. One 

might speculate that this explains why icosahedral AgNPs can be 10 nm in diameter, while 

gold and palladium nanoparticles are usually smaller.37  
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The above synthesis indicates that analysis of the surface structures of AgNP needs more 

attention in further work, e.g. by studying single crystal faces with spectroscopy or imaging 

techniques at ambient conditions or by  optimizing surface structures on flat surfaces using 

MO/DFT, as done for the Ag13(OH)4 cluster in Chapter 2. The advantage of the latter is that, in 

addition to a detailed molecular structure, the surface energy of surface structures can be 

calculated. This could be used to interpret the surface energy change upon formation of a 

subvalent surface layer and integrate that knowledge into the coordination model developed 

in Chapter 5.  

6.3 Silver ion release 

As discussed in the general introduction (Chapter 1), the release of silver ions is likely the most 

important mechanism of AgNP toxicity. It is thus absolutely vital for environmental risk 

assessment to be able to estimate the release of Ag+. The mechanism of Ag+ release is a 

question that has long confounded researchers.  

In Chapter 3, a reaction mechanism for Ag+ release is presented that is based on the oxidative 

transformation of the primary subvalent surface oxide ≡Ag3OH groups into a secondary 

subvalent surface oxide. In the non-equilibrium state, reaction with dissolved oxygen and 

protons leads to full oxidation of the ≡Ag3OH surface group, which is then released as Ag+ ions. 

This exposes the underlying layer of metallic silver atoms, which, too, reacts with oxygen and 

protons. The proposed reaction leads to a partial dissolution of this metallic layer, and the 

formation of a stable secondary structure. The latter has subvalent silver present in two layers, 

with oxidation of the deeper-lying metallic atoms being possible after partial dissolution of 

the upper Ag-layer. A schematic representation of this process is given in Figure 6.2. 

Dissolution will continue until equilibrium is attained between both surface structures and the 

solution. The major reaction components, i.e. protons, oxygen, silver ions, and the two surface 

structures, play a major role in determining the total amount of released ionic silver. 
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Figure 6.2 Schematic representation of the transformation of the primary surface structure into the 
secondary. Interaction with oxygen and protons may lead to oxidation of the subvalent ≡Ag3OH groups 
of the primary surface structure, which is released as Ag+ ions. The exposed metallic layer further reacts 
with oxygen and protons, leading to partial dissolution and the formation of subvalent surface groups 
over two metallic layers. 

6.3.1 Influence of pH on Ag+ release 

The effect of pH on the release of Ag+ has been known for a long time, and the negative 

relationship between pH and AgNP dissolution has been shown on multiple 

occasions.13, 15, 16, 22 However, the relationship between equilibrium Ag+ concentrations and 

pH, which is presented in Chapter 3, had not been established before. At circumneutral pH, 

where the amount of Ag+ released is relatively small, the slope of the relationship is 

log[Ag+]/pH = 0.7 ± 0.1. This is in agreement with a surface-controlled equilibrium with a 

stoichiometric exchange ratio of Ag+/H+ = 1, typically for the reaction mechanisms proposed 

in Chapters 2 and 3. The slope log[Ag+]/pH is lower than unity due to the influence of the 

surface species in the chemical equilibrium, as explained in Chapter 3. The dissolution of a 

surface site can be written as: 

Ag: Ag3OH
0  +  4 H+ (aq) + 𝑎 O2(aq) ] 0     +  4 Ag+(aq) +  𝑏 H2O (l)                (6.1) 

In the dissolution, ≡Ag3OH0 is removed from the surface and the other Ag is released from the 

underlying Ag of the bulk. The equation, as formulated above, does not take into account the 

oxidative formation of the secondary surface structure. This requires additional oxygen, as 

well as water to form the hydroxides. 

Despite 4 protons being involved in the reaction, the kinetics of Ag+ release are only first order 

dependent on the proton concentration. The rate limiting step may originate from the 

protonation of an adsorbed oxygen molecule (O2), which is a suggested pathway for the 

oxygen reduction reaction.38 The resulting reactive oxygen species HO2 is a radical and may 

react at much higher rates. 

At low pH, the dissolution is less regular: more scattering in the data is observed for all particle 

sizes investigated. In Chapter 3, we hypothesize that at low pH, the first release is due to a 

very fast, irreversible process that only occurs at conditions of strong undersaturation. In this 

process, large surface cavities are formed which can grow laterally, stripping off a complete 
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layer of the particular facet affected. The surface stripping process is rather uncontrolled 

under the experimental conditions leading to more scattering of the data in the first hours. 

The formation of surface cavities involves an energy cost due to an increased surface area, 

and an energy gain from the dissolution process (see eq 3.11). As shown in Figure 3.6, the 

balance between both energy contributions shifts with the size of the cavity. There is a critical 

size after which the energy gain with growth is higher than the energy cost. If initially formed 

cavities have a distribution of sizes, those of critical size or larger, will spontaneously grow 

leading to surface stripping, while smaller cavities will tend to close up. 

The energy gain of dissolution is related to the saturation of the solution with respect to the 

dissolution reaction (Q/K), leading to a smaller critical cavity size at conditions of strong 

undersaturation. Release of Ag+ decreases the undersaturation, while a lower pH increases 

the undersaturation. As a result, the critical cavity size is smaller at low pH, and there is thus 

a higher chance for formation of critical cavities. Upon dissolution, Ag+ concentrations 

increase, reducing the probability of formation of additional cavities. As a result, critical 

cavities will mainly be formed in the initial stages of dissolution. In other words, the release of 

Ag+ may prevent further stripping, which could explain why full dissolution was never 

observed, even at pH < 3.5. 

In Chapter 3, the above conceptual model has been approached using an idealized cylindrical 

cavity with a surface energy of 0.7 J m−2 that we estimated from our size dependency of the 

equilibrium constant of the transformation reaction shown in Figure 3.3b. While the formation 

of critical cavities can be used for a qualitative understanding of the experimental 

observations in Chapter 3, this concept has not yet been fully developed or tested in a more 

comprehensive way. Estimations of the energy changes involved at the formation might be 

improved along two lines of thoughts, i.e. a thermodynamic or an atomic approach. 

From Chapter 4, it has become evident that the value of surface Gibbs free energy that we 

derived will depend of the position of the thermodynamic surface in the interface. This 

location is also vital for determining the surface energy contribution in small cavities. In the 

calculation, the geometry is important and additional model development is probably needed 

before the physical surface model that we developed in Chapter 4 can be correctly applied to 

cavities. Alternative to this approach is the direct calculation of the change of energy as a 

function of the shape and size of the cavity. The CN model developed in Chapter 5 may be a 

good tool to derive the energy contribution of the atoms at the edges and corners. In the 

approach, experimental information about the shape is required. It may lead to a model that 

describes the Gibbs free energy as a function of cavity size and shape, contributing to a more 

realistic picture of surface cavitation at the surface of AgNP. 

The conceptual model for surface stripping predicts that high release at low pH can be 

mitigated by changing the reaction quotient (Ag+)/(H+). This can be verified experimentally by 

studying the early release kinetics for systems in which ionic silver is added prior to the onset 
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of dissolution. The results can be compared with predictions made by the model, after it is 

improved by incorporating a more sophisticated description of the energy and geometry of 

cavities. 

6.3.2 Influence of oxygen on Ag+ release 

As mentioned above, at eq 6.1, the total number of oxygen molecules consumed by the 

dissolution reaction will depend on the secondary structure that is formed. The precise 

relationship between oxygen consumed and the secondary surface structure is formulated in 

the general reaction in Chapter 3 (eq 3.1). The low energy of the Ag13(OH)4 nanocluster (Figure 

2.5) suggests that a primary structure consisting of a monolayer of ≡Ag3OH groups could be 

highly stable. However, due to the complexity, similar calculations could not be performed for 

a potential secondary structure with subvalent silver present in two atomic layers. As a result, 

the secondary is poorly understood High precision data on the relation between the oxygen 

consumption and released Ag+ may lead to a better understanding of the secondary surface 

structure. Such data may be obtained by performing additional dissolution experiments at a 

range of oxygen concentrations, or by measuring the decrease in oxygen concentration during 

dissolution in airtight sample containers. A complication in such an experimental approach 

may be the formation of reactive oxygen species (ROS), which may need to be monitored in 

addition to the oxygen concentration. The influence of oxygen on the final Ag+ concentrations 

was not investigated in this thesis, but various publications have shown that at exclusion of 

oxygen, Ag+ release is strongly inhibited.9, 14, 22 This confirms that oxygen is required for the 

release of Ag+, but the observations made in literature reveal very little about the mechanism 

of dissolution. 

In the kinetic analyses of the dissolution process (Chapter 3), I proposed that the adsorption 

of molecular oxygen is a rate-limiting step and that initially a certain amount of oxygen is 

already adsorbed. These assumptions are needed to describe the pH dependency of the Ag+ 

release rate, particularly at the short reaction times, as is discussed in Chapter 3. It explains 

why the dissolution rate constant is much higher in the first days than in the later stages, as is 

repeatedly reported in literature.16, 39 According to the model, the amount of adsorbed oxygen 

determines the initial rate of dissolution, not the free concentration of molecular oxygen in 

solution. Of course, both are initially related by an adsorption equilibrium in the stock AgNP 

suspension, which becomes disturbed at a fast consumption due to dissolution upon dilution 

and acidification. 

Mittelman et al.13 present data on the Ag+ release rate at three different O2 concentrations, 

but their data is quite irregular, showing a poor correlation between time and Ag+ 

concentration in the initial stages, and little difference between the different O2 

concentrations. The rate constants for adsorption of oxygen in Chapter 3 suggest that the six 

hours of reaction in solutions with lower oxygen concentrations are insufficient to equilibrate 

surface bound oxygen with the lower solution concentrations. Ho et al.40 found that the rate 

of release is first order dependent on the oxygen level in presence of a catalytic amine, but a 
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different O2-dependency may apply to non-catalyzed dissolution. The above indicates that 

there is a need for additional experimental work on the role of oxygen in AgNP dissolution. 

AgNP dissolution experiments at variable oxygen pressures, in combinations with a detailed 

kinetic analysis as performed in Chapter 3, can be used to verify the adsorption of oxygen to 

the AgNP surface as a rate limiting step. Moreover, it would likely reveal an equilibrium 

constant and an adsorption maximum for the adsorption of molecular oxygen to the AgNP 

surface. My results indicate that the concentrated AgNP stocks must be allowed to equilibrate 

to the conditions at which the experiment is to be conducted. Moreover, the pH range of the 

experiment must be carefully chosen, as the proton availability was rate limiting at a high pH, 

obscuring  the rate limitation by oxygen adsorption. Experimental findings could be 

supplemented by investigating the interaction between the silver surface and molecular 

oxygen using computational methods. It would be an important step in unraveling the 

mechanism of oxidative dissolution of AgNPs. 

6.3.3 Influence of the surface area on Ag+ release 

Since Ag+ release is a surface controlled process, it is strongly connected to the total 

concentration (g L−1) and the specific surface area (m2 g−1) of the AgNPs. The product of these 

two, i.e. the total AgNP surface area in m2 L−1, is demonstrated to have a strong correlation 

with the total amount of Ag+ released for collected literature data as shown in Chapter 2 

(Figure 2.7). Our own experiments, discussed in Chapter 3 (Figure 3.3b), confirm this fact. My 

finding that the released Ag+ concentrations are coupled to the total AgNP surface area 

(m2 L−1) is of major importance for the general application of AgNPs and their environmental 

impact in particular. 

Around four Ag+ ions can be released for every oxidized ≡Ag3OH group; the precise number 

depends on the secondary structure formed. This number may have an influence on the total 

amount of Ag+ that can be released through surface equilibration, as well as on the pH 

dependency of Ag+ release. As shown in Figure 3.2, the experimental equilibrium ratio at high 

pH, log[Ag+]/pH = −0.7 ± 0.1 is in good agreement with calculations for a surface group 

releasing four Ag+ ions. Moreover, the pH dependency of Ag+ release changes, indicating a 

maximum release through equilibration, when ~30 μmol m−2 of Ag+ has been released (Figure 

3.8), which also corresponds to roughly four Ag+ ions per surface site. 

The relationship between pH, concentrations of Ag+ and reaction time, determined in our own 

experiments, strongly points to regulation by an equilibrium condition. This implies that a high 

concentration of Ag+ will suppress the oxidation reaction, or promote the backward reaction. 

Conversely, once equilibrium has been attained, lowering of the Ag+ concentration would lead 

to additional ion release, e.g. by diluting the equilibrium system. It means that, expressed per 

unit surface area, the release is higher at lower AgNP concentrations, and vice versa. 

Evidence for a feedback mechanism of the Ag+ concentration on the Ag+ release is found in 

literature. Loza et al.14 observed that intermediate removal of Ag+ ions during the dissolution 
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process increases the Ag+ release. They refreshed the medium after stabilization of the Ag+ 

concentrations, and found that dissolution resumes. Less Ag+ ions were released in the second 

phase, which is expected as part of the surface had already reacted (see Figure 6.2), meaning 

less ≡Ag3OH groups were available for oxidation and Ag+ release at the beginning of the second 

dissolution step. Liu and Hurt,22 on the other hand, observed a decreased Ag+ release when 

Ag+ is present before onset of the AgNP oxidation. They diluted a AgNP suspension in a ~3 μM 

AgClO4 solution and found that the dissolved silver concentrations initially dropped to ~2 μM, 

suggesting the dissolution reaction (eq 6.1) may be reversible. The total Ag+ release at the end 

of the experiment was much lower than when the same particles were diluted in deionized 

water. The runtime of these experiments was unfortunately only 1 day, and equilibrium was 

clearly not yet attained. 

The above indicates that there are several good possibilities to extend our study of the release 

of Ag+ ions. If a surface equilibrium exists, it will be shifted and this can be verified 

quantitatively. If successful, it will be a great support for the model developed.  

6.3.4 Influence of particle size on silver ion release  

In studies with AgNP, experimental design and results can be expressed on a mass basis. By 

doing so, particle size has a very large influence. The reason is that Ag+ release is determined 

by surface sites in the equilibrium controlled dissolution reaction, meaning the specific surface 

area Ap is of great importance for Ag+ release. The latter is determined by both size and shape 

as discussed in Chapter 4. As a result, small particles will release much more silver ions when 

release is expressed as a fraction of the mass concentration of added AgNPs. It suggests that 

much of this variation may disappear when scaled per unit surface area. However, reality is 

more complex. 

In Figure 3.3a, I show that smaller particles have a higher Ag+ release, when expressed per unit 

surface area. This manner of scaling illustrates the general feeling in literature that smaller 

particles are more reactive and negates the obscuring effect of scaling data on mass basis. The 

reason for this observation is the lower stability of the AgNP at small size due to the larger 

surface energy contribution γAp to the Gibbs free energy change of the reaction, as expressed 

in eq 3.6.  The equation expresses that the Gibbs free energy of the metallic silver is modified 

by a contribution due to the presence of surface atoms. The smaller the particle, the higher 

the specific surface area, and the higher the energy of the metallic silver in the particle, shifting 

the equilibrium towards higher dissolution. 

Using the reaction constants of variously sized particles, the surface energy contribution can 

be resolved (Figure 3.3b), revealing a surface energy of ~0.7 J m−2 for metallic silver, covered 

with a monolayer of ≡Ag3OH groups. Ma et al.20 calculated a higher estimate of ~1 J m−2 for 

the surface energy of silver in aqueous conditions, applying the Ostwald-Freundlich equation 

to their data. The reason for the different surface energies is that these authors, without 

specifying a reaction, implicitly assumed the consumption of 1 metallic silver atom for every 
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Ag+ released. However, most of the Ag+ is released from the surface structure, which is not 

part of the metallic silver. A major part of the metallic silver consumed in the reaction does 

not dissolve but instead is transformed into a subvalent surface structure. The formulation of 

a dissolution reaction is a critical factor in obtaining the correct surface energy value from 

equilibrium data. 

Using our coordination model (Chapter 5), we calculate a value of 1 J m−2 for the low energy 

[111] surface of AgNP from the cohesive energy. This is in agreement with MO/DFT generated 

particle energies,41 scaled to the physical surface (Chapter 4), which also yield an overall 

surface energy of around 1 J m−2. These values, which are for the solid-gas interface, are 

expected to be higher than the value determined from our dissolution experiments, which 

apply to an interface between a metal and a subvalent oxide with a matching structure. 

The effect of particle size may also influence the process of Ag stripping according to the model 

developed. The formation of surface cavities, leading to stripping of the surface, is dependent 

on the amount of energy released in the dissolution reaction. This implies that critical 

undersaturation levels, at which cavitation can take place, will occur at a higher pH for small 

particles with a high surface energy contribution. Smaller particles will thus have a higher 

release (mol m−2) at neutral to alkaline condition, and a higher pH of destabilization, which 

can be tested. 

In Chapter 4 and 5, we investigate the size dependency of surface energy using two different 

approaches. Both point to a small increase in surface energy at small size. This typically 

becomes relevant only at sizes below 5 nm. Even in ultra-small nanoparticles (≤ 1 nm), the 

surface energy is generally less than 10% higher than that of a macroscopic particle. In 

contrast, strongly enhanced surface energies of 6 J m−2 and 8 J m−2 have been reported, 

respectively, for silver and gold nanoparticles in the size range 8–40 nm.42, 43 The impressive 

elevation of these values with respect to the surface energies of the bulk metal, being 1.2 J 

m−2 for silver and 1.5 J m−2 for gold (see Table 4.4), is attributed to size dependency of surface 

energy. However, this explanation may be questioned as, in these studies, the same high 

surface energy is found for all particles in the investigated size range, i.e. no size dependency 

is observed. Moreover, these exorbitantly high surface energy values have not been 

reproduced using alternate methods, casting doubt on the validity of these results. Surface 

energy values determined from the size-dependency of Ag+ dissolution (Chapter 3), show no 

indication of size-dependence in the experimental size range (d ≥ 5 nm). The size dependency 

of surface energy is thus of limited importance, compared to the effect of specific surface area, 

and will not affect the surface equilibrium in a noticeable manner. 

6.3.5 Influence of particle geometry on silver ion release 

The geometry of silver nanoparticles has a tremendous influence on the surface energy, as 

discussed in Chapter 5 (see Figure 5.10). Different geometries have different crystal faces, 

influencing the stability and ion release. For example, cube shaped nanoparticles, which have 
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exclusively the [100] surface, would have a much higher surface energy than octahedral 

nanoparticles, which only have [111] surfaces. Both types of particles have a relatively low 

stability due to a high surface to volume ratio and a low coordination of the edge and corner 

atoms. At an equivalent particle size, a truncated octahedron would be much more stable due 

to its more rounded shape. 

The optimal geometry of a particle is a balance between surface-to-volume ratio and surface 

energy. Intuitively, spherical particles are expected to be most stable due to their low surface 

to volume ratio, but this is not necessarily true since it ignores the faceted nature of crystalline 

particles. This is not only relevant for metal clusters of the very small scale, but remains 

noticeable at large sizes. A sphere-like particle, formed from a crystalline solid, can be seen as 

a collection of very small facets, many of which will have a high energy. Moreover, the 

presence of many facets will lead to many edges with a higher energy. Analyses of spherical 

particles, simulated using molecular dynamics by Medasani et al.41 show that they have a 

higher energy than perfect truncated octahedra and Marks decahedra of equivalent size (see 

Figure 6.3). This once again stresses that faceted particles are highly relevant, not just as 

idealized structures, but as highly stable geometries, which can be expected to occur up to 

relatively large sizes. It is clear that the development of dedicated theory to calculate the 

stability of such particles, as in Chapters 4 and 5, is needed in connection to data collected in 

dissolution experiments with particles that have well-defined facetted shapes. 

 
Figure 6.3 Relative stability of AgNP particles of different shape. The relative stability for the faceted 
particles has been calculated with the CN model (Chapter 5), using a zero-coordination energy E0 = 
0.44 aJ = 265 kJ mol−1. It enables comparison to the stability of near spherical particles calculated by 
Medasani et al.41 with molecular dynamics. Using a linear trendline (dotted line), it can be estimated 
that a sphere may be the stable geometry for particles with a diameter larger than ~7 nm. All data are 
presented at the relative scale using the approach explained in detail in Chapter 5 (see Figure 5.11). 
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Besides surface energy, internal energy may also influence the stability of a particle and 

therefore its dissolution, as discussed in Chapter 5. This is of particular interest for icosahedral 

particles, which have a low surface energy, but a larger internal energy due to their strained 

five-fold twinned crystal structure. It leads to a higher apparent surface energy, where the 

apparent surface energy is defined as the sum of the internal and external energy 

contributions scaled to the surface area. 

As is shown in Figure 5.7, the stability of icosahedral particles, relative to other geometries, 

dramatically decreases at sizes above 3–4 nm. My data analysis with the CN and twinning 

energy model suggests that the reason for this is the development of internal strain, which 

imparts an increased energy on all atoms in the particle. It will lead to a higher Ag+ release 

than expected based on the surface energy and the specific surface area alone. As the energy 

due to internal strain is roughly proportional to particle volume, its importance, relative to the 

external surface energy, increases with size. Therefore, the total excess energy, when scaled 

to the surface area, increases with particle size for icosahedra. If for example, the 5 and 10 nm 

particles in my dissolution experiments (Chapter 3) both would have an icosahedral geometry, 

the latter would have a higher apparent surface energy due to the internal energy 

contribution. At these sizes, our coordination and twinning model (Chapter 5) predicts a 

difference in apparent surface energy of ~11%. While this difference is relatively small, it is 

possible that it has influenced the relationship between specific surface area and stability of 

the surface groups that we presented in Figure 3.3b. In future dissolution experiments with 

the objective of gathering data with a higher accuracy, it would be prudent to establish the 

particle geometry, and especially twinning. 

Summarizing, the CN and twinning energy model predicts that the most stable shape for silver 

nanoparticles will depend on particle size. For pure metallic particles, the current model 

predicts that icosahedra will be stable up to a size of approximately 4 nm (see Figure 5.11); 

above that size, truncated octahedra and marks decahedra are more stable. By extrapolating 

the data from Medasani et al.,41 as shown in Figure 6.3, it can be estimated that spherical 

particles will be more stable above approximately 7 nm. As larger particles are more 

persistent, it can be expected that the spherical morphology will be the most prominent in the 

environment. It must be noted that the exact crossover sizes between these geometries may 

be different from the values presented above, due to the unknown influenced of the surface 

structure on the surface energy of the different crystal faces (see also Section 6.2.4). 

6.4 AgNPs in the natural environment 

The research that I have performed for this thesis has primarily focused on unravelling the 

behavior of AgNPs at the simplest conditions. This has given us a clear view on the core 

mechanism of oxidative dissolution. Nevertheless, the outlook of this thesis was to understand 

the environmental fate of silver nanoparticles. In this paragraph, I will discuss the possible 
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effect of a number of major natural components on the dissolution and stability of silver 

nanoparticles. 

6.4.1 Effect of humic substances  

Humic substances, such as humic and fulvic acids, are omnipresent in the natural environment 

and are expected to strongly interact with AgNPs. However, there are many forms of 

interaction which have been reported, and the overall result of these interactions is hard to 

predict. 

First of all, it is known that humic acids can adsorb silver ions,44 which will lead to a lower 

concentration of free Ag+, which will affect the surface equilibrium (eq 6.1). In case of soils, a 

high mass ratio between humics and AgNPs may occur relatively easily. In that case, 

complexation of Ag+ by humic substances could lead to negligible concentrations of free Ag+, 

particularly at a relatively high pH (~7) where dissolution is relatively low and adsorption is 

high. Under such circumstances, surface stripping can occur even at neutral pH, leading to 

higher, or even complete dissolution of AgNPs.  

On the other hand, humic substances are sometimes asserted to reduce AgNP oxidation.22 The 

suggested mechanism is that reactive oxygen species, e.g. hydrogen peroxide, are formed as 

critical intermediates in the reaction of oxygen with the AgNP.22 Natural organic matter may 

reduce these intermediates, partially preventing oxidation. In laboratory experiments, 

dissolved Ag+ concentrations have been determined by using ultrafiltration, which 

mechanically separates the nanoparticles from the aqueous phase. In presence of humic acids 

(HA) or fulvic acids (FA), lower concentration of Ag+ were found in the filtrate.22 However, HA-

Ag+ and FA-Ag+ complexes may not show up in the filtrate as they can be retained by the 

extremely small (3 kDa) filter size, leading to an underestimation of total AgNP dissolution. In 

other experiments,40 presence of oxygen radical scavengers has been shown to have little 

effect on AgNP dissolution rates, suggesting that this function may not be very important. In 

light of the above evidence, the negative effect of humic substances on AgNP dissolution may 

thus be questioned.  

In a recent study, Zhou et al.45 used particle size measurements to study AgNP dissolution in 

presence of HA, with highly variable results. In a 6 mM NaNO3 medium, dissolution was clearly 

less in presence of higher concentrations at pH 5, but there was no effect at pH 9. In a 2 mM 

NaCl medium, on the other hand, there was no effect at pH 5, while at pH 8.5 a higher 

dissolution was found at higher HA concentrations. Moreover, dissolved Ag+ concentrations 

showed large fluctuations throughout the experiment. The effect of HA on AgNPs is apparently 

more complicated than simply preventing or promoting oxidation.  

The complicated influence of humic substances may be related to the reduction of Ag+ by 

organic matter. AgNP formation has been observed in humic acid solutions containing ionic 

silver at ambient temperature and even in presence of oxygen.46 In addition, AgNP can be 

prepared in the lab with help of simple organic molecules like citrate or glucose that act as 
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reducing agent. It suggests that Ag+ in environmental systems could be reduced to form 

AgNPs, or even that subvalent silver at the surface could be reduced to the metallic form. 

However, experimental evidence also supports release of Ag+ ions in aerobic soils.47 These 

results suggest that organic matter-induced reduction and oxidation may occur 

simultaneously, as I will shortly discuss.  

According to the dynamic model developed in Chapter 3, molecular oxygen (O2) can be a rate-

limiting step in the oxidative dissolution of AgNPs. This idea fits very well with the concept of 

the formation of a mixed redox potential at the surfaces of metals such as Pt.  It is a well-

known phenomenon from electrochemistry that despite ample dissolved oxygen, the redox 

couple O2/H2O is not able to establish a chemical equilibrium at the Pt electrode. Other redox 

couples in the system may react faster, leading to a mixed redox potential at the electrode. It 

is maintained by a continuous reaction between the reduction of oxygen and the oxidation of 

the reducing agent, which can be humic substances in case of soils. If AgNPs act similar to a 

Pt-electrode, a mixed potential with humic substances and oxygen can form on the particle. If 

low enough, Ag+ ions can be reduced to Ag0 and the AgNP particle may grow. It is obvious that 

the stability of AgNP will then depend on the relative rates of redox reactions involved. AgNPs 

may be stabilized and become less toxic as the equilibrium Ag+ concentration decreases to the 

value determined by the redox potential of the reaction Ag+ (aq) + e−  Ag0.   Potentially, 

AgNPs could be reformed under anaerobic conditions, although formation of silver sulfide may 

prevent this, as discussed later. 

Whether the above-sketched process of stabilization occurs (or not) will depend on the O2 

activity and the quality of the organic matter in the soil in the sense of how easily electro-

active moieties are oxidized by O2 at the surface of AgNPs. In this respect, it is important to 

note that the AgNP surface may act as a catalyst for the oxidation of organic matter, as silver 

is widely used for catalysis of oxidation.48 In addition, it is obvious that adsorption of various 

substances to the AgNP surface may have a significant effect on the process sketched as it 

may be expected that the reactive molecules have to be close to the surface. Strongly binding 

(e.g. thiolated) capping agents or surface coatings by e.g. silver sulfide may prevent this. This 

complex balance between oxidation and reduction has many unanswered questions and 

allows for a great deal of fascinating research with high relevance for the environmental fate 

of AgNPs. 

Adsorption of humics to the AgNP surface is frequently observed,49 but the mechanism of 

adsorption is not well understood. Results of computational chemistry suggest that citrate 

coordinates to the metallic AgNP surface with its carboxylic groups,50 humic and fulvic acids 

may bind in the same way. In case of a subvalent surface with ≡Ag3OH groups, binding may 

occur through ligand exchange, according to ≡Ag3OH + R-C(O)OH ⇄ ≡Ag3OC(O)-R + H2O. Such 

an interaction may result in similar competitive adsorption trends as found for various iron 

oxides, i.e. large structures with a large number of reactive groups that are resilient to 
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competitive desorption.51, 52 The binding of organic matter to the AgNP surface may facilitate 

catalyzed oxidation, as discussed above. 

It is thought that the adsorption of humic acids, or capping agents in general, may reduce the 

surface tension of AgNPs, thereby stabilizing them, but this may not be the case. Although the 

presence of higher levels of PVP have been shown to decrease dissolution rates,40 we find a 

lower stability for AgNPs coated with PVP and gum arabic than for our own citrate-coated 

AgNPs (Figure 3.6b). However, similar slopes ΔGr/Ap are found, indicating that the surface 

energy was not different. Instead, the subvalent surface structure may be destabilized as a 

result of the adsorption, leading to a higher Ag+ release. The reasons for this apparent 

destabilization are not clear, nor is it known if other molecules including humic acids would 

have the same effect.  

As discussed above, humic substances can affect AgNPs in many different ways. Both oxidation 

and reduction may be promoted, as a consequence of interaction of humic substances with 

the Ag+ ion, or with the AgNP surface. The different interactions are still poorly documented 

and even less well understood. Dissolution experiments in presence of humic substances of 

different quality (size, types and amounts of reactive groups, aromaticity) could provide 

additional information on which organic matter properties can be linked to reduction and 

stabilization or destabilization of AgNPs. Adsorption of ionic silver is a major complication in 

this type of experiments, as it may influence dissolution as discussed above; it needs to be 

studied separately in titration experiments. 

6.4.2 Effect of sulfide and chloride 

It is well known that sulfide and chloride strongly interact with Ag+ leading to insoluble solids, 

such as Ag2S(s) and AgCl(s).  Therefore, these ions may be important for the environmental 

fate of AgNP. 

Sulfide concentrations in the environment are highly variable, strongly depending on the 

redox state. High concentrations may be found in strongly reduced environments such as 

waterlogged soils, but sulfide is expected to be largely absent in e.g. aerobic top soils. Sulfide 

has a very high affinity for silver and will interact with the AgNP surface, potentially displacing 

surface hydroxide groups and facilitating oxidation of subvalent silver to Ag(I). In sulfide rich 

conditions, such as sewage sludge, complete transformation of metallic AgNPs to sulfide 

nanoparticle has been observed.53, 54 The presence of humic acid has been shown to increase 

the rate of sulfidation,54 however, this effect may vary depending on the quality of the humic 

acid. In reduced soils and sediments, the reductive capacity of humic substances (see section 

6.4.1) could potentially prevent sulfidation. The interaction with sulfide has been shown to 

strongly decrease the release of ionic silver from silver nanoparticles,55, 56 and reduce 

toxicity.57 Nevertheless, there is evidence for long-term negative effects of sulfidized AgNPs 

on soil biota.58 This may be the result of Ag+ release from the residual metallic core in case of 

incomplete sulfidation or, alternatively, due to oxidization of Ag2S nanoparticles, which could 
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potentially be mediated by bacteria.59 In summary, the effect of sulfide on the environmental 

fate of AgNPs will vary with sulfide concentrations and may further depend on organic matter 

and redox conditions. Moreover, sulfidation of AgNPs may not (permanently) prevent release 

of ionic silver. It is certain, however, that if soluble sulfide is present in any amount, it will 

precipitate with released silver ions as silver sulfide. 

Chloride is present in concentrations around 0.5 mM in Dutch, rain fed groundwaters.60 At this 

concentration, a low solubility of around 0.5 μM Ag+ is expected in case of equilibrium with 

solid AgCl(s). However, predicted environmental concentrations of AgNPs do not exceed that 

value.61 In that respect, the influence of chloride is limited. However, it has been shown that 

chloride at low concentrations can decrease the dissolution rate of AgNPs.40, 62, 63 The reason 

for this may be ligand exchange leading to ≡Ag3Cl groups, which are expected to be much 

more stable than ≡Ag3OH. At higher chloride concentrations, the dissolution rates increase,63 

presumably because of the formation of AgClx
1−x (aq) complexes in solution, which reduces 

the free Ag+ activity that is relevant for the equilibrium with the surface. As hardly any 

dissolved AgClx
1−x species will be present at the low chloride levels found in rain fed 

groundwaters, the interaction with chloride is likely to reduce dissolution of the AgNPs and 

increase particle persistence. 

6.4.3 AgNP stability in the environment 

Using the model for AgNPs dissolution, based on the proposed surface structures and the 

experimentally determined pH dependency of Ag+ release, we can make predictions for 

stability of AgNPs in the environment. I have performed model calculations in ECOSAT64 using 

the surface model defined in Chapter 3. Silver is released according to the thermodynamic 

reaction: 

 ≡ Ag3OH
0  +  6 Ag0  +  4 H+ + 1.25 O2  ⇔ ≡ Ag5(OH)2

0  +   4 Ag+ +  1.5H2O             (6.2) 

In this equation, ≡Ag5(OH)2 represents a single site of the secondary surface  structure, with 

subvalent silver present in two atomic layers. Initially, the AgNP surface has only primary 

≡Ag3OH sites. At release of Ag+, the ratio between the secondary and the primary surface sites 

increases. 

The mechanism of surface stripping can in principle lead to full dissolution of the AgNP. 

Therefore, the conditions where stripping commences have been taken as the stability 

criterion. In the experiments, stripping is seen to take place at pH levels where full conversion 

of the surface has taken place. In the calculations leading up to Figure 6.4, an initial 

approximation of the stability is defined by a surface ratio ≡Ag5(OH)2/≡Ag3OH = 103, which 

constitutes practically full conversion of the surface. It must be noted that this choice is fairly 

arbitrary and a higher ratio may be associated with full dissolution of AgNPs. In other words, 

a conservative approach is taken; actual stability may be higher than presented here. 
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Stability of a 20 nm AgNP was calculated at a loading of 0.1 μg kg−1 in soil and a soil to water 

ratio of 10 kg L−1. The chosen loading is based on a high AgNP emission scenario by Mueller 

and Nowack.61 For the solubility of the AgNP, a value of logKH/Ag of 7.5 was used, valid for a 20 

nm particle according to the trend established in Chapter 3 (see Figure 3.6b).  

Using the above system parameters, the stability condition ≡Ag5(OH)2/≡Ag3OH = 103 is reached 

at pH 9.6 for an oxygen pressure of 1 bar. The amount of Ag+ released is fixed at the chosen 

surface ratio, therefore, at lowering of the pH by 1 unit, the same surface condition is found 

when the oxygen pressure is 4/1.25 = 3.2 times lower. Using the relation between pH, pe, and 

P-O2, a slope for the stability line of −0.2 pe/pH is found, as indicated by the light blue line in 

Figure 6.4. Above this line, complete dissolution of silver nanoparticles is expected, while 

below, silver nanoparticles are expected to be stabilized by the surface equilibrium. For every 

order of magnitude with which the stability criterion ≡Ag5(OH)2/≡Ag3OH is increased, the 

stability line is shifted up by 0.2 pe units. 

Results are shown in Figure 6.4 in the form of a redox diagram in which we have indicated the 

stability of AgNPs in absence of organic matter (thick light blue line). Despite the low AgNP 

loading, it is seen that AgNPs may be stable in a large portion of pH soil conditions at a mild 

reduction in the absence of organic matter. 
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Figure 6.4 Redox diagram indicating the stability of 20 nm AgNP(s) present a total concentration of 0.1 
μg Ag kg−1 soil at a SSR of 10 kg L−1 (or 1 μg Ag L−1) in the absence (blue line) and presence (brown line) 
of organic matter. For reference, the dotted lines indicate the pe-pH conditions for a number of 
relevant redox reactions known to occur in soil. The redox couples are indicated in the figure. In aerobic 
soils, the AgNPs may not be thermodynamically stable at the chosen AgNP loading of the system. It 
depends on the precise redox conditions. In soils with some denitrification due to rather mild redox 
conditions (dashed NO3

−/N2 line), thermodynamic stability may occur at high pH. However, at low pH, 
AgNPs will dissolve. In presence of organic matter (20 g kg−1), the free Ag+ concentration established 
by the surface equilibrium is much lower due to complexation. It leads to a lower AgNP stability, and 
consequently, a lower redox potential is needed to stabilize the particles. Model calculations point to 
stability at conditions where nitrification occurs (NO3

−/NH4
+ line). At very strongly reducing conditions, 

silver sulfide is expected to form (grey line). Model calculations were performed for a system with 0.5 
mM of chloride. Free Ag+ concentrations are such that precipitation of AgCl(s) will not occur, however, 
AgCl(aq) is an important species, having roughly the same concentration as free Ag+. For redox 
calculations, I used 1 mM of NO3

−, NH4
+ , Fe2+, and SO4

2−, and 1 bar of N2. Black lines indicate the stability 
limits of water, i.e. below the H2/H2O line water will lyse to generate hydrogen, above the H2O/O2 line 
water will lyse to form oxygen. 

Figure 6.4 also shows the calculated stability of AgNPs in presence of organic matter (thick 

dark blue line). The complexation of dissolved Ag+ by organic matter leads to lower free Ag+ 

concentrations, which shifts the surface equilibrium towards higher dissolution. Ag+ 

adsorption by organic matter is modeled using the NICA-Donnan model,65 taking a generic 

humic acid66 as a proxy for soil organic matter. An organic matter content of 20 g kg−1 is used. 

Adsorption parameters for Ag+ to organic matter have not yet been published and were 

obtained using the method reported by Milne et al.67 These authors noticed a strong 

correlation between freely fitted non-ideality parameters (n1 and n2) for nine different metal 

ions (Mez+) and the formation constant of their first hydrolysis product (MeOH(z−1)+). In 

addition, the product of the non-ideality constants and the binding constants (n1∙logK1 and 

n2∙logK2) was similarly correlated to the first hydrolysis constant. The reported correlations led 
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to good descriptions for datasets too small for unconstrained fitting, demonstrating that it is 

a useful tool to obtain a first estimate for NICA-Donnan parameters. For Ag+, the reported 

correlations parameters lead to logK1 = −0.6 and logK2 = 0.1 for the carboxylic type of sites and 

phenolic type of sites, respectively, in combination with n1 = 0.8 and n2 = 0.6. 

Surface stripping leads to additional Ag+ release which is not accounted for by the surface 

equilibrium model. At high stripping, the increased dissolution changes solution Ag+ 

concentrations, which affects the surface equilibrium, raising the stability. The presence of 10 

nmol L−1, equivalent to full dissolution of 1 μg AgNP L−1, increases the stability limit of AgNPs 

by approximately one pe unit, for systems with and without humic acid. This is not shown in 

the graph to keep the graph from becoming too complicated. The exact stability line will also 

be subject to the decreasing particle stability as particles shrink, but such considerations are 

beyond the scope of the figure. 

As discussed in section 6.4.1, reduction by humic acids and binding of humic acids to the 

surface structure through ligand exchange, may be important processes in the environment. 

However, these processes cannot yet be quantitatively described, and they have therefore 

not been considered in Figure 6.4. 

Partly due to the chosen low total AgNP concentrations, the model predictions for dissolved 

Ag+ concentrations are very low. At the line of stability, the concentration of released Ag+ is 

around the maximum Ag+ release through surface equilibration, ±1 nmol L−1, is reached. At a 

chloride concentration of 0.5 mmol L−1, but in absence of HAs, this leads to a free Ag+ 

concentration of roughly 0.5 nmol L−1. In presence of HAs, free Ag+ concentrations are 

determined by a combination of adsorption and dissolution, leading to a variable Ag+ level, 

which is predicted to range from concentrations in the order of 1∙10−12 M at low pH, to 1∙10−16 

M at high pH.  These concentration levels are not expected to lead to acute toxicity. However, 

as the amount of long-term studies is very limited, we cannot be certain about the effects of 

chronic exposure, even to levels as low as these. Moreover, in environmental systems, part of 

the Ag+ will be bound to dissolved organic matter, which could potentially be bioavailable. 

In the model calculations, a background chloride concentration of 0.5 mmol L−1 was used, 

which is a representative value for Dutch groundwaters. At that level, the AgCl(aq) complex 

constitutes approximately half of the dissolved silver. The low Ag+ concentrations predicted 

by the model suggest that solid silver chloride will not be formed under environmental 

conditions. However, chloride may become bound to the AgNP surface through ligand 

exchange (see section 6.4.2), forming a stable ≡Ag3Cl surface group. In principle, this may shift 

the stability line towards higher redox conditions. The effect of the potential formation of a 

≡Ag3Cl surface group and on AgNP stability and equilibrium Ag+ concentrations is thus an 

important topic for further research. 

If sulfide is present, Ag2S may precipitate, at the low concentrations predicted at the stability 

lines. However, at these redox conditions, hardly any sulfide is expected if the system is in 
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equilibrium. In equilibrium with bulk silver, and sulfide forming from sulfate present at 1 mmol 

L−1, Ag2S is predicted to form at redox conditions below the thick black line in Figure 6.4, 

according to Ag0 + 4H+ + 3e− + ½SO4
2− ⇔ ½Ag2S + 2H2O. However, in equilibrium with the 

surface structure, a lower concentration of Ag+ is predicted, leading to a downward shift of 

the silver sulfide line. 

 The above predictions should be seen as preliminary results as these are heavily based on the 

hypothesized model parameters presented in Chapter 3. As has been discussed in this chapter, 

there are yet a large number of unknowns. Confirmation of the model in environmental 

matrices at environmentally relevant conditions is highly challenging due to low total AgNP 

concentrations and the different complexes that are formed with Ag+ in soil or surface waters. 

Nevertheless, the notion that organic matter can enhance AgNP dissolution is powerfully 

demonstrated by Figure 6.4. This insight is the direct result of the mechanistic understanding 

of the stability and dissolution of silver nanoparticles I have developed in this thesis. The 

development of the theoretical framework (Chapter 2) and the refinement of parameters 

(Chapter 3) have been strongly dependent on experimental data from “clean” laboratory 

settings; I could not have achieved similar results by looking at media that are more complex. 

Nevertheless, important insights for the environment could be extrapolated from 

measurements in unrealistic conditions. Hopefully, the knowledge generated here can serve 

as a foothold for the future challenge of interpreting and understanding AgNP behavior in 

more complex media. 
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A1 Ag+ release literature data 

Ag+ release from AgNPs has been measured on several occasions in recent years. Figure A1 

shows collected time dependent release data as could be distilled from published graphs. Note 

the quick initial release and the long-term stability of the concentrations that are eventually 

reached. Data by Sotiriou et al.1 distinguish themselves from the other datasets by the 

extremely short dissolution times (< 2 hours), this is possibly due to a different AgNP 

production method (flame spray pyrolysis and wet impregnation) which include a high 

temperature step under water-free conditions.  
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Figure A1. Ag+ release data of several AgNP dissolution experiments from recent literature. 
Experimental parameters (e.g. particle size, preparation method, capping agent, solid solution ratio) 
are highly variable between datasets. a) Ion release data from Peretyazhko et al.,2 using four different 
particle sizes at a single SSR. AgNPs were reduced using NaBH4 (6 nm), citrate (70 nm), or both (9 and 
13 nm, seeded with NaBH4 and grown with citrate), and capped with thiolated PEG. Ag+ concentrations 
are measured with an ion-selective electrode.  In all figures Ag+ release is expressed as a percentage 
of the SSR. b) Ion release taken from Sotiriou et al.,1 using flame-made AgNPs at a high SSR. Ag+ 
concentrations are determined using ion selective electrode and ion meter. c) Ion release taken from 
Zhang et al.,3 citrate coated AgNPs of unknown production method (purchased) of different sizes were 
used at two different SSR. Ag+ concentrations were determined by ultrafiltration and ICP-MS. d) Ion 
release taken from Kittler et al.,4 AgNPs were placed in dialysis bags, which were placed in a 100-fold 
excess of ultrapure water. Two types of particles were used, one was reduced by glucose and coated 
with PVP, the other had citrate as both the reductant and capping agent. Both particles had a size of 
50 nm.   
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A2 Spheroidal nanoparticle morphologies 

Cuboctahedra 

In the fcc crystal structure, near spherical, single crystals can be made which are called 

cuboctahedra (Figure A2a). These structures are bounded by (111) and (100) faces. How much 

these faces contribute to the total surface area depends on the ratio between the distances 

between opposing crystal faces. The (111) face tends to be dominant (75±11%).  

Icosahedra 

Surface tension greatly contributes to the total free energy of a nanoparticle. This may lead to 

different morphologies than are expected based on the crystal structure of a substance. In 

metal nanoparticles this often leads five-fold twinning,5 which may result in an icosahedral 

structure (Figure A2b). The outer surface has only (111) faces, minimizing surface tension; the 

internal crystal symmetry is only minimally distorted. 

 Surface calculations for icosahedra 

A regular icosahedron consists of 20 triangular faces. The number of atoms in a single triangle 

is equal to: 

𝑥𝑛 =
𝑛2 + 𝑛

2
                                                                                                                                          (𝐴1) 

where n is the number of atoms at the base of a triangle. As edge and corner atoms (shown in 

Figure A3) are shared between faces, the number of surface atoms is less than 20x. We can 

calculate the effective number of atoms per triangle, xeff, by subtracting the shared atoms 

from x. Corner atoms in the structure are shared between five faces, and edge atoms are 

shared between two faces, as is shown in Figure A3, there are three corner atoms and 

3(𝑛 − 2) edge atoms in each triangle, leading to: 

𝑥eff,   n = 𝑥 − 3
(𝑛 − 2)

2
− 3

4

5
                                                                                                         (𝐴2) 

The number of surface atoms is equal to 20 xeff, n, number of total atoms may be calculated by 

taking the sum of the successive surface layers. With these equations one may find the 

relationship between, specific surface area and the effective diameter deff, taking for the 

diameter the distance between the middle of opposing ribs of the icosahedron, which is given 

by: 

𝑑eff = 2𝑟eff ≈ 2 ∙ 0.809 ∙ 𝑛 ∙ 𝑑Ag−Ag                                                                                           (𝐴3) 

where dAg–Ag is the bond length between silver atoms in the metallic silver crystal lattice. 
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Figure A2. Two types of spheroidal nanoparticles which may occur in the fcc crystal lattice, taken from 
Hofmeister5, showing: a) a singly crystalline cuboctahedron having both the(111) and the  (100) plane 
at the surface; b) a fivefold twinned icosahedron with exclusively (111) plane surfaces 

  
Figure A3. The relationship between particle diameter and specific surface area and percentage of 
surface atoms. Also shown is a triangular (111) face with base n=4, with corner atoms (shared between 
5 faces) shown in red, and edge atoms (shared between two faces) shown in orange.  



Appendix A 

162 

A3 Bond valence analyses 

An empirical relationship between bond length, R, and bond valence,  , is found to exist in 

minerals of the same cation.6 We have studied the crystal structures of various silver oxides 

in order to analyze this relationship for this class of minerals.  

Calculating the bond valence 

Bond valences were calculated according to the empirical relationship between bond length, 

R, and bond valence, .6 

 = e− (𝑅−R0) /B                                                                                                                                     (A4) 

where R0 is the reference bond length (184.2 pm), which is cation specific, and B is a chosen 

constant (37 pm), which is traditionally kept constant for all compounds 6. From 

crystallographic data (see Table A1 for references) the coordination numbers bond lengths 

were extracted. In most crystal structures, more than one bond length can be found. Bond 

lengths were grouped together if differences were very small, otherwise they were treated 

separately. The coordination number refers to the number of bonds of the given bond length 

that were attached to the cation.  

Varying the reference bond length 

If the reference bond length, R0, is kept constant at its reference value of 184.2 pm,6 the sum 

of the bond valences may be larger or smaller than the charge of the cation. Therefore, R0 was 

varied by trial and error until the sum of the bond valences was equal to the charge of the 

cation. R0 of a given element, may vary with oxidation state;6 therefore, in the case of AgO, or 

more correctly Ag(I)Ag(III)O2, a different value was used to the two types of Ag found in its 

crystal structure. 

Soft bond valence 

It is known that the empirical bond valence-bond strength relationship cannot be solved for 

all crystal structures. In the case of Ag2O3, the optimization approach described above led to 

a sum of bond valences around the oxygen anion which was not equal to 2. This problem can 

be overcome by choosing a different value (29 pm) for the constant B To keep things 

comparable, we have chosen to maintain the standard value for B (37 pm).  
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Table A1. Overview of bond valences calculated by adjusting the reference bond strength, R0, so that 

the sum of the bond valences, , equals the charge of the silver cation, zAg. References concern the 
crystallographic data from which bond lengths, R, and coordination numbers, CN, were taken. 

 zAg R0 CN R  Reference 

Ag3O +⅔ 188.5 2 229.2 0.33 7 

Ag2O +1 180.5 2 206.1 0.50 8 

Ag+(aq) +1 187.9 2 232 0.30 9 

   2 248 0.20  

AgO +3 189.2 4 202.0 0.71 10 

   2 279.6 0.09  

 +1 182.8 2 216.7 0.40  

   2 267.8 0.10  

Ag2O3 +3 187.0 1 191.6 0.88 11 

   2 202.5 0.66  

   1 204.6 0.62  

   1 269.9 0.11  

   1 285.3 0.07  

Ag2F +½ 180.4 3 246.7 0.17 12 

Ag2NiO2 +½ 184.8 2 252.7 0.16 13 

   1 248.1 0.18  

AgNiO2 1 186.6 2 212.2 0.50 14 

Ag13OsO6 +⅓ 179.2 2 245.5 0.17 15 

A4 Silver compounds with a layered crystal structure 

Several silver compounds can be found with a layered structure. When silver is present in a 

bilayer, it may assume a subvalent oxidation state, as in Ag2F, Ag6O2, and Ag2NiO2. When only 

a single layer of Ag is present, as in AgNiO2, subvalence is not observed. The crystal structures 

of Ag2F, Ag6O2, Ag2NiO2, and AgNiO2 are given in Figure A4.  

The view presented in Figure A4 focusses on the presence of silver bilayers in the structure 

and may therefore appear at odds with the bond valence analyses of Ag6O2 and Ag2F in the 

main text, which focusses on the octahedra. To clarify this matter, we point out that the Ag–

O–Ag and Ag–F–Ag slabs, in which said octahedra can be identified, form Ag-bilayers when 

stacked together.  
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A5 MO/DFT computation 

The quantum mechanical optimization program Spartan 06 was used to evaluate the energies 

and molecular configurations of Ag13 clusters with various states of subvalency. 

Geometrical optimization 

As is discussed in the main text, the metallic Ag13-cluster has a regular icosahedral shape, 

which becomes slightly distorted if 4 -OH groups are placed on its surface. If the structure is 

further oxidized, and 4 -O groups are placed on the surface, the icosahedral structure becomes 

severely distorted, as is shown below (Figure A5). 

 

Figure A5. The optimized structures of a Ag13O4 cluster. Distortion of the initial Ag13-cluster is most 
obvious in the four forward silver atoms in a nearly square formation: in the optimized Ag13-cluster, 
these form two triangular planes. 

Energy calculations 

The final structure is optimized by finding the molecular configuration with the lowest possible 

energy contents. Quantum mechanical calculations are analytically solved and may not 

provide perfectly accurate answers, but they give us a good first impression of chemical 

stability of different Ag-clusters. The complete enthalpy (H) of a structure is made up of the 

complete electronic energy (Ee),  the zero point energy of the nuclei (Z0), the vibrational 

enthalpy (Hv), enthalpy due to rigid body translation and rotation (Ht and Hr, respectively), and 

a pressure term from the ideal gas law equation (pV = RT). By correcting the complete enthalpy 

for vibrational entropy (Sv) and entropy of rigid body translation and rotation (St and Sr, 

respectively), the Gibb’s free energy (G) of a structure is obtained. Results of the geometrical 

optimizations can be found in Table A2. 

Using the obtained Gibb’s free energies, the Gibb’s free energy change of a reaction, ∆Gr, can 

be found by subtracting the combined Gibb’s free energy of the reactants from the combined 

219 ± 3 pm 
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Gibb’s free energy of the reaction products. As an example, we will calculate the Gibb’s free 

energy change of the transformation of Ag13O4 into Ag13(OH)4: 

Ag13O4 + 2H2O ↔ Ag13(OH)4 + O2                                                                                            (A5) 

The reactions has a highly negative Gibb’s free energy change: 

∆Gr = GAg13(OH)4 + GO2 − 2GH2O − GAg13O4 = −176
kJ

mol
                                                      (A6) 

showing that, at atmospheric oxygen pressures and in the presence of water, Ag13O4 is highly 

unstable and will almost certainly be transformed in to Ag13(OH)4 under release of oxygen gas.  

Table A2. Calculated energy terms for the optimized structures. Energy terms are given in kJ/mol for 
ambient temperature and pressure of 298.15 °K and 1 bar, respectively. 

 Ag13 Ag13O4 Ag13(OH)4 H2 O2 H2O 

Ee 

Z0 

Hv 

Ht 

Hr 

pV 

Sv 

St 

Sr 

H 

G 

−4977304.6090 

9.5152 

45.7091 

3.7184 

3.7184 

2.4789 

119.5875 

59.3323 

47.2934 

−4977239.4690 

−4977465.6822 

−5766555.5950 

24.2536 

40.0642 

3.7184 

3.7184 

2.4789 

94.3738 

59.4996 

47.9451 

−5766481.3615 

−5766683.1800 

−5773447.0254 

153.4747 

73.2393 

3.7184 

3.7184 

2.4789 

168.5380 

59.5099 

47.9927 

−5773210.3957 

−5773486.4364 

−3060.3891 

26.5347 

0 

3.7184 

2.4789 

2.4789 

0 

35.0289 

3.8162 

−3025.1782 

−3064.0233 

−394326.3640 

9.9001 

0.0067 

3.7184 

2.4789 

2.4789 

0.0076 

45.3084 

14.8042 

−394307.7810 

−394367.9012 

−200507.2654 

55.8086 

0.0054 

3.7184 

3.7184 

2.4789 

0.0061 

43.1723 

13.1094 

−200441.5357 

−200497.8236 
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A6 Collected literature data 

We have collected data from literature references which have performed AgNP dissolution 

experiments and which have measured Ag+ concentration at equilibrium. We have carefully 

documented all available information on particles size, standard deviation, synthesis, capping 

agents and other relevant steps taken during sample preparation. Silver release data have 

been converted into a loading parameter by expressing the final Ag+ concentrations per total 

AgNP surface area, according to: 

𝛤 =
[Ag+]

𝑆𝐴
=  

[Ag+]

𝑆𝑆𝑅 ∙ 𝐴
                                                                                                                         (A7) 

where Γ is the surface loading (in mol/m2),  [Ag+] is the ionic silver concentration (in mol/L), SA 

is the total AgNP surface area (in m2/L), SSR is the solid solution ratio (i.e., the initial AgNP 

concentration in g/L), A is the AgNP specific surface area (in m2/g). Using 

𝐴 =
6

𝑑 ∙ 𝜌Ag
                                                                                                                                           (A8) 

where d is the AgNP diameter (in m) and ρAg is the mass density of silver (in g/m3), equation 2 

can be rewritten to  

𝛤 =
[Ag+] ∙ 𝑑 ∙ 

Ag

6 ∙ 𝑆𝑆𝑅
                                                                                                                              (A9) 

Moreover, an average loading is given for the combined data points of each reference. Data 

and references can be found in Table A3.
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B1 Solubility of silver oxide 

The solubility of Ag2O (s) has been studied in a large number of authors. These experiments 

have been evaluated by Biedermann and Sillén.1 The solubility reaction of Ag2O (s) can be 

given as: 

 ½Ag2O (s)  +  ½H2O (l) ↔ Ag+(aq)  + OH−(aq)   with logK = −7.71 

The same solubility product has been reported more recently by Duro et al.,2 although they 

incorrectly refer to it as silver hydroxide (AgOH). The solubility diagram of Ag2O(s) is given 

below. 

 
Figure B1. pH dependent solubility of Ag2O(s). At the left y-axis, the unit in mol L−1. At the right y-axis, 
the unit is g L−1. The calculation show that a solubility of 1 mol L−1 of Ag+ at about pH 6.5., i.e. silver 
oxide can be very soluble. At pH 7, it is 0.2 mol L−1 or more than 20 g L−1. If the solubility of Ag2O(s) is 
tested in water and the pH is left free, the solubility is about a factor 1000 times less. The reason is the 
strong increase of the pH as a result of the dissolution process. A pH of about 10.1 is reached and the 
corresponding solubility is near 25 mg L−1 of Ag2O.  
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B2 Particle size distribution of NanoComposix AgNPs 

In our article, we use the mean diameter and specific surface area (Ap) as provided by 

NanoComposix. Figure B2 gives the particle size distributions for AgNP5, AgNP10 and AgNP20 as 

extracted from the material data sheets provided with the product. The figure shows which 

percentage of particles falls into the different size categories. The dotted lines represent 

normal distributions having the mean and standard deviation given by the manufacturer. 

Figure B2. Particle size distributions for AgNP5, AgNP10, and AgNP20 as given by the manufacturer. 
Relative abundance is based on individual counts. Dotted lines are calculated with a normal 
distribution function using 4.9 ± 0.7, 9.9 ± 1.9, 20.6 ± 3.2, respectively, and corrected for the size 
intervals (0.5, 1.0, and 1.5, respectively). 

The Ap provided by NanoComposix was calculated from the relative abundance of particle 

diameters assuming spherical particles. Deviation from the spherical shape will increase the 

specific surface area. The effect for oblate (lens-shaped) and prolate (egg-shaped) particles 

has been calculated below showing that Ap increases with less than 10% if one of the axes is 

20% longer or shorter (see below). Given that the great majority of particles appear well 

rounded in the TEM photographs (provided by NanoComposix), we feel that no correction for 

non-ideal shape is needed. 

Specific surface area of spheroids  

A flattened spheroid, having an equatorial radius, a, longer than the polar radius, 𝑐, is known 

as oblate or lens-shaped. The surface area for oblate particles, Aob, can be calculated using: 

 𝐴ob = 2𝜋𝑎2(1 + 1−𝑒2

𝑒
 tanh−1 𝑒)  where 𝑒 = √1 −

𝑐2

𝑎2
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An elongated spheroid, having a polar radius (c) longer than the equatorial radius (a) is known 

as prolate or egg-shaped. The surface area for prolate particles, Apro, can be calculated using: 

 𝐴pro = 2𝜋𝑎2(1 + 1−𝑒2

𝑒
 tanh−1 𝑒) where 𝑒 = √1 −

𝑎2

𝑐2
  

The volume of a spheroid is equal to: 

 𝑉 =
4

3
𝜋𝑎2c  

Note that for a perfect sphere with a = c = r, the latter equation reduces to the well-known 

equation for the volume of a sphere. 

Using these formulae we find that for oblate particles with c up to 20% shorter than a, Ap is no 

more than 10% larger than for a sphere with r equal to a. Similarly, we find that for a prolate 

spheroid with c up to 20% longer than a, Ap is no more than 5% larger than for a sphere with 

r equal to the average of c and a. 

B3 Two methods of sample preparation compared 

The pH and time dependency of the Ag+ release have been tested using two different 

experimental methods. In short, samples for method I were mixed in a single large batch, and 

then divided up into several sets of duplicates. At each sampling time, one set of duplicates 

was taken and analyzed destructively. Duplicates for method II were individually mixed, but 

not divided into sets. At each sampling time, solution was taken from the same batches. The 

experimental setups are explained in more detail in Material and Methods of the main text. 

Ag+ release for both experimental setups were compared and found to yield very similar 

results (see Figure B3). After 1 day, Ag+ release is almost exactly similar, after 1 and 2 weeks, 

method II shows a somewhat lower dissolution, but after 5 weeks, this difference has almost 

completely disappeared. 
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Figure B3. Ag+ release measured using the two different experimental setups. Data is plotted on a 
logarithmic scale, and data points of a single time-step have been multiplied with 10x for clarity. 
Therefore, this graph does not(!) represent the progression of dissolution, but serves to compare the 
results between the two different methods at one (!) sampling time. From top to bottom data points 
represent Ag+ release after 5 weeks (circles), 2 weeks (triangles), 1 week (squares), and 1 day 
(diamonds). 

B4 Effect of shaking on AgNP dissolution 

During preliminary experiments, it was observed, that a silver coating was formed on the wall 

of the sample containers. The silver deposit was visible only in those regions that were 

intermittently exposed to the sample and air as a result of the shaking motion. This led us to 

suspect that shaking may cause AgNPs to precipitate out of solution. We reasoned that, 

similarly to bubbles forming in a soapy suspension, the effect might not occur in a stationary 

sample. In this work, we have therefore chosen for an unconventional experimental method 

where samples are not agitated. 

Theoretical considerations 

With a mass density of 10.5·106 g m−3, a 5 nm spherical AgNP will have a mass of about 7·10−19 

g. At a solid to solution ratio of ~10 mg L−1, or 10 g m−3, this means approximately 7·10−20 m3 

of solution is available to each particle, which translates to a sphere with a diameter of roughly 

500 nm. The maximum travel distance between an oxygen molecule and the particle surface 

is thus ~250 nm. For a 20 nm AgNP, this distance is 4 times larger, or approximately 1 μm. 

For the simplified case of 1-dimensional diffusion, the root mean-square distance of diffusion, 

√<x2> = √(2Dt), can be used to estimate the distance over which the concentration becomes 

roughly uniform in time, t. At room temperature, or 298 K, dissolved oxygen has a diffusion 

coefficient, D, of 2.1·10−9 m2 s−1, leading to a 1 second diffusion length of around √<x2> = 6.5 

10−5 m or 65 μm. Although this is a simplified view, the diffusion length in 1 second is greatly 
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exceeds the distance between particles. Therefore, from the perspective of diffusion, shaking 

the samples will not influence the Ag+ release kinetics on the timescale that we used. 

 Experimental  

To test empirically that shaking does not limit AgNP dissolution, we compared the Ag+ release 

found in the preliminary experiments (with shaking for 3 weeks) to the Ag+ release found in 

our final experiments (without shaking). Slightly larger AgNPs were used for the preliminary 

experiment (AgNP6, 5.7 ± 1.0 nm) than for the final experiment (AgNP5, 4.9 ± 0.7). The pH 

dependency of Ag+ release at high pH is shown for both experiments in Figure B4. 

When the dissolution is expressed per unit surface area, a clear difference is found (Figure 

B4). This could be due to the use of particles of different size or could be due to our shaking 

versus non-shaking procedure. If due to a difference in size, the Ag+ release of the 5.7 nm 

AgNP is expected to be lower because large particles are more stable. The data can be 

explained assuming a slightly larger size (7 nm), which could be in line with our observation of 

the formation of a silver film that may increase the mean particle size in the system in case of 

shaking. Whatever, we may safely conclude based on the theoretical considerations and the 

above experimental observations that our procedure without shaking cannot have led to 

underestimation of the Ag+ release compared to a standard procedure with continuously 

shaking. On the contrary, shaking may induce deviations. 
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Figure B4. pH dependent Ag+ release curves for AgNP5 (without shaking, circles) and AgNP6 (with 
shaking, diamonds). The AgNP6 data were obtained in a preliminary experiment without duplicates, 
the error bars represent a ~10% error. The transparent symbols are calculated from the AgNP6 data, 
under the assumption that 15% precipitated out of solution forming a silver film with negligible 
contribution to AT and thus to the Ag+ release equilibrium. Dotted lines represent the model 
description of the data using a fitted logKH/Ag value. 

B5 Ag+ retention by ultrafiltration filter units 

To determine the dissolved Ag+ concentrations in our samples, the AgNPs were separated 

from the solution using Microsep™ Advance Centrifugal Devices (3 kDa). The ultrafiltration 

membrane in the filter units is made of polyether sulfone, which may adsorb Ag+. This may 

lead to a lower Ag+ concentration in the filtrate than in the sample. To compensate for the Ag+ 

retention, a volume of sample was filtrated to saturate the filtration membrane; this first 

filtrate was discarded. A second volume was filtered to obtain a filtrate with Ag+ 

concentrations equal to those in the sample. 

This method to obtain accurate Ag+ concentrations was tested for AgNO3 solutions with three 

different background electrolytes (1 mM): NaHCO3 (pH ~8), NaNO3 (pH ~5.5) and HNO3 (pH 

~3). UPW was centrifuged over the filter units 3 times before the first sample was introduced. 

Figure B5 shows Ag+ concentrations determined by ICP-MS before and after filtration. Both 

the first and the second filtrate are analyzed for Ag+ concentrations. At pH 8, the ultrafiltration 

units are seen to retain a significant amount of Ag+, presumably by binding to reactive groups 

in the filtration membrane. This is supported by the low retention at lower pH values. At 

concentration levels relevant to the experimentation ([Ag+] > 0.1 μM), the second filtrate is 

seen to contain Ag+ at levels adequately close to the unfiltered sample. Results obtained using 

this method can thus be considered as representative for the Ag+ concentrations in the 

sample.  
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Figure B5. Ag+ concentrations in the first and second filtrate plotted against Ag+ concentrations in 
unfiltered samples in 1 mM solutions of NaHCO3 (pH ~8), NaNO3 (pH ~5.5), and HNO3 (pH ~3). As results 
show, the Ag+ concentration found in the second filtrate is very close or equal to that found in the 
unfiltered samples at concentrations above 10−7 M. 

B6 Ag+ release at a linear scale 

As mentioned in the text, the largest contribution to total release of Ag+ occurs at low pH. 

Dissolution in the neutral pH range has the most important impact on the Ag+ concentrations 

with respect to the reaction quotient, Q (see main text), but contributes only marginally to 

total Ag+ release. When plotted on a linear scale, as in Figure B6, the magnitude of Ag+ release 

at low pH is immediately apparent. Especially for the larger particles, Ag+ release is strongly 

enhanced at low pH, reaching up to 9 equivalent atomic Ag layers, whereas dissolution at 

neutral to high pH is mostly limited to the first atomic layer. 
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Figure B6. The pH dependency of Ag+ release on a linear scale, together with the expected release at 
dissolution of a multitude of Ag monolayers (MLs). With a Ag–Ag distance of 0.2889 nm,3 a Ag density 
of ~14 nm−2 is found on the hexagonally organized [111] face. Dissolution of a single layer of Ag atoms 
thus releases 23 μmol m−2. The figure shows that at neutral to high pH, less than 2 MLs are dissolved, 
while at low pH up to 9 MLs can be released as Ag+. 

B7 Possible surface structures 

Oxidation states of the AgNP surface 

Silver at the surface of AgNPs is only partially oxidized.4 Two different states of oxidation can 

be found at the surface of AgNP. Under mildly oxidized conditions, the valence of Ag at the 

surface can be represented by zAg = +⅓ v.u. At the [111] faces of icosahedral AgNP, subvalency 

leads to a surface structure with ≡Ag3OH groups with a density of 4.6 nm−2.5  

A higher surface oxidation state can be reached by formation of subvalent silver over multiple 

layers. Subvalent silver organized in two layers can be found in solids such as Ag6O2,6 Ag2F,7 

and Ag2NiO2.8 

For the gas-solid interface, oxidation over multiple atomic layers may occur when metallic 

silver is exposed to atomic oxygen at high temperature.9 According to our bond valence 

analysis of the reported structures, this leads to full oxidation (zAg = +1 v.u.) in the first layer 

and subvalency (zAg = +½ v.u.) in the second layer. 

For the water-solid interface, formation of subvalent silver over two layers has been suggested 

in case of strong oxidation. Formation of Ag6O octahedra has been proposed in our previous 

contribution.5 However, present attempts to optimize the geometry of such a Ag6O structure 

using MO-DFT pointed to a large instability of the oxygen ion in hexa-coordination with six 

subvalent silver ions. To reconcile the presence of a higher oxidation state with the formation 
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of subvalent silver over two layers without formation of Ag6O octahedra, we suggest a new 

surface structure.  

Oxidation of Ag over multiple layers is structurally possible, if Ag at the surface is partially 

replaced by oxygen ions. An oxygen in this position is able to coordinate to three underlying 

silver leading to the formation ≡Ag3OH with a subvalency of zAg = +⅓ v.u. for the three Ag ions 

in the subsurface. Simultaneously, the remaining surface atoms can also attain a subvalent 

state by partial oxidation. Depending on the precise surface structure, ≡Ag2OH or ≡Ag3OH may 

form having a subvalency of zAg = +½ v.u. or zAg = +⅓ v.u., respectively. The result is OH groups 

on top of as well as in between the atoms of the outer silver layer, leading to subvalency in 

both the surface and the subsurface.  

 
Figure B7. Geometric representations of the [111] face of silver nanoparticles with partially oxidized, 
i.e. subvalent, silver coordinated to OH groups. Oxidation occurs over two layers leading to the 
formation of subvalent ≡Ag3OH (zAg = +⅓ v.u.) in the subsurface. Structure A can be formed without 
surface restructuring at removal of the original ≡Ag3OH if this group has coordinated to an underlying 
single Ag atom that is simultaneously removed. Structure B can only be formed if restructuring of the 
surface occurs. Formation of structures A and B results in a Ag+ release of 31 and 29 µmol m−2, 
respectively, in agreement with the model applied in Figure 3.2 of the main text. 

Possible surface structures 

Figure B7 shows two typical surface structures with subvalency over two layers. In both 

structures, the deeper lying OH groups coordinate to three silver atoms in the subsurface. A 

higher subvalency arises in the surface than in the subsurface, resulting in a gradual transition 

between completely oxidized Ag+ in solution to fully reduced metallic Ag0 in the AgNP core. 

Structure A (Figure B7a) can be directly formed at oxidation of a ≡Ag3OH site if it coordinates 

to a single underlying Ag atom, forming a silver tetrahedron topped with a hydroxide 

(≡AgAg3OH). If the underlying Ag is removed upon oxidation of a tetrahedral ≡Ag3OH site, the 

resulting opening in the second layer of silver can be occupied by an oxygen atom, allowing 

partial oxidation of the underlying Ag atoms in the third layer. The above process leads to the 

formation of new ≡Ag3OH sites (zAg = +⅓ v.u.) from subsurface, Ag0. The remaining silver at the 

Structure A Structure B 
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surface transforms into ≡Ag2OH surface groups (zAg = +½ v.u.). Structure A can be represented 

with the stoichiometric notation ≡Ag5(OH)2. Formation of structure A requires the release of 

four Ag+ ions, or x + z = 4, resulting in a maximum Ag+ release of 31 μmol m−2.  

In structure B (Figure B7b), both the surface and the subsurface have only ≡Ag3OH sites. In 

contrast to structure A, one in four atoms in the subsurface does not coordinate to a hydroxide 

anion, and may be regarded as metallic. Overall, the silver in this structure is thus less oxidized, 

with an average subvalence of zA̅g = +¼ v.u.in the subsurface, and zAg = +⅓ v.u. in the surface 

groups. Structure B can only be formed by moving Ag ions to new lattice positions; the 

necessary restructuring may be possible in case of high surface mobility.10 Structure B has the 

stoichiometric notation ≡Ag4.5(OH)1.5 and x + z = 3.75, leading to a maximum Ag+ release of 29 

μmol m−2. 

B8 Effect of multiple particle sizes on dissolution 

In this work, a correlation was found between the overall specific surface area (Ap) and the 

values of logKH/Ag that best described the observed Ag+ release. This suggests that within 

batches, the particle size distribution (see Figure B2) also results in a distribution of surface 

stabilities. If the chemical heterogeneity resulting from the particle size distribution is large 

enough, it could affect the slope, ∆log(Ag+)/∆pH. The effect of a distribution of surface 

stabilities has been investigated by modelling Ag+ release for polydisperse and monodisperse 

nanoparticle suspensions. 

Modelling approach  

Monodisperse suspensions were simulated using the value for Ap given by the manufacturer 

and an AgNP concentration of 10 mg L−1; logKH/Ag values were calculated using the relation:  

log𝐾H Ag⁄ = 0.08 𝐴p + 5.2 

as was found by linear regression (Chapter 3) from the data generated in this work as well as 

collected data from literature.11, 12 

In simulations of polydisperse suspensions, for each size category, k, an individual AgNP 

concentration was defined, as well as individual values for Ap and logKH/Ag. Relative number 

contributions, fN,k, for the different size categories were extrapolated directly from the particle 

size distributions for AgNP5, AgNP10, and AgNP20 (Figure B2) and transformed into relative 

mass contributions, fM,k, using: 

𝑓𝑀,𝑘 = 𝑓𝑁,𝑘𝑑𝑘
3/∑𝑓𝑁,𝑘𝑑𝑘

3 



Appendix B 

182 

where dk is the average diameter of particles in each category. The mass concentration of 

AgNPs was obtained by multiplying fM,k with the overall AgNP concentration used in the 

simulation of the monodisperse suspension. 

The specific surface area for spherical particles of a specific size, Ap,k is given by: 

𝐴P,𝑘 =
6000

π𝑑𝑘𝜌Ag
 

with dk in nm and a mass density, ρAg, equal to that of bulk silver (10.49 g cm−3). The individual 

logKH/Ag values are calculated as for the monodisperse suspensions.  

Simulated results 

The results of both simulations for AgNP5, AgNP10, and AgNP20 are shown in Figure B8. The 

dotted lines represent polydisperse suspensions, the solid lines monodisperse. The graph 

shows that the slope of the polydisperse suspensions is slightly lower than that of the 

monodisperse suspensions, as suspected in the case of chemical heterogeneity.  However, the 

difference is small, showing that the size distributions of these AgNPs are sufficiently narrow 

that results can be modelled with a single surface stability constant. It is expected, however, 

that AgNPs with a wider size distribution, will have a greater chemical heterogeneity, and 

using a single logK value may no longer suffice. 

 
Figure B8. Simulations of Ag+ release in monodisperse (full lines) and polydisperse (dotted lines) nano-
suspensions with average particle diameters of 5, 10, and 20 nm. In monodisperse suspensions, all 
particles have the same logKH/Ag value, whereas particles with different logKH/Ag values are defined in 
the polydisperse suspensions. For the polydisperse systems, we have used the particle size distribution 
as reported by NanoComposix (see Figure B2).  
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B9 Linking the empirical model to the surface structure 

In this work, we have analyzed both the equilibrium Ag+ concentrations and the kinetics of Ag+ 

release. From both perspectives, the results suggest that two different processes are active. 

Equilibrium concentrations suggest that a surface-based dissolution process controls the Ag+ 

concentrations at high pH. The mechanistic surface structural model, for which the theoretical 

base has been laid in our earlier publication,5 can be refined to accurately describe the data. 

At low pH, data suggest that a different, more heterogeneous process is active. The time 

dependency of the Ag+ release has been analyzed using first order kinetics as a premise. This 

empirical approach points to two independent sources of Ag+ release: a fast pool, active below 

pH ~7, and a slow pool, active at pH < 8. As shown in Figure B9, the size of the slow pool is 

nearly identical to the dissolution profile of the surface structural model, suggesting that they 

represent the same process. 

The above strongly suggests that the Ag+ source identified as the slow pool is the surface 

structure which is slowly reaching equilibrium. This shows that Ag+ release due to surface 

equilibration can be distinguished from dissolution at low pH, based on kinetics as well as on 

equilibrium concentrations. The fact that the slow pool identified by analyzing kinetics 

matches the surface structural model so closely, suggests that our surface structures may 

closely match the actual AgNP surface.  

 
Figure B9. Model predictions of Ag+ release due to equilibration of the surface structure compared to 
the size of the slow pool. The strong similarity between both sources suggests that they represent the 
same process. 

B10 Data by Adamczyk et al. 

We have applied our final kinetic modelling to data available in literature; notably, short-term 

data provided by Adamczyk et al.11 We have simulated their data using a single set of 

parameters which adequately describes Ag+ release for three AgNP concentrations at pH 3.5, 
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as well as for a single AgNP concentration at pH 6.2 (see Figure B10). This is a notable 

improvement over modeling efforts by Adamzcyk et al.,11 who have not defined pH as an input 

parameter and therefore needed to define separate models for the two pH values. 

 
Figure B10. Ag+ release data by Adamzcyk et al.11 at pH 3.5, measured for three different AgNP 
concentrations on short timescales (a) and for a single AgNP concentration on a longer timescale (b). 
Model lines represent our own final model (full lines) and the model developed by Adamzcyk et al.11 
using the parameters they present as their best fit (dotted lines). 

Our model captures a number of striking trends, which can be observed in the data. The high 

release that occurs at the very beginning of the experiment (Figure B10a) is well described and 

is due to the near instantaneous oxidative release of surface sites with adsorbed molecular 

oxygen, i.e. ≡Ag3OH-O2 sites. This is followed by a slower rate of release, which in our model 

is the result of stripping of patches. At even longer timescales (after ~2 days), Ag+ release is 

even slower (see Figure B10b). At this point, undersaturation has strongly decreased due to 

AgNP dissolution, and patch-wise release has run its course. The ongoing release can be 

attributed to equilibration of the surface, which is slow as a result of the rate-limiting step of 

oxygen adsorption to the surface.  In accordance with the data, our model predicts that the 

system, even at these acid conditions, will reach eventually reach equilibrium. It can be seen 

that the model formulated by Adamzcyk et al.11 assumes continuous dissolution of the AgNPs 

without reaching any equilibrium. This assumption provides good data description on the mid-

term (1–3 days, see Figure B10b), but is clearly seen to fail on the longer term. 

Parameterization 

A few of the parameters, as optimized for our own data, need to be adjusted in order to obtain 

the best possible data description.  

The rate constant for oxygen adsorption on the AgNP surface, kads, has been increased two-

fold. As the rate constant for desorption, kads, remained unchanged, the equilibrium constant, 
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K*
O2, is also increased twofold. This also implies that rate limitation by a low value for θ2 

occurred at a later stage. These differences may be related to the presence of citrate in our 

systems, which may compete for binding sites, thus reducing the surface loading with oxygen. 

Furthermore, the rate constants for oxidation and reduction, kox and kred have both been 

adapted resulting in a lower value for the equilibrium constant (∆logK = 6). It implies that the 

AgNP material used by Adamczyk et al.11 has a larger stability towards oxidation. This is 

expected since the particles are larger and this finding is in line with our data and those of 

Peretyazhko et al.12, as shown in Fig. 3.3b of the main text. 

Finally, patch-wise release plays a considerably smaller role in the experiments by Adamczyk 

et al.11 than in our own experiments. Patch-wise release is highly variable between the various 

particles used in our experiments, but the trend is that larger particles release proportionally 

more Ag+ through this process. The fact that patch-wise release is relatively unimportant for 

these 12 nm AgNPs may, again, be related to the absence of capping agents. As we show in 

Figure 3.5 (main text), AgNPs with a higher surface tension on the edges of the theoretical 

disk-like depletion islands, have a larger critical diameter for patch nucleation at the same 

undersaturation. Here, the interesting implication is that citrate may thus stabilize AgNPs at 

circum-neutral conditions, where the surface equilibrium dominates, whereas it stimulates 

patch-wise release. 
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C1 Edge and corner contributions 

As we discuss in the main text, cylindrical and spherical geometry is used to calculate the 

surface area contribution of edges and corners, respectively. We imagine the surface plane as 

lying on the surface of the atoms, which are considered as hard spheres with a diameter equal 

to the closest interatomic distance (da) in the crystal lattice.  

Surface area contribution of edges 

When two surfaces meet at an angle, an edge is formed, as is shown in Figure C1 (left panel). 

In our approach, the edge that connects two surfaces is taken to be a section of a cylinder, 

which fits exactly over the outermost surface of the edge atoms. The top and the bottom of 

this cylinder are formed by great circles on the corner atoms, perpendicular to both 

connecting surfaces. The length of the cylinder is thus equal to the distance between the cores 

of the corner atoms, i.e. l = da(s – 1), where da is the interatomic distance and s is the number 

of atoms in an edge, including the two corner atoms. 

   

Figure C1. Surface area contribution of edges and corners. The left panel shows a cross-section of an 
idealized edge, with the shells and cores of atoms in black. The curved surface in between the thick 
dotted lines and the red curves, which is attributed to the edge has an area of e∙l. The dihedral angle 
α is the angle between facets; β is needed for the length of e. The right panel shows a sphere with 
three great circles, enclosing the spherical triangle ABC, with internal angles ABC, ACB, and BAC. For a 
spherical triangle, the spherical excess is equal to Δ = ∠ABC + ∠ACB + ∠BAC – π. 

A facet ends where the surface is tangent with the shells of the atoms of the edge. Only the 

section of the cylinder that stretches between the two facets contributes to the surface area. 

If we call the length of the section e, then the cylindrical section has an area equal to e∙l. The 

length of e is determined by the dihedral angle α. As we see in the figure, the length of the red 

section is equal to β∙r, if β is in rad. From the figure, we can tell that β = 2π − 2∙½π − α = π − α; 

if, in addition, r = ½ da, then the total surface area of the edge can be given as: e∙l = ½ da
2 (π − 

α)(s − 1). 

Surface area contribution of corners 

A corner atom connects to several edges. It thus has several great circles around it, which from 

the bottom-circles of the edge cylinders. This leaves a spherical polygon on the shell of the 
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corner atom, which is not covered by the surface area attributed to the edges or the planes. 

A spherical triangle is shown as an example in the right panel of Figure C1. 

The surface area of a spherical polygon, which we attribute to the corner, follows from the 

spherical excess (Δ), according to r2Δ.1 The spherical excess follows from the sum of the 

internal angles (∑θk) and the number of corners in the polygon (p), according to Δ =∑θk – π (p 

– 2). The internal angles (θk) of the spherical polygon on the corner atoms, which is formed by 

the great circles perpendicular to the adjoining edges, follow from the angles between these 

edges (ηk) in the same way that β follows from α (see above), i.e. θ = π – η. It follows that ∑θk 

= pπ – ∑ηk and the spherical excess can thus be expressed as Δ = 2π – ∑ηk. The area of a corner 

is thus equal to ¼da
2(2π – ∑ηk) 

The angles between edges η are readily observed from the surface facets, and are limited to 

½π, ⅓π, and ⅔π for square, triangular, and hexagonal facets respectively. An overview is given 

in Table C1. Interestingly, the summed contribution of all corners of geometrically shaped 

particles treated here is invariably equal to da
2π. 

Table C1. Overview of geometrical properties of corner atoms on regularly shaped particles in the FCC 
crystal lattice. 

a Number of times the jth corner is found in a particular particle geometry 
b Number of facets connecting at a corner, where η is the angel between the sides of a 

triangular () or hexagonal () [111] facet, or a square () [100] facet.  
c Spherical excess calculated using ∆ = ∑θk – π (p – 2), with p = [111]+ [111] + [100]  or 

using ∆ = 2π – ∑ηk 

C2 Tolman for non-spherical particles 

The classical Tolman equation has been derived for spherical particles, however, an adapted 

version for faceted and spheroidal particles can be obtained with relative ease. To 

demonstrate this, we will first consider a number of crucial steps in the derivation of the 

Tolman equation.  

An important intermediate result in the derivation of the Tolman equation is that the change 

in surface tension is proportional to the change in pressure difference between the two 

phases, according to:2 

𝑑𝛾 = −
𝛤

𝜌1 − 𝜌2
𝑑(𝑝1 − 𝑝2)                                                                                                               (C1) 

Particle geometry 
 

zj
a [111]b 

η = ⅓π 
[111]b 
η = ⅔π 

[100]b 
η = ½π 

Δc 

Icosahedron 12 5   1/3 π 

Truncated decahedron{ 
2 5   1/3 π 
10 2  2 1/3 π 

Octahedron 6 4   2/3 π 
Cuboctahedron 12 2  2 1/3 π 
Truncated octahedron 24  2 1 1/6 π 
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in which γ is the surface tension (J m−2), Γ is the excess adsorption (mol m−3), and ρ1 and ρ2 are 

the bulk densities (mol m−3) in the first and the second phase considered, respectively, while 

p1 and p2 are the pressures (J m−3) in said phases.  

Using the Laplace equation, the pressure difference is expressed in terms of surface tension γ 

and radius r (p1 − p2 = 2γ/r), leading to: 

𝑑𝛾 = −
𝛤

𝜌1 − 𝜌2
𝑑 (

2𝛾

𝑟
)                                                                                                                      (C2) 

If the term Γ/(ρ1 − ρ2) is equated to the Tolman length δ (which is valid as long as δ << r), the 

above equation can be solved to yield the Tolman equation in the well-known form given in 

the main text (eq 6).2 

The Laplace equation 

The Laplace equation in its traditional form is valid for spherical particles. There are several 

ways to derive the Laplace equation. According to one of the described derivations,3 the 

Laplace equation can be written as: 

𝑝1 − 𝑝2 = 𝛾
𝑑𝐴

𝑑𝑉
                                                                                                                                    (C3) 

The difference in pressure depends on the change of surface area (dA) with change of volume 

(dV) at a given surface tension γ. In the above equation, the derivatives dA and dV can be 

related to the radius r of a spherical particle, i.e. dA/dr and dV/dr, and with A = 4πr2 and V = 

4/3∙πr3, the traditional formulation of the Laplace equation can be obtained. 

Facetted particles 

In our approach, Laplace expressions for non-spherical faceted particles, will be obtained by 

expressing surface area as a function of an equivalent radius. For this, we use the relationship 

between surface area and volume, which is well-defined for faceted particles. Formulae for 

surface area and volume, as a function of edge-length l, are given in Table C2 for selected 

particle geometries. 
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Table C2. Surface area and volume of a selection of faceted particles as a function of edge-length l.  

Particle geometry Surface area Volume ca 

Cuboctahedron (6 + 2√3)𝑙2  
5

3
√2𝑙3  1.105 

Octahedron 2√3𝑙2  
1

3
√2𝑙3  1.183 

Truncated octahedron (6 + 12√3)𝑙  8√2𝑙3  1.099 

Icosahedron (5√3)𝑙2  
5

12
(3 + √5)𝑙3  1.065 

Truncated decahedron (5 +
5

2
√3)𝑎2  

5

4
√5 + 2√5(1 +

2

3
√1 −

2

5−√5
) 𝑎3  1.100 

a Ratio between surface area of the faceted particle and a spherical particle of equal volume 

Oblate and prolate spheroids. 

For spheroidal particle, a similar shape factor can be established. The surface area for oblate 

and prolate spheroids with an equatorial radius a and a polar radius b can be calculated using 

the following equations: 

𝐴oblate = 2𝜋𝑎2 +
2𝜋𝑏2

√1 − 𝑏2/𝑎2
∙ arctanh (√1 −

𝑏2

𝑎2
)                                                           (C4a) 

𝐴prolate = 2𝜋𝑎2 +
2𝜋𝑎𝑏

√1 − 𝑎2/𝑏2
∙ arcsin (√1 −

𝑎2

𝑏2
)                                                             (C4b) 

The volume for both types of spheroidal particles is equal to 4/3∙πa2b. Using the above 

formulae, a shape factor can be coupled to the ratio between the equatorial and the polar 

radius a/b. This is shown in Figure C2. 

 
Figure C2. Shape factor c for oblate and prolate spheroidal particles, plotted against the ratio a/b 
between the equatorial and polar axis. Below a ratio of 1 particles are oblate, above they are prolate. 
The vertical dotted lines are positioned at a/b ratios of 0.5 and 2, we expect that most nanoparticle 
particles will fall in between these limits. 
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Generalized Tolman equation  

Using the shape factor c, the Laplace equation for faceted and spheroidal particles becomes 

∆p = 2cγ/r. This adapted Laplace equation can be readily used in the derivation of the Tolman 

equation, leading to:  

𝛾r =
𝛾∞

1 + 2𝑐𝛿 𝑟s⁄
= 𝛾∞ (1 +

2𝑐𝛿

𝑟e − 𝛿
)
−1

                                                                                           (C5) 

The effect of the introduction of c in the Tolman equation depends on the value of the Tolman 

length and the particle size. For the Tolman lengths that we derived for metallic nanoparticles 

in this work, the effects are very limited for particles larger than ~2 nm as shown in Figure C3. 

 
Figure C3. The deviation (%) of the adapted Tolman equation (eq C4) from the classical Tolman 
equation (eq 4.6) for octahedral, cuboctahedral, and icosahedral particles (from top to bottom). The 
lines are calculated using a Tolman length of −0.036 nm, which is the value that we will later establish 
for cuboctahedral gold nanoparticles (see Results and Discussion). The horizontal dotted represents a 
deviation of 1%; the vertical dotted line represents the equimolar diameter de for a single gold atom, 
calculated using equation 4.1 (main text). 

Concluding remarks 

Above we have treated shapes with sharp corners and edges. However, the physical surface 

area that we formulate in this work explicitly includes the surface area of rounded edges end 

corners. Given the limited difference between a spherical Tolman approach and a faceted 

Tolman approach, we feel that such details can be left untreated. 

We are also aware, if the surface of tension is located at a uniform distance from the 

equimolar surface, their geometries are not necessarily identical for non-spherical particles. 

This is the case for cuboctahedra, truncated octahedra and truncated decahedra, as well as 

for oblate and prolate particles. For applications of equation C5 in this work, the shape change 

is minor. However, for very small, non-spherical water droplets, this may be relevant. 
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C3 How surface energy depends on the radius of tension 

In the main text we explain that upon choosing a radius of tension rs, a surface energy value 

can be calculated in two ways. Thermodynamically, using the Tolman equation, and 

atomically, by scaling the excess particle energy to the surface area. Crucial for determining 

the position of the surface of tension is that both calculated surface energy values depend 

differently on the chosen value for the radius of tension rs. This is illustrated in Figure C4. 

Because of the opposite dependence on rs, the calculated lines intersect; this is universally 

seen. The true radius of tension rs and size-dependent surface energy γr are found where the 

lines intersect, i.e. at the rs value where both methods yield the same surface energy. 

 
Figure C4. Relation between surface energy and the radius of tension rs for the thermodynamic 
(dashed line) and the atomic (dotted line) method of calculating surface energy. Lines have been 
calculated for a spherical particle with an equimolar radius re of 2 nm, and an excess particle energy 
∆ES of 81.8 aJ. The consistent value of rs and the corresponding surface energy γr are found where the 
lines cross, as indicated with a red dot. Also indicated is the planar surface energy, γ∞. The difference 
between re and rs is the Tolman length given with the horizontal arrow. 

C4 Nucleation of water cavities 

Very recently, the nucleation of cavities in water has been studied with state-of-the-art 

advanced MD simulations.4 The Gibbs free energy of formation of cavities in water was 

calculated as a function of cavity size for negative pressures p in the range of −100 to −200 

MPa. These simulated Gibbs free energy curves are given in Figure C5 with symbols. If the 

cavity volume is very small, energy is needed to enlarge it, while for large volumes, Gibbs free 

energy is released at enlargement of the cavity. In the latter case, the cavity can grow 

spontaneously. However, if the cavity is smaller than a critical value, it may spontaneously 

collapse. On the top of the energy barrier, the critical particle is in an instable state. 
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Figure C5. Gibbs free energy of cavity formation in water as a function of the equimolar cavity diameter 
for various values for the applied negative pressure. The symbols are values of Menzl et al.4 that were 
obtained with advanced MD simulations. The lines have been calculated with homogeneous nucleation 
theory using a size-dependent surface tension (eq C6) according to the Tolman approach with a mean 
shape factor of c = 1.1 (see text). The curves were calculated using the Tolman length as the only 

adjustable parameter leading to  = 0.067 nm. 

The generated MD data have been described by Menzl et al.4 with classical nucleation theory 

allowing the surface tension to be size-dependent by introducing a Tolman length.4 The 

authors applied an expression that is based on the surface of tension with corresponding 

radius (rs), whereas in their data treatment, the calculated radius is based on the equimolar 

volume, making it equivalent to re. This principal difference is the cornerstone of the 

thermodynamic treatment of Tolman. It implies that the radius in their expressions is to be 

replaced by re − , where appropriate. The proper expression to be applied in critical 

nucleation theory is: 

∆𝐺(𝑟e) =   4𝜋𝑐(𝑟e − )2  
𝛾∞

1 + 2𝑐 / (𝑟e −  )
 +  

4𝜋𝑟e
3

3
 𝑝                                                           (C6) 

in which c is the shape factor for deviation from the perfect sphere. In equation C5, the first 

term gives the contribution of surface Gibbs free energy and the second term gives the 

contribution of the formation of the water cavity.  

A second point is that Menzl et al.4 have made the surface tension γ∞ of water in the planar 

limit to an adjustable parameter, in order to get an excellent fit. However, it leads to a 

significantly higher value for the surface tension γ∞ of water than found experimentally. 

Considering the planar surface tension of water γ∞ as an adjustable parameter is doubtful 

since it may be assume that the advanced MD model applied is able to reproduce the 

experimental value correctly. 
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In Figure C5, the given lines have been calculated with the above expression for homogeneous 

nucleation. In our treatment of their data, a good fit could not be achieved when the Tolman 

length  is considered as the only adjustable parameter. The simulation experiments of Menzl 

et al.4 showed that the particles shape is non-spherical. If the shape factor c is introduced and 

used as an adjustable parameter, an excellent fit is found for the full data set, with only minor 

deviations, as is shown in Figure C5. The data is best described with a size independent shape 

factor of c = 1.1 and  = +0.067 nm. The Tolman length is much lower than the high value 

found by Menzl et al.4 ( = +0.195 nm) and closer to the value estimated by Tolman  = 0.1 nm 

for spherical water droplets and recently found with simulations ( = +0.05–0.10 nm).5 

The same shape factor is taken for all sizes. Menzl et al.,4 showed that the particles vary in 

shape, and in addition, the surfaces of the droplets are quite irregular. By extracting the 

surface areas and volumes from the MD results, one may in principle calculate the shape 

factors involved. However, this is beyond the scope of the present paper. 

C5 Equimolar surface and Tolman lengths 

The equimolar surface  

The equimolar surface is defined as the surface within which all the mass would be located in 

case of a uniform density up to the equimolar surface. While this is fairly straightforward for 

spherical particles, it is less so for crystalline particles with a polyhedral shape. Rather than 

establishing an equimolar radius, we will establish a position of the equimolar radius with 

respect to the center of the surface atoms.  

We assume that the mass of an atom is distributed homogeneously within the atomic radius, 

which we define as half the interatomic distance, i.e. ra = ½ da. Figure 4.4 (main text) shows 

that atoms in the crystal structure overlap. At the surface, the density is thus lower. It follows 

that the equimolar surface is located between the cores and the outer shell of surface atoms.  

The equimolar surface is located such that the missing sections between surface atoms can 

be exactly filled in with the sections extending over the equimolar surface. The red dotted 

lines in Figure 4.4 of the main text are located exactly between atomic layers, and the 

overlapping sections from different layers (colored) have exactly the same size. The exact 

location of the equimolar surface thus follows from the distance between atomic layers.  

From the atomic positioning in the FCC lattice, it may be calculated that the distance between 

[100] and [111] planes is equal to √½ da, and √⅔ da, respectively. The equimolar surface is 

located at half that distance, i.e. √½ ra  and √⅔ ra, from the centers of surface atoms. 
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Specific Tolman lengths for crystal faces 

Above we have defined the position of the equimolar surface relative to the centers of surface 

atoms. In a similar fashion, we can calculate the positions of the surfaces of tension will also 

be defined, we can calculate the Tolman length.  

In our definition, the physical surface (see Figure 4.2c, main text) is placed on top of the outer 

shells of surface atoms. In other words, the physical surface is located at a distance of ra from 

the centers of surface atoms. This leads to a Tolman length of (√½ – 1) ra for the [100] face and 

(√⅔ – 1) ra for the [111] face, leading to δ100 = –0.146 da and δ111 = –0.092 da.  

Method A (see Figure 4.2a, main text) places the surface of tension at the center of the surface 

atoms. Above we have thus given the position of the equimolar surface relative to this surface 

of tension, leading to δ100 = 0.354 da and δ111 = 0.408 da. 

For the surface of tension defined in Method B, as given in Figure 4.2b of the main text, the 

position is more complex to calculate. Moreover, the location may vary for particles of 

different shapes, depending on the number of edges. We will here demonstrate the 

calculation for cuboctahedral particles.  

To obtain the distance between the surface of Method B and the center of surface atoms, we 

calculate the full height of a particle in terms of edge-length (s), which in this method is taken 

as s da. For a cuboctahedron, the distance between two opposite [100] faces is equal to the 

diagonal of the [100] face, or √2 s da. The distance between the cores of two opposite [100] 

faces is equal to the diagonal of a [100] face defined according to method A, i.e. √2 (s – 1) da. 

It follows that the distance of the surface of tension from method B from the cores is equal to 

½√2 da or √½ da at the [100] face.  

Using the same principles, though following a much more complicated route, it can be 

calculated that the distance between the surface of tension and the centers of surface atoms 

is equal to √⅔∙da at the [111] face. For cuboctahedra, the Tolman length for the surface of 

tension defined in method B is thus equal to √½ ra – √½ da for the [100] face and √⅔ ra – √⅔ da 

for the [111] face, leading to δ100 = –0.354 da and δ111 = –0.408 da. 

C6 Interpretation of additional excess energy data  

Size dependency of surface energy of other metallic nanoparticles  

In the main text, we identified the physical surface as thermodynamically consistent with the 

surface of tension. We also showed that with scaling to this surface, the size dependency for 

surface energy (J m−2) is greatly reduced with respect to trends previously published in 

literature.6, 7 A low size-dependency of surface energy is universally observed when 

computational energy data are scaled to the physical surface area, as shown with additional 

data in Figure C6, for a variety of particle shapes.  
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Figure C6. Surface energy data for noble metal nanoclusters in a variety of particle shapes scaled to 
the physical surface area. Computational data were taken from Liu et al.8 (DFT-LDA, silver: squares), 
Barnard and Curtis9 (DFT-GGA, gold: spheres), Medasani et al.6 (DFT-GGA, silver: triangles), and Oliveira 
et al.10 (SCC-DFTB, silver: diamonds). Tolman functions were generated (dotted lines) using restricted 
assumptions, which are described below. 

Consistency of the physical surface for other metallic nanoparticles 

Liu et al.8 calculated planar surface energies for the silver [111] face and [100] face, being 0.55 

and 0.69 eV atom−1 respectively. Expressing the surface area of the [111] and [100] face per 

atom, being respectively 0.072 nm2 and 0.083 nm2, yields γ[111] = 1.22 J m−2 and γ[100] = 1.33 J 

m−2. Using da,Ag = 0.28911 and Table C3, we find a surface tension γ∞ = 1.22 J m−2 and a Tolman 

length δ = −0.027 nm δ for icosahedral silver clusters. As no macroscopic surface energy data 

are available in the works by Medasani et al.6 and Oliveira et al.,10 a macroscopic surface 

energy of γ∞ = 0.93 J m−2 was fitted to the data for silver cuboctahedra.6, 10 

The model lines for the AuNP have been calculated using a calculated guess of the surface 

energy for the planar crystal faces γ[100] and γ[111], as these lack in the paper of Barnard and 

Curtis.9 We found that the surface energy of the two silver truncated octahedra with N = 38 

and N = 79 atoms from Liu et al.8 is between 1.08 and 1.09 times higher than the surface 

energy of the identically shaped gold truncated octahedra from Barnard and Curtis.9 Assuming 
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that the same ratio is valid for the planar crystal faces, we get the approximated values of γ[100] 

= 1.23 J m−2 and γ[111] = 1.12 J m−2 for gold, which we applied. Using da,Au = 0.28811 and Table 

3, we can generate values for the surface of tension γ∞ and the Tolman length δ for the 

different shapes. For icosahedral gold clusters, γ∞ = 1.12 J m−2 and δ = −0.026 nm; for 

octahedral gold clusters, γ∞ = 1.12 J m−2 and δ = −0.026 nm; and for cuboctahedral gold 

clusters, γ∞ = 1.19 J m−2 and δ = −0.036 nm. 

Overall, the data description by the Tolman equation is good. Individual data points may 

deviate because of uncertainties in the energy calculation or due to the intricacies in 

energetics of nanocrystals. Considering the planar surface energy values are the primary input 

parameter, our method of estimation performs well. 

C7 Truncated octahedra 

The truncated octahedra shown in Figure 4.7a  of the main text are non-regular, meaning they 

have two different edge-lengths.7 As such, these particles are not covered by the general 

formulas in Table 4.1 of the main text. We provide dedicated formulae for these particles here.  

If s1 is the number of atoms in the edge between two [111] faces, and s2 denotes the edge 

between a [111] and a [100] face, then [111] and [100] facets have the following surface areas: 

𝐴𝑓,[111] = √3((𝑠1 − 1)(𝑠2 − 1) +
(𝑠1 − 1)2+(𝑠2 − 1)2

4
)                                                         C7a 

𝐴𝑓,[100] = (𝑠2 − 1)2                                                                                                                              C7b 

The surface area of edges and corners can be found using the formulae in Table 1 of the main 

text. 

In the truncated octahedra shown in Figure 4.7a of the main text, edge-length s1 was constant 

with particle size while s2 increased. It results in a variable surface area ratio of the [100] and 

the [111] faces, which leads to different values δ and γ∞. These have been calculated using da 

= 0.28811 nm and γ[111] = 0.79 J m−2 and γ[100] = 0.92 J m−2;7 values for δ and γ∞ are given below 

in Table C3.  
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Table C3. Edge-lengths, surface area ratios, macroscopic surface energy values and overall Tolman 
lengths for the truncated octahedra of Figure 4.7a of the main text. 

Edge lengths 
A[100] /A[111] γ∞ (J m−2) δ (nm) 

s1 s2 

2 3 0.348 / 0.652 0.835 −0.0319 

2 5 0.456 / 0.544 0.849 −0.0336 

2 7 0.505 / 0.495 0.856 −0.0344 

2 9 0.533 / 0.467 0.859 −0.0348 

2 11 0.551 / 0.449 0.862 −0.0351 

We note that the shape factor c also varies with size for the truncated octahedra described 

above. The smallest of the above particles is close to a regular truncated octahedron, while 

the largest rather resembles a cuboctahedron. The shape factor for these particles can thus 

be expected to be in between those of a regular truncated octahedron and a cuboctahedron. 

Figure C3 shows that a very limited effect of shape correction is to be expected. It has 

therefore not been calculated for these particles. Instead, the value for regular truncated 

octahedra was used in all cases. 

C8 Twin plane energy  

As we explain, the total surface energy values from Ali et al.7 include an internal strain 

contribution due to twinning. The difference between the total surface energy from Ali et al.7  

and the size dependent surface energy can thus be interpreted as twinning energy. The total 

twinning energy for a cluster (aJ) is found after multiplying the difference (J m−2 or aJ nm−2) 

with the total surface area (nm2). This value is scaled to the total twin-plane surface area for 

icosahedra as shown in Figure 8 of the main text. 

Icosahedral particles have 30 triangular twin-planes: three shared twin-planes for each of its 

20 tetrahedral subunits. The exact definition of the twin-plane for icosahedra can be debated. 

Two possible surface area definitions are shown in Figure C7; though the resulting twin-plane 

energy values vary, the trend is not affected by the choice. For our analysis, we use the smaller 

of the two definitions, indicated by the darker blue in Figure C7. 
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Figure C7. Total twinning energy for icosahedra plotted against twin-plane area. The right panel shows 
two possible ways of defining the triangular twin-plane area. There was little difference between the 
trends found for these two definitions, we have used the smaller of the triangles. In an icosahedron, 
30 of these triangular twin-planes are found. 

C9 Surface enthalpy 

Relating surface enthalpy to the enthalpy of vaporization and atomization  

Surface formation can be considered as breaking of intermolecular or interatomic bonds, 

which requires energy. For a solid or liquid particle, the surface enthalpy contribution to the 

particle enthalpy is equal to the product Ap∙ ∆Hsurf, in which Ap is the specific surface area (m2 

mol−1) and ∆Hsurf is the surface enthalpy (J m−2). In the simplest approach, the excess surface 

enthalpy (J mol−1) is calculated assuming a spherical morphology and constant value for ∆Hsurf. 

The specific surface area of a particle can be related to the number of atoms N, using the 

particle radius found according to: 

𝐴p = 4𝜋𝑟2
𝑁A
𝑁
 =  4𝜋

𝑁A
𝑁
(
3𝑀𝑁

4𝜋𝑁A𝜌
)
⅔

= (4𝜋
𝑁A
𝑁
)
⅓

(
3𝑀

𝜌
)
⅔

                                                   (C8) 

where NA is Avogadro’s number (mol−1), M is the molar mass (g mol−1), and ρ is the bulk density 

(g m−3). The upper limit of the specific surface area is determined by the radius of a single 

atom or molecule (N = 1).  

The result of this approach is given in Figure C8 with full lines for the formation of water nano-

droplets and silver nanoparticles. At room temperature, surface enthalpy values (∆Hsurf) are 

respectively 118 mJ m−2 for water12 and 1.52 J m−2 for gold (Table 4.2 main text). These values 

refer to the slope of the full lines in Figure C8. The value for gold has been derived (next 

section), using the relationships of Tyson and Miller.13  

corner 
atom 

corner 
atom 

center 
atom 
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With this simplified approach, the experimental energy of formation of a single molecule or 

atom in the gas phase is close to the enthalpy of formation (∆Hf) of the equilibrium phase 

amended with a surface enthalpy contribution in the size limit. In other words, a major part 

of the enthalpy of vaporization or atomization is explained by the surface enthalpy that a 

single liquid molecule or solid atom would have. Introducing a size dependency for the surface 

enthalpy allows us to close the gap and equate the surface enthalpy of a single molecule or 

atom formation with the enthalpy of vaporization or atomization, as shown in Figure C8 with 

dotted lines. 

 

Figure C8. Molar enthalpy of water and gold modified by surface enthalpy, ranging from bulk material 
to a single molecule or atom. The enthalpy of surface formation for a particle with the size of a single 
molecule or atom already explains a major part of the enthalpy of evaporation or atomization if a 
constant surface enthalpy is assumed (solid line). The two values can be unified by introducing size 
dependency of the surface enthalpy. The uplift of the curve (dotted line) is equivalent with a negative 
value for the Tolman length.  

This size dependency of the surface enthalpy in Figure C8 is obtained using the 

thermodynamic approach of Tolman (eq 4.6, main text), applying a Tolman length of δ = 

−0.014 nm and δ = −0.009 nm, respectively for water and gold. When the same analysis is 

performed for silver, a Tolman length of −0.006 nm is found. Note that the value for Tolman 

length of water is for surface enthalpy, and therefore different from the Tolman length in the 

main text, which is for the surface Gibbs free energy. In case of surface enthalpy, the values 

for the Tolman length are negative, which is equivalent in Figure C8 with an increase of the 

slope and an uplift of the curve relating the formation of surface area to the enthalpy change. 

The diamond and square in Figure C8 are the enthalpy of the bulk liquid and solid, respectively, 

and the spheres are the enthalpies of the constituting molecule or atom in the gas phase. The 

difference between both types of values is the enthalpy of vaporization and atomization. 
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Thermodynamic surface data for gold  

While there are ample measurements for the size dependency of surface tension in liquid 

metals at high temperature, to our knowledge there are none for solid metals. Although the 

development of computational techniques has created a large body of data, the variation 

within those data is large. Moreover, the present approach requires a generic single surface 

energy value, whereas ab initio techniques mostly are applied to specific crystal faces. For this 

reason, we choose to base ourselves on the only work to date that specifies surface energy 

for solid metals, based on empirical data.  

Tyson and Miller13 primarily focus on the solid-vapor surface tension, which they estimate to 

have a value of 1.18 times the liquid-vapor surface tension at the melting temperature (TM). 

Using the data available at the time, this correlation leads to a surface tension of 1.33 J m−2 

for solid gold at T = TM. Using the latest experimental data, 14-16  an average of ∆Gsurf, (l) = 1.13 

± 0.02 J m−2 is found for liquid gold at the melting temperature, suggesting a value of ∆Gsurf, (s) 

= 1.34 J m−2 for solid gold. 

Additionally, Tyson and Miller13 devoted a section in their paper to surface entropy. In short, 

they argued that surface entropy is linked to the surface area per mole of surface atoms (Am), 

estimated using 1.612 NA
⅓ Vm

⅔, where NA is Avogadro’s number and Vm is the molar volume 

(m3 mol−1).  The entropy contribution is found as the sum of contributions from 3 different 

temperature intervals (Figure C9).  At heating from 0 K to the Debye temperature (TD), the 

entropy increases linearly from 0 to 0.8 R/Am, where  R is the gas constant R = 8.134 J mol−1 

K−1. Between the TD and ½TM, the surface entropy is constant at 0.8 R/AM, and between ½TM 

and TM, it increases linearly from 0.8 R/AM to 1.8 R/AM.  

The surface entropy for solid gold at the melting temperature, as it follows from these 

relationships (0.23 mJ m−2 K−1), exceeds the surface entropy for liquid gold, as found from the 

temperature dependence of the surface tension (0.15 ± 0.01 mJ m−2 K−1).14-16 We have plotted 

the  temperature dependence of surface entropy13 for solid gold in Figure C9, using the 

theoretical value ∆Ssurf = 0.23 mJ m−2 K−1 at T = TM, a melting temperature of TM = 1337 K, and 

TD = 0.2 TM. 

With the above information for solid gold, one is able to calculate the temperature 

dependency of the surface enthalpy using ∆Gsurf = 1.34 J m−2 at the melting temperature. The 

corresponding enthalpy follows from ∆Hsurf
 = ∆Gsurf + T∆Ssurf. The temperature dependency of 

∆Gsurf follows from:13 

∆𝐺surf − ∆𝐺surf(𝑇M) = ∫ ∆𝑆surf

𝑇M

𝑇

𝑑𝑇                                                                                         (C9) 

The results of these calculations are summarized in Table 2 (main text) and visualized in Figure 

C9. 
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Figure C9. Temperature dependence of surface free energy (∆Gsurf) and surface entropy (∆Ssurf) 
according to Tyson and Miller,13 as well as the surface enthalpy (∆Hsurf) that follows from it. Surface 
free energy and surface enthalpy values correspond to the primary (left) y-axis, surface entropy to the 
secondary (right) y-axis. The dotted arrows indicate important temperatures for estimating surface 

entropy: the Debye temperature (TD  0.2TM), half of the melting temperature (½TM) and the melting 
temperature (TM). 

Thermodynamic surface data for silver  

The above procedure has also been performed for silver. Averaging recent experimental 

data,17-19 we obtain a surface Gibbs free energy ∆Gsurf, (l) for liquid silver at the melting 

temperature of 0.934 ± 0.03 J m−2. Using the above discussed energetic difference between 

the surface of solid and liquid metals at TM, i.e.  ∆Gsurf, (s) = 1.18 ∆Gsurf, (l),13 we find ∆Gsurf, (s) = 

1.10 J m−2 at T = TM, in accordance with the value of 1.09 J m−2, given by Tyson and Miller.13 

For the surface entropy for solid silver at the melting temperature, we used ∆Ssurf = 0.23 mJ 

m−2 K−1, equal to 1.8 R/AM.13 This value corresponds very well with the temperature 

dependency of the surface tension of molten silver 0.21 ± 0.05 mJ m−2 K−1.17-19 Results are 

given in Table 4.4 of the main text. 
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D1 Properties of low index surfaces in the FCC metals 

In the main text, we discuss the strong proportional relationship between the surface density 

of broken bonds (Χ) and the surface energy. The surface structure of a variety of low-index 

surfaces was studied to calculate the number of broken bonds present per unit surface area.  

The various low index surface planes have very different structures: some with atoms in a 

single interface position, some with atoms in 2 or 3 different interface positions. In Table D1, 

we provide an overview of the different low-index surfaces and the surface densities and 

coordination numbers of their respective atoms. Coordination numbers and surface densities 

were found with the help of CrystalMaker®. The surface density of broken bonds Χ follows 

from eq 5.1, i.e. ∑ΓiΔCNi, with ΔCNi = CNi − CNB, using CNB = 12 for the FCC metals. 

Table D1. Overview of properties of low index surfaces of the FCC metals. 

Surface [hkl] Γ1
a CN1

b Γ2
a CN2

b Γ3
a CN3

b Χ c 

[111] 

[100] 

[211] 

[331] 

[311] 

[110] 

[210] 

1.155 

1.000 

0.408 

0.459 

0.603 

0.707 

0.447 

9 

8 

7 

6 

7 

7 

7 

 

 

0.408 

0.459 

0.603 

0.707 

0.447 

 

 

9 

9 

10 

11 

9 

 

 

0.408 

0.459 

 

 

0.447 

 

 

10 

11 

 

 

11 

3.464 

4.000 

4.082 

4.129 

4.221 

4.243 

4.472 
a Site density Γi of surface atoms in position i in units of da

−2, where da is the closest interatomic distance. 
b Surface coordination number CNi of surface atoms in position i.  
c Surface density of broken bonds Χ, in units of broken bonds per da

2, calculated using ∑ΓiΔCNi (eq 5.1, 
main text). 

For the low index surfaces of the FCC metals, the surface density of broken bonds is 

proportional with the surface energy, as shown in Figure D1 for a variety of metals calculated 

using different computational methods. The figure shows data for: (a) copper, gold, and silver 

calculated using density functional theory (DFT) in the full-potential screened Korringa-Kohn-

Rostoker (FKKR) method;1 (b) iridium, rhodium, platinum, and palladium calculated using 

density functional theory (DFT) in the full-potential screened Korringa-Kohn-Rostoker (FKKR) 

method;2 (c) platinum, palladium, and gold calculated using DFT in the generalized gradient 

approximation (GGA) using the Perdew-Burke-Ernzerhof (PBE) functional;3 and (d) nickel and 

platinum calculated using DFT in the generalized gradient approximation (GGA) using the 

Perdew-Burke-Ernzerhof (PBE) functional.4 
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Figure D1. The relationship between surface energy and surface density of broken bonds for FCC 
metals. Shown are surface energy data for: (a) copper, gold, and silver calculated using DFT-LDA;1 (b) 
iridium, rhodium, platinum, and palladium calculated using DFT-LDA;2 (c) platinum, palladium, and gold 
calculated using DFT-GGA;3 and (d) nickel and platinum calculated using DFT-GGA.4 

It is not certain that the proportionality found above is universal for FCC metals, e.g. surface 

energy values calculated for aluminum3 do not correlate as well. However, it appears to be 

valid for all FCC metals in groups 9 through 11, which are the metals of primary interest for 

nanoparticles.  

An interesting side-note is that while the data for nickel and platinum in Figure D1d have very 

different values, they have the same slope. As we discuss in the main text, the slope represents 

the average bond energy. Thus while the same approximate bond energy is found for these 

two metals, the surface energy is much higher for nickel. The reason is the smaller interatomic 

distance in that metal, which leads to a higher surface density of broken bonds, and thus a 

higher surface energy, even at the same bond energy.   
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D2 Total number of atoms in particle geometries 

In Table 5.2 (main text), we present formulae for calculating the number of the different kinds 

of surface atoms found on the selected particle geometries. This information is used in the 

surface coordination model, which calculates the total coordination energy (J) for particles of 

different size. To convert this output to particle stabilities (J mol−1), the total number of atoms 

in a particle NT is needed. Below, we derive the formulae for NT. 

Octahedra, cuboctahedra, icosahedra, and regular truncated decahedra (with s1 = s2) can be 

enlarged by placing a monolayer of atoms at the surfaces. The total number of atoms in the 

larger particle NT is equal to that of the initial particle plus the number added by the 

monolayer. These numbers depend on the edge length s, expressed in a number of atoms.  

In octahedra, an added monolayer increases edge-length with 2 atoms, leading to: 

𝑁T,𝑠 = 𝑁T,𝑠−2 +𝑁S,𝑠                                                                                                                          (D1) 

with NT,s for s = 1 and s = 2 equal to 1 and 6 respectively. The total number of surface atoms 

(facet, edge, and corner) NS,s for a particles with edge-length s is found using the formulae in 

Table 5.2 of the main text. 

Analysis of the particle structure reveals that for cuboctahedra, truncated decahedra, and 

icosahedra, addition of a monolayer increases the edge-length s with 1 atom. For a particle 

with edge length s, the total number of atoms NT,s can be given as: 

𝑁T,𝑠 = 𝑁T,𝑠−1 + 𝑁S,𝑠                                                                                                                            (D2) 

where, NT,s for s = 1 is equal to 1; as above, NS,s is found using Table 5.2 of the main text. 

Truncated octahedra are more complex and the total number of atoms is best calculated from 

the untruncated octahedra. A truncated octahedron with edges of s atoms, is formed by 

truncating an octahedron with edges of 3s – 2 atoms. The number of atoms removed from the 

six corners is equal to ∑(s – 1)2. Using these principles, NT can be reliably calculated for 

truncated octahedra, though the method is not very streamlined. 

As an alternative to the above approach, the systematic build-up of the various geometrically 

shaped nanoclusters along a certain direction can be analyzed and formulated. The derivation 

is unimpressive but laborious, and we will not present it here. Rather, the set of summarized 

formulae is given below, in which the total number of atoms in a particle (NT.s ) are written out 

as a function of the edge length s.  

For octahedra the total number of atoms for a particle with edges of s atoms is: 

𝑁T,𝑠 = ⅓(2𝑠3 + 𝑠)                                                                                                                              (D3) 
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Cuboctahedra, icosahedra, and regular truncated decahedra with equal edge-lengths, i.e. s1 = 

s2, have the same total number of atoms for a particle with edges of s atoms, equal to: 

𝑁T,𝑠 = ⅓(2𝑠 − 1)(5𝑠2 − 5𝑠 + 3)                                                                                                   (D4) 

For truncated decahedra with edge-lengths s1 and s2, the total number of atoms is equal to: 

𝑁T,𝑠 = ⅚(𝑠1
2 − 𝑠1)(𝑠1 + 3𝑠2 − 2) + 𝑠1 + 𝑠2 − 1                                                                       (D5) 

For truncated octahedra with edge-lengths s1 and s2, the total number of atoms is: 

𝑁T,𝑠 = ⅓(𝑠1 + 2𝑠2 − 2)(𝑠1 + 2𝑠2 − 1)(2𝑠1 + 4𝑠2 − 3) − (𝑠1 + 2𝑠2 − 2)2

− (𝑠1
2 − 𝑠1)(2𝑠2 − 1)                                                                                             (D6) 

D3 Derivation of zero-coordination energies 

Using the appropriate value for the zero-coordination energy, E0, the surface coordination 

model (equation 5.3, main text) calculates the external excess energy ∆ES of metallic 

nanoparticles. Vice versa, if the external excess energy is known for particles of a given 

structure, the corresponding value of E0 can be calculated. For a collection of structures, 

plotting ∆ES against the sum term of equation 5.3, i.e. ∑Ni(1 − (∆CNi/CNB)½), will give a linear 

correlation with a slope equal to E0.  

In Figure D2 (next page), the excess energy, calculated using MO/DFT for a variety of gold and 

silver nanoparticles, is plotted against the sum-term of equation 5.3 of the main text for the 

corresponding structures. The structures used have no twinning or other features leading to 

internal energy contributions. Therefore, the excess energy calculated for these particles is 

expected to be exclusively external. The figure shows a strong linear correlation between the 

computationally calculated particle energy data and the surface coordination energy. 

Figure D2a shows excess energy data for gold nanoparticles by Barnard and Curtis5 calculated 

using DFT-GGA. A good correlation is found with the coordination energy, though individual 

data points may slightly deviate from the trendline. Using the slope or zero-coordination 

energy of E0 = 0.59 aJ to calculate surface coordination energies, the average difference from 

energies values generated by MO/DFT is approximately zero, having a standard deviation of 

0.26 aJ. 

Figure D2b shows  excess energy of silver nanoclusters, calculated by Medasani et al.6 using 

MO/DFT-GGA. An excellent correlation is found with a slope of 0.44 aJ. Note that two of the 

data points by Medasani et al.6 are for polyhedral clusters that are not described in Table 5.1 

of the main text. 
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Figure D2. Relationship between the sum-term of equation 5.3 and excess particle energy ∆E, as 
calculated using various computational methods. Shown are (a) gold clusters based on DFT-GGA,5 (b) 
silver clusters based on DFT-GGA,6 (c) silver clusters based on DFT-LDA,7 and (d) gold clusters using 
MD-EAM.8 The slope of the line yields the zero coordination energy E0. 

Liu et al.,7 have calculated energies for silver surfaces and truncated octahedra using DFT-LDA, 

as shown in Figure D2c. The data for the truncated octahedra and the [111] face almost 

perfectly proportional to the surface coordination value, all suggesting a zero coordination 

energy of E0 = 0.66 ± 0.01 aJ per atom. Contrasting to this, the [100] face surface energy 

suggests a value of 0.60 aJ per atom. 

Figure D2d shows molecular dynamics data calculated by Ali et al.8 using the embedded atom 

method. Data have been calculated for truncated octahedra and cuboctahedra over a large 

size-range. Again, the computational data are linearly correlated to the sum-term of equation 

5.3, the resulting slope corresponds to a zero-coordination value of E0 = 0.42 aJ.  

The results by Medasani et al.6 and Ali et al.8 (respectively Figure D2b and D2d) are not 

perfectly proportional to the results from the surface coordination model. Instead, a small 

positive intercept is found of 0.41 aJ and 0.58 aJ, respectively. Forcing the trendline through 

the origin yields slightly higher slopes. Compared to the computational data, values calculated 

with these higher E0 values underestimate ∆ES for the largest particles, and overestimate it for 

the smaller particles. While the intercept is small, in both cases it significant from the statistical 

perspective. It suggests that for these data, the coordination energy of clusters is 
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underestimated by a constant amount of energy, in contrast to the data by Barnard et al.5 and 

Liu et al.7 

D4 Additional shape description 

Table 5.1 of the main text describes a set of common polyhedral geometries in the FCC lattice, 

which does not include the shape shown below (Figure D2). This shape is used by Medasani 

et al.6 in 2 sizes, containing 43 and 249 atoms. These clusters have been reproduced in Crystal 

Maker®: surface properties are listed in Table D2. 

 
Figure D3. An additional shape used by Medasani et al.,6 having [111], [100] and [110] facets. It is a 
rhombi-cuboctahedron-like particle. 

As Figure D3 shows, this shape has three types of crystal faces: the [111] and [100] face, with 

9 and 8-fold coordinated atoms, respectively, and the [110] face, which has two atoms with 

coordination numbers of 11 and 7. The edges between the [111] and the [110] face have a 

coordination number of 7, while atoms on the edge between the [100] and the [110] face have 

a coordination number of 6. Corner atoms are located where a [111] face, a [100] face and 

two [110] faces meet, and have a coordination number of 5. A full overview of surface 

properties is for the two sizes, NT = 43 and NT = 249, is given below in Table D2. 
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Table D2. Surface structural properties of a rhombi-cuboctahedron-like particle. 

facea CNi
b Ni43

c Ni249
d edgee CNi

b Ni43
c Ni249

d cornerf CNi
b Ni43

c Ni249
d 

[111] 9 0 0 [100][110] 

[111][110] 

6 

7 

0 

0 

24 

24 

[110]2[100][111] 5 24 24 

[100] 8 6 30 

[110] 
7 

11 

0 

12 

12 

48 
a Surface facets, as identified by their miller index ([111], [100], or [110]) 
b Coordination number of atoms of type i 
c Number of times facet, edge or corner atoms of type i is found on the particle with NT = 43 
d Number of times facet, edge or corner atoms of type i is found on the particle with NT = 249 
e Edges, as  identified by the two intersecting surface facets 
f Corners, as identified by the surfaces intersecting at the corner atom 

D5 Five-fold twinned particles 

Twin-plane twin-axis atoms 

In the surface coordination model, discreet energy contributions are calculated for individual 

surface atoms. This approach was extended to the description of internal energy. In literature, 

a distinction is generally made between internal strain and twin-plane energy. It suggests that 

atoms in the twin-planes are thought to contribute differently to internal energy. 

Fivefold twinned particles have a radial symmetry, with five twin-planes meeting in a central 

axis. The structure of the twin planes of icosahedra and regular truncated decahedra are 

illustrated in Figure D4. Icosahedra (Figure D4a) have triangular twin-planes, stretching 

between each of its 30 edges to the central atom. The two sides of twin-planes are axis shared 

between five different twin-planes, leading to 12 twin-axis. Truncated decahedra (Figure D4b) 

have five trapezoidal planes with the base forming the twin-axis.   

 
Figure D4. Schematic representation of the twin-planes of icosahedra (a) and decahedra (b). Light red 
atoms indicate twin-axis atoms while  blue atoms indicate non-twin-plane atoms, the dark red atom in 
Fig.S4a) represents the atom at the centre of an icosahedron. The edge, as well as the edge-lengths, s 
for icosahedra (a) or s1 and s2 for decahedra (b) are given in the figure. 
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The number of atoms at the twin-plane and twin-axis are calculated using the number of 

atoms present at the edges, s, which includes the corner atoms. For icosahedra, the twelve 

twin-axis have a length of s − 1; the central atom (dark red in Figure D4a) is also treated as a 

twin-axis atom, leading to: 

𝑁𝑎𝑥 = 1 + 12(𝑠 − 1)                                                                                                                          (D7) 

The number of atoms in each of the thirty twin-planes is equal to the sum of natural numbers 

up to s – 2, leading to:  

𝑁𝑡𝑝 = 30∑𝑘

𝑠−2

𝑘=1

= 30
(𝑠 − 1)(𝑠 − 2)

2
                                                                                              (D8) 

For truncated decahedra, the number of atoms in the single twin-axis is equal to the sum of 

the edges minus one, leading to: 

𝑁𝑎𝑥 = 𝑠1 + 𝑠2 − 1                                                                                                                                (D9) 

The number of atoms in each of the five twin planes is equal to the sum of natural numbers 

from the outer edge s2 until the first row of atoms after the central axis, leading to: 

𝑁𝑡𝑝 = ∑ 𝑘

𝑠1+𝑠2−2

𝑘=𝑠2

= 5
((𝑠1 + 𝑠2 − 1)(𝑠1 + 𝑠2 − 2) − 𝑠2(𝑠2 − 1))

2

=  5
(𝑠1 − 1)(𝑠1 + 2𝑠2 − 2)

2
                                                                                                           (D10) 

Figure D4 shows that three types of atoms can be distinguished in the twin-planes of 

icosahedra, versus two types in decahedra. These different positions may be associated with 

a different energy. However, in our analysis in the main text, we use a single category of twin-

atoms, in which we combine all twin atoms described. In this approach, a strain energy of 

2.0∙10−3 aJ per atom is found, and an energy of 1.3∙10−3 aJ per twin atom.  

A more detailed modelling of twinning energies, differentiating between the twin-plane atoms 

and twin-axis leads to kinds of twinning atoms, is performed using linear regression. It leads 

to a somewhat lower strain energy of 1.7∙10−3 ± 3.1∙10−5 aJ per atom. For the twin-plane we 

find a very similar energy of 1.3∙10−3 ± 5.8∙10−5 aJ per atom, but the twin-axis has a much 

higher energy of 9.8∙10−3 ± 0.90∙10−3 aJ per twin-axis atom. Using this three atom model, we 

have decreased the intercept form 0.58 aJ to 0.41 aJ, for the best results.  

Marks decahedra 

In literature, a modified version of the truncated decahedra described above is often used, 

where the high-energy atoms that are present on the outer edge are removed, as shown in 
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Figure D5. This modified structure, known as the Marks decahedron, is energetically more 

favorable due to a higher coordination number on has corners and edges, as we show in the 

main text.  

  
Figure D5. A Marks decahedron see from the top and from the side. The three different edge-lengths, 
s1, s2, and s3, that are used to describe the particle (see Table D3) are indicated in the figure, where the 
top view only shows s1 and s3. The Marks decahedron is formed from an truncated decahedron by 
removing the high energy atoms at the edge of the twin-plane, it leads to a shorter edge-length s1. 

The number of face, edge, and corner atoms for this particle geometry is given below in Table 

D3, as well as coordination numbers. The formulae given in Table D3 are based on the edge-

lengths s1 , s2 and s3 as indicated in Figure D5. The total number of atoms NT in a Marks 

decahedron can be given as follows: 

𝑁T = 5((𝑠2 +
𝑠1 + 𝑠3

3
− 1)

(𝑠1 + 𝑠3 − 1)(𝑠1 + 𝑠3 − 2)

2
− 𝑠2(𝑠3−1)

2

−
(𝑠3 − 1)(𝑠3 − 2)(2𝑠3 − 3)

6
) + 𝑠1 + 𝑠2 + 𝑠3 − 2                                       (D11) 

All formulae are valid as long as s1 ≥ 3, s2 ≥ 2, and s1 − s3 ≥ 1. 

s
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Table D3. Surface structural properties of Marks decahedra. 

Type of surface atom  CNi
f Ni

g 

facetsa 
[111] 

[100] 

9   

8 

5(s1 – 1)(s1 – 2) + 10(s1 + s2 – 4) (s3 – 2)  

5(s1 – s3 – 1)(s2 – 2)  

edgesb 

[111];[111]d 

[111];[111]e 

[111];[111] 

[111];[100] 

8 

10 

8 

7 

10(s1 – 2)  

5(s2 + s3 – 3)  

20(s3 – 2)  

10(s1 + s2 – s3 – 3)  

cornersc 

5∙[111] 

4∙[111]  

2∙[111];[100] 

6 

7 

6 

2 

10 

20 
a Surface facets, as identified by their miller index ([111] or [100]) 
b Edges, as  identified by the two intersecting surface facets 
c Corners, as identified by the surfaces intersecting at the corner atom 
d Edge of the twin-plane; dihedral angle is smaller than  180° 
e Edge of the twin-plane; dihedral angle is larger than 180°  
f Coordination number of atoms of type i 
g Number of times facet, edge or corner atoms of type i is found on a particular particle geometry 

Twinning energy of icosahedra and decahedra  

The twinning energy model that we have developed in the main text is applied to gold and 

silver icosahedra and decahedra studied by Barnard and Curtis5 and Liu et al.7  The dotted lines 

in Figure D6 are predictions with the twinning model using the approach with 2 types of 

internal atoms. The dashed lines are predictions are predictions with an alternate twinning 

model with 3 types of atoms, which is describes above. The symbols refer to the twinning 

energy ∆Etwin that is calculated as the difference between the reported excess particle energy 

∆E and the external excess energy ∆ES calculated with the coordination model using the 

appropriate E0 value. 



Appendix D 

216 

 
Figure D6. Twinning energy for twinned nanoparticles of gold (yellow diamonds) and silver (blue 
squares),  derived respectively from data by Barnard and Curtis5 and Liu et al.7 The left panel shows 
icosahedral particles, the right panel shows Marks decahedra. The error bars represent an uncertainty 
of 0.26 aJ, equal to the standard deviation of the FCC-particles of Barnard and Curtis for the surface 
coordination model. The dotted lines represent the twinning energy as predicted with the twinning 
energy model described in the main text. Particle size is a mass based diameter, according to d = 
(6/π∙NT/NA∙M/ρ)⅓

. 

The figure shows that the twinning model with two parameters slightly underestimates the 

computational twinning energies for icosahedra. For decahedra, results are described to 

within the data uncertainty of the data. The twinning model with three parameters leads to 

better results for icosahedra.   
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D6 Surface enthalpy and surface Gibbs free energy 

Deriving the surface enthalpy and the Gibbs free energy for solid metals 

Values for the surface enthalpy ∆Hsurf and surface Gibbs free energy ∆Gsurf of solid metals can 

be calculated from surface tension data measured for molten metals, based on the 

relationships proposed by Tyson and Miller.9 According to this approach, surface Gibbs free 

energy at the melting temperature ∆Gsurf (TM) is a factor 1.18 higher for the solid metal than 

for the liquid phase. We similarly estimated the surface entropy at the melting temperature 

∆Ssurf (TM) of the solid phase to be a factor 1.18 higher than the temperature dependency of 

the surface tension of the liquid phase.  

The surface Gibbs free energy can be extrapolated to any temperature using the relationship:9  

∆𝐺surf(𝑇M) − ∆𝐺surf(𝑇) = −∫ ∆𝑆surf

𝑇𝑀

𝑇

𝑑𝑇                                                                            (D11) 

The temperature dependency of ∆Ssurf  was assumed to follow the pattern outlined by Tyson 

and Miller.9 They estimate surface entropy ∆Ssurf increases linearly from 0 at absolute zero, to 

~0.44∆Ssurf (TM) at the Debye temperature (TD), estimated at 0.2TM. Between TD and 0.5TM, 

surface entropy is constant at ~0.44∆Ssurf (TM), and increases linearly from ~0.44∆Ssurf (TM) to 

∆Ssurf (TM) between 0.5TM and TM. The surface enthalpy is found using ∆Hsurf = ∆Gsurf + T∆Ssurf. 

The Gibbs free energy calculated in this manner depends on both the surface tension of the 

liquid phase at the melting temperature and its temperature dependency. Experimentally 

determined surface tension values and temperature dependencies can vary considerably 

between literature sources. We have therefore tried to collect a complete overview of 

reported measurements, omitting sources in which the well-known influence on surface 

tension measurements of oxygen10 and the use of magnetic levitation of liquid metal drops11 

were not strictly controlled or corrected for.  From each reference, the surface tension at the 

melting temperature and the temperature dependency was used to calculate the surface 

enthalpy and surface Gibbs free energy at room temperature. An average value and standard 

deviation was calculated based on the results. Average surface Gibbs free energy values at 

room temperature are presented in Table D4. 
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Table D4. Experimental and predicted surface Gibbs free energy data for elemental metals at standard 
conditions (T = 298 K, P = 1 atm). 

 da
a ∆Ga

b  ∆GS,[111]
c
 ∆GS,[100]

c
 ∆GS,exp

d 

Ni 0.249 384.6  1.83 ± 0.08 2.17 ± 0.09 2.36 ± 0.02 

Cu 0.255 297.7  1.35 ± 0.06 1.60 ± 0.07 1.69 ± 0.06 

Ag 0.289 246.0  0.87 ± 0.04 1.03 ± 0.04 1.24 ± 0.06 

Au 0.288 326.3  1.16 ± 0.05 1.38 ± 0.06 1.45 ± 0.01 
a Closest interatomic distance (nm), from crystallographic data by Suh et al.12 
b Standard Gibbs free energy of atomization (kJ mol−1), from Cox et al.13 (Cu and Ag) and Schumm et al.14 

(Ni and Au) 
c Predicted surface Gibbs free energy of the [111] and the [100] face, according to E0(1 − (CNi/CNB)½)∙Γi, 

with E0 being 15 ± 5% higher than the Gibbs free energy of atomization, leading to the given uncertainty 
margins. 

d Experimental surface Gibbs free energy (J m−2), calculated from collected surface energy data of liquid 
metals. Uncertainty margins refer to the standard deviation of collected data. 

In the main text, an excellent agreement is found between experimental surface enthalpy 

values and those calculated from the enthalpy of atomization for the [111] and the [100] face 

using the surface coordination model. This is not the case for surface Gibbs free energy. As 

Table D3 shows, the experimental surface Gibbs free energy is significantly higher than the 

prediction of the surface coordination model. It suggests that ∆Ha relates differently to ∆HS 

than ∆Ga to ∆GS. 

A quick analysis shows that, for the metals in Tables 5.3 and D4, the surface Gibbs free energy 

is about 2% lower than the surface enthalpy, whereas the Gibbs free energy of atomization is 

about 12% lower than the enthalpy of atomization. This implies that the surface entropy 

contribution TΔSS is equal to approximately 2% of the surface enthalpy, whereas the entropy 

change at atomization TΔSa is equal to ~12% of ΔHa. This difference implies that the entropy 

gain, with respect to the enthalpy gain, is substantially higher when all bonds are broken than 

when only part of the bonds are broken. 

The reason for this may be a large increase in entropy upon breaking the last bond and 

entering the gas phase. This behaviour can be described with e.g. a power function with n = 

0.08, as shown in Figure D7. Given this change of entropy with coordination, the Gibbs free 

energy is a roughly constant fraction of the enthalpy for all types of surface atoms. 
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Figure D7. The energy of atoms as it varies with coordination number. The left panel shows the 
energies relative to the enthalpy of atomization, while the right panel shows the energies relative to 
the enthalpy of an atom at similar coordination. Note the large increase in entropy at CN = 0 and the 
associated drop in Gibbs free energy. 

The different patterns of coordination dependency of enthalpy and entropy discussed above 

are reminiscent of our earlier findings on the size dependency of surface enthalpy and surface 

enthalpy.15 There, we found that surface entropy increases relatively more strongly towards 

smaller size than surface enthalpy. The two must not be confused however as the latter has 

the additional factor of an increasing number of broken bonds per unit surface area. 

D7 Surface energy crystal faces: comparison with recent MO/DFT methods 

In the main test we compare the two most common MO/DFT methods, the local density 

approximation (LDA), and the Perdew−Burke−Ernzerhoff generalized gradient approximation 

(PBE-GGA), to the results of the CN-model. Here we additionally compare literature data 

generated using the PBE-GGA adapted for solids (PBEsol)16, 17 and highly advanced meta-GGA 

methods. Of the latter, the strongly constrained and appropriately normed (SCAN) was used 

with the addition of the revised Vydrov–Van Voorhis 2010 (rVV10) functional to correctly 

describe long range van der Waals interaction. The other meta-GGA method, used the 

Tao−Perdew−Staroverov−Scuseria (TPSS) functional.17 

Figure D8 shows MO/DFT data plotted against the predictions of the CN-model. For all 

methods, the data for silver agree very well with the CN-model. Copper data found with PBEsol 

are also very close, performing markedly better than LDA, however, the PBEsol data for gold 

are not as close to the CN-model as the LDA-data (see Figure 5.10, main text). Data obtained 

using the SCAN-rVV10 functional16  agrees quite well, to the values found using the surface 

coordination model. However, the data generated using the TPSS functional17 are extremely 

high for copper, and quite low for gold. Interestingly, none of the methods in Figure D8 

perform markedly better than the LDA. 
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Figure D8. Surface energies of two major low index faces ([111] and [100]) calculated for three metals 
with MO/DFT versus the surface energies according to the CN-model. The left panel shows the average 
value of two references using GGA-PBEsol;16, 17 the right panel shows two meta-GGA functionals: SCAN-
rVV1016 (diamonds) and TPSS17 (triangles). The surface energies according to the CN-model are 
calculated using only the cohesive energy and the interatomic distance as input (eq 5.5). The diagonal 
gives the 1:1 relation. 

D8 Surface of tension and Tolman lengths 

In our very recent contribution,18 we have established that for the calculation of 

thermodynamically consistent surface energy values, excess particle energy must be scaled to 

the surface of tension. The position of this surface, relative to the equimolar surface, is 

referred to as the Tolman length δ. The latter can be used, together with the macroscopic 

surface tension γ∞, to calculate a surface energy value for a particle of a given size (eq 5.6, 

main text). By definition, surface energies obtained in this way, i.e. using the Tolman equation, 

have the same value as those found by value scaling the excess particle energy to the surface 

of tension. A different position in the interface gives a different surface area as well as a 

different Tolman length and there is only one position where both lead to the same surface 

energy value. This is where, according to thermodynamics, the surface energy performs its 

work, and therefore it is to this plane that the surface energy has to be scaled.  

We evaluated the agreement of surface energy values obtained from scaling to surface area 

and applying the Tolman equation (adapted for non-spherical particles) for three different 

definitions of particle surface, using excess particle energy data for gold cuboctahedra by Ali 

et al.8 An excellent agreement between the surface area scaled excess energy and 

thermodynamic surface energy value was found using the physical surface, which was defined 

to be located at half the interatomic distance da from the cores of surface atoms. The physical 

surface was therefore considered to be consistent as the surface of tension. In this section, 

we will determine the location of the surface of tension and the size-dependency of surface 
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energy to the highest precision using the excess energy results according to our surface 

coordination model. 

Figure D9 shows excess energies, calculated with the CN-model (blue symbols), scaled to a 

surface area located at a distance rx from the cores of surface atoms. This is a modification of 

the physical surface as described in in Molleman and Hiemstra,18 using 2rxda instead of da
2 for 

the edge area, and 4rx
2 for the corner surface. The Tolman length for a surface at rx is equal to 

the sum of the shape dependent Tolman lengths of the physical surface and rx, minus the 

position of the physical surface with respect to the cores of surface atoms (0.5da), leading to 

δx = δphys − 0.5da + rx. The value of rx was optimized to obtain consistency between the scaled 

surface energy and the surface energy according to the Tolman equation using δx. The latter 

is shown as full lines in Figure D9. 

Our analysis reveals Tolman lengths between −0.015 and −0.019 nm, which is smaller, i.e. less 

negative, than we previously determined using the data by Ali et al.8 However, the value of rx 

is only ~5–15% smaller than 0.5da, which means that the location of the surface of tension, 

with respect to the cores of surface atoms, is very close to the physical surface we describe in 

our recent work.18 

An important point for evaluating the size-dependency of surface energy is the impact of the 

intercept that is sometimes found in the correlation between excess energy and coordination 

values (Figure D2). The intercept is very evident in the computational data by Medasani et al.6 

and Ali et al.,8 but not found in the data of Barnard and Curtis,5 and Liu et al.7 The presence of 

an intercept, yes or no, changes the calculated size dependency of the surface energy and the 

location of the surface of tension. 

If an additional constant energy contribution can be added to the results of the CN-model, as 

suggested by the presence of an intercept, higher surface energies and thus slightly larger 

Tolman lengths are found. As shown Figure D9, the agreement between scaled surface 

energies (red symbols) and the Tolman equation (full red line) is poorer than for the CN-model 

sec. The latter cannot be prevented by changing the Tolman length, though a variable Tolman 

length leads to an excellent description. 
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Figure D7. Surface energy values for gold cuboctahedra. The particle energy is calculated from the 
standard enthalpy of atomization (0.61 aJ, see Table 5.3, main text) using the surface coordination 
model, which can be adjusted with an energy correction for the corner atoms, as some computational 
data suggest. Markers represent excess energy scaled to the surface of tension and lines represent 
surface energy as calculated using the Tolman equation, using a Tolman length appropriate to the 
location of the surface of tension. Blue markers refer to uncorrected result; red markers are for particle 
energies corrected with 0.85 aJ, equivalent to what was found for the data of Ali et al.8 For the 
uncorrected particle energy (blue markers), a Tolman length of −0.015 nm leads to good agreement 
between scaled and thermodynamic surface energies. For the adjusted surface energies, a Tolman 
length of −0.020 nm gives the best overall agreement.  

D9 Optimized edge-lengths 

For particles with a single type of edge, such as cuboctahedra and octahedra, the shape cannot 

be varied. However, in particles with different types of edges, such as truncated octahedra 

and Marks decahedra the shape varies if the ratio between edge-lengths is changed. The 

different shapes have a different overall surface energy, which depends on ratio between the 

total surface area contributing facets, and a different surface to volume ratio. For 

mathematical representations, with 1-dimensional edges, the ratio edge-lengths can be 

perfectly optimized to give the lowest product of overall surface energy and surface to volume 

ratio. However, the CN model deals with discreet particles, which are built up of atoms. The 

particles thus grow in fixed increments. Nevertheless, more and less optimal shapes exist. 

These have been investigated for Marks decahedra a truncated octahedra. Optimal edge-

lengths are presented in Table D5. 
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Table D5. Optimized edge-lengths and corresponding total number of atoms for marks decahedra and 
truncated octahedra. Definitions for s1, s2, and s3 are given elsewhere in the supporting information. 
Marks decahedra  Truncated octahedra 
s1 s2 s3 NT  s1 s2 NT 

3 2 2 75  2 2 38 
4 2 2 146  3 2 79 
4 3 2 192  3 3 201 
5 3 2 318  4 3 314 
5 3 3 434  4 4 586 
6 3 3 645  5 4 807 
6 4 3 766  5 5 1289 
7 4 3 1067  6 5 1654 
7 5 3 1228  6 6 2406 
8 5 3 1634  7 6 2951 
8 5 4 1965  8 6 3564 
9 5 4 2516  8 7 4794 
9 6 4 2802  9 7 5635 
10 6 4 3493  9 8 7279 
10 7 4 3839  10 8 8384 
10 7 5 4395  10 9 10502 
11 7 5 5341  11 9 11907 
12 7 5 6392  11 10 14559 
12 8 5 6913  12 10 16300 
13 8 5 8154  12 11 19546 
13 9 5 8755  13 11 21659 
13 9 6 9716  13 12 25559 
14 9 6 11292  14 12 28080 
15 9 6 13003  15 12 30745 
15 10 6 13829  15 13 35659 
16 10 6 15780  16 13 38780 
16 10 7 17206  16 14 44492 
17 10 7 19462  17 14 48105 
17 11 7 20548  17 15 54675 
18 11 7 23079  18 15 58816 
18 12 7 24280  18 16 66304 
18 12 8 26141  19 16 71009 
19 12 8 29142  19 17 79475 
20 12 8 32328  20 17 84780 
20 13 8 33839  20 18 94284 
21 13 8 37350  21 18 100225 
21 13 9 39841  22 18 106386 
22 13 9 43757  22 19 117440 
22 14 9 45613  23 19 124285 
23 14 9 49889  23 20 136521 
23 15 9 51895  24 20 144086 
24 15 9 56546  24 21 157564 
24 15 10 59832  25 21 165885 
25 15 10 64948  25 22 180665 
25 16 10 67349  26 23 205920 
26 16 10 72875  27 23 215861 
26 17 10 75446  27 24 233425 
26 17 11 79377  28 24 244230 
27 17 11 85588  29 24 255331 
28 17 11 92064  29 25 274981 
28 18 11 95080  30 25 286994 
29 18 11 102016  30 26 308210 
29 18 12 106842  31 26 321171 
30 18 12 114343  31 27 344013 
30 19 12 117839  32 27 357958 
31 19 12 125835  32 28 382486 
31 20 12 129536  33 28 397451 
31 20 13 135137  33 29 423725 
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Summary 

Silver nanoparticles (AgNPs) find many useful applications in science and technology in various 

spectroscopic techniques and different forms of catalysis. However, they are most well-known 

for their antibacterial activity, which is of interest for a variety of consumer products and 

medical applications.  

Due to their widespread use, there is increasing concern that nanoparticles may end up in the 

environment. It has been shown that presence of nanoparticles can be harmful, not only for 

bacteria, but also for a wide variety of higher organisms. While current environmental levels 

of silver nanoparticles are below the no effect concentrations, the use of AgNP-contaminated 

sewage sludge may lead to an accumulation in agricultural soil. No effect concentrations could 

be exceeded in the next 50 years. 

Once in the environment, silver nanoparticles may interact with the different components of 

the environmental matrix, such as organic matter, chloride, sulfide. The interaction may 

induce a number of so called physical and chemical transformations such as aggregation, 

surface modifications, and oxidation. These transformations may alter mobility and the 

toxicological properties of silver nanoparticles. It is an important challenge, therefore, to 

explore the different transformation and the conditions under which these are expected to 

occur. 

A transformation of particular interest is oxidation, in which the silver nanoparticles dissolve 

as ionic silver (Ag+). There are strong indications that the antibacterial action of silver 

nanoparticles is related to the release of silver ions. For higher organisms, too, toxicology 

seems to depend on dissolved ionic silver. Ag+ release is thus an especially relevant process to 

understand, not only when focusing on the environmental aspects of silver nanoparticles, but 

also for antibacterial applications of silver nanoparticles.  

Silver ions are released from silver nanoparticles upon oxidation of silver nanoparticles in an 

aqueous environment. When pristine silver nanoparticles are added to a solution containing 

dissolved oxygen, a phase of fast initial dissolution is seen, followed by a phase in which 

dissolution gradually slows down and eventually stops. This is a remarkable observation, 

because the reaction between oxygen and solid silver has very high equilibrium 

concentrations of ionic silver. In the dissolution of AgNPs, much lower concentrations are 

found. Nevertheless, once stable concentrations of silver nanoparticles have been attained, 

they can remain stable for months, without any apparent further dissolution. 

The long-term stability of silver nanoparticles can be understood if the AgNP surface is 

passivated by a layer of oxide, which prevents oxygen from reacting with the metallic silver 
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underneath. However, the structure of such a layer must be radically different from standard 

silver oxide, Ag2O, as the latter is highly soluble at neutral pH, and cannot possibly for a stable 

surface layer under the experimental conditions for which literature sources report 

stabilization. A possible structure for a stable surface layer can be found based on subvalent 

silver compounds.  

Subvalency is found in a number of layered silver minerals which show a bilayer of hexagonally 

organized silver. The silver in these compounds is not fully oxidized but has an average charge 

between 0 and 1 valence units. This property is made possible by the semi-metallic nature of 

the subvalent compounds, which allows delocalization of electrons. The remaining valence 

electrons are equally distributed among silver atoms, leading to average silver valence of +⅓–

⅔, depending on the compound. 

Spectroscopic measurements have suggested the existence of two oxidation states on the 

silver nanoparticles surface. The first oxidation state, which is attained under mild oxidation 

by addition of silver ions, suggests an average valence of roughly +⅓ per surface atom. It leads 

to a surface structure composed of groups of three surface atoms, with a combined charge of 

+1, coordinating to a hydroxide to achieve neutralization. The result is an uncharged surface 

structure which is composed of a monolayer of ≡Ag3OH groups. It is referred to as the primary 

surface structure 

The second oxidation state, which is attained at strong oxidation using oxygen at a low pH, 

translates to a surface charge which is approximately two times higher. This may be attained 

by presence of ≡Ag3OH groups on two levels. The first level is a non-continuous outer layer. In 

the atomic layer below that, additional ≡Ag3OH groups may be found where this is allowed by 

openings in the outer layer. This is referred to as the secondary surface structure. 

These structures are hypothetical, but stability of the ≡Ag3OH group is supported by molecular 

orbital calculations using density functional theory. It is revealed that the energy of a tiny silver 

nanoparticle, comprised of 13 atoms, is strongly reduced when surface atoms are partially 

oxidized to a valence of +⅓ and neutralized by hydroxide groups. A much lower stability is 

found at a higher oxidation and neutralization by oxide (O2−). It is for this reason that I consider 

≡Ag3OH groups placed in two atomic layers as the more probable option.  

Trends from surface complexation modelling suggest that the ≡Ag3OH groups will not become 

protonated or deprotonated at normal pH levels (pH > 4). The surface is therefore expected 

to be neutral. However, charge may develop as a consequence of water ordering at the 

surface. 

The two surface structures are believed to be in equilibrium with each other. Increasingly 

oxidative conditions will have an increasing proportion of the surface covered by the 

secondary structure. Transformation of the primary structure into the secondary structure 

occurs under influence of oxygen and pH had leads to release of Ag+ ions. This is in line with 

the fact that the final concentrations of silver that are reached in dissolution experiments 



 

227 

show a good correlation with the AgNP surface area present in solution. It strongly suggests a 

surface controlled reaction. 

The release of silver ions from the silver nanoparticle surface has been investigated 

experimentally. I have performed an extensive set of measurements to establish the pH 

dependency of the dissolution reaction. Dissolution of three sizes of nanoparticles was 

followed over time in the pH range between 3 and 9. Two distinct dissolution regimes were 

identified.  

The first dissolution regime was occurs at circumneutral to high pH. The pH dependency of 

the equilibrium concentrations of Ag+ was in excellent agreement with a surface controlled 

equilibrium, and could not be interpreted as a solid state equilibrium. The equilibrium reaction 

between the two surface structures under release of Ag+ was modelled in ECOSAT using a 

Langmuir equation. Data could be excellently described using the reaction: 

Ag3OH + 6Ag0 + 4H+ + 1¼O2 ↔ Ag5(OH)2 + 4Ag+ + 1½H2O 

The reaction indicates that the primary surface group ≡Ag3OH becomes oxidized and dissolves 

as ionic silver (Ag+). Of the 6 metallic silver atoms (Ag0), which represent the silver found in 

the two atomic layers below a primary surface group, one dissolves as Ag+, while the remaining 

five form surface groups on two atomic layers. I must stress that the stoichiometry indicated 

in the above reaction is strongly dependent on the molecular view of the secondary surface 

structure. However, the experimental data are in good agreement with the pH dependency 

suggested by the reaction.  

At a pristine particle, the ≡Ag3OH surface group is expected to be present at a surface density 

of site density of 7.6 μmol m−2. As the above reaction suggest the release of 4 silver ions per 

surface group, a maximum silver release through equilibration of around 30 μmol m−2 is found, 

in good agreement with the data. 

Another dissolution regime was observed at low pH. Dissolution was much faster, and led to 

much higher concentrations than could be explained using the equilibration alone. However, 

the pH dependency of the dissolution was much lower than for equilibration reaction: a clear 

bend is observed in the relationship between pH and dissolved Ag+ concentrations. Despite 

the very Ag+ release, full dissolution was never observed, even at pH ~3.  

At short reaction times, the dissolution at low pH led to erratic concentration levels, pointing 

to a poorly controlled reaction. It was hypothesized that cavities in the surface could grow out 

laterally, stripping of entire facets. Classical nucleation theory was used to show that the size 

of a critical cavity, which can spontaneously grow, decreases at conditions of high 

undersaturation. It is thought that a number of critical cavities can form immediately after 

mixing, which grow out during the course of the experiment. The released Ag+ contributes for 

a less strongly undersaturated solution in which equilibrium between the two surfaces can be 

established.  
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The time dependency of the dissolution reaction was analyzed using two different 

approaches. In the first approach, Ag+ release over time was described using first order 

kinetics using two different pools. A slow pool, representing the equilibration reaction, and a 

fast pool, representing stripping. The kinetic analysis thus supported the presence of two 

dissolution regimes which was also established based on the pH dependency. While the two 

kinetically distinct Ag-pools were unmistakable, the data description using this rather simple 

approach was not optimal. 

A more accurate kinetic description was achieved with a more detailed model, distinguishing 

different steps in the Ag+ release reaction, which can be rate limiting depending on the 

conditions. The first step is presumed to be the adsorption of oxygen to the nanoparticle 

surface. Depending on the storage conditions, adsorbed oxygen may already be present on 

the nanoparticle surface prior to the dilution in oxygenated solution. The adsorbed oxygen 

immediately reacts when activated by a proton, and the remainder of the reaction steps of 

the dissolution reaction occur at a much higher rate. At low to neutral pH (~6–7), the activation 

of adsorbed oxygen by a proton occurs at a high rate, and dissolution is fast. However, the 

adsorbed oxygen is consumed faster than it is replenished, due to a slow adsorption reaction, 

which leads to a rate limitation that can be detected in the time dependency of Ag+ 

concentrations. At acidic pH, the cavitation followed by lateral stripping process occurs, which 

circumvents this rate-limiting step leading to much higher release rates. At high pH, (~7–9), 

the release of Ag+ is limited by the activation rate of the adsorbed oxygen, which has a first 

order dependency on proton concentrations. 

The equilibrium concentrations of Ag+ were measured for three different particle sizes. Using 

the Langmuir adsorption model, an equilibrium constant was fitted for the release reaction of 

the three different particles. This led to a size dependency in the logK values, which could also 

be found for Ag+ release data of other particles, published in the literature. Using the 

dissolution reaction, a surface energy could be derived from the size dependency of Ag+ 

release. A value of ~0.7 J m−2 was calculated for metallic silver, covered with subvalent silver. 

It emphasizes that surface energy plays an important role in the release of ionic silver from 

silver nanoparticles. 

Surface energy is an important topic in various fields of science and has received a great deal 

of attention over the years. There is a general believe that surface energy of nanoparticles is 

different than that for the bulk, and that this effect is stronger the smaller the particles get. 

For metallic nanoparticles, this size-dependency is interpreted in to completely opposite ways. 

The first interpretation is based heavily on the classical work of Tolman on water droplets, 

leading to the expectation that surface energy will be lower for smaller particles. The second 

interpretation is that, as a result of an increasing contribution of high energy edge and corner 

atoms, surface energy is higher for smaller particles. To understand the effect of surface 

energy on silver ion release, we must understand the direction of size dependency as well as 

the size at which this starts to make a difference.  
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In my approach, we applied the classical work of Tolman in a thermodynamically consistent 

way to metallic nanoparticles. The work of Tolman states that the change in surface energy 

with size is related to the change in chemical potential and the Tolman length δ, which is equal 

to the distance between the equimolar surface and the surface of tension. As the change in 

chemical potential is a function of the surface energy, the equation can be solved to yield an 

expression which relates the surface energy to δ. If, in addition the chemical potential at 

different sizes is known, the Tolman length can be derived. 

Practically, the above can be done by scaling the total surface energy (J) of metallic 

nanoparticles to a surface. For this surface a Tolman length can be calculated, if the equimolar 

surface area is defined. The Tolman length, in combination with the macroscopic surface 

energy, translates to a surface energy at any specific size. If this surface energy is the same as 

the surface energy found through scaling, the surface in question is equivalent to the surface 

of tension, and the calculated surface energy is thermodynamically consistent. 

To apply the above method to faceted metallic nanoparticles, the Tolman equation, which is 

based on spherical particles, was amended with a shape factor c. Three different surface 

definitions were tested for thermodynamic consistency. Only the physical surface, which is 

positioned at half the closest interatomic distance from the cores of surface atoms, was found 

to yield thermodynamically consistent surface energy values. Using this surface, which had a 

Tolman length of around −0.03 nm, a very limited size dependency of surface energy was 

found, which led to an increase of around 10% in particles smaller than 1 nm. This is negligible 

compared to previous assertions in literature and will likely not affect Ag+ release. 

The behavior of surface energy for metallic nanoparticles is completely different than that of 

the surface energy of water nano-droplets. I investigated the energy of evaporation of water 

and atomization of silver to better understand the reasons for the different size dependencies 

of surface energy. By attributing a surface to a free water molecule of silver atom, a total 

surface enthalpy and surface free energy contribution could be calculated. It was found that 

these were very similar to the enthalpies and Gibbs free energies of evaporation or 

atomization. Using a Tolman length, a perfect agreement could be achieved. This 

demonstrated that the surface enthalpy for water and silver had a very similar size 

dependency, with a negative Tolman length. The surface Gibbs free energy however was 

different. The reason for this was the surface entropy, which is similar in absolute magnitude 

for both surfaces, but relatively much smaller in silver, compared to the surface enthalpy. The 

surface entropy has a stronger size dependency than the surface enthalpy, and in water, this 

leads to a negative size dependency of the surface Gibbs free energy. In silver, however, the 

surface enthalpy is much (10x) higher, and the surface entropy does not affect it to the same 

extend. At high temperature, the surface entropy contributes much more, and a negative size-

dependency is expected.  

My study of particle stability was extended by the development of a model, which predicts 

the total surface energy contribution based on the coordination and abundance of surface 
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atoms. Different crystal faces have atoms with different coordination numbers and different 

densities, giving rise to a different surface energy. Additionally, corner and edge atoms, which 

have a low coordination and a high energy, contribute to varying degrees, depending on shape 

and particle size. The coordination model allows an accurate calculation of the precise energy 

contribution of the various types of surface atoms. Overall, it is seen that corner atoms, while 

having a high energy, contribute little to overall surface energy in all but the smallest particles 

due to a low abundance. Edge atoms, are much more prominently present, and contribute 

significantly up to even 100 nm. The coordination model was works exceptionally well, closely 

matching with results for nanoparticles and macroscopic crystal faces from computational 

methods.  

In addition to external surface energy, some particles have an internal energy contribution 

due to a suboptimal arrangement of the atoms. This is the case in e.g. fivefold twinned 

particles such as icosahedra and decahedra. The higher internal energy is compensated by a 

low external energy, because fivefold twinning allows facets with lower energy surfaces. The 

internal energy contributions due to twinning are isolated by subtracting the external energy 

contribution, calculated by the coordination model, from computationally calculated particle 

energies. Based on these internal energies, an additional model for the energy of twinning is 

developed. This model identifies an energy contribution of the twin plane, and, in case of 

icosahedra, an additional energy contribution due to internal strain. The latter appears to be 

wholly absent from decahedral particles, but is the main contributor to twinning energy in 

icosahedra.  

The coordination model is applied to find realistic surface enthalpy values for metallic 

nanoparticles. This is an important result, as computational methods are not yet able to 

reliably produce absolute surface energy values. Large differences are found between 

methods, and as surface energy for different crystal faces is very hard to determine 

experimentally, it is not certain which result can be considered as true. In describing the 

computationally generated particle data with the coordination model, a strikingly consistent 

relationship to the (computational) cohesive energies is found. This is extrapolated to 

experimental values for the cohesive energy, or enthalpy of atomization, to find particle 

energies which are expected to be close to real values. This is verified by comparing predicted 

surface energies for macroscopic crystal faces to extrapolated experimental results for the 

overall surface energy: good agreement is found for four different elemental metals. Surface 

energies can be calculated after thermodynamically consistent scaling to the surface of 

tension. Slightly less negative Tolman lengths (~−0.02 nm) are found using this method than 

those established using computational data, but the size dependency of surface energy is 

similar. 

Finally, the relative stability of particles is calculated by comparing total particle energies as a 

function of size. It is found that icosahedral particles are most stable at small size, while above 

~5 nm, Marks decahedra are the most stable shape. The latter are only slightly more stable 
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than truncated octahedra. However, octahedra, cuboctahedra and Ino decahedra are 

considerable less stable. These results are all for purely metallic nanoparticles, and cannot be 

directly applied to silver nanoparticles under aqueous conditions, as these are expected to 

have an oxidic surface layer.  

This work highlights the complexity of the silver nanoparticles under environmental conditions 

and the many aspects and variation which can play a role in this topic. Given the different 

crystal faces, the different surface energies and the different shape factors, surface energy 

and therefore stability is expected to be quite different for differently shaped particles. This 

may influence the interaction in the environment. However, shape will be much more 

influential for environmental reactivity and Ag+ release. This is due to both the lower stability 

of small particles, and the higher surface area at similar loading.  

This research does not offer clear answers as to what the environmental fate of silver 

nanoparticles will be. However, a great deal of insight is gained into the surface structure, 

oxidation, dissolution, and stability of silver nanoparticles. Therefore, this research may serve 

as a solid base for future research, offering a framework from which our understanding can 

be extended, both on the fundamental and the applied side.
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