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Chapter 1

Introduction

This chapter is based on:

Samourkasidis, A., Athanasiadis, I. N. Environmental timeseries lifecycle in the IoT

era. In: M. Arabi, O. David, J. Carlson, D. P. Ames (Eds.), Proceedings of the 9th

Intl. Congress on Environmental Modelling and Software [Manuscript accepted for

publication]



2 Introduction

1.1 Problem statement

One key objective of the environmental data science is to narrow the data-to-knowledge

latency (Elag et al., 2017). According to Foster et al. (2012), scientific data doubles every

twelve months, which is often faster than it can be converted into useful knowledge. Knowledge

is produced when raw data are processed through scientific tools, as environmental models.

Domain scientists curate relevant datasets, feed them as input to scientific tools, and interpret

tool outputs into actionable knowledge (Gibert et al., 2018; Athanasiadis & Mitkas, 2007).

Nowadays, e-scientists and environmental practitioners are confronted with the ever-growing

amount of environmental datasets, and new data produced by the Internet of Things (IoT). Not

only raw data have to undergo certain modifications in order to be processed by environmental

models (Rizzoli et al., 2007), but also new computing requirements are introduced, in order

this vast amount of data to be processed (Good et al., 2017).

The Internet of Things (IoT), that is the “ensemble of applications and services” of intercon-

nected smart objects equipped with sensors (Miorandi et al., 2012), could support e-scientists

in two ways. Firstly, some IoT components (i.e. IoT gateways (Kruger & Hancke, 2014))

could facilitate environmental data storage and dissemination, enabling e-scientists to deploy

low-cost, yet reliable, environmental monitoring campaigns. Secondly, the IoT ecosystem

can provide e-scientists with spatially and temporally diverse environmental datasets. This

is why, the rise of IoT boosted the citizen-science movement (Silvertown, 2009). In the

literature, citizen-science is expressed through the concepts of Community-Based Monitoring

(CBM) and Volunteered Geographic Information (VGI) (Conrad & Hilchey, 2011; Connors

et al., 2012). These concepts are often realized as IoT-enabled environmental campaigns: IoT

devices are deployed and collect environmental timeseries (Santos et al., 2018; Sanchez et al.,

2014).

Despite the aforementioned opportunities, the IoT ecosystem brings new challenges to the

environmental data lifecycle. Traditional environmental data lifecycle mainly concerns data

storage, dissemination, acquisition and integration (Athanasiadis & Mitkas, 2004; Mason

et al., 2014). The restrained capabilities of the IoT ecosystem (Atzori et al., 2010) questions

traditional methodologies about data storage and dissemination. Heterogeneity, syntactic

or semantic, pertinent to the IoT ecosystem challenges environmental data acquisition and

integration (Horsburgh et al., 2009). An assessment of the impact of the IoT stressors on the

environmental data lifecycle is needed, in order to reap the benefits from the great variety of

spatially and temporally diverse environmental datasets that IoT offers.

The IoT prototyping devices can play a more central role in the environmental data lifecycle.

These devices, such as Raspberry Pi1, are being increasingly utilized in environmental moni-

toring campaigns (Cagnetti et al., 2013; Leccese et al., 2014; Samourkasidis & Athanasiadis,

2014; Nikhade, 2015). Despite their low acquisition cost and their multi-purpose nature, their

use is limited to auxiliary operations. In most cases, data storage and processing takes place

in other nodes (Moure et al., 2015). The weak enabling environment (i.e. opportunistic Inter-

net/power connection) under which they operate, questions their capabilities for persistent

data storage.

1https://www.raspberrypi.org/about/
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Besides data storage, the weak IoT enabling environment challenges the operation of environ-

mental data management frameworks. These frameworks, such as the Sensor Observation

Service of the Open Geospatial Consortium (OGC), provide standardized ways for timeseries

data discovery and access, accounting for syntactic interoperability (Bröring et al., 2012).

Environmental data management frameworks facilitate e-scientists to extract and exchange

data and interact with scientific workflows by providing inputs to environmental models

(Regueiro et al., 2015). However, there are certain contraints, mostly in terms of performance

and efficiency, in order for these frameworks to operate on IoT devices (Jirka et al., 2012;

Pradilla et al., 2015; Jazayeri et al., 2015).

The IoT ever increasing syntactic and semantic heterogeneity obstructs e-scientists towards

data acquisition and integration. To date, environmental data acquisition and integration

are the most time consuming processes of the lifecycle (Horsburgh et al., 2016). In principle,

e-scientists have to a) obtain datasets available through various dissemination protocols,

and formatted under custom data syntaxes, b) transform them into a common data format

and c) feed them as input into scientific tools (i.e. environmental models), in order to

transform raw data into actionable knowledge. IoT will only exacerbate this process, as

new data formats/syntaxes emerge constantly (Atzori et al., 2010). Syntactic and semantic

heterogeneity, that is the difference among the syntaxes, definitions and representations of

the involved datasets, render the aforementioned workflow into a highly custom and manual

process, as acquisition, transformation and integration into common data formats requires

almost always manual involvement from experts (Horsburgh et al., 2009; Mason et al., 2014;

Samourkasidis et al., 2018). In the context of environmental data literature, there are various

analytical methods to cope with syntactic and semantic heterogeneity. These include, but not

limited to, acquisition facilitated by environmental data management frameworks (Bröring

et al., 2011a; Horsburgh et al., 2009); scripting (Woodard, 2016; Porter et al., 2014); and

integration supported by Semantic Web technologies and ontology engineering (Ziébelin et al.,

2017).

1.2 Research objective

The objective of this thesis is to assess the impact of IoT on environmental timeseries data

lifecycle from the perspective of e-scientists. We identify two IoT stressors, the IoT ecosystem

restrained resources and the syntactic and semantic heterogeneity, and investigate their impact

on the environmental timeseries lifecycle processes. We further refined the main objective

into three sub-objectives. The first two concern the evaluation of environmental timeseries

data storage and dissemination under the light of the IoT ecosystem restrained resources.

The last sub-objective concerns the impact of IoT heterogeneity, syntactic and semantic,

on environmental timeseries acquisition and integration, respectively. The sub-objectives,

formulated as Research Questions (RQs) are the followings:

a. RQ1: Can environmental timeseries lifecycle be facilitated by IoT prototyping devices?

b. RQ2: Are environmental data dissemination protocols IoT-ready?

c. RQ3: How can e-scientists acquire, integrate and transform environmental timeseries

datasets in the heterogeneous IoT ecosystem?
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1.3 Background and related work

In this section, we set the context by defining key concepts of this thesis, as IoT gateways,

environmental timeseries and e-scientists. First, we present our perspective on Internet of

Things, its associated building blocks and identify the main challenges. Then, we present our

view on environmental timeseries lifecycle, describe the role of e-scientists within this lifecycle,

and identify the main barriers. Figure 1.1 depicts how the involved components of this thesis

interact with each other: IoT devices are deployed in order to collect environmental datasets

(Santos et al., 2018; Sanchez et al., 2014). An IoT gateway stores the collected data and

facilitates their dissemination, so they can be reused and further processed. As a result,

more spatially and temporally diverse environmental datasets are available and e-scientists

can use them along with traditional data sources, in order to complement their research.

These datasets may be a) disseminated through various protocols, b) stored under different

syntaxes and c) annotated with custom semantics. Thus, e-scientists firstly acquire these

datasets and then transform and integrate them into one format in order to use them as

input in their scientific tools (e.g. environmental models). The lifecycle continues, as the the

output of these models can be stored and disseminated for further processing.

1.3.1 Internet of Things and challenges

Internet of Things comprises of interconnected devices, which sense their surrounding envi-

ronment and report observations on the web (Gubbi et al., 2013; Atzori et al., 2010). The

Internet of Things is structured in three main Layers: Perception, Network, Application

(Mahmoud et al., 2015). The Perception (or Device) layer comprises of the IoT devices,

which are digitized devices equipped with sensors. The Network (or Transmission) layer

handles the data transmission from the previous layer to IoT gateways. An IoT prototyping

device or IoT gateway serves as an intermediate among the IoT devices and the Internet

(Kruger & Hancke, 2014). The Application is the highest layer in the IoT architecture and

serves as the interface between the Internet and the IoT devices which are part of a specific

domain (e.g. smart city, smart agriculture, etc.). According to Khan et al. (2012) there are

two additional layers: a) the Middleware, which follows Network and precedes Application

layer, and b) the Business layer which stands at the top of the IoT architecture. Over time,

Middleware and Business layers were incorporated into the Application layer. In this thesis,

we take a high-level view on the IoT architecture and focus on IoT challenges which are

derived by the architecture and the attributes of its components.

The IoT challenges are relevant in the environmental timeseries lifecycle. Some of the IoT

challenges are: a) the restrained resources ecosystem, b) heterogeneity, c) privacy and security,

d) lack of standardization (Atzori et al., 2010; Chiang & Zhang, 2016). In this thesis we

focus on a) and b). The restrained resources ecosystem refer to the limited capabilities of IoT

devices in terms of processing power and network bandwidth (Atzori et al., 2010; Chiang &

Zhang, 2016). These limited capabilities, can have an impact when it comes to persistent data

storage, as well as efficient and interoperable data dissemination. Regarding this challenge,

we focus on IoT prototyping devices which are connected to power supply and have access to
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Protocol 2

1 Storage

Input

E-scientist

2 Dissemination

3 Acquisition4 Integration

Scientific 

tool

Out of scope

D1

D2

D3

Protocol 1

D3D1 D2

Figure 1.1: The interaction of this thesis components within an environmental lifecycle scenario.

The outer left box, which is out of the scope of this thesis, depicts the various data sources. These

can be IoT-produced datasets and/or the output of scientific tools such as environmental models.

The different databases in Box 1 represent the different syntaxes and semantics under which the

datasets are stored. Similarly, in Box 2 datasets can be disseminated via various dissemination

protocols. Box 3 represents the process where e-scientists acquire datasets of interest. The

cogwheels in Box 4 depict the integration methods which transform the acquired datasets into a

certain syntax (Input dataset), so this can be used as input to a scientific tool. The output of the

scientific tool can be stored, continuing the environmental data lifecycle.
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the Internet. Heterogeneity, syntactic and semantic, is another key IoT challenge (Miorandi

et al., 2012). The diverse custom formats used by IoT devices to report their readings hinder

e-scientists to gain knowledge out of the large data volumes (Alansari et al., 2018; Chiang &

Zhang, 2016). Human expert intervention is almost always required to extract insights from

raw data when syntactic and semantic heterogeneous datasets are involved (Athanasiadis,

2015). In this thesis, we investigate the impact of both IoT-related challenges (restrained

resources and heterogeneity) on the environmental timeseries lifecycle.

1.3.2 Environmental timeseries lifecycle and e-science

Environmental timeseries lifecycle is a set of processes which accompany data since their

creation. Mason et al. (2014) describe the processes of storage, publication, acquisition,

integration and others (e.g. visualization, quality assurance/quality control, etc.) as data

management. That is “the task of shepherding data through the various components of

the data lifecycle” (Mason et al., 2014). The environmental timeseries lifecycle processes

can be viewed from the perspective of different user roles: From a data producer viewpoint,

first comes the creation and the collection of the timeseries, then follows data storage and

finally is the dissemination. For example, Horsburgh et al. (2011) present an environmental

observatory information system, whose main components are among others the persistent

data storage and interoperable publication of environmental timeseries. In the literature,

the terms data publication (Horsburgh et al., 2009), dissemination (Beaujardière, 2016)

and sharing (Langegger et al., 2008) are synonyms and used interchangeably. From a data

consumer viewpoint, the main processes are the data acquisition and integration. In this

context, we refer to acquisition as the process of making use of a dissemination channel

in order to acquire data. In a sense, the dissemination and acquisition processes have an

inverse relationship. By the term integration we refer to the process of combining (acquired)

timeseries into a specific format in order to be further processed (Beran & Piasecki, 2009).

In this thesis, we use the term environmental timeseries lifecycle to refer to the following

steps: storage, dissemination, acquisition and integration.

Standardization of the environmental data lifecycle has been always in the spotlight, in order

to enable scientific data reusability and reproducibility. Standardization has been investigated

from a) abstract, b) process or c) holistic viewpoints.

Wilkinson et al. (2016) present the FAIR (Findable, Accessible, Interoperable, Reusable)

Guiding Principles, which concern a set of abstract best-practices to support e-scientists and

data producers towards discovering and reusing scientific data. Process-based standardization

utilize one standard for each process. For example, the Observations Data Model (ODM) of

the CUAHSI Community (Horsburgh et al., 2016) is concerned with storage, and the OGC

Sensor Observation Service (Bröring et al., 2012) with the dissemination and acquisition

process. Note that the data integration process is not directly supported by any standard.

A variety of approaches can be used, including ontology engineering (Ziébelin et al., 2017),

Linked Data (Harth et al., 2013), and mediator-wrapper architectures (Regueiro et al.,

2015), among others. Finally, the holistic standardization is related to environmental

cyberinfrastructures, i.e. systems which fulfil most or all processes of the environmental
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timeseries lifecycle (Horsburgh et al., 2009; Ames et al., 2012).

E-science is a broad term which usually concerns a data-intensive approach for hypothesis

investigation. According to the definition given on the 2018 IEEE International Conference on

eScience website: “eScience promotes innovation in collaborative, computationally- or data-

intensive research across all disciplines, throughout the research lifecycle” (IEEE International

Conference on eScience, 2018). There are several more definitions for e-science, and most of

them feature the following attributes: a) cross-discipline collaboration among individuals,

b) data-intensive approach to investigate research hypothesis, and c) a requirement for very

large scale computing resources (Hey & Trefethen, 2005; Jankowski, 2007). In this thesis, the

last attribute was less relevant.

1.3.3 IoT impact on environmental timeseries lifecycle

The IoT-related challenges have an impact on environmental timeseries lifecycle. Good

et al. (2017) mention that e-scientists have to overcome two types of barriers: computing

requirements and technological skills. The former is concerned with the need for more

computing power in order to process the vast amount of IoT-produced data. The latter refers

to the technical expertise required from the e-scientists in order to transform raw data into

actionable knowledge. Computing aspects may affect the storage and dissemination steps

of the environmental data lifecycle, and the technological skills affect the acquisition and

integration ones. In this thesis, we focus on the a) computing requirements, by investigating

how can IoT gateways support storage and dissemination, and b) technological skills, by

investigating how declarative approaches can facilitate e-scientists towards acquiring and

integrating environmental timeseries data.

In the environmental domain literature there are efforts to lower both barriers. Firstly,

there is an ongoing trend to utilize more and more the computing power of the low-cost

IoT gateways to support environmental data related purposes. Raspberry Pi is an IoT

prototyping device, which is considered an “IoT enabler technology” (Johnston & Cox, 2017),

and is used in diverse range of applications (e.g. smart city (Re et al., 2014; Jung et al., 2013;

Leccese et al., 2014), smart home (Chowdhury et al., 2013; Bahrudin et al., 2013; Vujović

& Maksimović, 2015), etc.). In the environmental monitoring context, Raspberry Pi may

facilitate one, but not all of the followings simultaneously: data processing, (temporary)

storage and dissemination of the observed data to another node (or the cloud) for further

processing and persistent storage (Johnston & Cox, 2017; de Assis et al., 2016). For example,

Moure et al. (2015) developed a low-cost, real-time volcanic activity monitor based on a

Raspberry Pi, which enables users to retrieve data through a commercial texting application.

The common attribute in all of the above examples is that Raspberry Pi has not been used

for permanent data storage. In this thesis, we worked with the Raspberry Pi due to its wide

adoption, open source nature, generic purpose, and low-acquisition cost.

The limited computing capabilities of IoT components affect also the environmental timeseries

dissemination. The OGC Sensor Observation Service is a popular environmental timeseries

dissemination protocol. In 2006 the Open Geospatial Consortium introduced SOS within

the context of Sensor Web Enablement (Botts et al., 2008). SOS has been adopted by
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several environmental agencies, including EPA (Environmental Protection Agency, 2016)

and NOAA/CO-OPS (Center for Operational Oceanographic Products and Services (CO-

OPS), 2019), as it supports interoperable environmental timeseries dissemination. The

European Environment Agency (EEA) in the context of the INSPIRE directive designed and

implemented a framework according to which all member states report their environmental

datasets through OGC SOS instances (Kjeld et al., 2011; Jirka et al., 2012; Jirka & Bröring,

2012). We selected to investigate OGC SOS, instead of the other OGC initiative which

is intended for IoT, such as the OGC SensorThings API. This decision is based on the

widespread adoption of OGC SOS in comparison with the limited one of the SensorThings

API. While the latter was designed for IoT applications, it is still under development, and it

will take a while until it is fully adopted by environmental agencies. Within the IoT context,

there are a lot of efforts in order to utilize OGC SOS for data dissemination through IoT

devices by proposing different low-level implementations (Jazayeri et al., 2015). For example,

Jazayeri et al. (2012) introduced TinySOS, a lightweight OGC SOS implementation to be

hosted on IoT devices. TinySOS makes use of an optimized web service and XML processing

engine in order to compensate for the constrained capabilities of IoT devices. Similarly,

Pradilla et al. (2015) propose SOSLite, another lightweight OGC SOS implementation by

utilizing a NoSQL database. Finally, Pradilla et al. (2016) prototype on IoT Networking

Layer by proposing SOS CoAP (Constrained Application Protocol), an OGC SOS version to

operate on IoT. In this thesis, we focus on OGC SOS as an indicative example of standardized

dissemination protocols.

The required technological skills is a barrier which hinders e-scientists to acquire and integrate

heterogeneous environmental datasets in order to analyze them. Nowadays, an environmental

e-scientist besides their domain expertise should have certain computer science skills in

order to process, analyze and transform raw data into actionable knowledge (Gibert et al.,

2018). In the environmental science literature, there is a number of efforts which utilize

computer science skills in order to acquire and transform syntactically and semantically

diverse environmental timeseries (Woodard, 2016; Porter et al., 2014; Stadtmüller et al., 2013;

Harth et al., 2013). Swain et al. (2016) attempted to lower this barrier by a framework which

allows environmental scientists to develop web applications writing a very small amount of

code. In this thesis, we focus on declarative approaches to cope with syntactic and semantic

heterogeneity. We argue that declarative approaches are fit-for-purpose for e-scientists without

a very strong computer science background.

The aforementioned challenges that come with IoT, add up to the longstanding challenge of

curating legacy environmental datasets. Besides the technical challenges that the new IoT

devices introduce, there is also a semantic barrier that e-scientists have to overcome. This is

because environmental sciences are fragmented and different semantics are used by different

sub-disciplines, creating heterogeneity.

1.4 Methodology and thesis outline

This section presents the methodology we followed in order to assess the impact of IoT on

environmental timeseries lifecycle from the perspective of e-scientists. Figure 1.2 depicts
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Figure 1.2: The overview of this thesis along with an illustration of the IoT stressors impact

against the environmental timeseries lifecycle. IoT restrained resources has an impact on data

storage and dissemination, and IoT heterogeneity affects data acquisition and integration. Numbers

correspond to book chapters.

the two IoT stressors against the processes of the environmental timeseries lifecycle. It also

presents the structure of this thesis, which is comprised of six chapters. The core of this

thesis is documented in Chapters two to five.

Chapter 2 inquires into RQ1 by investigating the possibility of IoT prototyping devices

to facilitate environmental timeseries lifecycle. We assessed the performance of an IoT

prototyping device (i.e. Raspberry Pi), in terms of resilient data storage and processing

power. To this end, we assembled a set of low-cost sensors, attached them on the Raspberry

Pi and designed software to take observations under regular time intervals and disseminate

them through standardized services, specifically OGC SOS. Then, we evaluated: a) resilient

data storage by simulating power and network outages to assess persistence, b) processing

power by conducting a stress test, which simulated concurrent users requesting for the stored

observations. These tests provided us with insights regarding the capabilities of Raspberry

Pi to operate in the weak IoT enabling ecosystem, and perform as an environmental data

storage device.

Chapter 3 inquires into RQ2 by investigating the ready-state of established timeseries

dissemination protocols to operate efficiently in the IoT enabling ecosystem. We evaluated
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the operation of OGC SOS in a IoT setting, where Internet and/or power connection may

be disrupted. As OGC SOS was not efficient and thus compatible to operate in the IoT

ecosystem we designed and implemented a non-invasive extension, using on pagination.

By-design our SOS pagination extension a) transforms OGC SOS to be disruption tolerant, b)

supports for resource economizing, and c) maintains backwards compatibility. We validated

the aforementioned by-design benefits by conducting experiments against different types of

timeseries.

Chapters 4 and 5 inquire into RQ3 by investigating declarative approaches to support

e-scientists to acquire, transform and integrate syntactically (Chapter 4) and semantically

(Chapter 5) heterogeneous timeseries datasets. Specifically, in Chapter 4 we designed a

declarative method which allows e-scientists to describe a distinct dataset’s syntax in an

abstract manner through a template. We designed and implemented a template framework

to cope with syntactic heterogeneity. We identified syntactic interoperability challenges, such

as acquiring and integrating datasets with different formatting and diverse temporal and

spatial references. We demonstrated the generality of our approach with several case studies

spanning across different environmental domains (i.e. meteorology, agriculture, urban air

quality and hydrology).

Chapter 5 investigates the semantic dimension of RQ3. We extended the declarative

approach presented in Chapter 4 to perform semantic operations. E-scientists are enabled

to annotate the semantics of the involved-in-a-dataset entities (e.g. observables, units of

measurement, etc.) in a metadata file. We employed a reasoner which parses and stores the

contents of the metadata files in a local ontology. This is used as a reference to determine

compatibility among semantically heterogeneous datasets. We focused on one semantic

heterogeneity challenge, that is the different units of measurement according to which

observables are reported. We extended the implementation of the template framework which

is reported in Chapter 4, in order to support the automatic transformation of the semantically

heterogeneous, yet compatible datasets. We demonstrated our approach in a case study

where we transform meteorological syntactically and semantically heterogeneous input files of

four agricultural models, performing (when applicable) the on-the-fly units of measurement

transformation.

Finally, Chapter 6 concludes this thesis, summarizes and discusses the findings from the

previous chapters and proposes directions for future work.
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Abstract

This work demonstrates a low-cost, miniature data repository proof-of-concept. Such a system

needs to be resilient to power and network failures, and expose adequate processing power for

persistent, long-term storage. Additional services are required for interoperable data sharing

and visualization. We designed and implemented a software tool called Airchive to run on

a Raspberry Pi, in order to assemble a data repository for archiving and openly sharing

timeseries data. Airchive employs a relational database for storing data and implements two

standards for sharing data (namely the Sensor Observation Service by the Open Geospatial

Consortium and the Protocol for Metadata Harvesting by the Open Archives Initiative).

The system is demonstrated in a realistic indoor air pollution data acquisition scenario in a

four-month experiment evaluating its autonomy and robustness under power and network

disruptions. A stress test was also conducted to evaluate its performance against concurrent

client requests.
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2.1 Introduction

Raspberry Pi has emerged as a key component in research, education and amateur cyber-

physical systems. Raspberry Pi is a low-cost, mini-computer featuring processing, networking

and video decoding capabilities (Upton & Halfacree, 2014). It has no permanent storage;

the user may instead attach an SD card. It also exposes General Purpose Input–Output

pins (GPIO) to connect with low-level peripheral devices through Hardware Attached on Top

(HAT). Popular HATs include LEDs, motor controllers, sensors, and GPS devices (Nuttall,

2016).

Raspberry Pi has been developed primarily with the intention to encourage computer

education in schools and the developing world, with the open philosophy in mind, as

both the hardware design and operating system are open-licensed. Raspberry Pi has been

demonstrated in a variety of applications beyond an educational context, including home-

automation systems (Vujović & Maksimović, 2015), fire alarm systems (Bahrudin et al.,

2013), home-security (Sapes & Solsona, 2016; Chowdhury et al., 2013), health supply chains

monitoring (Schön et al., 2014), smart city applications (Jung et al., 2013; Leccese et al., 2014;

Cagnetti et al., 2013) and environmental monitoring systems (Nikhade, 2015). Tanenbaum

et al. (2013) viewed Raspberry Pi and similar technologies as enablers for democratizing

technology and enabling creativity.

Despite the diversity of Raspberry Pi applications, little research has been done to investigate

Raspberry Pi as a performing data repository. The low acquisition cost, the open hardware

and software philosophy, and its capacity for interfacing with a variety of peripherals, renders

Raspberry Pi a very good candidate for boosting open data, crowd-sourcing and citizen

science movements. For instance, Raspberry Pi was employed to create a citizen observatory

for water and flood management (Lanfranchi et al., 2014). Muller et al. (2015) discuss its

potential use for crowdsourcing applications in climate and atmospheric sciences.

In this work, we present a proof-of-concept that Raspberry Pi can be used as a miniature,

low-cost data repository that offers persistent data storage, and interoperable data sharing

services over the Internet. We demonstrate Airchive, a system that stores and serves timeseries

data recorded by a HAT equipped with air quality sensors, and investigate the system’s

robustness against power and network shortages. We also conducted a stress test in order to

identify system limitations. The rest of the paper is structured as follows: in Section 2.2, we

study the feasibility of the approach, by reviewing related work. Section 2.3 presents the

overall system architecture, along with user types, system requirements, and key functionality.

Section 2.4 presents the software platform developed and hardware utilized. Section 2.5

details our experiments with the system and presents the lessons learned, documenting

difficulties and incidents arisen during the experiment period. Finally, Section 2.6 provides a

discussion and lays the groundwork for future work. Section 2.7 provides a conclusion of the

research.
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2.2 Related Work

In principle, a data repository needs to offer persistent data storage, along with added-value

services, as those for data processing, dissemination and visualization. Such services are

similar to those offered by a Wireless Sensor Network (WSN) (Chang & Huang, 2016),

an area where Raspberry Pi has been thoroughly investigated as a gateway node (or base

station). A gateway node is the intermediate among sensor nodes and external networks. Its

functionalities are regarded with (a) coordination (e.g. configuration of sensor nodes); (b)

data storage; (c) data processing and (d) data dissemination to external clients (Dargie &

Poellabauer, 2010). Most prominent advances in the usage of Raspberry Pi in WSNs have

been done in the domains of (a), (c), and advanced data visualization.

Raspberry Pi has been used as a coordinator in a ZigBee mesh network interfacing with the

World Wide Web. In (Ferdoush & Li, 2014), a Raspberry Pi performs as a gateway node and

processes observations derived from the sensor nodes, stores them on a local database and

provides visualization services to external users.

Data processing on the Raspberry Pi to offline calibrate sensor readings and provide data

visualization is presented in (Lewis et al., 2016). Specifically, a Round Robin Database

(Oetiker, 2014) was used for fast storage of sensor data with a constant disk footprint.

This was done by keeping only the recent measurements in high resolution and statistical

summaries for older recordings.

Advanced data visualization and image capturing is demonstrated in a volcanic monitoring

system based on a Raspberry Pi (Moure et al., 2015). The Raspberry Pi creates and

communicates graphs through commercial messenger applications—for example WhatsApp—

while data are transferred daily to an external system for archival.

From the works above, it becomes clear that a Raspberry Pi may serve as a node that

offers data storage, processing and visualization services, while still remaining a coordinating

device interfacing sensors with the Internet. In most cases, data are forwarded to a remote,

resourceful node in order to be archived in the long term. In this work, we aim to demonstrate

that a Raspberry Pi can become an active archiver of its own sensor recordings, and investigate

whether it is powerful enough to provide data storage and dissemination services on site.

2.3 The Airchive System

2.3.1 Objectives

Airchive (Samourkasidis & Athanasiadis, 2016) is a software product intended for being

deployed on a Raspberry Pi to turn it into a self-contained data repository. Airchive provides

data capture and dissemination services for timeseries measurements. There are two objectives

in developing this system.

The first is to investigate long-term storage potential on a Raspberry Pi. The challenge

here is inherited by the Raspberry Pi hardware limitations. Airchive provides with a
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persistent storage mechanism that is able to safe-keep its data in a trustworthy manner.

We experimented this feature further, considering storage on both SD cards and USB disks

attached with the Raspberry Pi.

The second is to demonstrate Raspberry Pi capacity to interoperate at the machine level

through standard protocols for data sharing. Airchive adopts two mainstream standards to

exhibit interoperability at the machine level. The first is the Sensor Observation Service (SOS),

the Open Geospatial Consortium (OGC) standard tailored for sharing sensor observations

(Bröring et al., 2012). SOS defines a Web service interface which allows querying observations

and metadata of heterogeneous sensor systems. The second is the Protocol for Metadata

Harvesting (OAI/PMH), an Open Archives Initiative low-barrier mechanism for repository

interoperability (Lagoze & Van de Sompel, 2001). OAI/PMH is a generic protocol for sharing

metadata among archives and has been widely adopted by digital libraries. Both SOS and

OAI/PMH offer services that are invoked over the HTTP protocol.

2.3.2 Requirements

Airchive operates as a self-contained, autonomous repository for timeseries data archival and

dissemination. It is a technical system that involves both software and hardware components,

and needs to comply with certain non-functional requirements. From a software perspective,

Airchive needs to be built with open-source tools and frameworks and be extensible, in

order to respect the philosophy of the Raspberry Pi movement and maximize the potential

for future uptake. Hardware support Airchive should be low-cost and resilient to power

and network shortages. This will allow its use in remote locations, or in the developing

world. The overall Airchive system should require low-technical skills to install, operate and

maintain.

We identified three use cases for the Airchive system:

(a) Web users access the system through the Internet via a public webpage. They explore

current or historical Airchive data, and they are interested in graphical representations

of the content. Typically, a Web user is able to query for the data stored in Airchive,

and the system will respond with a graph of the data requested. They may also

download data in common formats, such as JSON (JavaScript Object Notation), CSV

(Comma-separated values), GeoJSON (Butler et al., 2016) and GeoRSS (GeoRSS:).

(b) Software agents interact with Airchive for retrieving data or harvesting metadata.

They may use different protocols and vocabularies to submit their requests. One may

follow the SOS protocol for retrieving raw timeseries data, while another could use the

OAI/PMH to get meta-information of the digital resources stored. Software agents

interact with the system with RESTful Web services (Representational state transfer

services) (Richardson & Ruby, 2008) over the HTTP protocol.

(c) The system owner has full access both locally and from the Internet via Secure Shell

(SSH). Her responsibilities are to administer the system by updating system software or

restarting the device.



16 A Miniature Data Repository on a Raspberry Pi

Interoperability is an essential requirement of such a system. Airchive offers query services for

software agents via SOS and OAI/PMH standards. SOS queries return responses in Extensible

Markup Language (XML) using OGC vocabularies (as Observation & Measurements (O&M)

(Cox, 2011), or Sensor Model Language (SensorML) (Botts & Robin, 2014)). OAI/PMH

responses may be encoded in more than one metadata profile, including Dublin Core, a generic

purpose metadata schema for annotating digital artifacts (DCMI Usage Board, 2012). By

incorporating a variety of service offerings, we demonstrate the capabilities of a Raspberry Pi

to operate with several clients, using different protocols and vocabularies, and support for

syntactic interoperability.

Software development is based on our previous work reported in (Samourkasidis &

Athanasiadis, 2014). We further improved the software system to host generic timeseries

data. The current version has been thoroughly tested and is available as an open source

software package (Samourkasidis & Athanasiadis, 2016). In this version, all of the metadata

that are disseminated through OAI/PMH are calculated on-the-fly (instead of being stored

permanently). This is a design choice to demonstrate the powerful processing power of

Raspberry Pi.

Airchive can operate autonomously and with minimal user interventions. In the experiments

discussed below, Airchive has been operating unattended for four months in order to evaluate

its capabilities for long-term operation, as reliability, self-recovery and resilience to power

and network failures.

2.3.3 Abstract Architectural Design

Airchive software platform was designed for the Raspberry Pi to turn it into a self-contained

station for timeseries data archival and dissemination. It serves both real-time access and

long-term storage and retrieval of sensor data, while also offering services for metadata

harvesting. Airchive follows the Sensing as a Service paradigm (Perera et al., 2014) and is

composed of five components that are implemented as loosely-coupled services, rendering the

software highly extensible. The abstract architectural design is depicted in Figure 2.1.
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Figure 2.1: Airchive abstract architecture. System services are shown as layered components

on the left, with relevant technologies. On the right, corresponding Raspberry Pi features are

illustrated.

The data capture component (optional) comes first that actually collects sensed measurements

from one or more sensor devices connected to the Raspberry Pi. This component is custom

to hardware and/or sensors used. Our implementation interfaces with the sensors of the

AirPi HAT. Nevertheless, the general behavior remains the same: at certain time intervals, it

acquires the results from the sensors.

A data validation component (optional) may sit between data capture and data storage

components. Its role is to apply quality assurance/quality control process and identify

hardware or sensor errors. Additionally, it could associate the measurement with a quality

flag by applying rules or more empirical procedures (i.e. statistical, data driven) (Athanasiadis

& Mitkas, 2007; Athanasiadis et al., 2009, 2010; Athanasiadis & Mitkas, 2004). Such a

component is essential for ensuring data reliability and user confidence.

The data storage component permanently stores sensor data in a relational database along

with a time stamp. In order to be database-independent, an Object Relational Mapping

(ORM) framework was utilized. The data storage component is also responsible for retrieving

the data from permanent storage.

The data processing component is an intermediate layer between data storage and Web

services. It transforms arguments (submitted by users/harvesters with their queries) into

appropriate database queries, using the ORM framework. It also works in the other way

around, as it formats database outputs according to user requests, using different formats
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(i.e. XML, JSON, CSV) or dictionaries (i.e. O&M, SensorML, Dublin Core). Finally, it offers

descriptive statistics calculations on-the-fly (e.g. maximum, minimum, rolling mean, average

and percentiles).

Last, but not least, the Web services components offer outlets for interaction with users and

agents over the Internet. There are four Web service components in the current system, but

more could be added in the future: Web users browse the repository and submit queries

using a Graphical User Interface (GUI). Software agents interact with the SOS server, the

OAI/PMH endpoint, or the Airchive’s own Application Programming Interface (API).

2.4 Implementation

2.4.1 Hardware

Airchive was deployed on a Raspberry Pi Model B. This model is equipped with a 700 MHz

ARM processor, weights 45 g and has 512 MB of RAM. It is connected to the Internet

through an Ethernet controller and features two USB ports. Instead of a hard disk, it uses

an SD card. It is also equipped with 26 GPIO pins (General Purpose Input–Output) for

interfacing with various peripherals (HATs). The chosen Operation System was Raspbian; a

Linux based distribution for Raspberry Pi.

In order to generate data (i.e. actual observations) to be stored on the Airchive, we have

chosen to use AirPi, a Raspberry Pi sensory HAT. AirPi is an interface board that connects

over GPIO pins and is equipped with low cost air quality and weather sensors. It also follows

the open hardware philosophy, and can be further extended with other sensors, including

a GPS module (Dayan & Hartley, 2013). It costs roughly 90 USD including the sensors

shown in Table 2.1. AirPi includes a software module that is able to log sensed data on the

cloud.

Table 2.1: AirPi sensors with their respected observed properties.

Sensor Name Observed Property Type Interface

DHT22 Relative humidity, Temperature Digital SPI

BMP085 Atmospheric pressure, Temperature Digital SPI

MICS-2710 Nitrogen dioxide Analog I2C

MICS-5525 Carbon monoxide Analog I2C

The overall system hardware is comprised of a Raspberry Pi Model B equipped with the

AirPi HAT, an SD card and a USB memory drive, and it was connected to Internet with an

ethernet cable, shown in Figure 2.2.
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Figure 2.2: Raspberry Pi Model B with AirPi attached on top.

2.4.2 Software Development

Airchive software has been developed in Python, and is available as open-source software on

GitHub (Samourkasidis & Athanasiadis, 2016) under the GNU Affero General Public License

Version 3 (Free Software Foundation, 2016).

The data capture component interfaces with the AirPi libraries (Hartley, 2013) that transform

electrical signals into human-understandable values. Data storage employs SQLite (Python

Software Foundation, 2016), an open-source, lightweight relational database for Python

and SQLAlchemy library (Bayer, 2016) for object-relational mapping. An outline of the

data validation component is provided, but not fully implemented, as it is out of the core

scope.

The data processing component was developed in three modules. The Query module handles

client-requested queries and raises appropriate exceptions. Requests must include the sensor,

the property and the corresponding timeframe for which the observations will be retrieved. A

typical workflow is as depicted in Figure 2.3. The Filter module comprises of a set of statistical

filters implemented as Python classes using pandas library (McKinney, 2011). Filters may

be instantiated and applied on-the-fly on a query result. The Format module is responsible

for serializing the query results. Jinja2 template engine (Ronacher, 2008) was used and the

formats implemented correspond to the Web services offered. They include XML, GeoRSS,

GeoJSON, JSON and CSV formats.
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Figure 2.3: A typical data processing workflow.

The Web service components were developed using the Flask web framework (Ronacher,

2010), in order to provide clients with static and dynamic content. Flask web framework

deploys a web server which responds to HTTP GET requests with formatted data. Data requests

can be submitted through the three API endpoints that we developed: the Airchive own

API, SOS and OAI/PMH. A fourth outlet is the Airchive GUI, which is meant for the Web

users to render graphs upon request. It uses the Airchive API for getting data, which are

subsequently visualized on the client’s web browser using Javascript. Graph rendering is

facilitated by Flot (Laursen & Schnur, 2007) and jQuery (jQuery). Visualizing data occurs

on the client browser, which also economizes resources of the Raspberry Pi.

Airchive software is generic in nature, in the sense that is does not require the data capture

and validation components, and one could deploy it only with historical data. The system

is configured via a file that aligns the timeseries with their semantics, including measured

properties and units. The configuration allows for alternative definitions of the same observed

properties, which enables the system to serve the same observations with a variety of vocabu-

laries. Currently, we use the definitions of the Semantic Web for Earth and Environmental

Terminology (SWEET) (Raskin & Pan, 2005).

2.5 Demonstration

2.5.1 Experimental Design

We deployed the Airchive system in a realistic scenario for indoor air quality monitoring.

Airchive software was installed on a Raspberry Pi equipped with AirPi HAT, and installed

indoors, connected to a power supply and the Internet via Ethernet port. We performed two

experiments in order to evaluate the system autonomy and robustness, and its performance

under load pressure.
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2.5.2 Experiment 1: Autonomy and Robustness

In the first experiment, which lasted for more than 120 days, Airchive was exposed to irregular

power and network disruptions. We did not interfere in system restoration during the “down”

incidents and let the system self-recover.

In this experiment, a moderate sampling frequency to data capture component was set, in

order to investigate the system’s long-term storage capabilities. A measurement was retrieved

from each sensor every 5 min. During this experiment, 183,850 measurements were gradually

collected and served. In Table 2.2, there is a summary of the 24 network outage events

observed during this period. Outage events were logged with UptimeRobot (UptimeRobot),

a service that monitors web applications and notifies interested parties when an application

is not accessible via the Internet. UptimeRobot was used only to log network failures, and

did not interfere with our system.

Table 2.2: Statistics of the 24 the outage events, collected using UptimeRobot.com services.

Metric Duration

Total downtime 10 days

Median downtime 7 min

Average downtime 543.6 min

St. dev. downtime 2572.4 min

During the first experiment, different users were submitting data queries to the system,

in an ad-hoc manner, using the various interfaces: graph visualizations were requested by

Web users, raw observations by SOS clients and derived metadata by OAI/PMH harvesters.

We did not observe any malfunction for any of the client operations. Current and historical

data were monitored, stored and disseminated appropriately, while the automated recovery

worked as expected. OAI featured records were calculated on-the-fly, upon harvester requests

in a timely fashion. We did not observe any notable delays in the capacity of the system to

serve its clients.

2.5.3 Experiment 2: Stress Testing

During the second experiment, we conducted a stress test, in order to provide more insights

regarding the system limitations. We investigated the number of concurrent user requests,

after which the Airchive system delayed to respond. The sampling frequency was increased

to 5 s. The experiment lasted for three days, and it collected and served more than 259,000

measurements. We utilized Locust (Heyman et al., 2011), an open source load testing tool

written in Python. In Locust, a variable number of clients are deployed to submit concurrent

requests to a service. Each Locust client submits a new request only when it receives a

response to its previous request.

Locust takes as input the following parameters: (a) the number of concurrent clients; (b) the

total number of requests; and (c) a url pointing to the requested resource. We set up three
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tests. In all cases, clients submitted a hundred requests altogether. The three tests involved

the following requests over the Internet, via HTTP GET.

In the first test, clients request only the Airchive frontpage, which is a static HTML

document. No transactions to the database were involved and the response size is constant

(8740 bytes). Test 1 verifies that Airchive operates properly and examines if pressure on the

Web services/dissemination components has an impact on the data capture component.

In the second test, clients request a set of 20 observations using Airchive’s API, and the

response is formatted as a JSON document. This request requires an SQL query to be

submitted to the database, and the response size is 538 bytes. Test 2 corresponds to the use

case of a Web user that asks for a graph, as Airchive transmits the JSON document and the

graph is rendered on the client-side.

In the third test, clients ask for the same set of observations as in Test 2, but this time over

the SOS protocol, which returns an XML document. This request requires exactly the same

SQL query to be submitted to the database but needs additional formatting for rendering

the result in XML. The response size is 16,504 bytes. Test 3 corresponds to the use case of

an SOS client asking data from Airchive.

We simulated four scenarios, in each of which we deployed a different number of concurrent

clients. We tried one, five, 10 and 25 concurrent clients. This is a realistic assumption as

the current system is not intended for large-scale deployment. We repeated the process five

times for each test and scenario combination and reported two metrics in Table 2.3: (a) the

average response time (ART) in milliseconds; and (b) the number of requests served per

second (RPS).

Table 2.3: Experimental results for the three tests and for different numbers of concurrent

clients. Average response time (ART) across a hundred requests for each document are reported

in milliseconds. System throughput is expressed in requests per second (RPS).

Concurrent Clients
Test 1: Static HTML Test 2: API/JSON Test 3: SOS/XML

ART (std) RPS (std) ART (std) RPS (std) ART (std) RPS (std)

1 66.4 (0.5) 16.2 (0.7) 1830 (27) 0.55 (0.01) 2171 (64) 0.46 (0.01)

5 344 (11) 15.4 (0.6) 9467 (178) 0.52 (0.01) 11,125 (90) 0.44 (0.00)

10 662 (7) 15.4 (0.3) 18,874 (397) 0.51 (0.01) 21,651 (281) 0.44 (0.01)

25 1576 (25) 16.6 (0.7) 45,607 (410) 0.49 (0.01) 49,427 (935) 0.45 (0.01)

Average response time (ART) is a proxy of the average delay to an external user request.

For example, a user would have to wait 49.5 s (on average) plus the response time of their

submitted request, under the scenario of the 25 concurrent clients for Test 3. As indicated by

the results in Table 2.3, average response time is linearly correlated with the product of (a)

number of concurrent users; and (b) average response time achieved when one client submits

requests. We verify that requests per second (RPS) depend on the type of the requested

document, and is rather stable regardless of the number of concurrent clients.

The introduced overhead to the system response times depends on the request and format

type. Requests involving dynamic content are roughly 30 times slower than requests of static
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content. In the case of dynamic content requests, JSON-formatted responses are served 16%

faster than the equivalent in XML.

Interpreting the results, we derive the number of concurrent (human) Web users that the

system may serve. Assuming that a human user should not wait more than 6 s, we conclude

that Airchive can serve simultaneously up to two Web users of the SOS/XML Web service

(Test 3), or three Web users of the API/JSON Web service (Test 2). In the case of static

content (Test 1), Airchive is able to serve up to 82 clients simultaneously. The numbers above

do not represent Airchive’s maximum capabilities, rather its capacity for serving content to

Web users.

In contrast, software agents interacting with such a system are usually not bound to any

time limitation. We conducted further experiments to determine the threshold after which

the system started failing to respond to requests. We increased the total number of requests

to 500. We started increasing the number of concurrent users by multiples of 5, until requests

started to fail. Airchive can serve simultaneously, without failure up to 254 (Test 1), 141

(Test 2) and 138 clients (Test 3). In excess of the client numbers above, the system continued

to respond with more than one failure. The results are summarized in Table 2.4. These tests

demonstrate Airchive’s capacity to work reliably with a significant number of clients.

We underline that despite the heavy workload we introduced during the stress tests, AirPi con-

tinued to operate normally. In all cases, we verified with the database content that observations

were recorded every 5 s without any loss in all the experiments above (i.e. the data dissemi-

nation does not interfere with data capture).

Table 2.4: Estimates on the number of clients that Airchive can serve simultaneously.

User Types Test 1: Static HTML Test 2: API/JSON Test 3: SOS/XML

Human Web users
82 3 2

(response in less than 6 s)

Software agents
254 141 138

(response guaranteed)

2.5.4 Incidents and Lessons Learned

During experiment 1, network failures occurred quite often. Those failures, impeded only Web

connectivity and apart from the web server, the rest of the Airchive components continued

to operate properly. We verified that no data loss occurred by cross-checking the time down

intervals logged with UptimeRobot with the actual observations stored in the database.

We observed that the system was able to handle power failures, and it self-restored without

human intervention. For all 24 outage events during experiment 1, Airchive recovered properly

by making the Web service available as soon as the Internet connection returned. In this

respect, the system demonstrated its persistence and credibility as a repository.

Calculating derived data (metadata) on-the-fly provided us with evidence regarding the

system’s extensibility and enhanced capabilities. Derived metadata, which were disseminated
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through OAI/PMH, were calculated upon client request. We observed that data were

transmitted as fast as if they had been stored in the system. In addition, utilizing a

Javascript framework for rendering graphs upon user request added no extra performance

overhead to the Raspberry Pi. We did extensively evaluate these features with stress tests in

experiment 2, and our experience was that the system performed as expected.

During experiment setup, we stumbled upon a recurring security incident. Given that

Raspberry Pi was constantly connected to the Internet, it attracted malicious users after

its first boot. We experienced a brute force attack to the SSH protocol that was trying to

get unauthorized access to the device. We toughened up Airchive with a dedicated security

software solution (fail2ban (Sumsal et al., 2005)), which prevented any further security

incidents of that kind.

Another lesson learned had to do with a potential issue that may arise when power and

networks fail at the same time. Raspberry Pi lacks a Real-Time built-in Clock (RTC), and it

synchronizes its system clock through the Internet. In the case that an Internet connection

is not available upon system boot, the Raspberry Pi system time is misconfigured. In the

general use case of Airchive, this will not be a problem, but, in our experiments, this will

result in errors in the data capture component, which will assign incorrect timestamps to data

sensed from the HAT. This problem can be overcome so that the data capture component

retrospectively reviews these timestamps when the Internet becomes available. An RTC

HAT can be purchased and applied to Raspberry Pi. However, this option increases the total

cost.

Last but not least, during the setup phase, we experimented with booting Raspbian and

running Airchive from the USB disk instead of the SD card. First of all, this is a task that

requires advanced technical skills and is still an experimental option not endorsed by the

Raspberry Pi makers, and performance is not guaranteed. USB disks provide a cheaper

storage option but are prone to failure. We experimented with this option for one month,

during which the filesystem was corrupted twice, requiring the operating system and Airchive

to be re-installed. Observed data were not permanently lost, but their retrieval required

technical skills. In contrast, no such incidents occurred when the system operated on an SD

card for a much longer period.

2.6 Discussion

Data persistence is a prerequisite for a data repository. In most efforts made with a

Raspberry Pi and reported in the literature in the WSN context, data were periodically backed

up in an external device and were not permanently stored on the embedded device. In the

work presented here, Airchive relied solely on Raspberry Pi for permanent data storage. Our

four-month experiments demonstrated that a Raspberry Pi equipped with an SD card can

handle moderate and extensive read/write cycles without any issue; the resilience of SD cards

is constantly evolving (Pinto, 2019).

The processing capabilities of Raspberry Pi have been investigated in the light of several

applications. In Airchive, we studied its capacity to calculate and disseminate added-value
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data and indexes on-the-fly, i.e. upon user request. This way, less data are permanently

stored and less write cycles are performed, which puts less pressure on SD card life.

Self-restoration from failures is another attribute of WSNs (Dargie & Poellabauer, 2010),

which is also applicable in our work. Self-restoration contributes towards diminishing the

technical skills that Airchive system owner should possess. During the experiments, the system

self-restored from all power and network shortages that have been triggered, demonstrating

that after its installation, the system can operate autonomously and without assistance.

We also consider that the Airchive system presented here also indirectly contributes to the

open data movement, especially for the developing world. Besides the low acquisition cost

and the low-technical skills required for its deployment, the system by-design responds to

the “weak enabling environment” of the developing countries, i.e. intermittent, opportunistic

Internet connection. In the frame of this work, we did not demonstrate the system in

such conditions. However, we demonstrated that is able to attend to network and power

failures.

Security and privacy are also two important attributes of a data repository system, and

lay the foundation for future work. The brute force attack incident that occurred during

the experiments is an illustration of the potential dangers. In addition, given that a data

repository system may host personal and/or confidential data, more research should be

focused on addressing privacy issues. There is a lack of any authentication mechanism, even

in well-established, data dissemination protocols, such as OGC/SOS and OAI/PMH. An

authentication mechanism can ensure privacy, and such issues should be addressed in the

light of interoperable data dissemination on the application layer.

2.7 Conclusions

To summarize, we provided a proof-of-concept that current low-cost hardware is reliable

enough to boost the open data movement. We demonstrated that a Raspberry Pi accompanied

with an appropriate software can support persistent data storage, and provide added-value

services on site. We designed and implemented an open-source, highly-extensible data

repository software, called Airchive, to support data visualization, and interoperable data

dissemination. We adopted two well-established data dissemination protocols: OGC Sensor

Observation Service and Open Archive Initiative/Protocol Metadata Harvesting. Finally, we

demonstrated its long-term data storage capabilities and resilience under harsh conditions of

power and/or network failures, which take place irregularly. The load testing experiments

provided us with insights about the Raspberry Pi performance under simultaneous requests

from concurrent external clients.
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Abstract

This work contributes towards extending OGC Sensor Observation Service to become ready for

Internet of Things, i.e. can be employed by devices with limited capabilities or opportunistic

internet connection. We present an extension based on progressive data transmission, which

by-design facilitates selective data harvesting and disruption-tolerant communication. The

extension economizes resources, while respects the SOS specification requirement that the

client should have no a-priori knowledge of the server capabilities. Empirical experiments

in two case studies demonstrate that the extension adds little overhead and may lead to

significant performance improvements in certain cases, as for irregular timeseries. Also, the

proposed extension is not invasive and backwards compatible with legacy clients.
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3.1 Introduction

Internet of the Things (IoT) is a dynamic, open, participatory ecosystem of decentralized

and collaborative devices. Recent technological advances resulted in a plethora of low-cost

devices with extended capabilities compared to traditional sensors. New generation of devices

are miniaturized and empowered with storage, processing and networking capacity. They are

essentially transformed into smart nodes, that operate autonomously, may offer added value

services (Perera et al., 2014), and collaborate with each other in the cloud (Botta et al., 2016).

Smart nodes could offer capture, storage and dissemination services of sensory information

in a single device (Samourkasidis & Athanasiadis, 2017). IoT devices are also instrumental

to the proliferation of new data sources (Hashem et al., 2015), sharing of information (Havlik

et al., 2009), and contribute to the big data movement. Internet of Things advances the

vision of Sensor Web, an infrastructure which enables interoperable usage of sensor resources

(Bröring et al., 2011b). In the IoT era, Sensor Web is challenged to offer services that are

interoperable, but at the same time perform efficiently with less resources, saving processing

power and network bandwidth.

Interoperable data interchange for sensor data has been driven by the Open Geospatial

Consortium (OGC). OGC introduced service interfaces and information models within Sensor

Web Enablement (SWE), which is founded on machine-to-machine communication (Botts

et al., 2008),(Bröring et al., 2011a). Service interfaces, as the Sensor Observation Service,

Web Feature Service, Web Coverage Service, SensorThings provide interoperable means for

geospatial information discovery and retrieval. Sensor Observation Service (SOS) (Na &

Priest, 2007), (Bröring et al., 2012) is an OGC service interface, which promotes interoperable

sensor-borne data exchange, operates as a web service, and supports for syntactic and

semantic interoperability.

In the IoT era, architectural paradigms and technologies need to respect the limited capabilities

of devices. The SWE 2.0 has been established with technologies as the Simple Object Access

Protocol (SOAP) and XML-based information models, which are considered to add substantial

overhead - a critical issue for IoT devices. On the other hand, Representational State Transfer

(REST) and JSON-based information models seem to provide services which excel over SOAP

and XML, in terms of power consumption and performance (Mulligan & Grac̆anin, 2009).

Beyond these technical limitations, there are certain design choices that preclude SOS as an

appropriate IoT outlet.

In this paper, we investigate current SOS design and propose an extension. In Section 3.2, we

present related work, how SOS operates and challenges identified in the literature. In Section

3.3, we identify SOS design shortcomings from an IoT perspective, and introduce a pagination

technique in order to promote selective data harvesting, enable seamless data integration

and facilitate machine-to-machine interoperability. Section 3.4 presents an implementation

and details the two case studies, which were designed to test the efficiency of the extension,

along with experimental results. Section 3.5 provides with a discussion about our findings

and contributions, concludes the research and lays the groundwork for future work.
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3.2 Related work

3.2.1 Service orientation and interoperability in sensor networks

Service-Oriented Architecture (SOA) is an architectural paradigm founded on self-describing,

self-contained services. Key concept in SOA is that services may be developed, maintained

and served by different entities, and can subsequently be combined and produce composite

applications. SOA has been instrumental for highly interoperable systems, as services are

platform and language independent (Papazoglou & Georgakopoulos, 2003).

In the frame of interoperable data interchange, OGC introduced Sensor Web Enablement

(SWE), which follows the SOA architectural paradigm. Standards developed within SWE

provide means for the discovery and retrieval of sensor observations. SWE contributes

towards the vision of Sensor Web, where web-accessible sensor networks and archived sensor

observations can be discovered and accessed using standard protocols and application program

interfaces (APIs) (Botts et al., 2008). They are realized through web services, i.e. services

“identified by a URI, whose service description and transport utilize open Internet standards”

(Papazoglou & Georgakopoulos, 2003). Communication between service interfaces and other

services or clients is achieved through Simple Object Access Protocol (SOAP), which builds on

existing communication layers (i.e. HTTP) (Curbera et al., 2002). SWE is a very important

infrastructure (Bröring et al., 2011b) as it offers interoperable protocols for advertising,

disseminating and requesting data among heterogeneous sensor systems and devices.

3.2.2 The Sensor Observation Service

Sensor Observation Service (SOS) is an OGC service interface specification for accessing

sensor observations, which acts as “the intermediary between a client and an observation

repository” (Botts et al., 2008). SOS interface enables clients to request, filter and retrieve

observations, and metadata about repositories and sensors.

SOS comes with a core set of services, and extensions that enrich it with extra functionality,

or profiles for domain-specific behavior. The current 2.0 specification (Bröring et al., 2012)

defines three core operations:

a. service discovery (GetCapabilities),

b. sensors metadata retrieval (DescribeSensor), and

c. observations retrieval (GetObservation).

There are several extensions and profiles available, but their description falls outside the

scope of this paper. As an indicative example for the reader, the transactional extension

provides with services to register new sensors and add new observations.

SOS is a pull-based service interface and is intended for machine-to-machine communication.

The protocol prescribes a communication between a client and a server, both can be considered

to be software agents. The client submits a request and the server answers with a response,

typically in the form of XML document. Responses are encoded in appropriate SWE related
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Figure 3.1: A typical observation retrieval workflow using SOS

XML schemas as Observation & Measurements (Cox, 2011), or SensorML (Botts & Robin,

2014). A typical observation retrieval workflow using SOS is depicted in Figure 3.1. First,

the client inquires the server for its capabilities. Then, it may ask for descriptions on

certain sensors, and finally requests for observations from one or more sensors. A typical

GetObservation request includes temporal and/or spatial boundaries.

When SOS server encounters an error while performing a GetObservation operation,

it returns an exception. For example, if client asks for wrong values of arguments an

InvalidParameterValue exception is rendered. In the current SOS 2.0 interface standard

(Bröring et al., 2012) there is also a type of exception for the cases that the response exceeds

a size limit. We will investigate this further below.

3.2.3 Challenges in sharing sensor observations in IoT

Internet of Things consists of smart nodes equipped with sensors and network connectivity,

able to interact with their environment and share information. Smart nodes are entitled with

specific characteristics:

a. restrained capabilities (in terms of energy and processing power),

b. opportunistic Internet connection, and

c. heterogeneity in resulting data formats and communication protocols (Atzori et al.,

2010).

Key challenges towards the IoT realization include energy efficiency, integration of service
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technologies and security/privacy (Li et al., 2015). Also, thematic and spatial concerns

of deployed IoT systems pose great challenges in spatiotemporal aggregation of disperse

observation datasets.

As regards with heterogeneous sensor integration, previous studies have been conducted

towards various directions. A virtual integration framework for heterogeneous meteorological

and oceanographic data sources is demonstrated in (Regueiro et al., 2015). A SOS profile to

facilitate multi-agency sensor data integration was reported in (Jirka et al., 2012; Alamdar

et al., 2016; Fredericks et al., 2009) argue in that quality metadata should also be trans-

mitted through SWE services, in order the realization of automatic data integration to be

achieved.

Integration of spatially diverse sensor timeseries utilizing OGC standards concerned Horita

et al. (2015). They developed a spatial decision support system for flood risk management,

associating Volunteered Geographic Information (VGI) and measured data derived from

Wireless Sensor Networks (WSNs). Data acquisition, integration and dissemination is

orchestrated by a SOS instance.

Only recently, OGC introduced SensorThings API to facilitate “the interconnection of IoT

devices, data, and applications over the Web” (Liang et al., 2016). In contrast with other

OGC standards, SensorThings API adopts the REST paradigm and utilizes JSON-based

information models. SensorThings API defines HTTP requests to facilitate observations’

retrieval, as well tasking of sensors and actuators.

Using parameters to regulate response size to requests within OGC-related standards, was a

topic of interest for (Volker Andres, 2014), (Vretanos, 2014) and (Liang et al., 2016). Lengthy

responses to GetObservation requests have been identified as a potential danger to both

SOS server and clients (Volker Andres, 2014). In the same work, it has been indicated that

beyond the ResponseExceedSizeLimit exception, other certain limitations as regards with

the number of returned observation should be concerned and imposed. The WFS interface

standard (Vretanos, 2014) and the SensorThings API offer a paging implementation, that

allows the client to limit the number of features included in a response by using two optional

arguments (count, startindex for WFS, and top, skip for SensorThings API).

Last but not least, several researchers investigated the suitability of limited bandwidth, energy,

and processing power devices to host a SOS server. These have mainly concentrated on (a)

adoption of lightweight architectural paradigms (e.g. REST instead of SOAP (Rouached

et al., 2012), (Janowicz et al., 2013), (Yazar & Dunkels, 2009)), and (b) evaluation of SOS

lightweight implementations (Pradilla et al., 2015), (Jazayeri et al., 2015). We have also

deployed SOS over a Raspberry Pi to exploit the potential of low-cost embedded devices

(Samourkasidis & Athanasiadis, 2017).

In this work we concentrate on the SOS service interface design and evaluate the efficiency of

communication between client and server.
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3.3 Methods

3.3.1 SOS service interface design issues

According to SOS specification, clients are not allowed to know sensor observations’ frequency.

The server advertises the boundaries of the information it holds, but not the resolution.

Any client is not possible to infer the sensor temporal or spatial resolution, based on their

communication with the server. This requirement is that the client has access with no

a-priori knowledge (Na & Priest, 2007). While this enforces reusability and generality of

the service interface, it may may lead to excessive data requests, which may result to server

overload, or even Denial of Service attacks.

Excessive data transmission has been identified as an issue for GetObservation requests. In

the first specification of SOS, there was not imposed any limitation, regarding the maximum

number of observations which could be transmitted. For the server, the only viable response

to of a GetObservation request was to return a set of observations. The server had no way

to refuse to respond, in cases where the client was asking for an excessive amount of data, it

was busy, or any other reason.

To illustrate the above shortfall we will consider a service offered by National Oceanic

and Atmospheric Administration (NOAA) (Center for Operational Oceanographic Products

and Services (CO-OPS), 2019). NOAA’s Center for Operational Oceanographic Products

and Services (CO-OPS) offers openly a variety of sensor observations using SOS. In this

implementation, if a client requests observations for a time range which exceeds 31 days, the

server responds with an exception, rejecting the parameter value:

<Exception exceptionCode="InvalidParameterValue"

locator="eventTime">

<ExceptionText>

Max 31 days of data can be requested.

62.0 days were requested.

</ExceptionText>

</Exception>

Note that the exception rejects the parameter value, disclosing in a non machine interoperable

message of the size limits for this request.

In the future work section of SOS 1.0 specification (Na & Priest, 2007) it was acknowledged

that: “The density of requests and offerings must be addressed,. . . so that large data volumes

are not transmitted unnecessarily due to a lack of information about service offerings.”.

Indeed, that was addressed in SOS 2.0 by introducing an exception to manage excessive data

requests, while taking into consideration the no a-priori knowledge requirement (Botts et al.,

2008). The ResponseExceedSizeLimit exception functionality resembles the response of

NOAA server above, but with pertinent semantics to the exception thrown: The server is able

to inform the client that the “requested result set exceeds the response size limit of the service

and thus cannot be delivered” (Bröring et al., 2012). Both server and client applications are

protected from extremely big response sizes, and the no a-priori knowledge requirement is
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respected.

The ResponseExceedSizeLimit exception of SOS 2.0 is a significant improvement compared

to SOS 1.0, as it allows the server to respond to a request with an exception than with actual

data. Note that, the response size limit should not be considered a fixed parameter. It could

change when there is high traffic, or service maintenance. In those conditions, the server

should be allowed to not to respond to requests that would under normal conditions.

However, the main limiting factor to this design is that clients have no insights regarding the

carrying capacity of the server, or (equivalently) the density of an offering. Due to the no

a-priori knowledge requirement, clients cannot infer how to narrow down their requests so

that server responds.

We identify two cases here. First case is when the server publishes regular sensor observations.

Under this category fall most long-term, permanent sensor infrastructures. In this case,

clients could implement heuristic techniques to discover the response size limit (assuming

that it is constant).

In the second case, observation streams are irregular. This may happen if the sensor

sampling frequency varies, or sensors move. For example, consider sensors operating in energy

restrained environments and adopt opportunistic sensing techniques, or event-based sensing

(de Assis et al., 2016). Volunteered Geographic Information Systems which enable individuals

(Goodchild, 2007),(Drosatos et al., 2014) or cars (Bröering et al., 2015) as data providers,

fall in the same case. In these situations, it is impossible for the client to make any kind of

estimate on the response size, and devise a strategy to reduce accordingly the spatiotemporal

boundaries of their query.

Responding with an exception to voluminous requests could be tolerated in fixed sensor

networks (case one above). However, it hinders SOS applicability in resource-constrained

environments. As clients are neither aware of the response size limits, nor how to restrict their

queries, the SOS communication protocol underperforms: It wastes both processing power

and network bandwidth as it is engaged in more request/response cycles. This, ultimately

results in bigger response times. Such drawbacks are incompatible with the Internet of Things

needs. This problem could be addressed by introducing a progressive data transmission

technique described below.

3.3.2 The resumption token technique and Open Archives Initiative

The notion of selective data retrieval was introduced in Lagoze & Van de Sompel (2001).

Utilizing a resumption token, large and resource-demanding data transactions are fragmented

into several requests/responses. The client submits a request and the server responds with a

part of the result and a resumption token. Then the client (harvester) can use this resumption

token in follow up requests to get the following part of its initial request. Gradually, by

consecutive requests the client retrieves the all the partial answers to its initial request. This

mechanism enables the server to handle with requests that have large responses, with respect

to available bandwidth and/or processing power.
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3.3.3 A pagination extension for SOS

SOS service interface can address IoT needs by introducing progressive data transmission.

We extend the current SOS service interface with a resumption token parameter in the

GetObservation requests. By fragmenting requests into many sequential ones, we transform

SOS into a disruption-tolerant service interface, as clients are enabled to ask for specific

observation subsets. Observations are divided and loosely packed into pages of certain size.

The number of observations contained in a page (i.e. chunk of subsequent observations) is

determined by the SOS server.

The observation retrieval workflow according to the proposed design is depicted in Figure

3.2. The client asks for a set of observations with a GetObservation request. The server

processes the request, and always responds with an O&M document. If the response exceeds

the carrying capacity of the server, results will be organized in subsets (called pages), and

the server response will include an additional element, called next which will point to the

URL of the next page of results. The next page URL is the same as the original request, but

contains an extra parameter called page, which has the role of the resumption token. The

page parameter is optional: when a client request does not contain a page argument, the

server responds with the first page of the request. The last page of the parts contains no

next page element to notify the client of the end of the transmission.

In the simplest case, server carrying capacity could be an arbitrary, fixed threshold, similar to

the request size limit of the SOS 2.0 exception. Of course, the server carrying capacity may

dynamically vary according to result set properties, or server resources, enabling network

load balancing, efficient use of energy, etc. It could even change during the transmission, as

the total number of pages is not disclosed to the client. The page resumption token could be

constructed incrementally as page number in case the server has a fixed carrying capacity,

and data do not change. In case of varying page size, the page parameter can take unique

pseudo-random integer values. In case where data changed during the communication, or

any other reason, the next page token could be revoked by the service provider.

3.3.4 Expected (by design) benefits

The paginated protocol proposed here is beneficial for both server and client efficiency

and performance. The communication protocol does not waste resources to respond with

exceptions, as all requests result to responses that carry observations. This saves processing

power and communication bandwidth in both client and the server.

Another attribute of the design we propose is its non-invasive nature. Given the page

parameter is optional, current SOS clients can seamlessly submit GetObservation requests

and retrieve observations, as long as the SOS server carrying capacity is not exceeded.

This means that existing SOS 1.0 or 2.0 server infrastructures could switch to a paginated

implementation, and as long as they do not change their size limit threshold, existing clients

would continue to operate without disruption. In the rest cases, a page-parser method

should be implemented and incorporated in legacy clients. This method would parse a

GetObservation response document to determine the URL of the next GetObservation
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Figure 3.2: A typical paginated observation retrieval workflow

request. On server side, the pagination extension could be easily applied on top of existing

implementations.

3.4 Demonstration and implementation

3.4.1 Setup

The SOS pagination extension introduced above comes with design advantages discussed

in the previous section. There are also performance improvements that we experimentally

evaluated by setting up two case studies. Without loss of generality, we assume not movable

sensors that hold timeseries information. In case study one, the server holds a regular

timeseries dataset, while in the second case study an irregular one. For both cases, we

compared the SOS pagination extension (SOS-p) service interface against SOS 2.0.

The SOS-p server is queried by a corresponding client (PAC ), that is able to handle page

resumption tokens. For SOS 2.0 server, we considered two clients: one that is not aware of

SOS 2.0 carrying capacity and finds it by employing a divide-and-conquer algorithm (DAC );

and one that has this a-priori knowledge (LEC ).

The three clients are in detail as follows:

Divide and Conquer client (DAC): DAC submits GetObservation requests according

to SOS 2.0 specification. When the server responds with a ResponseExceedSizeLimit

exception, DAC halves the time window and submits a new query. When DAC finds a time

window for which the server responds with no exception, it continues asking for observations
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with of this duration size in the temporal filter, until it has received all the data corresponding

to the original request.

Leaky client (LEC): LEC knows the server carrying capacity and arranges the temporal

filter of its request, so that there are no exceptions. While this is against the no a-priori

knowledge requirement, it corresponds to the most favorable situation for the existing SOS

2.0 protocol. LEC submits GetObservation requests to SOS 2.0 only for case study 1.

Pagination-aware client (PAC): PAC client submits GetObservation requests according

to SOS-p, i.e. it is capable of processing the page resumption token. In its first GetObserva-

tion request asks for the first page, and then processes the response for the next page it

will ask for. If the GetObservation response document does not contain a next page tag, it

means that all requested observations were transmitted.

3.4.2 Implementation and synthetic datasets

This study makes use of the AiRCHIVE SOS server implemented in Python (Samourkasidis

& Athanasiadis, 2017). Clients were also implemented in Python. Queries to SOS server were

submitted as HTTP GET requests via Python Requests module (Reitz, 2017). Response

times for each case study were facilitated using the Python Time module (Python Software

Foundation, 2017b). All experiments were carried out on a Intel Core i5 4 Mac with a 2,4

GHz and 16.0 GB of memory (1600 MHz DDR3), running OS X El Capitan (Version 10.11.1).

SOS server and SOS client instances operated on the same physical machine.

In both case studies, a dataset of 15’000 observations was artificially generated. In case study

one, we assumed that measurements are sensed in constant intervals of 10 seconds. In case

study two, observations were timed with a inconstant frequency. Observation time interval

varies from 10 to 3000 seconds, distributed uniformly. Timestamps were generated with

the Python Random Number generator module, using Mersenne Twister (Python Software

Foundation, 2017a). Both timeseries were stored in two SQLite databases and made available

to the servers.

3.4.3 Experimental setup and metrics

As limited bandwidth and processing power are key elements of IoT systems, we set up

accordingly our experiments. The carrying capacity of the servers was defined to be 15

observations. This arbitrary threshold was chosen so that there will be significant traffic of

SOS requests. SOS 2.0 server would render a ResponseExceedSizeLimit exception if the

result set would include more than 15 observations. SOS-p server organizes its responses in

pages of 15 observations per page.

Clients were configured to request for observations for time intervals that result to 1 000,

2 000, 4 000, 8 000 or 15 000 observations (response length). Experiments have been repeated

10 times for all clients and both case studies.

For all experiments, we recorded two metrics:
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a. the response time is the total time passed until the client has received the total

amount of data requested. Measured in seconds.

b. transfer volume is the total size of all response documents received by the client until

the whole response has been received. It is measured in MB.

Response times are averaged across the 10 repetitions, while transfer volume is the same for

each repetition.

For the cases of SOS 2.0 implementation, in the average response time and transfer volume,

time spent and resulted size of exceptions are also included.

3.4.4 Experimental results

Tables 3.1 and 3.2 summarize the results for both case studies and all clients. The response

time is reported as average and standard deviation of ten repetitions.

For case study 1, best results are achieved, as expected, by the client that is aware of the

server carrying capacity (LEC ), but violates the no a-priori knowledge requirement. The

divide-and-conquer client (DAC ) in SOS 2.0 adds an overhead to the transmission, as it

needs to search for a working time interval. Its performance is affected mostly of how close

the time interval found is to the servers carrying capacity. The response time was significantly

increased in our experiments in Table 3.1. In the contrary, the performance of SOS-p and the

paginated client PAC is very close to the server carrying capacity, without any breach of the

no a-priori knowledge requirement. Experimental results in Table 3.1 illustrate overheads

less than 5% in response time for up to few hundreds of pages, while for bigger numbers

of requests overheads in time may end up to 30% in response time. This is attributed to

the efficiency of the pagination implementation and is a well-known limitation among the

database community. In the future, we will investigate other database options that can

improve this further.

Table 3.1: Experimental results for the regular timeseries for all three clients. Average

response times and standard deviation across ten requests are reported. Total volume of the data

transmitted, number of requests, and number of exceptions for DAC.

Query PAC LEC DAC

Length resp.time(std) vol reqs resp.time(std) vol resp.time(std) vol exceptions

[s] [MB] [s] [MB] [s] [MB]

1000 1.34 (±0.049) 0.59 67 1.29 (±0.013) 0.58 2.36 (±0.02) 0.63 7

2000 2.68 (±0.012) 1.2 134 2.57 (±0.011) 1.2 4.64 (±0.05) 1.3 8

4000 5.53 (±0.083) 2.4 267 5.22 (±0.017) 2.3 9.27 (±0.03) 2.5 9

8000 11.93 (±0.031) 4.7 534 10.31 (±0.034) 4.7 18.31 (±0.06) 5.0 10

15000 24.77 (±0.739) 8.9 1000 19.05 (±0.043) 8.7 21.33 (±0.06) 8.8 10

For case study 2, irregular timeseries are served therefor there is no notion of leaking the

prior knowledge of the server carrying capacity. Here the paginated SOS-p excels over SOS

2.0, as presented in Table 3.2. SOS-p and PAC are faster than SOS 2.0 by more than 60%

on average on every GetObservation request. Also, note that number of requests has been

roughly doubled, which results to a noticeable difference in the amount data transmitted.
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Table 3.2: Experimental results for the irregular timeseries. For PAC and DAC clients reports

average response times and standard deviation across ten requests. Total volume of the data

transmitted, number of requests and number of exceptions for DAC.

Query PAC DAC

Length resp.time(std) vol reqs resp.time(std) vol exceptions

[s] [MB] [s] [MB]

1000 1.35 (±0.02) 0.59 67 2.40 (±0.03) 0.63 7

2000 2.75 (±0.05) 1.2 134 4.71 (±0.05) 1.3 8

4000 5.66 (±0.07) 2.4 267 9.28 (±0.06) 2.5 9

8000 11.97 (±0.08) 4.7 534 18.34 (±0.03) 5.0 10

15000 24.62 (±0.11) 8.9 1000 36.81 (±0.88) 9.5 11

This is to be expected, as the divide and conquer strategy may end up finding a query

window that is far from what can be actually served. There could be other search algorithms

employed for improving DAC performance. However, it is made clear from this experiment,

that the paginated protocol guarantees by design that the optimal number of measurements

is included in each response. SOS-p entrusts the burden of coordinating the observation

boundaries to the server, which knows its limits, than having the client wasting resources

with requests of suboptimal lengths. The improved performance ensures that there is no

waste of resources on both the client and the server side.

3.5 Discussion and Conclusions

This work contributes towards improving OGC SOS protocol to become IoT ready. Drafting on

top of IoT requirements as efficient resource utilization and opportunistic Internet connection,

and taking into consideration response size to GetObservation requests requirements set

in Volker Andres (2014), we designed a SOS extension, which implements a pagination

mechanism.

There is a fundamental difference between our design and the paging mechanism introduced

in OGC WFS (Vretanos, 2014). WFS paging design contradicts with the rationale of SOS

ResponseExceedSizeLimit exception, that is to enable the SOS server to manage efficiently

its resources. Conversely, it allows clients to select the number of returned observations,

which is a feature that can only facilitate specific applications (e.g. Graphical User Interfaces

which can visualize a certain number of observations). In the contrary, the solution proposed

in this work follows the Open Archives Initiative design pattern, and the decision on the page

size remains with the server, not the client. As we demonstrated above, this is a necessary

condition for the server in the IoT era, as it allows for parsimonious use of resources, and

protection from queries resulting with very big results.

Pagination introduces the notion of progressive transmission, which fits for purpose

with timeseries data sequential nature, but is also suitable for any kind of spatiotemporal

requests. It adds disruption-tolerance as an additional SOS feature, since a client can
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request for and retrieve a specific page. This is very useful when big datasets are to be

transmitted or when the Internet connection is poor. Our design enables a SOS server to

exploit its resources to the maximum, as computational power and network bandwidth are

spent for yielding results, not for handling exceptions. Thus, the paginated extension enables

by-design SOS for devices with restrained capabilities, where resources are economized in

sharing interoperable knowledge.

Whilst our suggested design entails new improvements to the existing SOS 2.0, its importance

is highlighted by its non-invasive nature. Backwards compatible design is achieved through

the optional page parameter, since all requested data could be included in one page. This way,

current SOS 2.0 clients could operate without further modifications with SOS-p extended

servers, if the server always responds with the whole data requested.

Evaluating the SOS-p extension against specific metrics, we validated improvements by

experiments. Those improvements are mainly concerned with efficiency. Lower GetObserva-

tion requests completion times contribute towards IoT devices energy conservation, since

computational resources are occupied for less time, and thus more clients can be served

simultaneously. In addition to that, when carrying capacity is not known to the client,

the SOS 2.0 protocol is under-operating, as possibly transmits less observations in each

request. This results to more request-response transactions, with overheads in data volume

and duration time.

The pagination extension introduced here offers a remedy to SOS 2.0 shortfalls in handling

exceptions, by providing a machine interoperable solution. It also fills-in the SOS missing

piece, that is to “allow a client to determine the density of an offering” (Na & Priest, 2007).

Instead of that, it delegates to the server to drive protocol.

Advancements discussed so far lay the groundwork for future work. Firstly, our intention to use

pagination was exploratory, thus there is room for further improvements in the implementation

to further improve performance. One direction for improvement is the adoption of a caching

mechanism. Pagination is a good candidate for caching techniques, since requests are

incremental and queries are submitted sequentially. With the design introduced here, the

client reveals its intentions to the server, by asking the whole spatiotemporal boundaries of

interest. If the response is too big, the server will return the first page that includes a part of

the results. As the client intentions have been disclosed to the server, this allows for caching

mechanisms to be set up on the server side.

To summarize, we argued that current SOS design was not intended for the Internet of

the Things era. We designed a pagination extension offering progressive data transmission,

economizing resources and tackling with limited or interrupted Internet connectivity with

a disruption-tolerant protocol, while respecting SOS specification. There is a small effort

into extending current SOS servers and clients to implement the pagination extension, while

there are significant performance improvements, as indicated by the experimental results.

The pagination extension sets the grounds for enabling SOS as an Internet of the Things

dissemination outlet for sensor observations.
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Abstract

This work demonstrates a template framework for acquiring and integrating heterogeneous

environmental timeseries. Internet of Things contributes towards the high-availability of

environmental timeseries datasets. These are available through different protocols and stored

under diverse, custom formats, rendering data acquisition and integration a laborious process

of the environmental data lifecycle. We designed and implemented a template framework,

called EDAM to facilitate diverse data acquisition and integration. EDAM is founded on

re-usable templates, and requires no strong computer science background. EDAM supports

for data dissemination in custom formats, as instructed by output templates. A template

is an abstract representation of a data file’s structure written using programming language

agnostic semantics. We demonstrate EDAM generality, by scrapping online meteorological

data, extracting observations from a relational database, and aggregating historical timeseries

stored on local files.
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4.1 Introduction

Environmental data management, that is acquisition, processing, storage, and dissemination

(Athanasiadis & Mitkas, 2004; Mason et al., 2014) is becoming more challenging in the era of

Big Data (BD) and the Internet of Things (IoT). In the contemporary data-rich society, a

great variety of sensors and IoT devices enable the collection of large observation volumes,

which can be further processed for enabling new knowledge insights. At the same time, this

era is characterized as knowledge-poor, since universal data management and heterogeneous

data integration remain still open challenges (Negru et al., 2016).

Environmental data acquisition seems to be the most laborious step within the environmental

data lifecycle (Terrizzano et al., 2015; Harth et al., 2013; Horsburgh et al., 2009). This is

attributed to the heterogeneity pertinent to environmental data sources. Environmental

datasets are collected and stored under different data models in various forms; mainly in

files and relational databases (Horsburgh et al., 2011). Datasets which do not share common

data formats and/or communication protocols are difficult to be re-used without human

expert involvement. Syntactic heterogeneity is a factor which hinders the adoption of a

universal strategy to acquire data originating from disparate information sources. It also

obstructs the environmental data science core objective: to narrow the data-to-knowledge

latency (Elag et al., 2017) by supporting environmental data discovery and access; and by

enabling re-usability (Horsburgh et al., 2009; Ames et al., 2012; Athanasiadis, 2015; Holzworth

et al., 2015; Granell et al., 2010). FAIR (Findable, Accessible, Interoperable, Reusable)

guiding principles for scientific data management and stewardship highlight the importance

of scientific data reusability and reproducibility (Wilkinson et al., 2016). Long-term archival

and preservation of digital assets also implies the regular transformation of data between

storage formats and media.

There are two approaches to tackle syntactic heterogeneity. The first is to use/adopt

frameworks which were designed to facilitate environmental data discovery and accessibility,

such as the OGC Sensor Web Enablement (SWE) (Botts et al., 2008) and CUAHSI Hydrologic

Information System (HIS) (Horsburgh et al., 2009). Such systems hide the underlying

complexity of environmental data sources and expose them in a standardized manner,

through established data models (e.g. O&M (Cox, 2011), SensorML (Botts & Robin, 2014),

WaterML 2.0 (Taylor, 2014) etc.). The various datasets need to be stored in a common schema

in order to be exposed through a data sharing framework. This entails certain modifications,

which introduce overhead, and commonly require a strong computer science background to

implement (Andrae et al., 2009). The second approach is to develop programming language

scripts, each one tailored to the custom data format (Eberle et al., 2013; Woodard, 2016).

These custom-to-data scripts usually transform a dataset into a common data schema (Porter

et al., 2014), which allows for further processing, analysis or dissemination tasks (Boote et al.,

2015). These approaches have been used also for exchanging data between environmental

models (i.e (Porter et al., 2014; Horita et al., 2015; Peckham & Goodall, 2013; Jones et al.,

2015)).

Both approaches rely upon computer programming skills that are not always available. This

contradicts the lowering e-science barriers movement (Swain et al., 2016), that envisions
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accessing data in an uncomplicated fashion, so that e-scientists can entirely focus on the

domain of their expertise, and not on side tasks, such as curating datasets. By the term

e-science we refer to a “global collaboration in key areas of science” (Hey & Trefethen, 2003)

which “promotes innovation in collaborative, computationally- or data-intensive research

across all disciplines, throughout the research lifecycle” (IEEE International Conference on

eScience, 2018). Based on our experience, transforming environmental datasets from different

sources, in order to fit as input to environmental models requires manual work which is

hardly re-usable. For example, different programming languages (e.g. Python (Van Rossum

& Drake, 2003), R (Ihaka & Gentleman, 1996), etc.) and data models (e.g. O&M, WaterML

2.0, etc.) are adopted for the scripting and environmental data management frameworks

approaches, respectively.

In this paper, we outline the design and demonstrate an open source implementation of

the Environmental Data Acquisition Module (EDAM ), that addresses issues of syntactic

data heterogeneity using templates. An EDAM template is an abstract representation of a

data file contents using programming language-agnostic semantics. EDAM supports data

acquisition, integration and transformation from a variety of file types and syntaxes through

templates. Specifically, EDAM is applicable for environmental timeseries datasets stored in

various data formats (delimiter-separated files, flat files, etc), at various sources (files, folders,

databases, websites), and implementing different data models (tables, key-value pairs).

EDAM employs a declarative approach to enable scientists to annotate their data by means

of templates. It automatically parses the data, matches them with templates, stores them

and optionally exports them to a format described by an output template. This allows

for end-users to query, retrieve, and transform environmental timeseries datasets into their

own formats. Also, EDAM supports interoperable data dissemination through standardized

protocols (e.g. OGC SOS (Bröring et al., 2012)). We also demonstrate its front-end graphical

user interface (GUI) for creating maps.

We demonstrate EDAM in seven cases studies from various environmental domains, including

air quality, meteorology, agriculture and hydrology. To the best of our knowledge, this is the

first time that structural templates are extensively used for environmental data management

tasks (i.e. acquisition, integration and dissemination). We started exploring this approach in

Papoutsoglou et al. (2015), where we investigated a case study for collecting data from a

smoky Swiss railway station. Here we extend our work with six more real-world cases:

a. scraping meteorological data from the public webpages of the Bureau of Meteorology

(BoM) in Australia and the UK Met Office,

b. parsing hydrological timeseries data from the Hydrological Observatory of Athens

(HOA),

c. extracting observations from an air quality archive from BoM, originally stored in a

relational database,

d. aggregating historical timeseries data from all Dutch weather stations, provided by

Koninklijk Nederlands Meteorologisch Instituut (KNMI),

e. transforming weather input data of APSIM crop model (Holzworth et al., 2014) into

the AgMIP format (Porter et al., 2014).
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The rest of the paper is structured as follows: In Section 4.2 we review contemporary

approaches for environmental data acquisition and integration, and introduce readers to

environmental data management with web template frameworks. Section 4.3 presents the

EDAM architecture; specifically: key requirements, user types, and use scenarios. Section

4.4 demonstrates EDAM, the conducted experiments, the used datasets and the addressed

challenges. Finally, in Section 4.5 we discuss our research findings and lessons learned,

conclude the research summarizing key findings and future work.

4.2 Background and related work

In the environmental data literature, different terms are used for describing the process

of obtaining a dataset and transforming it into another format. Specifically the terms:

harmonization (Porter et al., 2014), mediation and conversion (Horsburgh et al., 2011),

management and publication (Jones et al., 2015), integration (Beran et al., 2009), acquisition

and collation (Mason et al., 2014) and wrangling (Terrizzano et al., 2015; Kandel et al., 2011)

are synonyms for data acquisition and integration.

In this work, we focus on acquisition and integration of environmental timeseries data. In

general, the acquisition process works as follows: A station, stationary or not, houses one

or more sensors. A sensor measures one or more observable(s) producing observations. An

observation has a value expressed in some units, and refers to a certain timestamp, and

possibly a location. In this context, environmental observations without a temporal dimension

(e.g. soil data) are not considered timeseries and thus can not be processed by EDAM. Also

note that EDAM can process location data when they are associated with a timeseries

(i.e. observations of latitude, longitude, angle, etc, at a certain timestamp). Location data are

stored as regular timeseries and can be combined with other observations. This is elaborated

further in subsection 4.4.1).

In the rest of this section we review approaches that cope with syntactic heterogeneity.

First, we present environmental data management frameworks which by design account for

syntactic interoperability. Environmental data management frameworks are typically used

for preparing inputs required for executing scientific workflows, decision support tools or

environmental models. However, not all environmental datasets are offered through such

frameworks. Second, in Subsection 4.2.2 we present the scripting approach which facilitates

environmental data transformation to fit into a consistent data format. Last, Subsection 4.2.3

introduces web template frameworks and presents our previous experiences with them.

4.2.1 Environmental data management frameworks

Providing standardised discovery and access services for environmental data is a key require-

ment for an environmental data management framework (Horsburgh et al., 2011). Examples

of such frameworks are the OGC Sensor Web Enablement (SWE), which supports timeseries

dissemination through the Sensor Observation Service (SOS) (Bröring et al., 2012), and

the CUAHSI Hydrologic Information System (HIS) (Horsburgh et al., 2009). Both, provide
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interoperable data access on two layers: a) communication, b) data representation. Com-

munication is achieved by defining standardized ways to request environmental data (e.g.

GetValues for CUAHSI-HIS (Ames et al., 2012), GetObservation for OGC SOS (Bröring

et al., 2012)). Data representation deals with data dissemination through standardized

information models, which hide the underlying data complexity. For example WaterML 2.0

(Taylor, 2014) is promoted by both frameworks in order to represent hydrological timeseries

data.

Environmental data management frameworks can provide interoperable access to raw data

by transforming them to a common data model. This common data model can be part of

the framework, or its implementation. In the case of OGC SOS there are different software

implementations which use different data models (McFerren et al., 2009). On the other

hand, CUAHSI-HIS is founded around the Observations Data Model (Horsburgh et al., 2008).

Software tools were implemented to import data into an ODM database. Horsburgh &

Tarboton (2007) document a data loader component which imports tabular timeseries into

an ODM instance. Mason et al. (2014) present an environmental management framework

which utilizes reusable data parsing templates to annotate tabular timeseries and import

them into an ODM instance.

4.2.2 Data integration through scripting

Several efforts are reported in the literature where scripts have been used for environmental

timeseries acquisition and integration. By the term script, we refer to a small computer

program which is intended to automate a task, regardless of whether the programming

language in which it was developed is considered a scripting language (e.g. Python) or not

(e.g. Java). For example, the Ag-Analytics platform (Woodard, 2016) demonstrates a data

warehouse to retrieve data from heterogeneous data sources. It extracts data through custom

scripts written in Python, one for every data source. In another example, Harth et al.

(2013) employ a Linked Data scripting language, called Data-fu (Stadtmüller et al., 2013),

to integrate diverse data sources. Each Data-fu program comes with data source specific

rules and queries. In a third line of work, Porter et al. (2014) present a data harmonization

workflow to promote model inter-comparison and ensemble modelling. Data source specific

translators were developed and used to integrate heterogeneous datasets into the AgMIP

common data schema, in order to facilitate data exchange between crop models.

4.2.3 Environmental data management with web template systems

Web template systems are designed to create dynamic content and are extensively used in web

applications. They are used for automatically generating custom content, such as customer

invoices, search results, data reports, etc. Web template systems (e.g. Jinja2 (Ronacher,

2008), Mako (Bayer, 2007), Cheetah3 (Broytman & Croy, 2001)) are intuitive to use, and do

not require advanced programming skills. Each one comes with a template language, which

is used to markup templates. A template is a document which represents a data structure

using variables (Geebelen et al., 2008). Dynamic views are rendered by feeding a template
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with data, and template variables are substituted with values.

Web template systems can support data output by design, but not data input directly. For

example in Samourkasidis & Athanasiadis (2017), we employed Jinja2 to create on-the-fly

dynamic views for environmental data dissemination. In a previous work (Papoutsoglou

et al., 2015), we also started experimenting with using template files as a markup for data

input, where we presented a platform which used templates to read from local files in a

variety of formats.

4.2.4 Summary

Acquiring and integrating environmental timeseries in a consistent data format is a manual

process which requires significant efforts. This is because the vast majority of environmental

datasets available in the Environmental Internet of Things (EIoT) are heterogeneous by

nature (Hart & Martinez, 2015). Universal data acquisition and integration can be achieved

through the scripting approach. Nevertheless, there is a trade-off between generality and

complexity. This approach opposes the lowering e-science barriers, since it presumes a

computer science background (Swain et al., 2016). A web template framework language

is much more simple compared to a traditional programming language. In this work, we

investigate the use of templates in order to acquire and integrate environmental timeseries

datasets, and seek for a compromise in the trade-off between complexity and generality.

4.3 The EDAM framework

4.3.1 Objectives

There were three objectives in designing and developing EDAM. The first was to lower

e-science barriers by embracing a programming language-agnostic solution. Obtaining

timeseries data by writing small computer programs (scripts) has already been investigated

(see Subsection 4.2.2). Thus, we focused on solutions that involve as little as possible

programming skills for its end-users, and examine the use of templates written with a simple,

programming language-agnostic markup.

The second objective was to apply EDAM to a wide variety of case studies, in order to tackle

the intrinsic heterogeneity of environmental data sources. This heterogeneity is related to

a) data source type (which could be text files, webpages, databases, web services), b) data

formats (i.e. comma-separated values (CSV), tab-separated values (TSV), etc.), and c) data

models after which available environmental data are structured.

The third objective was to create custom views of timeseries data and disseminate them

through standard interoperable protocols, as OGC SWE standards. This enables users to

transform data from one format to another, promoting interoperability for environmental

modelling and overcoming problems related to the diversity of data models. It also copes with

syntactic interoperability by exposing EDAM -processed datasets via established information

models such as O&M and SensorML.
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4.3.2 Abstract architectural design

There are three key-components involved in EDAM : a) input files, b) template files, and c)

template engine. Figure 4.1 depicts the interaction between EDAM components for data

input and output. In all cases, the data are extracted from their original source and stored

in the EDAM database in a unified data model. Then, they can be fetched and presented in

a user-defined way using a range of custom templates.

Any kind of text-based source can serve as an input. Inputs are stored in one or more files,

locally or remotely. They may be stored in a local nested folder structure, on a website or

relational databases from which data could be extracted with SQL queries.

An EDAM template is an abstract representation of data file contents. Each template file is

bound to a specific data syntax, which is comprised of:

a. a timestamp, which may come in different formats (as we discuss below),

b. a set of observables in a given order, along with optional metadata annotating their

semantics.

Omitting observables, changing their order of appearance and/or changing timestamp repre-

sentation results in a different data syntax, i.e. requires a different template. We envision that

one template will be needed per sensor vendor, or legacy data formats used for input/output

by environmental models. Templates can be used for specifying both input or output data

file structures, and are written using the EDAM template language.

The EDAM template engine and language are the core of the framework, offering various

processing capabilities. The template language itself is founded on programming language-

agnostic semantics. Besides simple data parsing, the EDAM template engine supports

mathematical and statistical operations. Both the template engine and language are imple-

mented after Jinja2 (Ronacher, 2008). This enables us to use the Jinja2 mature framework

for data dissemination purposes.

Regarding data dissemination EDAM may offer acquired data as services on the web.

Currently, EDAM supports data dissemination through OGC Sensor Observation Service,

and its own EDAM API. The EDAM API enables the creation of custom data views, since

EDAM templates can be called dynamically.

EDAM template language artefacts (keywords or user-defined variables) are located inside

placeholders ({{}}). The EDAM template language has four restricted keywords: station,

observable, sensor, timestamp, which result from the EDAM underlying data model.

Figure 4.2 depicts the EDAM unified data model along with the template language restricted

keywords. The data model was designed after our assumption of an environmental data

source, and it is tailored to the needs of the template language. This is also the reason why

we did not reuse any third-party data model. A third-party data model involves a number

of external dependencies via foreign keys that would affect the template language syntax,

rendering it complex and difficult to use.

User-defined variables are used to annotate the observables found in a dataset. Their

semantics are further specified in a metadata file. A template may contain control statements
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Figure 4.1: EDAM abstract architectural design. Black and blue arrows depict output and input

workflows, respectively. EDAM supports data transformation through its API, and standardized

data dissemination through OGC SOS. For the depicted example, input and output files are

identical, since the same template file was used for the respecting processes
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Figure 4.2: EDAM unified data model. A station houses a number of sensors which measure

observables and produce observations. An observation has a value for a given timestamp. Data

curators define observable ids which represent observables

(e.g. if-then-else, for-loops) to provide formatting and control functionality, and set the logic

which will be used for data retrieval.

Next to the template file, there is the metadata file. It is drafted by users in order to further

annotate data parsed from input files. Metadata include information commonly not stored

directly in the original input files, as for example units of measurement for observables, or

station locations. Such additional metadata, which may include terms from ontologies, are

necessary for enriching the semantics of the original data. How this works is further detailed

in the following section.

4.3.3 Workflow

The EDAM workflow operates in two phases: data input and data output. Data input

concerns data acquisition, preprocessing, and storage processes. Data output involves the

discovery, transformation and dissemination of information. Figure 4.3 depicts the workflow

for data input and output, accordingly. We identify two user roles in the EDAM system:

Data curators are interested in sharing data with EDAM added-value services, and import

datasets into the system. They draft input templates making new data sources available.

Data consumers are e-scientists (i.e. modellers, researchers, decision makers) who are

interested in third party data stored in EDAM. They use EDAM to a) view available datasets,

b) render graphs, c) apply filters on data and d) download them in various formats (i.e. csv,
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Figure 4.3: EDAM workflow. Upper part depicts data input, and lower part data output. The

database component belongs to both. The output template file differs from the input one, as the

order of variables is reverted. This is reflected on the output data structure

txt, etc.). They may create custom data views by editing template files (e.g. change the order

of columns, omit columns, etc.). Software agents can also be considered as data consumers.

They interact with the system using OGC SOS, or the EDAM API.

A workflow to input data into EDAM is as follows: A data curator drafts the input template,

documents all relevant metadata in a metadata file, and finally provides a data source. An

input template has the original data source structure. Data curators may provide EDAM

with metadata using the metadata files, to augment the original information with additional

details about the station, the involved observables, and their corresponding sensors and

units of measurement. While this step is optional, it is critical towards data reusability and

interoperability.

Figure 4.4 shows a sample input file from the UK Met Office (Fig 4.4a), and the corresponding

template file (Fig 4.4b). EDAM keyword {{station}} has been used for annotating all

data relevant to the station name and location. The keyword {{timestamp}} is used to

parse the component of the date to which the observations correspond to. In this case,

we used {{timestamp.year}} and {{timestamp.month}} to parse the year and the month

respectively. Generic Jinja2 keywords, such as {%for %} are used to parse all data reported

in the file. User-defined keywords are used as variable names to annotate observable values, as
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Durham

Location: 426700E 541500N, Lat 54.768 Lon -1.585, 102 metres amsl

Missing data (more than 2 days missing in month) is marked by ---.

yyyy mm tmax tmin af rain sun

degC degC days mm hours

1880 1 4.2 -1.4 22 13.5 ---

1880 2 8.7 0.6 12 44.3 ---

1880 3 9.2 1.0 12 32.5 ---

(a) Original input file

{{station.name}}

Location:{{station.location}}, Lat {{station.latitude}} Lon {{station.longitude}}, {{station.tags.altitude}}

Missing data (more than 2 days missing in month) is marked by ---.

yyyy mm tmax tmin af rain sun

degC degC days mm hours

{%for timestamp, tmax,tmin,af,rain,sun in station.data%}

{{timestamp.year}} {{timestamp.month}} {{tmax.value}} {{tmin.value}} {{af.value}} {{rain.value}} {{sun.value}}

{%endfor%}

(b) Input template

Figure 4.4: Acquiring meteorological data from a dataset inspired by UK Met Office. (a) depicts

the input file and (b) its corresponding template file

{{tmax.value}}, {{tmax.value}}, {{tmin.value}}, {{af.value}}, {{rain.value}}, and

{{sun.value}}. Figure 4.5 depicts the corresponding metadata file, which defines additional

station and observable metadata. Data curators can specify the timezone (station attribute),

which will be used to complement all the station related timestamps. The value of the

timezone attribute can be either the format as code keyword, or a timezone from the tz

database (Wikipedia contributors, 2018). In case the format as code keyword is used, EDAM

automatically identifies the corresponding timezone from the station’s location and assigns it

to the related timeseries. Greenwich Mean Time (GMT) is the default timezone, which is

used when no location is provided, or the timezone attribute in the metadata file is omitted.

Data curators also use the metadata file to relate a user-defined keyword (e.g. tmax) with

a) its corresponding observable name (e.g. Temperature Maximum) and b) the unit it was

reported (e.g. Celsius). There is also a section to store metadata about the utilized sensors,

which in this example are unknown.

4.3.4 Implementation and modes of operation

In Table 4.1 we depict EDAM implemented functions distinguished by when they are utilized.

Input functions are applied by EDAM during the process of data input. Processing functions

concern statistical and conditional filters which are written on output templates and are

applied during data output. Last but not least, dissemination functions are added-value

services offered for EDAM -imported datasets.

EDAM software has been developed in Python, and is available as open-source software on

GitHub (Samourkasids et al., 2018) under the GNU Affero General Public License Version

3. It is also distributed as an autonomous Python package through the Python Package

Index (pip) (Python Software Foundation, 2018), and can be installed on a computer with

Python installed by typing pip install edam. The pandas Python library (McKinney, 2011)

supports the EDAM input and processing functions. The EDAM dissemination functions are

implemented with the Flask web framework (Ronacher, 2010), and acquired timeseries are
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Station:

license: Attribution

region: United Kingdom

url: http://www.metoffice.gov.uk/

timezone: Europe/London

tags:

key1:value1

Observables:

- observable_id: tmin

name: Temperature Minimum

- observable_id: tmax

name: Temperature Maximum

- observable_id: rain

name: Rain

- observable_id: af

name: Days of air frost

- observable_id: sun

name: Sunshine duration

Units of measurement:

- name: Celsius

symbol: C

relevant_observables: tmin, tmax

- name: Days

symbol: D

relevant_observables: af, sun

- name: Millimeters

symbol: mm

relevant_observables: rain

Sensors:

- name: Generic sensor

manufacturer: Unknown

relevant_observables: tmin,tmax,af,sun,rain

tags:

generic: True

analog: False

Figure 4.5: The metadata file for the input dataset reported in Figure 4.4b. There are four

sections (Station, Observables, Units of measurement, Sensors), under which data curators

define metadata. This is where an observable id is defined and related with its corresponding

observable name. Users also reference these observable ids to relate an observable with the

relative unit of measurement and sensor. The sensors utilized in this study are unknown and

thus are defined as Generic. The same result would be produced in case the Sensors section was

omitted.

offered as OGC SOS services through the Python implementation reported in (Samourkasidis

& Athanasiadis, 2017). The hardware requirements of EDAM are minimal. We installed

EDAM and tested its functionalities on a Raspberry Pi 2 Model B mini-computer (Raspberry

Pi, 2018) without any issues.

EDAM operates as a local standalone system. This means, that EDAM -parsed datasets are

stored and can be accessed locally on user’s computer. Installation automatically creates a

folder in the home directory, in which the user should store templates and metadata files.

After installing EDAM two commands are available via the command line: edam and viewer.

These commands reflect the two distinct modes of operation: the command-line mode and

the graphical user interface mode.

In the command line mode, data curators utilize the edam command to define the input

arguments (i.e. input, template and metadata file), in order to parse and store a dataset.

Optionally, they can define the output parameters (i.e. template and metadata file), in order

to transform a dataset on-the-fly.

In the Graphical User Interface (GUI ) mode, we assume that some datasets have already

been imported in EDAM ’s database and the user wants to disseminate them via the EDAM

web services. The viewer command starts the EDAM web services, which currently are

the API, OGC SOS and the web front-end. Human users can access these services on their

browser, and machines via the appropriate protocol. Note that the web front-end includes

information about the EDAM API, how to access the stored datasets, and the OGC SOS

instance.
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Table 4.1: EDAM functions distinguished by when they are applied. Input functions are applied

by EDAM during data input. Processing functions are placed on output templates. Dissemination

services are automatically offered for EDAM acquired datasets

# Function Description

I
n
p
u
t

URI generation (I1) Generate URIs based on a pattern. Each URI represents a data

source, either online (i.e. URL) or a file (i.e. URI)

Online parsing (I2) Acquire online data sources via a URL

File parsing (I3) Acquire text data sources via a URI

Database parsing (I4) Acquire data sources from a relational database via a connection

string and an SQL query

Folder exploration (I5) Navigate through folders and utilize I3 feature

Metadata curation (I6) Update station or observable with metadata found on timeseries

resource (file or online source)

Conditional filtering (I7) Input a data point based on a condition. It can be used for

QA/QC purposes

Timestamp assembly (I8) Construct a timestamp out of many components (i.e. day,

month, year, hour). It supports for complex timestamp com-

ponents (i.e. julian dates and years)

Relationship establishment (I9) Resolves a relation between a data point and its related meta-

data. This function resembles the functionality of Foreign Keys

in relational databases

Timeseries merging (I10) Associate timeseries of a station, which are originally offered as

multiple ones

P
r
o
c
e
s
s
in

g

Resampling (P1) Upsample or downsample timeseries data. Resampling is

performed upon a user-selected aggregation or interpolation

method*

Summarization (P2) Generate a summary of statistical values for timeseries data.

The summary concerns: count, mean, std, min, 25%, 50%,

75%, max

Conditional export (P3) Similar to I7, it facilitates QA/QC

D
is
s
e
m

in
a
t
io
n Map projection (D1) Stations are projected on a map based on location metadata.

Should they not be provided, EDAM attempts to estimate them

via station name.

OGC SOS (D2) Acquired datasets are offered as services through OGC SOS

Data transformation (D3) A dataset can be exported with a different template. This fea-

ture is available in cases where the output template is compati-

ble with the dataset**

* This uses the resample function of the pandas library.
** In order for a template to be compatible, it should contain the same observable id with the requested

dataset. Generic templates are by-design compatible

4.4 Demonstration

We demonstrate EDAM extended outreach by acquiring environmental timeseries data from

diverse data sources. In Table 4.2 we name the seven sources we identified. Each of them

poses a different challenge: a) timeseries with complex timestamp structures in custom

formats and datasets which have essential metadata in their preamble (APSIM, AgMIP), b)

online datasets having a simple timeseries structure (UK Met Office), or a more complex

one (BoM (Met)), c) datasets stored in one file (KNMI) or dispersed in multiple files within

folders (Swiss TPH), and d) abstract data models applied on text files (HOA) and relational

databases (BoM (Air)).

In Subsection 4.4.1 we describe the case studies against which we evaluated EDAM. We

also highlight challenges associated with each dataset. These challenges were addressed by

employing EDAM input functions during the development of the input templates. Table

https://pandas.pydata.org/pandas-docs/stable/generated/pandas.DataFrame.resample.html
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4.3 presents the exact functions used to cope with challenges for each case study. Besides

timeseries data, storing corresponding metadata is an essential requirement for EDAM. The

metadata curation (I6) function was applied on every dataset.

For all the following case studies we developed EDAM templates as needed and parsed

successfully the datasets using a single EDAM command. The developed templates are

available as Supplementary Material A, and also on the EDAM GitHub repository, along

with detailed instructions to repeat the experiments with the exception of Swiss TPH and

BoM data, as original data involved are not publicly available.

4.4.1 Test cases

AgMIP and APSIM weather data files

The Agricultural Model Intercomparison and Improvement Project (AgMIP) (Porter et al.,

2014) have brought agricultural model data sharing into the spotlight. Within AgMIP,

various agricultural model data inputs and outputs (such as the APSIM (Keating et al.,

2003)) were transformed into the common AgMIP data scheme. Here we worked only with

the weather data files.

Note that, AgMIP and APSIM data files use different timestamp formats. APSIM uses

days of year and years, while AgMIP timestamp is represented through year, month, date

components. We addressed the challenge of composing these into one universal timestamp

with the timestamp assembly (I8) function.

Another challenge was related to metadata encoded in the preamble of APSIM data files.

The APSIM weather file includes station metadata above the timeseries data, such as station

name, location and others.

We addressed this challenge of extracting metadata from the preamble with the metadata

curation (I6) function.

UK Meteorological Office

In the context of Open Data, the UK Meteorological Office reports historical obser-

vations of 27 weather stations. For every station, monthly observations are stored

in one text document. New observations are appended every month and each

weather station can be found on a certain web location. They follow the pattern:

http://www.metoffice.gov.uk/pub/data/weather/uk/climate/stationdata/station

namedata.txt, where {station name} is replaced with an actual station name.

Data points reported have special markers for the quality of the reported values. Markers

are weakly defined in each document preamble. For example, estimated data is marked

with a * after the value and missing values are represented through the --- notation. Such

markers make it difficult to parse and reuse the data directly. Capturing such observation-

specific quality attributes is a further challenge that EDAM in its current version does not
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support. We used the conditional filtering (I7) function in order to filter out the

missing values.

Australian Bureau of Meteorology (Meteorological datasets)

The Bureau of Meteorology (BoM) in Australia offers historical meteorological timeseries

for a number of weather stations across Australia. They concern daily observations which

are published every month as HTML and CSV documents with the same structure. Users

can access the timeseries by crafting URLs which comprise information about the requested

station id, and month/year. For example, the URL for the meteorological data about Adelaide

station (5002 station id) for October 2017 is:

http://www.bom.gov.au/climate/dwo/201710/text/IDCJDW5002.201710.csv

The challenge in acquiring BoM timeseries is in regard to their structure. It is a common

practice in delimiter-separated files that every row corresponds to one observation for a

given timestamp. However, each BoM row reports two observations for the same daily

timestamp. These two observations report the same measured quantity at different times on

the same day. Thus the sampling hour, needs to complement the daily timestamp for the

bi-daily observations, is included in the dataset’s header. We addressed this challenge with

the timestamp assembly (I8) function. We also utilized custom Jinja2 macros in order to

support this type of tabular timeseries.

Koninklijk Nederlands Meteorologisch Instituut (KNMI)

The Royal Netherlands Meteorological Institute (KNMI) provides weather services for the

Netherlands. They offer historical observations as text documents. For our study, we parsed

historical observations from 37 Dutch weather stations from 1901 to 2016. Each weather

station reports daily observations for 39 observables. The dataset comes as a whole in a

single text file of 158 MB, which includes metadata in the preamble.

The challenge here was to separate the metadata from the timeseries using templates.

We addressed this challenge by utilizing metadata curation (I6) and relationship

establishment (I9) functions.

Swiss Tropical and Public Health Institute

The Swiss Tropical and Public Health Institute (TPH) monitors air quality in train stations

among others. Both stationary and moving stations are used, consisting of multiple sensing

units. Each sensing instrument exports its measurements in a file in a sensor-dependant

format. All station-related files are stored in a folder structure. Additionally, there are

multiple data formats associated with a station as different sensor types are involved in the

various studies. For example, the GPS sensor exports its readings in a file with seven columns

(date, time, latitude, longitude, speed, bearing, altitude).

http://www.bom.gov.au/climate/dwo/201710/text/IDCJDW5002.201710.csv
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The challenge with the Swiss datasets is related to the aforementioned folder-tree structure.

Not all file types are present in all folders, so EDAM is challenged to match the various

files found against several templates in order to extract observations. We addressed this

challenge by navigating folders with the folder exploration (I5) function, and matching

files with the corresponding templates with the file parsing (I3) function. We associated

the different datasets to the corresponding station with the timeseries merging (I19)

function. The other challenge was to combine location data with the other observations

into one output file. Specifically, each sensor took observations at different time intervals.

EDAM automatically solves the issue by combining together observations sharing the same

timestamp.

In a data fusion scenario, output templates could be used for homogenising the reporting

timestamps of the various sensors involved in a study.

Hydrological Observatory of Athens

The Hydrological Observatory of Athens (HOA) offers a service endpoint for hydrological

timeseries. Several observed properties are reported for 23 stations. Each of them is offered

separately on the web, and every observed property dataset has a unique URL. Timeseries

are reported under the same abstract format, consisting of a preamble with relevant metadata

(i.e. about the station, observed property, unit of measurement, etc), and the actual timeseries

in the form of key-value pairs.

The challenge in acquiring HOA timeseries concerns the abstract data format. In non-abstract

data formats a given file column corresponds to a certain observable, which is mentioned in

the header. In contrast, the HOA abstract data format mentions the observed property at

the preamble of each document. We addressed this challenge by drafting an abstract input

template. The specific observable id was defined dynamically based on the metadata found

in the document preamble.

Again, here each station reports several files, one for each observable, but all have exactly

the same format. Instead of drafting as many templates as the available observed properties

we use a generic template that includes the observable id.

In a data fusion scenario, output templates can be used for linking together the various

observables of the same station.

Australian Bureau of Meteorology (Air quality dataset)

BoM developed a historical database that contains hourly air quality timeseries in several

locations in Australia. We were given access to this PostgreSQL database that contains data

of common pollutants as SO2, O3, CO, NO2 and PM10, in 99 stations and corresponds to a

period of 20 years (1988-2008). In total, there are about 15 million records. Observations are

stored in key-value pairs, with detailed metadata about the stations, and observed quantities.

Metadata are stored in a different relational database system (i.e. Oracle). In total, there are

four tables in this implementation. The challenge in acquiring these timeseries lies in the
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relational databases and the chosen structure. Data and metadata are stored in different

tables across different database systems. In the observations table, each observation is

associated with the corresponding station. In the station metadata (i.e. name, location,

altitude) table, each station is referenced with the aforementioned identifier. We addressed

the challenge of realizing the external relationships so data are appropriately linked when

harvested, with the relationship establishment (I9) function.

4.4.2 Demonstrating EDAM output

With regard to dissemination services, an example output of EDAM is shown in Figure 4.6.

We demonstrate EDAM acquisition and integration for all Australian weather stations for

July 2017. Specifically, EDAM utilizes URI generation (I1) to discover 478 BoM stations.

Employing online parsing (I2), and using one template for all stations, EDAM acquired

and stored approximately 210,000 data points. Above operations were realized through a

single EDAM command, that looks like:

edam --input "http://www.bom.gov.au/climate/dwo/201707/text/IDCJDW{2-8}0{01

-82}.201707.csv" --template bom.tmpl --metadata bom.yaml

EDAM processing capabilities are mainly regarded with statistical filters and conditional

exports. Figure 4.7 exhibits them when applied on a UK Met dataset. Specifically, we

aggregate daily into monthly observations with the resampling (P1) function. Consequently,

we illustrate conditional export (P3) function exporting only those datapoints which

satisfy a given condition. Processing functions are placed directly on the output template

files.

The data transformation (D3) function facilitates the dataset transformations from one

format to another. We demonstrate this feature with the AgMIP dataset and the WebX-

TREME service (Klein et al., 2017). The latter is a web service which, given an input in

a certain format, calculates extreme weather indicators. Transforming an EDAM curated

dataset requires the draft of a template file for the target format. Figure 4.8 demonstrates

the creation of a custom data view, by simply drafting a new template file.

4.4.3 Lessons learned

While we aimed with this work to lower the barrier for e-scientists, we realized early that

non-standard data formats usually lead to complex templates. This is due to the inherent

complexities of environmental data domain, and the poor design choices that often come

with legacy formats. The most complex data format we faced was BoM Met. In all other

cases, each column represented a single observable. However, in the case of BoM Met the

same observable was reported in two columns. Each column reported measurements taking

place at different times in a day. The exact time each measurement was taken was noted in

the header. Using EDAM functions and Jinja2 utility helpers, we successfully acquired and

integrated BoM datasets.

Another factor which leads to complex templates is when metadata are mixed with timeseries
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data. This is the case with the KNMI dataset, where metadata about all stations and all

their observables precede the observations.

Parsing HTML tables using templates was rather cumbersome. Initially we tried to parse

BoM Met weather stations in their HTML form. However, HTML comprises numerous tags

which provide an aesthetic view to the page (e.g. colors, aligns, fonts). These tags hinder the

draft of a reusable template file, and render its composition a rather complex process. Thus,

in its current release, EDAM cannot directly parse timeseries stored along with HTML tags,

rather these should be stripped out as a pre-processing step.

There are also challenges in the way timestamps are represented in different datasets. EDAM

provides users with an intuitive mechanism to annotate different timestamp components.

Among the EDAM case studies we successfully parsed all different timestamp representations.

In most of the datasets we experimented with, timestamp components were spread in more

than one column and they were not in an ISO 8601 format. For instance, in APSIM weather

files the timestamp is as ordinal date, comprised of two columns: The first one for the year

and the second for the day of the year (Julian date). EDAM internally composes a universal

timestamp object, so data consumers during data output can transform a timestamp in as

many components as they want.

Timezone information is essential especially for spatially diverse datasets. Among all case

studies, the timezone of the reported observations was explicitly reported only in one

(HOA). All other datasets contained timezone information neither on the dataset nor on the

corresponding metadata files. Interestingly, the BoM online portal which serves observations

for the whole Australian continent, does not state the timezone in which observations are

reported. EDAM is able to assign timezone information to datasets, either using station-level

metadata or deriving it from the station geolocation. In cases where no timezone information

is declared the GMT timezone is used.

While this is not a performance study, we measured some performance indicators. The KNMI

dataset was the most voluminous dataset we parsed (158 MB). EDAM parsed and stored

over 24 million datapoints in less than 8 minutes on a PC with 16 GB RAM. Nevertheless,

volume is not the only constraint. In our attempt to discover BoM Met weather stations,

EDAM generated and requested 574 unique URIs. From the 574 generated stations, 478

existed. Submitting the HTTP GET requests, reading the responses, and downloading the

datasets took about 5 minutes. Station data were about 2 MB in total. Iterating through

the 478 station timeseries and storing them took almost 11 minutes. In another example,

the AgMIP dataset which consisted of one 1 MB file and more than 90,000 datapoints, was

parsed and stored in about 2 seconds.

4.5 Discussion and conclusions

Today, environmental datasets are either available through interoperable environmental data

management frameworks or can be found in raw, non-standardized formats. Both approaches

require significant effort and usually a computer science background in order for data to be

acquired, integrated and re-used. In this work we present EDAM, a template framework,
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as a universal strategy of acquiring and integrating diverse environmental timeseries data.

EDAM copes with diversity in terms of data storage type (i.e. files, webpages, databases)

and data format (i.e. relational, key-value pairs).

The EDAM data acquisition and integration capabilities have been investigated in the light

of several test cases. Using EDAM we acquired and integrated datasets with different

characteristics, demonstrating its generality. The evaluation of the software against timeseries

with simple and more complex structure provides insights about the system’s extended

outreach. EDAM supports not only timeseries stored in files (as the template parsing files

introduced in (Mason et al., 2014)), but also from webpages and relational databases.

Data transformation into consistent data formats and dissemination through standardized

protocols is essential for syntactic interoperability in the IoT era. EDAM Users can transform

legacy environmental datasets between data formats by using EDAM templates. In this

way, EDAM contributes towards a) environmental model re-usability by transforming data

inputs/outputs in scientific workflows (Granell et al., 2010), and b) environmental data

FAIRness as it facilitates timeseries re-usability, and interoperability and enhances repro-

ducibility (Wilkinson et al., 2016). It also promotes further environmental data discovery

and access through standardized dissemination protocols, i.e. the OGC Sensor Observation

Service.

We consider that EDAM also contributes towards lowering the e-science barriers (Swain

et al., 2016). In contrast with most methodologies for acquiring EIoT datasets reported in

the literature, EDAM does not presuppose a strong computer science background. We argue

that templates offer a compromise between generality and complexity. The system is founded

around a template language which uses programming language-agnostic semantics. Users

are not required to have more programming skills than they already have in order to draft

an EDAM template. As we demonstrated in Section 4.4 the templates drafted with EDAM

language are reusable, and can be used for both data input and output.

The EDAM design embraces the open source principles, and allows for future extensions.

On the processing layer, the system offers some pre-implemented processing functions which

can be called by end-users. These support the on-the-fly calculation of values which were

not originally stored in the database, and facilitate sensor data fusion, and/or aggregation.

External users more advanced with computer science background can extend the system by

defining such processing functions.

4.5.1 Future work

Future work may focus on issues related to semantic interoperability. EDAM supports

metadata annotation of observables using ontologies. While these annotations are stored in

the system, they are not fully utilized. In its current version, EDAM lacks a semantic layer

to act upon datasets and templates. In principle, a dataset that was acquired through an

input template can be transformed with another template only if both templates utilize the

very same observable ids. The observable ids are drafted by data curators, and represent

certain observables. Future work may investigate the use of a reasoner to resolve relations
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among the different observable ids. In this way, a certain data file format can be represented

through a single template, and by assigning synonym terms in an ontology we could enable

automatic transformation into other formats.

Another direction for future work is to support environmental timeseries datasets in other

formats. In this work we evaluated EDAM against text-based documents and relational

databases. However, environmental datasets are also available in data cubes and non-relational

databases. EDAM could be extended to support such other sources.

4.5.2 Conclusions

In this work we provided a proof-of-concept and a tested implementation of a template system

that can be used for environmental timeseries acquisition and integration. We demonstrated

that the use of templates for data acquisition in the Environmental Internet of Things

provides a compromise between generality and complexity. We designed and implemented

an open-source, extensible template framework, called EDAM, to support environmental

timeseries data acquisition, integration and dissemination services, without the prerequisite

of a strong computer science background. We enable users to extract datasets and create

custom views out of them by defining the desired output format as a template. In this

way, users can re-use environmental timeseries data into scientific workflows. EDAM also

supports opening legacy datasets as services on the web through OGC SOS. Currently, EDAM

supports data acquisition and integration of timeseries stored in relational databases, files in

folder structures, and webpages. The test cases we used to evaluate EDAM provided us with

insights about its general-purpose nature. The novelty of this approach is that we are not

trying to propose another standard, but rather that we have developed a specific language

for describing data file structures in a generic way, using templates. Also, such templates are

programming language-agnostic so that users of different computer literacy profiles could

develop them.
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Table 4.3: Input functions utilization for each EDAM test case

Datasets
Input functions

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10

AgMIP X X

APSIM X X X

UK Met X X X X X

BoM (Met) X X X X
∗

X

KNMI X X X

Swiss TPH X
†

X X X

HOA X X X X

BoM (Air) X X

∗According to BoM (Met) data model the timestamp of certain

data points is projected on their corresponding header column

†The observables of a Swiss TPH station are formatted differ-

ently. Thus, parsing is accomplished through more than one

template files
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(a) Sample map projection with EDAM

(b) Sample OGC SOS output with EDAM

Figure 4.6: Issuing a single EDAM command we parsed 478 online weather stations provided

by BoM in Australia. Following parsing, these data are (a) projected on a map, (b) offered as

services via OGC SOS
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{{station.name}}

Location:{{station.location}}, Lat {{station.latitude}} Lon {{station.longitude}}, {{station.tags.altitude}}

Missing data (more than 2 days missing in month) is marked by ---.

yyyy mm tmax tmin af rain sun

degC degC days mm hours

{%for timestamp, tmax,tmin,af,rain,sun in resample(station.data, ’Y’, ’mean’) %}

{% if tmax.value!="---" and tmin.value!="---" and af.value!="---" and rain.value !="---" and sun.value !="---" %}

{{timestamp.year}} {{timestamp.month}} {{tmax.value}} {{tmin.value}} {{af.value}} {{rain.value}} {{sun.value}}

{%endif%}

{%endfor%}

(a) Example output template, highlighting aggregation and conditional output functions

Durham

Location: 426700E 541500N, Lat 54.768 Lon -1.585, 102 metres amsl

Missing data (more than 2 days missing in month) is marked by ---.

yyyy mm tmax tmin af rain sun

degC degC days mm hours

1890 12 12.408 4.633 5.917 54.883 105.667

1891 12 11.767 4.017 6.667 51.975 104.35

1892 12 11.125 3.342 8.583 59.508 107.1

(b) Resulting output file

Figure 4.7: Demonstrating EDAM processing functions. (a) depicts the output template. P1

function (blue color-box) down-samples monthly observations to yearly (’Y’ argument), using

mean aggregation method. P3 function (magenta color-box) filters missing values (i.e. ’—’) from

output. The resulting custom data view is depicted in (b)

@DATE YYYY MM DD SRAD TMAX TMIN RAIN WIND DEWP VPRS RHUM

1980001 1980 1 1 15.0 26.0 12.2 0.0 1.4 4.8 8.6 25

1980002 1980 1 2 6.9 21.2 9.5 0.0 1.6 8.1 10.8 42

1980003 1980 1 3 10.7 22.2 14.7 8.0 1.5 11.9 14.0 52

(a) Original input file

@DATE YYYY MM DD SRAD TMAX TMIN RAIN WIND DEWP VPRS RHUM

{%for timestamp, srad, tmax, tmin, rain, wind, dewp, vprs, rhum in station.data%}

1980001 {{timestamp.year}} {{timestamp.month}} {{timestamp.day}} {{srad.value}} {{tmax.value}}

{{tmin.value}} {{rain.value}} {{wind.value}} {{dewp.value}} {{vprs.value}} {{rhum.value}}

{%endfor%}

(b) Input template

DATE,AIRTMAX,AIRTMIN,RAIN

{%for timestamp, tmax, tmin, rain in station.data%}

{{timestamp.year}}-{{timestamp.month}}-{{timestamp.day}},{{tmax.value}},{{tmin.value}},{{rain.value}}

{%endfor%}

(c) Output template

DATE,AIRTMAX,AIRTMIN,RAIN

1980-1-1,26.0,12.2,0.0

1980-1-2,21.2,9.5,0.0

1980-1-3,22.2,14.7,8.0

1980-1-4,24.0,10.0,0.0

(d) Resulting output file

Figure 4.8: Data format transformation through a template. (b) was the template we used to

read data from input file (a). Output template (c), creates a custom data view by changing the

order and omitting some observables. The resulting output is depicted in (d)
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Abstract

Environmental timeseries acquisition, integration and transformation into a consistent data

format is becoming more and more challenging for the Internet of Things produced, but

also for legacy model data files. To date, data transformation from diverse sources into

one data format requires significant efforts to tackle semantic heterogeneity. In this work

we present a declarative approach for environmental timeseries data transformation using

semantics. We use a template to annotate environmental data files with terms from a

vocabulary. We demonstrate how a reasoner may be employed to resolve synonyms across

different vocabularies. This enables to annotate each data file once; and transform its contents

using templates with other vocabularies without needing to re-annotate it. We developed a

case study where we transform meteorological input files of four agricultural models. With

our approach, a certain data file format can be represented through a single template, and

by assigning synonym terms we enable automatic transformation into other formats. This

facilitates environmental timeseries transformation overcoming semantic heterogeneity, while

lowering the e-science barriers.
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5.1 Introduction

Scientists and environmental practitioners nowadays are confronted with the vast array of

legacy environmental datasets, that become available online, and also with new data produced

via the Internet of Things (IoT) devices. Raw data must undergo certain modifications in

order for new knowledge to be produced by environmental models (Rizzoli et al., 2007).

However, transforming a dataset to be compatible with a certain data specification is a

laborious process (Horsburgh et al., 2009) and usually requires a human expert intervention

(Athanasiadis, 2015). This process hinders environmental data reusability (Ames et al., 2012),

facilitates the formation of data silos (Terrizzano et al., 2015) and ultimately widens the

data-to-knowledge gap (Elag et al., 2017).

Semantic heterogeneity among the legacy datasets hinders automatic data transformation.

The interdisciplinary nature of environmental sciences impedes reusability which is essential

in the era of (big) data (Rizzoli et al., 2007; Wilkinson et al., 2016). Environmental timeseries

are typically curated by several organizations and are annotated with implicit semantics

(Beran & Piasecki, 2009). The real meaning of the data is obscured in a combination of

short data labels or titles combined with institutional knowledge (de Vos et al., 2017). Such

implicit semantics concern the physical quantity that was measured (i.e. temperature); the

units which were used (i.e. Celcius degrees), and the physical phenomenon (entity or process)

that it was measured on (i.e. atmosphere surface air). Often there is implicit knowledge

about temporal and spatial references and the observation and measurement protocol. As

an example, atmosphere surface air temperature is typically measured with thermometers

placed in shelters positioned two meters above ground, according to the World Meteorological

Organization (WMO) specifications. Typically unit selection differs among countries, regions

and even among different scientific disciplines and domains (Gkoutos et al., 2012). The

different ways the observables are quantified with respect to units of measurement adds to the

semantic heterogeneity. This can lead to errors in data reuse and interpretation (Horsburgh

et al., 2009) and renders data transformation to other formats a rather manual process, which

eventually hinders data reuse beyond disciplinary silos.

Utilizing ontologies to support semantic interoperability is not a new concept in the environ-

mental data domain (Gruber & Olsen, 1994). An ontology represents the knowledge of a

certain domain in a formalized manner through “a set of statements (axioms) that define

concepts and relationships between concepts” (Villa et al., 2009). In the environmental

domain, an ontology has been used to identify the physical processes, quantities, and their

attributes (e.g. units of measurement) in a standardized manner (Yu & Liu, 2015). There

have been several ontologies related to environmental sciences developed in the past decades,

which received rather limited adoption (Athanasiadis, 2015). There is also a movement to

facilitate data interoperability and reusability (Wilkinson et al., 2016) through the creation of

new ontologies and dictionaries, which will be suitable for the Web (Rijgersberg et al., 2011;

Compton et al., 2012). However, no clear winner exists among all these ontologies. Thus,

several times there needs to be an intermediate step of vocabulary alignment or ontology

mediation.

Ontology mediation refers to the process of describing different datasets through one ontology



70 A semantic approach for timeseries data fusion

in order a common context to be created and values to be reused (Regueiro et al., 2017). It

is used to integrate diverse datasets which each of them is described by a different ontology,

in order to become interoperable and reusable (Wilkinson et al., 2016; Shu et al., 2015).

The semantic reasoner is a software agent, which infers the implicit relations of an ontology

(Mishra & Kumar, 2011), but can also support mediation among a number of them (Bröring

et al., 2011c).

In such a diverse ecosystem, lowering the e-science barriers is getting more important than

ever (Swain et al., 2016). The declarative semantic approaches which were investigated in

the context of integrated environmental modelling (Villa et al., 2009, 2017) offer a significant

potential solution to lower this particular barrier.

In this work, we present a declarative approach to cope with semantic heterogeneity in order

to automate environmental timeseries processing and transformation. For each data file, we

use a template to describe its syntax and a metadata file to annotate the corresponding

observables through a vocabulary. Then, a semantic reasoner parses the metadata files and

resolves relationships across the different data files. Data stored in a specific format can be

automatically transformed to another syntax, with the reasoner inferring compatibility among

the corresponding observables. Also, we incorporated a unit of measurement transformation

module. We demonstrate this with the weather input files of four crop modelling solutions,

namely APSIM (Holzworth et al., 2014), AgMIP (Rosenzweig et al., 2013), DSSAT (Jones

et al., 2003), and WOFOST (Diepen et al., 1989) and the meteorological timeseries data

provided by the Koninklijk Nederlands Meteorologisch Instituut (KNMI).

The rest of the paper is structured as follows: Section 5.2 reviews contemporary approaches

towards environmental data transformation and gives the background of template frameworks.

Section 5.3 presents the objectives along with abstract architectural design of our approach

and overviews its implementation. Section 5.4 demonstrates the application of the semantic

approach and the used datasets. Finally, Section 5.5 discusses our initial key findings,

identifies future work and concludes the research.

5.2 Background and related work

The ultimate objective of ontology-driven approaches is the integration of semantically

heterogeneous datasets (Villa et al., 2009), i.e. the creation of a consolidated view of datasets

that are originally curated by differently, and annotated with different ontologies. This may

enable having a single endpoint to submit queries to these heterogeneous datasets (Beran

& Piasecki, 2009), providing seamless, frictionless access. In the environmental domain

this process is described with many concepts: the terms mediation (Regueiro et al., 2017),

translation (Shu et al., 2015) and integration (Leinfelder et al., 2010; Beran & Piasecki,

2009) are synonyms and have been used interchangeably. In the environmental data science

literature we discern three approaches towards semantic interoperability, which:

a. built-upon and leverage on approaches which are used to support syntactic interoper-

ability, e.g. environmental data management frameworks such as the ones offered by
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Open Geospatial Consortium (OGC) (Bröring et al., 2011a) and CUAHSI (Ames et al.,

2012), and spreadsheets,

b. fully utilize the “Semantic Web stack” technologies (e.g. RDF datastores, SPARQL,

etc.) (Ziébelin et al., 2017), and

c. utilize scripting1 to create custom-to-dataset solutions

Usually, the last two approaches cope with both syntactic and semantic heterogeneity at

once.

Transformation of syntactically heterogeneous environmental timeseries into a consistent

format is the concept around environmental data management frameworks. These frameworks,

such the OGC SOS (Bröring et al., 2012) and the CUAHSI HIS (Ames et al., 2012), cope

with syntactic heterogeneity by hiding the implicit syntaxes of diverse datasets and offering

them through consistent data models (e.g. O&M (Cox, 2011), WaterML (Taylor, 2014),

etc.). Efforts have also been made towards supporting semantic interoperability of such

well-established frameworks. Henson et al. (2009) designed a semantic extension for the

OGC SOS in order to submit high-level queries to raw data. Regueiro et al. (2017) use

control vocabularies/ontologies to align different semantics found in distinct data sources.

They demonstrate their efforts to construct a semantic mediation version tailored for the

OGC SOS needs. Beran and Piasecki developed a knowledge base on top of syntactically

interoperable, CUAHSI WaterML formatted datasets. Beran & Piasecki (2009) related terms

from local vocabularies which were used to annotate environmental datasets, with terms

from a universal ontology. This way, they addressed semantic heterogeneity and provided

an endpoint to submit queries to heterogeneous datasets curated by various environmental

agencies.

The standardised structure offered by spreadsheets made their utilization popular in the

environmental data science domain (de Vos, 2017). This structure accounts for syntactic

interoperability, and thus efforts have been made in order to complement those with semantic

capabilities. Shu et al. (2015) present their ontology-mediation approach to deal with

the translation of environmental data encoded in spreadsheets into XML. de Vos et al.

(2017) present their ontology mediation approach which concerns the annotation of natural

spreadsheets using external vocabularies, in order to identify the domain model implicitly

defined in these natural spreadsheets.

Utilizing the Semantic Web stack technologies allows for addressing both syntactic and

semantic heterogeneity. The approaches which fall into this category, usually transcribe

datasets into semantic-enabled datastores/databases in order to support semantic data linking,

processing and querying. Then, they provide a single SPARQL endpoint to perform semantic

queries to all underlying datasets (Yu & Liu, 2015). Bizer & Cyganiak (2006) present a tool,

called D2R server, which publishes data stored in relational databases to a Semantic Web

compatible format. Langegger et al. (2008) describe a mediator-based system for virtual

data integration of scientific data. Ziébelin et al. (2017) demonstrate a framework which uses

the D2R server (Bizer & Cyganiak, 2006) to semantically link and integrate heterogeneous

hydrological data sources. Interestingly, they support for enhanced interoperability as they

1We define scripting as the process of creating custom (usually one-off) computer programs to deal with a

specific task
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disseminate the underlying, integrated datasets through OGC services.

Environmental timeseries integration and transformation via scripting have been previously

investigated within the agricultural domain. Porter et al. (2014) developed small software

programs, called translators to transform the weather data files of four agricultural models

into the AgMIP-consistent data format. Similarly, Woodard (2016) in Ag-Analytics developed

Python scripts to acquire diverse datasets, store them into a consistent data schema and

then offered the transformed data as a service. In both works, the proposed solutions address

the syntactic and semantic heterogeneity by aligning all datasets to a consistent data syntax

with a predefined data model.

The work presented here is built-upon a mechanism which accounts for syntactic interoperabil-

ity, and thus falls into the scope of the first approach. Associating a dataset with an abstract

representation of its syntax contributes towards syntactic interoperability. Papoutsoglou

et al. (2015) introduced the notion of using a template to describe a dataset syntax, parse

the corresponding datapoints and offer them as services on the web. In Samourkasidis et al.

(2018) we designed and demonstrated a template framework for data acquisition to cope

with syntactic heterogeneity. Using this framework, e-scientists without a strong computer

science background can acquire and reuse environmental timeseries from various outlets

(e.g. webpages, local files, databases, etc.) and create custom views of data using templates.

In this work we extend this template framework with a declarative approach to cope with

semantic heterogeneity.

5.3 Methods

5.3.1 Objectives

There are three objectives in designing and developing a system to support automatic transfor-

mation of heterogeneous datasets. The first is to lower the environmental data science barriers,

as the target users are e-scientists. As mentioned in Section 5.2, curating environmental

datasets is a manual and custom process. In order to cope with semantic heterogeneity

and interpret data, users should possess the implicit domain knowledge incorporated in

environmental datasets. In this work, we embraced a declarative approach to cope with

semantics, which does not require from users more technical skills than those they already

have.

The second objective is to support the discovery of compatible datasets. We consider one

dataset to be compatible with one other, only if the observables reported in the first are

equivalent with those reported in the other. A semantic reasoner determines compatibility,

based on semantic annotations provided by users. This enables users to find compatible

datasets of interest, originally stored in other formats.

The third objective is automatic timeseries transformation between compatible formats.

The automatic timeseries transformation to different formats consists of two steps: a)

syntax transformation, and b) content transformation. The former concerns the layout
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Figure 5.1: The different shapes represent heterogeneous data syntaxes. For each different

syntax, the template copes with syntactic, and the metadata file with semantic heterogeneity. The

reasoner infers the compatibility of the data syntaxes based on the ontology definitions declared

in the metadata files. The red line arrow depicts an inferred by the reasoner relationship between

the templates of two different data syntaxes. Dataset 2 can be automatically transformed to the

syntax of the Dataset 1. It is a subset as it comprises of the same plus some extra observables

transformation, such as the column order. We focused on the latter, that is the unit of

measurement transformation of the observables reported in a source dataset to match the

ones of a target dataset. Our approach, will allow to cut across environmental data silos and

facilitate timeseries reusability, as it enables users to a) discover datasets in other formats, b)

transform them and c) reuse them in their scientific workflows.

5.3.2 Abstract architectural design

There are three key-components involved: a) template files, b) metadata files and c) reasoner.

Figure 5.1 depicts the interaction among the components. According to our approach,

each distinct data syntax is represented through a template and a metadata file. The

reasoner parses the metadata files, stores the ontology definitions for the reported observables

in a local ontology and infers compatibility among their corresponding templates. The

inferred relationships cope with the semantic heterogeneity, as they support for timeseries

transformation among compatible syntaxes.

A template file is an abstract representation of a data file contents using programming

language agnostic semantics. Users draft one template for each data file syntax. They

annotate important parts of the dataset using variables. Then, they define the observable

metadata, represented through these variables, in a metadata file.
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A metadata file is bound to a single template and consists of semantic annotations for the

reported observables. Users describe each observable through a name (e.g. Temperature), an

ontology class (e.g. ontology:ObservableClass), and if applicable with qualifiers (e.g. max,

min, daily). They also provide information about the corresponding units of measurement.

For each unit of measurement, the name and symbol are mandatory fields, while a definition

through an ontology class is optional. For both observables and units of measurement, users

can define equivalent classes from other ontologies.

The reasoner parses the metadata files in order to infer transformation compatibility among the

templates. Firstly, it creates an instance for each ontology class found in each metadata file.

If applicable, it generates on-the-fly concrete subclasses to combine the abstract observable

along with its related qualifier(s).

For example, the maxDailyTemperature is a Temperature subclass which combines a statistical

(i.e. max) and a temporal (i.e. daily) qualifier. Secondly, it defines a new class for each

template which is described by a general rule, called axiom. This axiom asserts in ontology

language that the given template comprises of certain observables.

Following compatibility determination comes the unit of measurement transformation. The

parser calculates the conversion factor between each set of the compatible observables. This

calculation is based on the units of measurement which are defined in the source and target

metadata files, accordingly. Finally, the conversion factors are applied on-the-fly (if applicable)

on each column, and then transformed, according to the target template, in order the dataset

instance to be presented to the user.

5.3.3 Use of ontologies

We used a local ontology, which can map concepts and classes defined in different ontologies.

This ontology comprises of three high level classes, Observables, Qualifiers, and Templates.

In the Observables class, we create subclasses for the observables of each dataset, as defined

by users in the metadata files. In this version, we annotated observables and units of

measurement with classes from a custom, local ontology2.

The template variables which are used to describe the dataset are stored as instances of the

corresponding Observables’ subclass. We keep different namespaces for the instances of each

template. This will enhance findability since each template will have its own prefix. So even

for two templates using the same naming for their instances, there will be a distinction among

them, based on the used prefixes (e.g. AgMIP:rain and WOFOST:rain). The namespaces can

be optionally be defined in the metadata file. In case they are missing they can be generated

based on the template file name.

The Qualifiers class is further refined into Statistical and Temporal mutually disjoint sub-

classes. Based on users’ input in metadata files, we define local statistical (e.g. max, min,

mean, etc.) and temporal (e.g. daily, hourly, etc.) qualifiers and create their subclasses

accordingly.

2https://github.com/BigDataWUR/EDAM/blob/master/edam/resources/edam.owl
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The Templates superclass holds the templates’ definitions. We create a subclass for each

distinct template along with its axiom definition. The axioms have direct reference to the

Observables subclasses. The semantic reasoner uses these subclasses, when it comes to

inferring compatibility among datasets.

Inferring compatibility among templates is facilitated by this local ontology and its properties.

A hasObservable object property was defined to establish relationships among the Templates

classes and their corresponding Observables. The axiom of a template with N associated

observables defined with the ontologyA, is expressed in OWL language as follows:

Templates and (hasObservable some ontologyA:observable1) and

(hasObservable some ontologyA:observable2) ... and (hasObservable some

ontologyA:observableN)

Based on the template axioms the reasoner infers four states of compatibility among two data

syntaxes. If A is the source and B the target template representing different data syntaxes

the possible states are:

a. A is equal to B, means that both templates comprise of the same number of equivalent

observables.

b. A is a subset of B, means template A contains all equivalent observables reported in

template B, plus one or more additional observables.

c. A is a superset of B, is the reversed (b).

d. A is non-compatible to B, means that templates A and B may have or not observables

in common.

A dataset represented with template A can automatically be transformed with template B in

the first two cases.

5.3.4 Implementation

This approach utilizes the EDAM template framework Python module reported in (Samourka-

sidis et al., 2018). It extends the template framework for data acquisition which already copes

with syntactic heterogeneity, with a new module to support semantic operations. The system

comprises of a parser and a semantic reasoner: EDAM supports the syntax transformation,

Owlready2 Python library (Lamy, 2017) the ontology engineering and semantic reasoning,

and Pint Python library the units’ of measurement trasformation.

We reused open source projects to provide further functionality. Specifically, we developed

a parser to extract user definitions about observables and units of measurement from the

metadata files, and utilized Owlready2 to store them in a local ontology. Additionally,

Owlready2 supports the semantic reasoning to infer compatibility among the semantically

heterogeneous datasets. We utilized Pint to support the units’ of measurement transformation.

Pint calculates the multiplicand factor of two units (i.e. source and target), based on their

symbols. By design, Pint supports all SI symbols and their derivatives.
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5.3.5 Limitations

The system presented here is intended for environmental timeseries. The system can handle

the same file types as EDAM (Samourkasidis et al., 2018), i.e. text-based timeseries stored

locally or remotely in one or more files, websites and/or relational databases.

Towards inferring compatibility among datasets, the system takes into consideration only the

observables’ section in metadata files. The temporal (e.g. hourly, daily, etc) and/or statistical

(e.g. min, max, mean, etc.) dimensions of the reported observables should be defined as

qualifiers. By definition, observables that are reported in different temporal resolutions or

regard different statistical value are not compatible. For example, the following sets of source

-> target observables are (mutually) incompatible (a, b, c) and compatible (d):

a. dailyTemperature -> dailyMaxTemperature,

b. dailyTemperature -> hourlyTemperature,

c. Temperature -> dailyTemperature,

d. dailyTemperature -> Temperature,

Users can refer to terms from external ontologies, but these are not directly imported. EDAM

creates a local ontology with these terms which serves as a dictionary among the used terms.

In this version, external ontologies are not imported to be further used.

The automatic transformation refers to the syntax and units’ of measurement transformation.

Any type of resampling in order source and target dataset temporal resolution to match is not

included in the transformation process. Although EDAM offers this service, this is considered

as a preprocessing step. Additionally, any possible spatial metadata are not considered when

inferring compatibility.

5.4 Demonstration

5.4.1 Case studies

We demonstrate our semantic approach towards environmental timeseries transformation with

the weather data files of four environmental models. Table 5.1 presents the selected datasets,

the reported observables along with their implicit semantics and units of measurement.

Besides the different semantics and units of measurement, each dataset has a different

timeseries syntax.

For each dataset we developed a template to cope with the diverse syntaxes and a metadata

file to annotate the reported observables. Figure 5.2 depicts an excerpt of an input dataset

for APSIM, the corresponding template (Figure 5.2b), and the metadata file (Figure 5.2c).

The variable names (inside the {{}} placeholders) which are used to draft the template, are

used in the metadata file to relate observables with their actual meanings. The observables

are semantically annotated using a local ontology.
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Table 5.1: The implicit semantics used by each data syntax to refer to the corresponding

observables

Observables
Datasets

APSIM AgMIP DSSAT WOFOST KNMI

Solar Radiation radn (MJ/m2) SRAD (MJ/m2) SRAD (MJ/m2) irradiation (MJ/m2) Q (J/cm2)

Avg Temperature - - T2M (oC) - TG (doC)

Max Temperature maxt (oC) TMAX (oC) TMAX (oC) maxt (oC) TX (doC)

Min Temperature mint (oC) TMIN (oC) TMIN (oC) mint (oC) TN (doC)

Precipitation rain (mm) RAIN (mm) RAIN (mm) precip (mm) RH (dmm)

Wind speed wind (m/s) WIND (km/h) WIND (m/s) mwind (m/s) FG (dm/s)

Relative Humidity RH (%) RHUM (%) RH2M (%) - UG (%)

Dew Point Temperature - DEWP (oC) TDEW (oC) - -

Vapor Pressure - vprs (kPa) - emvp (hPa) PG (dhPa)

!!!! 1/01/1961 to 31/12/2005

day year radn maxt mint rain wind RH

273 2002 17.5 27.2 14.6 0 3.5 54

274 2002 13.6 23.1 14.7 0 5.3 40

275 2002 15.8 27.1 11.1 0 5.5 29

278 2002 15.2 23.1 15.2 0 3.4 47

(a) APSIM data file

!!!! 1/01/1961 to 31/12/2005

day year radn maxt mint rain wind RH

{%for timestamp, radn,maxt,mint,rain,wind,RH in chunk%}

{{timestamp.dayofyear}} {{timestamp.year}} {{radn.value}} {{maxt.value}}

{{mint.value}} {{rain.value}} {{wind.value}} {{RH.value}}

{%endfor%}

(b) APSIM-specific template

Observables:

- observable_id: mint

name: Temperature

ontology: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#Temperature

qualifiers: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#min

- observable_id: maxt

name: Max Temperature

ontology: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#Temperature

qualifiers: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#max

- observable_id: rain

name: Rain

ontology: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#Rain

- observable_id: radn

name: Solar radiation

ontology: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#SolarRadiation

- observable_id: wind

name: Wind

ontology: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#WindSpeed

- observable_id: RH

name: Relative humidity

ontology: https://github.com/BigDataWUR/EDAM/blob/features/semantics/semedam.owl#RelativeHumidity

Units of Measurement:

- name: Millijoule per square meters

symbol: mJ/m^2

relevant_observables: radn

- name: Percent

symbol: \%

relevant_observables: RH

- name: Celcius

symbol: degC

relevant_observables: mint, maxt

- name: Millimeters

symbol: mm

relevant_observables: rain

- name: Meters per second

symbol: m/s

relevant_observables: wind

(c) APSIM-specific metadata file

Figure 5.2: (a) An excerpt from a weather input file inspired by APSIM, (b) the corresponding

template which represents the APSIM syntax and (c) the metadata file which annotates the

variables used in (b) with concepts from a local ontology
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Figure 5.3: A screenshot of the developed ontology in the Protege software. The Observables

class consists of the observable types found in the different syntaxes. Combinations of these

subclasses, describe each Template subclass. The reasoner inferred compatibility as depicted in

the class-subclass structure. Specifically, the relationship order is reversed: For example, AgMIP

dataset can be automatically transformed according to APSIM, as the first is a subset of the

latter

5.4.2 Compatible datasets

The reasoner operated on the five metadata files and updated the local ontology which can

be further edited through dedicated ontology editors. It stored a class for each template,

and automatically defined the template axiom based on the ontology classes of the related

observables.

Figure 5.3 is a screenshot of the Protege ontology editor (Gennari et al., 2003) which depicts

the asserted and inferred relationships among the datasets. The compatible datasets are

depicted in reverse order. In the class-subclass view depicts the relationships among the

datasets. In principle, the subclass dataset is a subset of the corresponding class and thus

automatic transformation is supported. Based on the template axioms, the reasoner inferred

the following relationships:

a. DSSAT subset of APSIM,

b. AgMIP subset of APSIM,

c. KNMI subset of APSIM,

d. KNMI subset of WOFOST,

e. AgMIP subset of WOFOST

Data compatibility was inferred based on the combined observables’ classes. These, were
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generated on-the-fly as a subclass of the respected abstract observable. For example, for

the AgMIP maxt, the abstract observable is Temperature and the statistical qualifier is

max. This combination results in the on-the-fly generation of maxTemperature, which is a

Temperature subclass.

5.4.3 Automatic transformation

The system automatically transformed the compatible datasets upon user request. Trans-

formation comprises of two parts: the syntax and semantic (or content) transformation.

The former was performed by EDAM. The challenge here is regarded with latter: the input

and output templates use different semantics (i.e. observable ID). For example, AgMIP

and APSIM datasets describe the max Temperature using the TMAX and maxt identifiers,

respectively. The system established a relationship among the underlying observables of the

input and output templates based on their compatibility. For example, it inferred that maxt

and TMAX are synonyms and can be used interchangeably.

Unit transformation is performed on-the-fly upon dataset request. System calculated the

required conversion factors between source and a target template units and applied them on

the corresponding timeseries. Figure 5.4 depicts a KNMI dataset (Figure 5.4a) transformed

according to the APSIM format (Figure 5.4b). For this example, the conversion factors for

following units’ of measurement transformation were calculated and applied on the source

dataset:

a. J/cm2 -> MJ/m2

b. doC -> oC

c. dmm -> mm

d. dm/s -> m/s

The system implementation is able to handle incompatible transformation requests, and

annotations with unresolvable units of measurement. When a non-compatible transformation

is attempted system issued an error. This error informed the user about the (in)compatibility

of the involved datasets. The system can also handle units of measurement that either are

not expressed correctly or are not SI units. In both cases, system set the conversion factor to

1 (i.e. no transformation) and raised warning messages to the user. For example, in this case

a frequently found non-SI unit is the percent unit (%).

5.4.4 Lessons learned

In order to fully annotate a dataset (i.e. the observables and units of measurement) users

usually require more than one ontology. In general, the ontologies have a specific scope and

are intended for specific domains. For example, the OM ontology contains concepts about

units of measurement.

The statistical and temporal qualifiers change fundamentally the meaning of the observables

but yet they are missing from most ontologies. These qualifiers make observables more specific,

rendering the reasoning process more robust. Surprisingly though, their definitions were
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missing from the three ontologies we used (i.e. OM and Sweet2). The on-the-fly generation

of concrete subclasses based on the user-defined qualifiers had a major impact on inferring

compatibility.

Inconsistency when annotating observables with qualifiers leads to incompatibility. That

is, qualifiers should be used either in all or in none of the datasets involved. From the

datasets we used for the case studies in 5.4.1 only the KNMI included statistical and temporal

(daily) qualifiers. As a result, the KNMI: dailyMeanTemperature was incompatible with the

ASPIM: Temperature, even though both refer to the very same observables. Thus, for this

example we ignored the temporal and spatial metadata/attributes for the KNMI observed

data. Determining the temporal qualifiers of an observable based on reported data in the file

records is a step that we will consider for future work.

5.5 Discussion and conclusions

Environmental modelling solutions require their own input types and formats. As these

datasets are curated by different entities, there are important differences in terms of syntax

and semantics. Even related modelling solutions, such as APSIM and DSSAT, annotate the

same observables through different local vocabularies and sometimes report their observables

in different units of measurement (Jones et al., 2017). This semantic heterogeneity hinders

environmental timeseries reusability, as transforming a dataset to another format is a laborious

process (Beran & Piasecki, 2009; Horsburgh et al., 2009) which requires human expert

intervention (Athanasiadis, 2015). In this work we present a declarative approach to support

environmental timeseries transformation. We employed a reasoner to infer transformation

compatibility among semantic heterogeneous datasets, and developed a system to support

units of measurement transformation. This facilitates the automatic transformation of

compatible datasets from one format to another.

The automatic transformation of semantic heterogeneous datasets is essential towards envi-

ronmental modelling in the IoT era. It cuts across environmental data silos, as it enables

timeseries interoperability and reusability (Wilkinson et al., 2016). Users can annotate

datasets through a vocabulary, employ the reasoner and transform them into other com-

patible formats. Additionally, the automatic unit transformation supports e-scientists, as

this manual process is often erroneous (Horsburgh et al., 2009). We also consider that

this approach contributes towards lowering the e-science barriers (Swain et al., 2016). The

proposed declarative approach copes with semantic heterogeneity, and enables e-scientists

to transform compatible datasets to a given format, without developing scripts or being

ontology engineers themselves.

This work has an exploratory character and sets the groundwork for future work. In this

proof of concept our approach supports semantic mediation, by enabling users to annotate

the observables of the various datasets with terms for a local ontology. A possible direction

for future work may be the design of intermediate, semantic model-templates. These model-

templates would derive missing observables combining present ones. This is an essential

step in cases where two syntaxes are not compatible because of a missing observable. An
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example from the case studies presented here is the incompatibility of the WOFOST and

DSSAT datasets, because of the Vapor Pressure observable reported only in the former. A

intermediate model-template to derive it, combining the Temperature and Dew point (present

in the DSSAT) would allow automatic transformation between them.

5.5.1 Conclusions

In this work we presented our approach to cope with semantic heterogeneity towards trans-

forming environmental timeseries. We extended a data acquisition template framework which

accounts for syntactic interoperability with a reasoner and a unit transformation module.

This declarative approach enables users to annotate a data syntax once using terms from

a vocabulary and then transform it to other compatible syntaxes. The employed reasoner

infers the compatibility among different syntaxes, by creating a semantic description of each

one. Then, the unit transformation module determines the relationship among the units

and performs on-the-fly transformation where applicable. We demonstrated our declarative

approach with the weather input files from four agricultural models and the meterological

timeseries data from the Dutch Meteorological Office. In all cases where the reasoner inferred

compatibility between two distinct datasets, we were able to transform the syntax and the

content of one to another.
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(a) KNMI formatted dataset

(b) KNMI dataset formatted according to APSIM

Figure 5.4: The reasoner inferred compatibility between KNMI and APSIM and dataset depicted

in (a) was automatically transformed according to APSIM format (b). The units of measurement

transformation was performed on-the-fly
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6.1 Main findings

This thesis investigated the impact of IoT on environmental timeseries data lifecycle from the

perspective of e-scientists. In order to address this objective, we refined it into sub-objectives,

formulated as research questions. The purpose of this chapter is to revisit them, reflect on the

research findings and propose the future work. The sub-objectives, formulated as Research

Questions (RQs) are the followings:

a. RQ1: Can environmental timeseries lifecycle be facilitated by IoT prototyping devices?

b. RQ2: Are environmental data dissemination protocols IoT-ready?

c. RQ3: How can e-scientists acquire, integrate and transform timeseries datasets in the

heterogeneous IoT ecosystem?

RQ1: Can environmental timeseries lifecycle be facilitated by IoT prototyping

devices?

In order to investigate RQ1 we focused on the Raspberry Pi as an IoT prototyping device.

The factors which led our decision are regarded with a) Raspberry Pi wide adoption as an

IoT enabler device (Johnston & Cox, 2017) and b) the regular hardware updates and Open

hardware principles upon which Raspberry Pi is built. In Chapter 2, we performed our

assessments on Raspberry Pi 1 Model B. Since then, five new major Raspberry Pi models

emerged, each of which offering improvements in hardware specifications, in terms of CPU,

GPU and RAM available. Interestingly, the latest models (i.e. Raspberry Pi 3 Model B and

B+) feature an embedded, low-power Bluetooth module which is intended for IoT prototyping

(Wikipedia contributors, 2019). Finally, Raspberry Pi is increasingly being used in scientific

and citizen science endeavors (Johnston & Cox, 2017).

The Raspberry Pi can support persistent data storage, operating as an IoT gateway. In

Chapter 2 we investigated the Raspberry Pi, focusing on the data storage capabilities

and resilience under a suboptimal enabling environment, by simulating power and network

outages taking place irregularly. Our 4-month experiment demonstrates that it can facilitate

environmental timeseries lifecycle, as it offers persistent data storage under an adverse,

IoT-like, enabling environment. This experiment also highlights the Raspberry Pi resilience,

as it managed to self-recover after the power and/or network outages.

Despite its low acquisition cost, Raspberry Pi is a multi-purpose device with enough processing

power to facilitate environmental timeseries lifecycle processes. In Chapter 2, we evaluated

its processing capabilities: We demonstrated that when Raspberry Pi is accompanied with

appropriate software it can simultaneously support more processes, next to persistent data

storage. Specifically it was able to: a) interface with external sensors to collect measurements,

b) further process them to create visualizations, and c) disseminate them with established

protocols, such as the OGC SOS. The stress test we conducted revealed that Raspberry Pi

was capable to acquire, process and store observations derived from at least four attached

sensors, at regular time intervals as low as five seconds, while simultaneously disseminating

observations to external users.
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RQ2: Are environmental data dissemination protocols IoT-ready?

In order to investigate RQ2, we focused on OGC SOS as an environmental data dissemination

protocol. The factors which led our decision are regarded with a) SOS wide adoption in the

environmental domain (e.g. hydrology, meteorology, etc.), and b) the existing methodologies

(e.g. Mediator/Wrapper architecture (Regueiro et al., 2017)) which support the integration

of SOS-disseminated data into scientific workflows.

OGC SOS was not originally intended for the Internet of the Things era. In Chapter 3 we

evaluated OGC SOS, and argued that is not suited to operate in an IoT environment, that

may involve limited resources and intermittent internet access. We demonstrated that current

design of OGC SOS 2.0 is inefficient, as it spares valuable processing power and bandwidth

in order to handle invalid user requests. We also proved that OGC SOS lacks the ability

to handle disruptions, such as intermittent internet connectivity, as it does not support for

progressive data transmission.

We proposed a non-invasive extension to OGC SOS, to make it an IoT-ready dissemination

outlet. We designed a pagination extension to support for progressive data transmission. We

demonstrated that the pagination extension economizes resources and tackles with limited

or interrupted Internet connectivity; rendering OGC SOS to be disruption-tolerant. We

conducted a series of tests to verify experimentally the performance improvements offered by

our extension. We consider the pagination extension to be backwards-compatible, since it

requires minor changes in order to extend legacy SOS servers and clients to implement it.

Our pagination extension supports the progressive data transmission, which in turn enables

the OGC SOS protocol to become IoT ready.

RQ3: How can e-scientists acquire, integrate and transform timeseries datasets

in the heterogeneous IoT ecosystem?

In order to investigate RQ3 we focused on declarative approaches. In Chapters 4 and 5

we reviewed how e-scientists can acquire, integrate and transform heterogeneous timeseries

using a) environmental data management frameworks, b) scripting, and c) semantic web

technologies (e.g. linked data, ontology engineering, etc.). There are several challenges

associated with each methodology. For example, for a) and c) there is a steep learning curve

in order to be applied, whereas the scripting methodology provides great flexibility at the

price of simplicity. The limitations of the existing methodologies motivated us to investigate

the use of a declarative approach to support e-scientists towards acquiring, transforming and

integrating heterogeneous datasets.

Declarative approaches can support e-scientists with data curation processes. In Chapter 4

we presented a declarative approach according to which e-scientists can acquire and transform

environmental datasets by describing their syntax. The novelty of this approach is that we

are not trying to propose another standard, but rather we have developed a domain specific

language for describing data file structures in a generic way, using templates. Our approach

enables users not only to acquire datasets, but also create custom views, by defining the

desired output format again as a template using the same language. This way, e-scientists
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can re-use environmental timeseries further by feeding them as input in their scientific

workflows. Our approach, also supports to automatically expose datasets as services on

the web, i.e. through OGC SOS and APIs. We argue that this abstract description of a

dataset’s syntax with templates is generic and offers a compromise between the generality

and complexity tradeoff for syntactic interoperability. We demonstrate the generality of our

approach by acquiring timeseries stored in relational databases, files in folder structures, and

webpages, in seven case studies from meteorology, agronomy and hydrology.

Semantics are essential towards the integration of datasets acquired from different sources.

In Chapter 5 we present an extension to the declarative approach presented in Chapter 4

to cope with semantic heterogeneity towards transforming environmental timeseries. This

extension enables e-scientists to annotate the semantics of a data syntax once using terms

from a vocabulary. The employed reasoner creates an abstract semantic description of each

distinct data syntax, and infers using Description Logic the compatibility among them. We

also designed and implemented a unit transformation module, which supports the on-the-fly

transformations of compatible measurements when those are reported with different units. We

demonstrated the declarative approach transforming the syntax and the content of datasets

that are inferred by the reasoner to be compatible.

6.2 The impact of IoT on environmental timeseries life-

cycle

The insights and methodologies presented in this thesis concern the environmental e-scientists

and practitioners in two ways. First, our contributions in the area of IoT computing

requirements and their impact on storage (Chapter 2) and dissemination (Chapter 3) can

support e-scientists in order to perform rapid prototyping, hypotheses investigation or to

deploy low-cost environmental monitoring campaigns using IoT prototyping devices, such

as the Raspberry Pi. We have demonstrated that data storage and dissemination can be

performed on-site using IoT prototyping devices and an IoT-ready, backwards-compatible

OGC SOS extension, which in turn contributes towards the open-data movement. Second, this

thesis findings support e-scientists to use legacy and IoT-produced environmental datasets into

scientific workflows and facilitate for data acquisition and integration, by treating syntactic

(Chapter 4) and semantic (Chapter 5) heterogeneity of environmental timeseries data.

In Chapter 2, we presented the limitations and capabilities of a low-cost IoT prototyping

device. The computing requirements (Good et al., 2017) can be lowered, since an IoT

prototyping device can have a central role in the environmental timeseries lifecycle. An IoT

prototyping device not only can provide persistent data storage and processing capabilities

on-site, but it can also support the dissemination of the collected data via a standardized

protocol, such as the OGC SOS. In Chapter 3 we argued that the current OGC SOS design

is not suitable to operate in an IoT ecosystem. We introduced a backwards-compatible OGC

SOS extension that is fit for IoT purposes, and can facilitate the direct integration of the

environmental timeseries with existing scientific workflows, as for example in (Regueiro et al.,

2015, 2016, 2017).
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The active participation of low-cost devices in the environmental data lifecycle processes

comes along with the future technological trends. Gartner, Inc. (2018) identifies the IoT-

driven edge computing as one of the top technology trends for the future. With the term

“edge computing” they refer to “the computing topology in which information processing,

and content collection and delivery” (i.e. data dissemination) take place on the IoT devices,

close to where the data is being generated. Given the limitations that we investigated only

one device, we conclude that IoT gateway devices are able to facilitate several processes

in the environmental timeseries lifecycle. This is further supported by the fact that in the

meantime, IoT devices have become even more powerful (Gartner, Inc., 2018). It also reveals

the potential of the edge computing paradigm for environmental applications. This thesis

made contributions towards the realization of future edge computing, environmental science

applications by

a. providing with insights about the limits of contemporary IoT gateways and their

performance as active participants in the environmental data lifecycle (Chapter 2), and

b. developing an IoT-ready, backwards compatible extension for the OGC SOS to support

interoperable data dissemination on-site (Chapter 3).

There is latency in the adoption of new dissemination protocols. For example, OGC SOS

1.0 was introduced in 2007 (Na & Priest, 2007), the updated SOS 2.0 in 2012 (Bröring

et al., 2012) and EEA has adopted its second version around 2012 (Jirka et al., 2012). In

order to address the IoT challenges, such as the restrained resources of the IoT ecosystem,

OGC introduced the SensorThings API in 2016 (Liang et al., 2016). While its performance

outpaces SOS and uses all the IoT best practices (e.g. JSON, REST, pagination) it is still

under experimentation and not yet adopted by environmental agencies. Interestingly, latency

is also observed when organizations need to maintain data infrastructures, as in the case of

upgrading a data dissemination protocol to a newer version. For example, NOAA (Center

for Operational Oceanographic Products and Services (CO-OPS), 2019) was still operating a

custom SOS 1.0 version, when this thesis was written, despite OGC has upgraded SOS to

version 2.0 in 2012.

We also note that IoT-produced datasets become “instant-legacy”. This is mostly attributed

to the plethora of sensing instruments and the lack of data standardization formats. IoT-

generated data require manual labour and domain expertise in order to be discovered,

interpreted and integrated into applications such as scientific workflows. Surprisingly enough,

these are key qualities of legacy data sources. Thus, there is also the danger for IoT-generated,

non-standardized data streams to become vanished in the IoT data deluge.

The complexity of the environmental domain hinders smooth data acquisition and integration,

even for simple datasets. In Chapters 4 and 5 we focused on meteorological timeseries

data, which are less complicated than other data types (e.g. remote sensing, soil data,

agromanagement, etc.). However, the plethora of available standards does not contribute

directly towards interoperability and create challenges towards their curation. Nowadays,

environmental datasets are stored in files, databases, webpages, and are formatted using

diverse syntaxes, and can be acquired through standardized protocols (e.g. OGC SOS, Sensor

Things API, FIWARE etc.) or via custom APIs. During the EDAM software development

(Chapter 4), we discovered a number of issues that led to design changes. These issues
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validate the complexity of the environmental domain as most of them were regarded with

custom data syntaxes and non-standardized temporal and spatial references.

Declarative approaches provide flexibility and can facilitate environmental e-scientists who

are not computer science experts. This can be achieved, as declarative approaches hide

the underlined complexity, while offer abstract tools to e-scientists for interacting with

data. In Chapter 4 we demonstrated how an abstract representation of a dataset syntax

along with a template framework can hide the complexity of acquiring and transforming

syntactically heterogeneous datasets which are disseminated by different standards or custom

APIs. Additionally, as we demonstrated in Chapter 5, a declarative approach can also

provide a simple wrapper, hiding complex topics, such as ontology engineering. We argue

that declarative approaches contribute towards lowering the technological skills requirement,

as they assist e-scientists to cope with heterogeneity and other challenges towards timeseries

acquisition, transformation and integration.

We were not the first who utilized a declarative approach, but we followed a different path

compared to others. The declarative semantic approaches which were investigated in the

context of integrated environmental modelling (Villa et al., 2009, 2017) was the inspiration

for our approach in Chapter 5. Our approach is differentiated though, as it does not rely

upon universal semantics, but enables resources to be annotated with semantics from local

vocabularies/ontologies, in a bottom-up approach. This way, data can be represented and

interpreted subjectively, according to the vocabulary/ontology used for annotation. Our

approach supports the utilization of more that one global ontologies, enabling e-scientists to

combine concepts from different domains. In our approach, a local ontology which captures

the mappings among concepts of different ontologies, is generated on-the-fly. This is an

essential feature, as ontologies have usually a narrow scope and combining them provides

more flexibility in annotation.

The fragmentation of the different environmental domains is reflected on the available data

formats and semantics. Not only diverse syntaxes (Chapter 4), but also domain specific

semantics (Chapter 5) are utilized by the different environmental domains and modelling

solutions. These create silo effects among the different environmental domains which have

an impact on e-scientists. They introduce additional requirements for them, as besides

the manual labor and domain expertise which is required in order to interpret and reuse

environmental dataset, they should possess other skills, such as computer science and ontology

engineering expertise.

6.3 Directions for future research

This thesis sets the groundwork for future work. We identified four possible directions, which

are regarded with:

a. investigating other open IoT challenges, such as privacy and security, in the environ-

mental timeseries lifecycle context,

b. performing and standardizing QA/QC on citizen science produced datasets,

c. extending the use of declarative approaches for more complex operations, and
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d. validating the applicability of the approaches and insights presented in this thesis on

other data types such as remote sensing, UAV images and others.

Privacy and security aspects should be investigated in the context of environmental timeseries

lifecycle. These two IoT challenges are becoming important in the future we envision in this

thesis, where IoT gateways play a central role in the environmental data lifecycle processes.

The environmental data lifecycle in the edge computing era will involve IoT gateways that

facilitate storage and dissemination on behalf of more than one IoT devices, which may

belong to different owners. Privacy aspects may be investigated from two perspectives: a)

legal (i.e. who owns the data stored), b) technical (i.e. how to implement privacy-preserving

mechanisms on an application level). Currently, privacy is getting more attention in the

FAIR context (Wilkinson et al., 2016), and there are some applications related to the health

domain (Sun et al., 2018), and privacy-preserving citizen campaigns (Drosatos et al., 2014).

Future research may also be directed in security aspects, as the IoT devices and gateways

have restrained resources and thus are more susceptible to cyber attacks. For example, the

current OGC SOS 2.0 is vulnerable to a Denial of Service attack. An attacker can initiate a

number of data request occupying the available bandwidth and processing power resources,

which are already scarce.

Another research direction may focus on quality assurance and quality control (QA/QC),

which is often overlooked in citizen science campaigns. While IoT devices generate a lot

of data, these are not often used in scientific workflows as their quality is unknown. We

demonstrated that IoT gateways have enough processing power, and thus performing QA/QC

processes on-site could be further investigated. Indeed, the efforts towards validating the

quality of low-cost sensors’ readings are increasing (Gries et al., 2013; Strigaro et al., 2019).

However, research efforts should be focused on examining standardized ways to perform

and document QA/QC processes. This way, the datasets’ quality could be verified in an

interoperable manner, and e-scientists can become confident in using citizen science produced

data into their scientific workflows.

Declarative approaches could be further investigated towards more complex transformations.

One possible direction could be the use of simple, intermediate models executed on the edge.

An intermediate model could be defined using a template in order to combine observables

(e.g. Temperature and Dew point) to derive new ones (e.g. Vapor Pressure). This extended

declarative approach could also be investigated in the context of edge computing, by executing

the models on IoT devices. This, could contribute towards economizing bandwidth as only the

required, derived measurements can be disseminated. However, there is a tradeoff between

the required processing power to calculate the derived observables and the economized

bandwidth.

Last but not least, the environmental data lifecycle could be investigated for other data types.

The data-intensive IoT produces a number of a data-types beyond timeseries. The approaches

and insights presented in this thesis could be validated in other data types, such as those

produced by remote sensing, UAVs and cameras. The investigation of those, may provide

further insights on how to combine different dataset types in order those to be introduced in

composite scientific workflows.
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Summary

This thesis investigates the state of the environmental data lifecycle in the Internet of Things

era. We focus on two IoT stressors: a) the constraint resources ecosystem and b) the syntactic

and semantic heterogeneity, and investigate their impact on environmental timeseries storage,

dissemination, acquisition and integration. We argue that heterogeneity along with the low-

capabilities of IoT devices, render past best-practices on environmental timeseries lifecycle

not directly applicable. This thesis addresses the following research questions:

a. Can environmental timeseries lifecycle be facilitated by IoT prototyping devices?

b. Are environmental data dissemination protocols IoT-ready?

c. How can e-scientists acquire, integrate and transform environmental timeseries datasets

in the heterogeneous IoT ecosystem?

In the light of the IoT resource-constrained ecosystem, we investigate whether a) the IoT

prototyping devices can facilitate the environmental timeseries lifecycle, and b) environmental

data dissemination protocols are IoT-ready. Chapter 2 presents our research to support

resilient data storage on IoT prototyping devices. We focus on Raspberry Pi as an IoT

prototyping device and explore its capabilities for resilient data storage, interoperable data

dissemination through established standards and performance under concurrent requests from

external clients. Chapter 3 presents our efforts to transform an established, environmental

data dissemination protocol to be IoT compatible. We focus on OGC Sensor Observation

Service (SOS) and argue that it was not designed to operate efficiently in the IoT enabling

ecosystem. We designed and implemented a backwards-compatible extension which renders

OGC SOS disruption-tolerant and supports for resource economizing.

In the light of data heterogeneity which is amplified in the IoT era, we explore new method-

ologies to support e-scientists towards acquiring, integrating and transforming environmental

timeseries datasets. We argue that current approaches to facilitate aforementioned environ-

mental data lifecycle processes have certain limitations. This is why, on top of the legacy

environmental datasets, come new IoT-produced datasets which are increasingly used in

environmental campaigns. These, are not always properly annotated and/or they report

their data in custom formats, which render contemporary data acquisition and integration

approaches not directly applicable. Chapter 4 reviews these approaches and proposes a

declarative one to support e-scientists towards universal acquisition and integration of syntac-

tically heterogeneous timeseries datasets. Our declarative approach is founded on templates,

which are abstract descriptions of a dataset’s syntax using programming language-agnostic

semantics. We argue that templates offer a compromise between generality and simplicity,

as e-scientists with different computer literacy profiles can develop them. We demonstrate
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the syntactic interoperability capabilities of our approach with several case studies spanning

across different environmental domains (i.e. meteorology, agriculture, urban air quality and

hydrology). Chapter 5 extends this declarative approach with a reasoner to support semantic

operations. We focus on one semantic heterogeneity challenge, that is the different units

of measurement according to which observables are reported. Using user-defined semantic

annotations, the reasoner determines the compatibility among datasets that are a) formatted

with different syntaxes, b) annotated with custom semantics and c) reported with different

units of measurement. We demonstrate the semantic interoperability capabilities of our

approach in a case study where we transform meteorological syntactically and semantically

heterogeneous input files of four agricultural models, performing (when applicable) the

on-the-fly units of measurement transformation.

Chapter 6 concludes this thesis and summarizes its main contributions, which are regarded

with:

a. providing with insights about the limits of contemporary IoT gateways and their

performance as active participants in the environmental data lifecycle (Chapter 2),

b. developing an IoT-ready, backwards compatible extension for the OGC SOS to support

interoperable data dissemination on-site (Chapter 3),

c. designing and implementing a declarative approach which facilitates the acquisition,

transformation and integration of syntactically (Chapter 4) and semantically (Chapter

5) heterogeneous environmental datasets.
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Propositions 

 

1. Without standards Internet of Things devices produce legacy datasets which 

require customized curation. (this thesis) 

2. Internet of Things devices contribute towards democratizing e-science and 

lowering its entry barriers. (this thesis) 

3. Citizen Science and Open Access are two sides of the same coin. 

4. The Dunning-Kruger effect curve depicts a typical PhD study. 

5. When business is involved in scientific research, journal impact factors and 

community sizes are affected. 

6. People looking at their screens during conference presentations or even 

conversations is a sign of our times. 
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