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Chapter 1

Introduction

This text is developed by a special interest group in eddytation. The group and its activities were initiated by
Henk de Bruin (Wageningen UR). The group is composed of rekess from:

¢ the Royal Netherlands Meteorological Institute (KNMI) ire Bilt (Wim Kohsiek, Bart van den Hurk, Cor
Jacobs and Fred Bosveld);

e \Wageningen University, department of Meteorology and Aiafity (WUR-METAIR) (Arjan van Dijk until
April 2000, Henk de Bruin);

e Utrecht University, Institute for Marine and Atmospheriesearch Utrecht (IMAU) (Arjan van Dijk: May
2000 — March 2003).

The objective of the special interest group is the develaprok

¢ Fundamental understanding of the eddycorrelation methibdre are large discrepancies between estimates
for terms in the energy balance at the surface obtained \dgicedrelation and estimates found via other
methods. With a fundamental basis of the eddycorrelatichatewve will be better able to eliminate possible
causes of differences in observations. Furthermore webgilhble to estimate the consequences of certain
assumptions for the accuracy of estimated energy fluxes.

e A protocol for practical use of the eddycorrelation methiodjuding corrections for tilt, trends, distortion
etcetera. Where possible the protocol will be implementeal $oftware library. Measurements which have
been done and processed according to this protocol will e mersatile in use. Researchers from different
groups can compare their results and conclusions, knowiagjthey have processed their data equally.
Consensus about a protocol will facilitate future expentsedy providing the conditions and procedures,
which have to be taken into account and followed during thasueements.

The present study is meant to provide the basics of the eddwlation method. The theory of the eddy-covariance
method is deployed in chapter 2. Here the surface fluxes dfilslerheat, water vapour, momentum and scalar
densities are related to measurable quantities at a finiglhhabove the ground. This is done via continuity and

budget equations. In chapter 3 these relations are workeébopractical purposes. A step-by-step recipe is

provided for datareduction of eddy-covariance measurésnérhe software implementation of this recipe in the

software library ECPACK is presented in chapter B. A disaussn the definition of the sensible heat flux is given

in appendix A

The report and the software were mainly prepared by ArjanDgiawhile at Wageningen University (except for
the part on the planar fit method and corrections for flow di&io using 3D ellipsoids). The NetCDF-frontend
for ECPACK, the updated documentation and current maimesa done by Arnold Moene.

The software as well as this report (and updated versiomedffjecan be found at the website of the Meteorology
and Air Quality Group of Wageningen Universitigttp://www.met.wau.nl/projects/jep



Chapter 2

Theory

This chapter provides the theory of the eddy-covariancéatefor the estimation of surface fluxes. The energy
budget equation at the surface is combined with the coryiragquation for the layer between the surface and
measurement height. Relations are derived between thacsuftfixes (sensible heat, evaporation, surface friction
and scalar density fluxes) and measurable quantities & firight.

2.1 Definition of the problem

The dynamics of meteorological processes is strongly infted by the available energy. At night, when the sun
is absent, the behaviour of atmospheric boundary layert@lyadifferent than by day. Most of the transfer of
incoming energy from the sun to the Earth takes place at thinEaurface. An incoming energy flu@* (the net
radiation) is the net effect of incoming and outgoing long ahort wave radiation (see figure 2.1):

Q*:Kl+KT+Ll+LT (21)

whereK is global short wave radiation from the sun (both direct aifilise), K; short wave radiation reflected
by the surfacel.| incoming long wave radiation from clouds and atmospherelaridng wave radiation reflected
and emitted by the surface.

Conservation of energy makes that we can formulate a budpsttion for the energy flux at the surface, to see
where this incoming energy flux is going. The net radiatiom da the following (see figure 2.2):

Vaporize water (vaporizatioE [kg m2 s~1] with evaporation heat, = 2.510° Jkg'! at °C). Energy
flux LyE is called the latent heat flux.

Heat the soil (soil heat flug [W M~2])

Heat the atmosphere (sensible heat flUpV M~2])

Be absorbed by the crop (strengts [W M~2]). We will assume that the crop is not densely covering the
surface, and consequently we can neghest

In formula:

Q"'=LE+G+H+AS
~LyE+G+H (2.2)

This is a balance at the surface, and therefore the quaniiti®lved in this relation should be measured at the
surface. In practice one measures soil heat @ukelow the surface and evaporati&n net radiationQ* and
sensible heat flui at a certain distance above the surface. The idea is thatl&umttransport is the key to defer
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Figure 2.1: Radiation balance at the surface. The net iadi& the heat which is effectively transferred to the
surface. It is a composition of incoming and outgoing shod Ebng wave contributions

soil heat flux
*
Q L,E H AS
net radiation latent heat flux sensible heat flux  crop heat flux

Figure 2.2: Energy balance at the surface



heat and water vapor from the surface. Molecular effectsgohieat and vapor in the air, which is just above the
surface. The air just above the surface thus will have becganmer and more wet than higher layers of air. There
is a vertical gradient of heat and of vapor concentration.eWthe air of the lowest layer is mixed by turbulence
with air from higher layers, the vertical gradients will evelled and there is vertical transport of heat and of water
vapor. This correlation between vertical fluxes and turbtifeotions leads to the concept of eddy-correlation. The
main concern of eddy-correlation (and therefore of thiglgjus to translate the signals measured at finite height
above the surface into estimates for surface fluxes.

We will consider vertical fluxesl, E, r andF (¢) of respectively sensible heat, water vapour, horizontahrantum
and passive scalar(e.g. CQ). These quantities will be defined in the following sectidrhe definition of the
flux H of sensible heat is less straightforward than the definitibtihe evaporation or of the momentum transfer.
Many different definitions oH are made in the literature. Therefore the problem of moagkind estimating the
sensible heat flux will be addressed in extra detail.

The continuity equation for an arbitrary quantity will bergked in section 2.3. We will integrate the continuity
equation for a horizontally homogeneous situation to aqoicsia budget equation. Budget equations for the thin
layer, which is in adjacent to the surface and in which mdeecdiffusion is transformed into turbulent diffusion,
are presented in section 2.4.

The mean vertical velocity plays an important role in thewaaion of bulk properties. This velocity, which is
difficult to measure directly, is related to measureablengjtias in section 2.5. Implications of this velocity for
evaporation, momentum transfer, sensible heat flux angfeanfé will be further elaborated.

In section 2.6 we will discuss some widely spread mis-irretions of the sensible heat flux and their conse-
guences.

The relation between surface fluxes and quantities measuraaertain height is given in section 2.7 under the
assumption of stationary, (statistically) homogeneounsld@mns.

2.2 Basic tools and definitions

In this section some basic tools are explained: contingigtions, which form the core of our physical analysis,
and Reynolds-decomposition, with which one separateafitions from bulk values.

2.2.1 Definition of surface fluxes

Before we can make an analysis of the characteristics oAsafluxes, we first have to make a solid definition of
what exactly is a surface flux. In general we can saydtatrface flux is defined as the amount per unit volume

of a quantity that passes through a horizontal unit area on tte surface For the exchange of chemicals (water,
COy, etc.) this definition is sufficiently detailed. For the sibiesheat flux and for the shear stress, we have to be
more specific.

In appendix A we present a discussion on the definition of tresible heat flux. It is shown that the following
definition is unambiguous and compatible with budget equeali2:

The sensible heat fluxH is defined as the flux of heat, which is transferred by the groud to the atmosphere
by thermal conduction in the laminar sublayer, during reversibel isobaric processes.

The definition of the shear stress is similar to the definitbthe sensible heat fluXthe shear stress is defined

as the friction force exerted by the atmosphere on the Eartls surface.This definition does not count the force,
which is used to accelerate water vapour, which is evaporaiit zero velocity at the surface. Once airborne, all
forces which act on the vapour d@rgernal forcesn the atmosphere, and consequently irrelevant for thenasiton

of the force on the surface.

From the definitions in this section it should be clear thamstimes we are only interested in one contribution to
the flux of a certain quantity, and not in the total verticakflihe strictness of our definitions will be important.



2.2.2 Reynolds-decomposition

Instantaneous contributions to the fluxes can vary caprétyofrom time to time, while the net exchange over
a longer time may be relatively constant. To estimate themvadues of the fluxes (over a timg, which we
still have to decide about), we introduce the so-called REisadecomposition of quantities into their mean and
fluctuating parts. Mean values will be marked with an overfiactuating contributions by a prime, e.g.:

) =£+£(1) (2.3)
2 zi f tO+Atg(t) dt (2.4)

to
£(t)=£t) - (2.5)

Naturally the mean value of a fluctuating term equals zero:
&)=0 (2.6)

Reynolds decomposition will be an important tool in the rdghis study.

2.3 Continuity- and budget equations

In this section we will gain insight in quantities by makingedation, in which the time rate of change of the
concentration of a quantity is coupled to all known souroestfat quantity. Such a relation is called the quantity’s
continuity equation. Integration of the continuity equation over a certain votugives theébudget equation
Budget equations will be used to construct expressionsuidace fluxes of species, sensible heat and horizontal
momentum.

2.3.1 The continuity equation

We study the flux of quantity, whereé gives the amount of a physical quantity per volume (its cairegion).
The flux-vector associated with quantgywill be called JYg), and gives the amount @f which passes per unit
of time through a unit area. An important contribution to th&al flux of quantity¢ is convective qu>df;(§). The
convective contribution gives the amountéthat is transported along with a mass flux. The instantanealus
of the convective contributiods(£) to the flux ofé is given by the product of the physical quantity with velgcit
vectord (The components of velocitywill be called {, v, w)):

Jo¢)=¢d (2.7)

This is seen as follows: The velocity does not only give theepaith which the air is traveling (unit: m/s), it
also reflects the amount of volume, which crosses per unitd through a unit surface (unit: fm?)/s). In
convective fluxJ. we count both convection and molecular diffusion (which mmass-bound flux contribution). In
the study of fluxes of chemicals, the convective flux vectdnésonly flux vector involved:

J(chemicals)= Je(chemicals) (2.8)

In the study of the transfer of heat or momentum there are rongéributions to the total flux than just the con-
vective term. Heat and momentum may also be transferred bgiumion or friction. Furthermore heat may be
transferred by radiation. We will use symbcisto denote other contributions to the flux vectorahan the con-
vective term (such as radiation and the flow of potential gmér heat exchange processes), where iridsunts
the contributions, and symbad8; for sources and sinks &t

The sources of quantiywill be calledS;(¢). Sources of chemicals can be found in chemical reactiodsratine
evaporation of liquid chemicals. Sources of heat can be ®&igmviscous dissipation and phase transitions.
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With the above given notation for flux-vectdrand sourceS; the general form for a continuity equation is:

o 0 o Ve
Continuity: 0= +divi(e) iZs.(g) (2.9)

oF . R
=E+dlv{§d+zj:\]j]—zi:8i (2.10)

When we combine this relation with the following (usual) défon of the convective derivative:

d 4
PR (2.11)

then we find the following form for the continuity relation:
0= %—Zsi+§divﬁ+div 3 (2.12)
dt £ - !

A quantity is called conserved when an outflux of that qugimiiplies that there will be accordingly less of it left
in the region where it came from. In other words: there areowaes and sinks af

- _0g >
Conservation: 0= ym +div [§G+Zj:JJ} (2.13)

An example of a conserved quantity: Molecules of a certail Kconcentration;) can only be exchanged via
either convection or via molecular diffusion (both reprgeel by flux VeCtO[Tc(Qg)). Molecular diffusion plays an
important role close to boundaries, where e.g. water mdédscevaporate into a layer of air, which has very low
speed relative to the ground. The budget equation for aesiclygmical is therefore:

d
0= %wgdivng (2.14)

wheret; represents the fractional velocity of tienolecules. For the mixture of air as a whole, we can use mean
velocity U in relation 2.14.

For quantityq: = £/p, which gives the amount per unit mass of the same quantityhifiv¢ gives the amount per
unit volume p is air density), the following budget equation can be deative

doe  1dege) o 1(0(od) _Va_ Ly T T
E_§T+q§dlvd_g[ 5 +dN{Qq§U}}"ZS' QdN{zj:JJ] with S._Q (2.15)

In the derivation of relation 2.15 we have used conservattation 2.14 forp. Quantityq, is called a 'specific
quantity’. Source strengthS; give the creation per unit time @f per unit mass, whilés is per unit volume.
Specific quantities can sometimes provide better insigbtémchange processes than absolute quantities. When a
quantity¢ is conserved, the continuity equation of the associatediipguantityq: = £/o is:

dde _

5 =0 (2.16)

even in situations with non-stationary density. This lielatwhich expresses that nothing of interest happens to a
conserved quantity, is much simpler than relation 2.14chincludes density effects.

2.3.2 The budget equation

Torelate the surface flux to measurements at heighte have to specify all relevant sources and flux contribgtion
in continuity equation 2.10, and integrate it over a virtbak V, which is situated directly above the surface patch

11



of our interest. The measurement position is placed somendrethe upper boundary of the box. The contact
area between the virtual box and the Earth’s surface willdiled By. The side boundars of the box consists
of lines in vertical direction. The top surface of the boxdken parallel to ground surfa@, and is called;. To
achieve a stable estimate, we take the time average of #graied continuity equation. The integrated continuity
equation, which is called thHeudget equationof an arbitrary quantity with concentratid@ris:

= to) — &(ty))dV — Sidv
(€02~ ¢(w) Z fv
storage creation

v fB () s, + fB () et - fB (&) oy

convection via top convection via sidesemission from ground
+ Zf J, out dBt + Zf out dBS - ZfB[fj-ﬁm] dBo 2.17)
j 0

other fluxes through topother fluxes through sidesother fluxes from ground

wherefiyy is a unit vector, perpendicular to the surface of band vectonii, is a unit vector, which for reasons
of convenience points from the Earth’s surface perpendituinto virtual boxV. Velocity U is the velocity of
the gas-component, which carriéshrough the ground/atmosphere interface (most significantidate is often
evaporating water). At all other segments of the boundary ¢fe. onBs and B;) we assume that diffusion is
insignificant, and hence takk = G.

2.3.3 Fluxes of species

For fluxes of chemicals, e.g. water vapour, we can tkeo:. Chemical reactions (source stren@khen) and
evaporating droplets (source strenfz,) can produce source contributions in the budget equatioa éhemical.
The only way to gain or lose species through the boundariasvefume is via convection. For fluxes of species,
the term of interest in budget equation 2.17 is the emisgim the ground:

F(os) EBiO fBO (éf_ljf) - fidBg

————

emission from ground

1 1 (=
ot [ (et o)V - g [ StV - 2 [ SV

_,_/ —— e
storage chemical production vaporization of fog or rain

1 — 1 —

tEe fB t (0¢Te) - FourtBy tae fB s (0cTe ) - FoudBs (2.18)
convection via top convection via sides

In this relation density; measures the density of the gas-fractiog.obolid or liquidé is not included irp;.

2.3.4 Sensible heat flux

The first work on the relation between vertical heat flux andyedorrelation was written by G.1. Taylor (1914,
1915). A study, which started from budget equations in stfailom ad hoc assumptions, was first done by
Montgomery (1951, 1954).

We have defined the sensible heat flux as an energy flux. The sfuehergy involves thermodynamics, and we
adopt the definitions and notations developed in a textboakermodynamics by Riegel (1992, pages 237-247).
Our starting point will be the first law of thermodynamics, ialn states that energy is a conserved quantity, and

12



that it can only be transferred either via a transfer of hedtyovork done on a system. Letbe the total specific
energy of a system (an amount of mass), apthe heat added to a unit mass andttle work dondy the system
(symboldrepresents an inexact differential). In formula the first af thermodynamics is:

de; = dq - dw (2.19)
where the amount of work done by the system is related to agehianvolume via§ = 1/p is the specific volume):
dw = pda (2.20)

Total energye includes internal energy (the kinetic energy of the random molecular motion), theskimenergy
of the center of mass of the system (mean motion enétifyP and potential energy (e.g. gravitation):

de = dg - dw = dU + d(d?/2) + do (2.21)

Velocity U is the barycentric velocity field of the gas. In the atmosphe&ro constituents are significant for the
energy balance: dry air (with fractional velociiy) and water vapour (fractional velocity). The relation between
the atmospheric barycentric velocity of wet air and the giies of the gas fractions is:

d= €dla +ovtly (2.22)
Qo

In the literature we find the following definition of the intead energyJ (see the book by Riegel):

Every system contains some quantity which cannot be charigkdut producing some change in at
least one of the state variables. This quartties a unique valuir every state of the system; itis a
function of state and is called tleternal energyof the system. (...). Although the internal energy of
a system is uniquely defined by the state of the system, wertaway of knowing the "value” of the
internal energy for any given staté/e can only determine changes in internal enefgyese changes
depend only on the beginning and end states of a system, arnad@pendent of the process.

This definition of the internal energy is equivalent to the ddinition of a potential energy. It is important to
notice that oneannotdevise an experiment, which will give the internal energgpafiven reference state.

For an ideal gas we may relate changes in internal energyaioges in temperatuie via:
du =c,dT (2.23)

wherec, is the specific heat at constant volume. Most atmosphericgsses do not conserve the volume of the
mass, which is involved. In stead they take place with (meress) constant pressure. Therefore we introduce
specific enthalpyh, which is also a function of state only. It is defined by thédaing relation:

h=U+ap = dU = dh—adp- pde = dh— adp—dw (2.24)
The relation between changes in enthalpy and changes iretampe is:
dh=cpdT (2.25)

wherecy is the isobaric specific heat.

The total energy balance, presented in relation 2.21, cdarbrilated via changes in specific enthalpy as:
de; = do— dw = dh— dw— adp+ d(d?/2) + dg (2.26)
which gives the following conservation equation for speatfinthalpy (n.b.: the balance is made per unit-mass):

_dgq_dh dp d(u?/2)  d¢
at Tat Yt T at ot

The following source strengths (heat generated per unitagfshare involved in heat transfer teriy dt:

0 (2.27)
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e Chemical or nuclear reactions : source strer@th

e Viscous dissipation of kinetic energy : source strerigth

¢ Condensation heat of water vapour : source stregth
and we can specify the following energy flux vectors, which cantribute to an influx of heat through the bound-
aries of a system:

e Radiation :J?.

e Thermal conduction ;171. This term will give us the sensible heat flux.

In formula form the expression for heat transfer is:
da _
dt

which combined with continuity relation 2.27 for specificiealpy gives:

_ d(h+¢+d%/2)

- dt “at

This is a balance per unit mass (the balance of a specific ilyjakirom relation 2.15 for the general shape of the

continuity relation for specific quantities, we can see thhalance per unit volume is found by multiplication of
the equation by density and inclusion of convective termsubh the boundaries:

_9oa(ha+¢a+1Ual?/2) | dov(hu+ v+ Il?/2)
ot ot
dp

—div (jr + Jﬂh +od(hg + ¢d + |Ud|2/2)ud +ov(hv+ ¢y + |Uv|2/2)ljv) T (2.30)

Where removal of a tilde from a quantity means multiplicatiwith density, turning a specific quantity into a
concentration per unit volume:

Eo=¢& (2.31)

and where fractional quantities associated with eithedtlyeir fraction or the water vapour fraction are indicated
with indicesd for dry air andv for water vapour respectively:

E=&a+éy (2.32)

We have converted most of the total time derivatives intdigladterivatives. This is done to facilitate the transfor-
mation of the continuity equation into a budget equationthnly partial derivatives we can integrate relation 2.30
over a virtual box, which does not follow the mean motion & #ir. Only the pressure term is still given as total
derivative. This term needs special attention, when onegiates the continuity equation: only the convective
change in pressure is relevant!

G+ K+ G Zdiv (3 +n) (2.28)
e

~ ~ ~ 1 . - -
0 +Q+M+C—=div (J + Jn) - (2.29)
e

0 +Q+M+C

The convective terms transport the absolute enthalpy,ngiateenergy and mean motion kinetic energy. This
implies that we have to give an expression for the absoluéeip enthalpy and the absolute potential energy.
As we have pointed out earlier, enthalpy is defined as a patentergy, and hence it can only be known up to a
constant value, the reference value. None of the estimataésh we will make in this study, is allowed to depend
on the reference values of either enthalpy or of potentiatgy The reason is that, just as with the internal energy,
there isno experiment that can give the enthalpy or the potential gnef@ given reference state.

From differential relation 2.25 we can express the absapéezific enthalpy as:
T

h=h(Te)+ [ co(Tym (2.33)
Tref

=h(Trer) + Cp(Trer)(T — Trer) (2.34)

=Cp(Trer) T +b with b= h(Trer) — Cp(Trer) Tres (2.35)
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Quantityb represents the reference energy. With this expressiorbfwlate enthalpy, we can express the energy
flux vectors associated with convection of mass as follows:

e Convection of enthalpy with dry ait.
Jd = (CpdT + by + pa)odly (2.36)

e Convection of enthalpy with water vapouf,'.
Jv = (CpyT + by + py)ovtly (2.37)

Constantdy andby are the reference energies of dry air and water vapour régpc From the inclusion of
potential energiegq andgy, for respectively dry air and for water vapour, we can alsesele that these terms will
introduce a second reference value problem. In fact theme such problem: no physical experiment can reveal
the reference value of a potential energy field. If gravitthis only potential involved, then specific potentiais
and ¢, have the same value. Fractional velocitigsof dry air andd, of water vapour can differ when there is
molecular diffusion. We assume that conductifarplays a significant role only close to the ground. Away from
the ground turbulent transfer is dominant.

The budget equation for enthalpy is now (symhak used to represent the increase of a quantity feptato; an
indexzindicates the vertical component of a quantity):

— 1
H=Jnl,_,= Bolt fv A (0d(CpdT +ba))dV + VA (ov(CpyT +by))dVv

BoAt

storage of enthalpy in dry airstorage of enthalpy in water vapour

— | A av — |A dv
BoAt (0da) + BoAT .. (ovv)
storage of potential energy in dry aistorage of potential energy in water vapour
1
——— | A (odlUal?/2)dV ——— [ A (ovltv?/2)dv
Boat ) 2 ealddl®/2)av Bont .2 (evlthl*/2)
storage in mean motion of dry ailstorage in mean motion of water vapour
1 (= 1 (= 1 (=
- — f Qdv - — | MaVv - — | Cav
Bo Jv Bo Jv Bo Jv
S———— S———— S——————

creation via chemistry creation via viscous dissipatiorcreation via condensation

1 p
+ B_O f (Jr +0d(Nd + ¢d +1Ual?/2)dg + ov(hy + ¢y + |uv|2/2)uv) - MoutdBy
Bt

loss via top

1 S
" B_ofs (Jr +od(ha + pa + [Ual?/2)0a + ov (M + dy + 102/ 2)0y ) - AoudBs

loss via sides
1 >
"B f (Jr +0d(hg + ¢ + Ual?/2)Ua +ov(hy + gy +10I?/2)0 ) - indBo
Bo

emission from ground

1 (dp
- & ), &V (2.38)

——
convective change of pressure

2.3.5 Ground shear stress

To estimate the ground shear stress, we will make a budgettieguor the momentum. A term, which is only
relevant at the surface, is the momentum fllyxby friction with the surface. A volume source of momentum is
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interaction with rainR via the wakes of the drops. The only other significant bodgdds buoyancys, which is
connected with density fluctuations and gravity. For the tfes continuity equation is determined by convection
(symbol® gives the diadic product; in coordinates it is defineo(é@ 77) i = &inj):

0= "%ﬁd . % ~R-Bdiv (3t +0dls @ T+ outh @ Th) (2.39)

The associated budget equation is:

L _ 1 1
~#= 3= o [ (eotlta) - ata()V+ g [ (bt -outh(t) oV
storage in dry air storage in water vapour
1 (= 1 3 1
- — f Rdv - — f Bdv + —f (lejd@) Ug + ovly ® UVJ - AoutdBt
Bo Jv Bo Jv Bo Jg,
pulling by rain pulling by buoyancy convection via top
1 1
T 5 f (lejd ®Ug +ovly® ljv) “AoytdBs— = (lejd ®Ug + oyly ® U\,) -findBo (2.40)
Bo Jg, Bo Js,
convection via sides emission from ground

2.4 The homogeneous transition layer

In general relations 2.18, 2.38 and 2.40 for the surface eteespectively species, sensible heat and momentum
are not easily related to one-point measurements. In thigsewe will reduce the amount of work by restricting
the calculation to what is called the transition layer. Tia@sition layer is a thin layer just above the ground, which
is too thin to contain source terms and in which moleculdiugibn is transformed into turbulent diffusion. The
transition layer will give a good description of the first heéntimeter of the atmospheric boundary layer and in
certain cases it is even valid for a layer which includes #ressrs (in which case it is called tleenstant flux
layer).

We make the following assumptions about the transitionrlésee Sun et al., 1995, p.3164):

e The top of the layerézis above the viscous surface sublayeirhis assumption implies that at the ground
fluxes are dominated by molecular diffusion and thermal catidn.

e At the top of the transition layer, the mixing of dry air andtesavapour is dominated by turbulent diffu-
sion (see figure 2.3). This means that bits of wet air are tpartdanto smaller bits of wet air, a process in
which both wet air constituents (dry air and water vapoue) subjected to the same set of velocity fluctu-
ations. From this observation we conclude that at the top®transition layer velocitiegq, 0y andd; of
respectively dry air, water vapour and specjeaust be equal:

Ud(z=02) = Uy(z=62) = Us(z=62) = U(z=62) (2.41)

e At the surface thenass flux is dominated by the evaporation of water This implied that at the surface
the only non-zero velocity component is the vertical vetipoif water vapour. The assumption is not valid
above surfaces with chemical reactions, like burning fistes

e Homogeneous vertical flow field In an inhomogenous vertical flow field localized updraughtgixed
plumes can give a net vertical transport of dry air.

e Homogeneous terrain Consider a wet spot of terrain, surrounded by dry terraime Wet spot will evap-
orate water, but the vertical water vapour flux in the colurhmio straight above the wet spot will not be
constant. Advection of dry air into the column and advectirwvet air out of the column by horizontal
flow gives a net contribution to the balance of dry air. Assugnihorizontal homogeneity we can neglect
convective terms in the budget equations via the side bayraddhe virtual box.
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Figure 2.3: Thin layer adjacent to the surface over whichgat@quations are integrated

e The transition layer isoo thin for storage or creation effects to be significant

e The surface is level In non-level situations, the evaporation may interferdngrms in the budget equation
for horizontal momentum.

e The potential energy is a function of position and the paténlifference between any two points in the
virtual box is too small to cause significant contributionshie budget equation.

e The influx of kinetic energy at the surface associated widipevation is negligible.

With these restrictions, the surface fluxes of species, &rditnomentum are given by the following expressions:

F(0¢) = 0eW),,, (2.42)
H = 0d(CpdT + |U|2/2)W|62+ ov(CpyT + |U|2/2)W|62_ ovCpy T Wy 0 (2.43)
—T¢ = 0dUW 5, + oUW, (2.44)

2.5 Mean vertical velocity: The Webb-term

In all budget equations, which we have derived in section é8vective fluxesl;(¢) play an important role. In
relations 2.42, 2.43 and 2.44 for the relation between satflaxes of species, sensible heat and horizontal momen-
tum and measurements at the top of the homogeneous transijier, these convective fluxes are even dominant.
In this section we will show that the vertical convective figxcannot be directly estimated from measurements.
A method will be presented to circumvent the problems, egldab the presence of an inmeasurable but significant
mean vertical velocity.

2.5.1 Origin of the "eddy-correlation problem”

The mean vertical component of convective fluxes has thergefeem we. With Reynolds decompositions for
bothw andé¢ we can write this expression as follows:

JeAé) =WE =WE+WE (2.45)

From relation 2.45 we see that there are two contributiotiseanean convective flux of quantigy one giving the
transport by the mean vertical velocity of the bulk (=mealugaof quantityé, the other representing a correlated
behaviour of the vertical fluctuations and the fluctuationguantity¢. When we regard the vertical fluctuations as
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actions of turbulent eddies, then we come to the picturesm$titond term as turbulent eddies picking up quaatity
at a lower position, and transporting it to a higher levelisitiew of the second term in relation 2.45 has led to the
expressioreddy-correlation-method, when this relation 2.45 is used to estimate mearesaif vertical fluxes.

One carin principle estimate vertical convective fluxes via direct applicatibrelation 2.45 to measured datasets.
Nevertheless straightforward integration of instantarsefiluxes will not give a reliable estimate for the mean
convective flux. There is a basic problem, which preventatiah 2.45 from being of direct use. This problem,
which we will call theeddy-correlation problem, is caused by the immeasurability of mean vertical veloaity
In practical situations the mean vertical velocity is snf{all 0.1 mm/s), but not exactly zero. We introduce the
following notation:

Fm(¢) =Wé
F(&) =w¢’

wé  Fe(d)

=25 1Y 2.46
B€) z z (2.46)

QuantityB(¢), which has dimension m/s, is called theshing velocity of quantityé. The pushing velocity gives
the velocity with which quantity travels relative to the local mean vertical velocity.

In indifferent situations, i.e. quantity¢ is not exchanged with the surface, the two teffgé) and F¢ () in

the flux will cancel (see figure 2.5 for a situation close toiffiedence with a small flux going off the surface).
Consequently we see that the tdfm(¢) is equally important as the terkx (£). In such situations the mean vertical
velocity is cancelled by the pushing velocity of quangt{this was pointed out for C&fluxes by Leuning et al.
(1982)). We will calculate an indirect method to estimatertiean vertical velocitw in an atmospheric boundary
layer. Here "indirect” means "via a set of fluctuation terfg&) of quantitiess”. The resulting expression will
be combined with relation 2.45 for mean vertical fluxes. Thstlknown article on this field has been written by
Webb et al. (1980). Inclusion of a mean vertical velocitystimates for mean vertical fluxes is therefore called the
Webb-correction. In our study we will extend Webb’s relasdo include pressure fluctuations. Flux tefim(¢)

is just one of the two terms in the expression for the flux andlma of the same order as teifm(¢). Therefore
we prefer to call flux ternt,(¢) theWebb term in stead of the "Webb correction”. The importance of a noreze
mean vertical velocity was pointed out on incorrect groubngones and Smith (1978) (who acknowledge their
error later (Smith and Jones, 1979)), and by Brook (1978kifTassumption that there is no net mass flux was
shown to be incorrect by Webb et al. (1980), Leuning et al82)9Webb (1982), Nicholls and Smith (1982) and
Businger (1982). Without any justification Lloyd et al. (9&ubtract the mean velocity contribution from their
definition of their surface fluxes, and refer to Webb et al feorhe small corrections”. The essence of Webb’s
correction is just to include the term, which Lloyd et al elivated from their definition. It is peculiar to notice that
in recent literature some researchers still omit the Wehi {&aimal, 1968).

The mean vertical velocity consists of three terms: an esatjom term, a heat-flux term and a friction term. These
three terms arise from the following mechanisms (the threehmnisms of mean vertical velocity generation are
schematically drawn in figure 2.4):

e Heat flux induced mean vertical velocity When there is vertical transport of heat from the surfade in
the atmospheric boundary layer, then there is a mechanistarnpact blobs of cool air going down, and
of expanded blobs (with the same mass) of warm air going upsé®ghat exchange of heat at the surface
is directly coupled with the expansion of air at the surfatlais means that, at the surface, there is a net
creation of volume, which is the origin of a net vertical veity.

e Evaporation induced mean vertical velocity Liquid water can evaporate at the surface. Since gaseous
water takes three orders of magnitude more space per uniae§han liquid water, evaporating water is
effectively a source of gas at the ground. When 6 millimeteater evaporate in a day, then 6 meters of pure
water vapour are "created”, and the atmosphere is lifted o To satisfy continuity, this water condensates
at a higher level in the atmosphere, from where it will be $euk to the surface in its compact liquid form
during rain.

e Surface friction induced mean vertical velocity Deceleration of air by friction at the surface induces
a negative vertical velocity. When a rough surface forcedod bf air to give up part of its horizontal
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momentum to that surface, then the velocity decreases. Tassyre in that blob will increase, leading

to compression. The presence of a horizontal momentum fldixates that the just described process of
blobs transfering horizontal momentum is systematic. Vietkat a horizontal momentum flux induced by

roughness gives a sink of volume at the surface.

The assumption that there is no net transport of dry air wilegis sufficient tools to express the mean vertical
velocity in terms of fluctuations of the density of dry air. fiod an expression for these dry air density fluctua-
tions, we will use standard thermodynamics of ideal gas#é®en this will have been done, then we can find an
expression for the mean vertical velocity. The resultingression for the mean vertical velocity will be used to
estimate surface fluxes of arbitrary quangftyin particular, we will apply the results of our study to thexis of
heat, water vapour and momentum.

Before Webb’s famous article was published, many scientiad assumed that there was no vertical velocity at
all (Robinson, 1951, see). Others assumed that there waslh\stocity associated with heat transfer, but no
mass-flux related velocity component (Kohlsche, 1964, see)

air down: air up:
cold, dry, fast warm, wet, slow
W
U €— T+AT
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T "V "o gl TAT
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plul C A A
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heat water momentum
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Figure 2.4: Induction of mean vertical velocity via exchamgth the surface of heat, water vapour and horizontal
momentum. In this example cold dry air (1) with a relativelghnvelocity approaches the surface (2). When the
air absorbs heat, it will expand (3). The evaporation of watt the air gives an increase in volume and hence
a vertical velocity (4). When the air looses part of its horital momentum (5), the pressure will increase, and
consequently the volume will decrease, giving a negativiioz velocity. The air (6) leaves the surface relatively

warm, wet and with low velocity (7).
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2.5.2 Mean vertical velocity in the transition layer

Dry air does neither dissolve in the surface, nor does it ekap. This implies that there is no surface flux of
dry air (densityoq) and therefore neither a flux of dry air at the top of the tréosilayer. This observation gives
sufficient grip to estimate the mean vertical velocity at tibye of the transition layer, and consequently estimate
surface fluxes. With this assumption and a Reynolds-decsitipo of the net vertical flux of dry air, we find an
expression for the mean vertical velocity at the top of thasition layer:

’
0=Wod =Wg,+Woy =>W= T —B(od) (2.47)
The constant-flux character of the transition layer guaasithat this velocity represents the mean vertical valocit
throughout the whole transition layer.

We see that the mean vertical velocity equals minus the pgstglocity (defined in relation 2.46) of the exchange
of dry air constituent. This means that a mean vertical il@ompensates turbulent transport of dry air, which
is conform our assumption of no net dry air flux.

2.5.3 Fluctuations in dry air density

In this subsection we will construct an expression for thettlations in dry air density, as function of fluctuations
in water vapour density, temperature, velocity and presstine analysis is still limited to the transition layer. We
start with the equation of state df moles of a mixture of ideal gasses with pressprgolumeV, temperaturd .
Ris the constant of Stefan-Boltzmann.

pV=NRT (2.48)

The number of moles of gas in the mixture per volume can bedaim partial densitieg; and mole-masseas;
for the contributing gasses:

N_soa
V‘Zm (2.49)

According to Dalton’s law we can use partial densitie® construct the pressure of a gas mixture by superposition
of partial pressures from all constituent gasses (substityV from relation 2.49 for the partial densities into
equation of state 2.48):

p N; Oi _od  Ov
_=§_= a2 _ &£ 2 2.50
RT i V - m m m ( )

where the last equality follows from restriction of the gas<ure to a combination of dry air (densipy and
mole-massn,) and water vapour (densigy, and mole-massy,). From all gasses, which evaporate at the surface,
water evaporates at by far the largest rate. Thereforegiddnivation of the mean vertical velocity we may neglect
the evaporation of other gasses like £0

We now introduce the Reynolds-decomposition of tempeediupressurep and of partial densitiesy of dry air
andpy of water vapour:

0d =04+ 0y (2.51)
Ov =§v+9\,/ (2.52)
p=p+p (2.53)

- 1 1 T
T=T+T = sz |l-= e
T 7 [ T ] (254)

where the last step in decomposition 2.54 for temperatufeusd via Taylor's expansion up to first order in
temperature fluctuations.
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We take the mean value of equation of state 2.50 of wet air. r€belting equation is then subtracted from
relation 2.50, which gives us a relation between the fluatgatontributions to the equation of state. With use of
decompositions 2.51, 2.52, 2.53 and 2.54 we find (up to ficktioin temperature fluctuations):

c P (2.55)
M My RT
%, o _P [g_T:] (2.56)
M My RTIP T
In relation 2.55 we have made use of the following assumption
P I <<1 (2.57)
pT

When we substitute the right hand side of relation 2.55 ietation 2.56, then we find the following relation for
the fluctuating part of the density of dry air:

4 ’ T/ /
“8d o (14 o) [:_g] (2.58)
Qa Ov T p
wherey is the ratio of the mole-masses of dry air and water vapouraagi/es the mixing ratio of water vapour
and dry air:

~16 (2.59)

=
1]
< 33

o=

v 0,015 (2.60)

a

ol

2.5.4 Pressure fluctuations

To gain better insight into the importance of pressure-flations, we assume that the flow can be considered to be
inviscid, and that the velocity fluctuations are laminatulisances on the mean flow field. With these restrictions
on the wind field, we can relate pressure fluctuations to wgldflactuations via Bernoulli’s law:

1
P-po = Seld? (2.61)

With a Reynolds-decomposition of both pressure, densitinatocity we find the following relation for the fluc-
tuating pressure:

- 1 ’ ;32
p'=—o- U -0 | (2.62)
whereo is the density of wet air:

0=0d+ov (2.63)

In atmospheric boundary flow one usually takes a frame ofeefee such that the direction of thecomponent of
velocity is along the mean flow. In such a frame of referenedehgth of the velocity vector is therefore given by:

0l = ((@+ )2 +v 2w ) (2.64)
’ ’2 2 2405
=U[1+2”:+M (2.65)
U T
_ u’
oy [“E] (2.66)

where the last equality follows by first order Taylor's expam. We see from relation 2.66 that only fluctuations
in the mean flow direction contribute to the fluctuation in teegth of the velocity. This is consistent with the
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observation that lateral velocity modifications (i.e. pargicular to the mean flow) merely tilt the velocity without
changing its length.

With relation 2.66 for the fluctuating part of the length oétbelocity vector we can simplify relation 2.62 for the
fluctuating pressure to:

. T
~(@a+2)TY - 5+ T

U Oy oy
=-KkKp|2=+ 2.67
P [ u Qa+9v] ( )
where pressure coefficiekis defined by:
1502
k= 295 (2.68)

When combined with relation 2.67 for the fluctuating pressuelation 2.58 for the fluctuating density of dry air
can be written as:

Oy  olu+o)+k(@A+uc)]o, (A+0o)(L+uc) [ ]
-== +2k= 2.
Oa l+o+k(l+uo) oy +1+o-+k(1+,uo-) (2.69)
Up to first order ino- andk relation 2.69 is:
o
———(1+;10'+k)—+;10' +2k— (2.70)
Qa Ov

Bernoulli's law is in fact invalid in vortical, or even turbent, flow, but the weak intensity of most atmospheric
turbulence, when compared with the mean velocity, makedsitila the analysis in this subsection we have at least
an estimate for the order of magnitude of pressure effeces maly assume that pressure coefficiert fixed by
relation 2.68 up to a constant factor, which is or the order 1.

2.5.5 Practical estimation of convective fluxes in the trangon layer

In expression 2.47 for the mean vertical velocity we can stulte relation 2.70 for the fluctuating part of the
density of dry air. This gives the following relation for th@aean vertical velocity in the constant flux layer:

wT’ W'QV wu'

W= (1+puo+Kk) + uo + 2k

(2.71)

One directly recognizes in relation 2.71 for the mean vattielocity three contributions: The first term gives
the influence of the source of volume at the surface connegitbdtemperature exchange. The second term in
relation 2.71 gives the effect of source of volume introdubg evaporation of water. The third term gives the
influence of net air compression, when horizontal velocityransfered to the surface. These three effects are
schematically presented in figure 2.4.

The mean vertical velocity is a weighted sum of the pushirigoiges connected with the transfers of heat, water
vapour and of horizontal momentum. The weighted contrimgiwill be called thdulk pushing velocitiesB(¢):

T/

B(T) =(1+ o+ K) -

2.72)
Blov) =or ng (2.73)
B(u) 2kW”' (2.74)
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With neglection of flux dependences on momentum tran&ferQ) our relation 2.71 for the mean vertical velocity
reduces to relation 14 in Webb et al. (1980)’s article:

(2.75)

The mean vertical velocity from relation 2.71 can be useclation 2.45 for the mean vertical convective flux of
physical quantity at the top of the transition layer:

JeAé) =WE = v—vE +WE

T Wol, wu
+po & + 2k
Ov u

—f

(2.76)

2.5.6 Fluxes of species, sensible heat and momentum
2.5.6.1 Species

According to relation 2.42 the relation between measurasnanthe top of the transition layer and the actual
surface flux of species is fully determined by the convedtren. Therefore relation 2.76 gives the correct inter-
pretation of eddycorrelation measurements on the exchafmrggantityé between the surface and the atmosphere:

,é:, ﬁ . W,QV W/ u

F(e)=¢ +(L+po+K) — o +2k

2.77)

The measurement height is still limited to the unpractidatashce of about 0.5 cm above the surface, since the
analysis was limited to the transition layer. Later in tHisdy the results of this section will be extended to more
practical measurement heights.

With neglection of pressure fluctuations=£ 0) our relation 2.77 for the flux of quantity is compatible with
Webb's relation 24:

WQV

Ov

F() =w¢

é (2.78)

In practical situations the mean vertical velocity is oftlaminated by the contribution related to the heat flux.
When, in such a situation, we neglect the teronwith respect to 1, then we find a good estimate for the flux of
quantityé to be:

F(&) =Wé =wWe +

£= (BE)+B(T)) € (2.79)

In other words: the pushing velocity of temperature pushesiiean concentration of quantityn vertical direc-
tion away from the surface, giving a contribution to the flixo

If ¢is indifferent, and is consequently not exchanged with tiiase, then there is an equilibrium between the
pushing velocity of and the pushing velocity of temperature. Via rough estir2af® for the flux of¢ we find:

/f/ W/T/

F()=0 = B(é) = =-B(T) = =

(2.80)

In words this relation tells us that when the heat flux pushggamtity, which is indifferent for the surface, to
higher levels, then that quantity will push itself back imiace. In such cases the fluctuation contribuffgii)
can become negative, even when total fi(¥) is positive (see figure 2.5).
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Ff(x) = VW Fm(x) =W

g
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Figure 2.5: Flux contributions for a situation with a smgaflux away from the surface. The fluctuation teFp(¢)
is negative, while the total fluk (¢) is positive.

2.5.6.2 Evaporation

A relation for the evaporation of water is directly foundinaelation 2.77, when we apply this relation to the flux
of water vapoupy:

T wo, WU

E (~F(o0) =3 | (L +K) "2 + (Leuo) "0 + 2 (2.81)

The water involved in the vapour flux is evaporated at theamerf The heat, which is necessary to evaporate the
liquid water at the surface, is called ttagent heat flux. The latent heat flux is given by the following relation:

Latent heat flux =AE (2.82)

wherea is the evaporation heat of water.

2.5.6.3 Momentum

To apply the currently developed theory to the momentum flexhave to carefully manage all the terms in
relation 2.44. We neglect the third order correlation teYie arrive at the following expression:

T=- (v—v {§U+W}+§W+UW] (2.83)
=— (Wol+owu +To'w) (2.84)
=- (oW +TF()) (2.85)

In relation 2.84 the terma’ v’ is neglected compared with the tefii. The mass flu¥ (o) in relation 2.85 is fully
determined by evaporatidh (the surface does not evaporate dry air or soil).

When we substitute relation 2.81 for the evaporation intatien 2.85 for the momentum transfer, then we arrive
at the following expression (up to first orderanandk):

__{wu wT’ W o,

T=—0U + 0 + 0 5 (2.86)
v
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2.5.6.4 Sensible heat

In relation 2.43 for the sensible heat two types of terms @folind: one type associated with vertical convection
of enthalpy (this contribution is callelden), the other with vertical convection of kinetic energy (edIHin):

1 —-
—_——
Henth Hgin

With use of a Reynolds decomposition of the mass-flux and éeatpre we can write the enthalpy-flux term as:

Henth = (de (QWVT + (QdW)/T') + va(QWVT + (QVW),T,)] 5 (va(mT + (QVWV),T/)) 0 (2.88)

z
We substitute the following observations in relation 2.88H g+
e In the laminar sublayer the fluctuatiog/sof any quantity are dominated by mean valugs
&l,9=0 = weé|,_,=0 (2.89)
With this assumption we can eliminate the last term.

e The temperature of the transition layer differs from theface temperature by an amoukits. When we
combine this assumption with the old assumption that thennresss flux of water vapour is constant through
the transition layer, then we can combine the third and tlie t&rm:

(vaQWV T) 5z (vaQWV T) o = CpvOWWATs (2.90)
e The first term vanishes by virtue of the assumption that tleen® net dry air flux.

With these observations the integrated energy budget iequgitzes the following relation for the enthalpy con-
vection contribution to the sensible heat flux (notice thatdid not assume zero mean vertical velocity!):

Henth=Cpd T’ (WQd)'L;Z +Cpy T’ (WQV),|5Z +CpvouWATs (2.91)
The specific heat of air is approximately given by the followielation taken from Nicholls and Smith (1982):
Cp,wet air = de(l +0.84q) (2.92)

In our study we will assume that this dependency of the spdoéfat of wet air on the specific humidity is neg-
ligible, and assume that, (without reference to a gas) is constant. With this asswnptielation 2.91 foHentn
reduces to:

Henth =Cp T (WQ),léz + Cp QVWATS (293)
_ ATO\WT T ATewg
=CpT§ (1+O—TS) — +V_VQ_ +O'TS _QV (294)
T T T T ov Js

In the second equality we have neglected third order cdiogls. The second term in this relation can be neglected
in comparison with the first term. This is easily seen via asteration of the respective orders of magnitude,
indicated with symboO (estimates are taken from Kohlsche (1964)):

0 [M—/Wl] ~10%to 1¢* (2.95)
o ['TTT'] ~103t0 1074 (2.96)
o ['%] ~1073 (2.97)
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and for the temperature jump at the surface we take
0 ['ATE] ~101t0 1073 (2.98)
With these estimates we find (symtR{¥, ) denotes the normalized correlation function of quargifiandn):
o[ (%) rRem)
owT’

w|
o (i) Rw)
R(e.T)

=(10°%t0107) =% 2.99

( R T) (2.99)
We can now derive a criterion for the density/temperatumati relation 2.94 being significant compared with
the velocity/temperature term. Let us assume that the tgtesnperature term has to be taken into account, when
it has a value, which is more than one percent of the veldeityperature term. From the order of magnitude
estimates we see that this requires that the correlatiofiicieat of density with temperature should be at least
four orders of magnitude larger than the correlation coieffitof vertical velocity with temperature. In general
this condition will not be met. Therefore we have proved oypdthesis and we can neglect the second term in
relation 2.94.

The terms involving the temperature jump across the surfacebe neglected via a similar reasoning. Only in
extreme conditions these terms can become relevant. Coastigrelation 2.94 can be written as:

Henth= CpoWT’|,, (2.100)

Itis important to recognize from this relation, that thes@od Webb-term involved in the contribution to the sensible
heat flux from enthalpy convection! This is the most classlation to have been used for flux estimation (e.g.by
Wesely et al. (1970)).

The term involving convection of kinetic energy is relatedmeasurable quantities as follows: Take the mean
velocity along the first coordinate (we have done this alygadhe conversion of pressure fluctuations to velocity
fluctuations). The length of the velocity vector is then omigdified by fluctuations in mean flow direction. This
gives:

02 =0 +u? (2.101)
(2)y & =20 e (2.102)
With these expressions we can expaig as:
1_(—2 — -
Hiin = 5E (U2+u'2] +oUWU +WU g'u (2.103)

The last term can be neglected compared with the middle teamelations 2.95 and 2.97. The first term gives the
vertical convection of kinetic energy (of both mean and tleht flow fields) driven by evaporation. The second
term gives the loss of kinetic energy via friction with thefse.

In total the sensible heat flux can be related to measuralletiies at the top of the transition layer via:
- 1 (- — _—
H= {cpgwa' +2E [u2 + u'z] +5U W'u'} (2.104)
0z
We will now estimate the relative importance of these threetigbutions. We use the following characteristic
values:cp ~ 1000 Jkg*K™2, o ~ 1 kg m3, w ~ U ~ 1 m/s, T’ ~ 0.5°C, RW, T) ~ 0.5, E ~ 6 mm per 12 hours,
U ~ 1 m/s,R(w,u) ~ —0.3. With these values we find:

Henth~ 250 W ni? (2.105)
%E [Uﬂﬁ] ~14-10% W m2 (2.106)
oUwu ~-03  Wm? (2.107)

From these estimates it is clear that, at the top of the ttiandayer, the sensible heat flux is sufficiently accurately
estimated by the enthalpy flux.
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2.6 Common practice in eddy-correlation

Many researchers use the following definition of the seedilglat flux (Kohlsche, 1964, see):
Common definition H =F(ocpT) ~ cpF(oT)
=Cp (@WT +oW T +Wo' T/ + TW¢ +o'WT') (2.108)

At the end of the former subsection we have already seen thatanw neglect the third and the fifth terms in this
relation:

H=cp (WoT+oWT +To'w) (2.109)
=Cp (oWT’ +T F(0)) (2.110)

The second term in this relation measures the flux of enthagspciated with the net vertical mass flux (which
equals evaporatiok = F(o)), with zero Kelvin as reference temperature. This coutitharmal energy in the
water molecules. Such a contribution by the evaporatioméosensible heat is not very realistic. Consider for
example a situation in which all radiation, which is receliv®y the surface, is used to evaporate water (no soil
heat flux: the surface is a thermally isolated). Assume thaitet are no temperature fluctuations. In this case
there should not be a sensible heat flux, because our enelgycbkais already closed. Nevertheless, we find
a contribution toH via relation 2.110. The necessity to make a specific choice¢hi® reference temperature
already tells the incorrectness of this expression. THemifice between this expression and our expression 2.100
is relatively small, which is seen as follows: Follow the lyse&s of the momentum flux in section 2.5.6.3 and
substitute relation 2.81 for the evaporation into relaohl10. We find:
7 s !
H= CpZ)T 1+0) W_T + O'W_QV
T Ov

Coefficiento is of the order of M15. This implies that the difference between (disputatdégtion 2.111 and
(correct) relation 2.100 is only small.

(2.111)

One way to eliminate the influence of enthalpy flux contribntneasured from zero Kelvin is to assert that there is
no vertical net flux of mass. This incorrect reasoning (ti®eenet mass flux and it equals evaporation) is presented
by Robinson (1951, page 65), Bernhardt (1961), Busingereardorff (1967), Bakan (1978) and Swinbank
(1951, page 142) (he is aware of the possible presence of a weetical velocity and couples the elimination of
the vertical mass flux to the necessity to make his analydisgandent from the value of the reference enthalpy).

Other researchers try to brush absolute enthalpies undexatpet, by invoking a mysterious "reference tempera-

ture” To. Without any reference to its origin one subtracts thjswhich is usually taken around the mean surface

temperature, from all temperatures. With the inclusionto$ treference temperature, the unwanted effects are
reduced to insignificance, which clears the consciences Jthategy is adopted by e.g. Montgomery (1948, 1951,
1954, page 270), Businger (1982, page 1890), Kraus (196 #pand Webb et al. (1980, page 93). Frank and

Emmitt (1981) simply put the reference temperature at 0 iedwd adopt a wrong expression for the mass flux.

It is no surprise that their findings predict differences inxéls from other estimation methods of 25 percent. The
"reference temperature escape” from absolute enthalpigsinted out to be conceptually wrong by e.g. Sun et al.

(1995).

Some researchers encounter problems when they negled terralation 2.109 (which itself is incorrect). We
will now show that the three terms in relation 2.109 are of panable absolute value. The reason why we study
an incorrect relation is that many discussions are stillceoned with these details.

H=cp (WoT+oWT +To'w) (2.112)
=Cp (eWT'+T F(0)) (2.113)
- wT  wd,
=Cpo T |(1+0)— + o e
T Ov
From relation 2.113 it is obvious that if the air is dry (andasonsequence there is no net mass flux) then
relation 2.114 for the heat flux reduces to:

H(dry air)=pocpwT’ (2.115)

(2.114)
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We will now show that the three terms in expression 2.112Hergensible heat flux are equally important:
CpWo T(dry air)= cpoWT’
CpoWT’(dry air)= cpoowT’
cp T o'W (dry air)=—cpgWT’

The first equality is made via relation 2.75 for the mean eattvelocity for dry air. The third equality is con-
structed via the observation that, via the equation of steéecan express density fluctuations in terms of tem-
perature fluctuations. Fluctuations in pressure are ntgflaghen compared with fluctuations in temperature and
density. Pressure fluctuations are supposed to induce wéel motions in the fluid, which almost immediatelly
level out the differences in pressure. Consequently thd fias no time to build up pressure fluctuations of any
importance. This assumption that pressure fluctuationsegkgible is called thBoussinesq approximatiolVith
this approximation we find:
= —T: (2.116)

T
Three (fundamentally disputable) assumptions about the fldnich are often made when one estimates the heat
flux from eddy-correlation measurements, lead to seriogsantimations of the heat flux:

STIESS

e When the density of air is mistakenly considered to be conigtaut the mean vertical velocity is correctly
modelled), then relation 2.77 for the flux would have given us

o =0 : assumption by mistake = H(dry air)=2oco,w'T’

This relation differs by a factor of 2 from relation 2.115. \Wenclude that inclusion of density fluctuations
in calculations on heat exchange is essential.

e When one neglects the mean vertical velocity in the estonadif the heat flux via eddy correlation (but
correctly accounts for density fluctuations), then one diiw the unrealistic conclusion that there is no
heat fluxby definition

W= 0 : assumption by mistake = H(dry air)=0
e The one who will simulaneously forget to account both forgignfluctuations and for the mean vertical
velocity will make a correct estimation of the heat flux in driy. Such a researcher is simultaneously

neglecting two contributions to the flux, which both are of #ame order as the total flux. His luck and
success has its origin in the cancellation of the two ternm¢clvhe has neglected:

o' =0 andw=0 : assumptions by mistake = H(dry air)=pcowWT’

2.7 The stationary homogeneous constant flux layer

The results of section 2.4 are impractical since they arwel@for measurements at the top of the transition layer,
which is about 0.5 cm from the ground. We will now extend tHatiens from the former section to more realistic
measurement height. We will restrict the analysis to situnet satisfying the following conditions:

e Stationary bulk temperature. If the bulk temperature of the portion of air below the se(spochanges
during the experiment, then the density will change. Thengkan mass of the air below the sensor will
induce a net flux of dry air through the sensor(s).

e Stationary bulk specific humidity. If the boundary layer builds up water content, then watgroua re-
places dry air constituent, which consequently has to mowpward direction through the sensor.

e Stationary bulk pressure. With an external change in bulk-pressure the density ofdirpelow the sensor
will be modified, resulting in a net vertical flux of dry air thugh the sensor.

28



e Stationary bulk velocity. A change in bulk-velocity will influence the density of driy below the sensor.
This gives a net vertical flux of dry air through the sensor.

Homogeneity is assumed both for the surface and for the lembflow above it (up to measurement height). For
the turbulent flow in the atmospheric boundary layer, honnegg is imposed in a statistical sense: from place to
place the distribution of turbulent motions measured oveasurement intervalt must be constant. Among others
this assumption implies that there are no non-stochastiesdPermanent local updraughts are excluded from the
analysis in this section. For the fast, small scale strestwith timescale much faster that) the homogeneity
assumption means that the high wavenumber range of thergpentust be homogeneous. When the surface is
homogeneous, this seems a good assumption. Coherentistsiaiith a lengthscale much larger than the distance
made by the mean velocity during measurement intexvalill appear in the measurement as a contribution to the
mean velocity, and consequently have a homogeneous appeaidifficulties may be caused by structures with
a timescale comparable witkt. The effects of such eddies are not statistically averageithglthe measurement
interval. In practice the velocity spectrum seldomly hapecsral gap at cycle-timat. Therefore in most cases
there will be motions with timescale comparableAb In this section we will assume that there is a spectral
gap atAt. In practice one has to keep in mind that this may not be a \e&gimption! In a situation, which is
homogeneous in the way just described, there is no meanilwatidn to the budget equations from convective or
other fluxes via the sides of the virtual box.

In this homogeneous constant flux layer, integration of tr&iauity equation can, as was done for the transition
layer, be restricted to integration over the vertical cioate.

The assumption of a constant flux implies that storage aratioreeffects are negligible. The total flux is domi-
nated by convective and other fluxes (like radiation or caidn) and their sum does not vary with height. The
ratio of convective and other fluxes may vary with height.

Storage and creation can be neglected when the measuresgight I too low to store or create a significant
amount of¢ in the atmospheric layer between the sensor and the surfdeeheight up to which this is a good
assumption can be estimated by comparison of the respéeetivs in the budget equations. A second condition
which allows for the neglection of storage is stationarétythe end of the measurement the average characteristics
of the air between the eddycorrelator and the ground aredime &s at the start of the experiment.

In contrast with the transition layer, the vertical gradiehphysical quantities in the constant flux layer need not
be constant with height.

The budget equation for species (and in particular of watgrour) in the constant flux layer equals the budget
equation for the transition layer. Therefore relations22a#hd 2.77 provide the correct relations between measure-
ments at the top of the homogeneous constant flux layer arsiitfece fluxes. Relation 2.81 gives the correspond-
ing expression for evaporation. Similarly, relation 2.8%eg the relation for the vertical transport of horizontal
momentum.

In expression 2.38 for the sensible heat flux the only termighvare significant in the stationary, homogeneous
constant flux layer are the ones associated with loss viagharid emission from the ground:

H= (J_; +0d(hd+ ¢d + |Ud|2/2)ljd +ov(hy+ ¢y + |Uv|2/2)uv) 52
— (3 +oa(ha + ga + [0al?/2)da + ou(hy + gy + [TI?/2)ik) (2.117)

With only gravitational potential energy involved thisagbn reduces to:

-3 (2.118)

|O |6z

- - 1—2 — —
H= Cpé_)W/T/|6Z+ Jrz|6z +cpE(T|,52—T|O)+E[g<Sz+ §(U2+u’2) ]+§U wu’
o0z

In practical situations the only significant terms are thassociated with enthalpy convection and with radiation
divergence:

H = cpowT|,+ iz, = Jrdg (2.119)
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Chapter 3

Practice

Introduction

In chapter 2 we related surface fluxes of sensible heat, waterur, momentum and scalar densities to measurable
guantities at finite height. In the current chapter we wilbwhwhich way to follow when one is interpreting
eddy-correlation measurements in terms of these surfacesliMean values and covariances have to be estimated
from collected time-series. On top of this many correctiaresinvolved. Some of these corrections refer to the
concept of eddy-correlation. Examples of this type of octice are tilt-correction for known misalignment of
the setup, non-zero mean vertical velocity, storage ofveglequantities in the air below the sensor and trend-
correction. Besides conceptual corrections there are rimatgument-specific corrections, mostly associated with
non-ideal response. Examples of this type of correctior'tiitecorrection” to enforce expected symmetries on
the measured flow, humidity- and side-windcorrection fanisdemperature, frequency-response correction for
structures smaller or faster than the sensors and oxygeaetion for humidity. In subsequent sections we will
address these steps in the analysis of EC-signals. In tHeséntion to this chapter we will make error-estimates
for the mean values and for the surface-fluxes.

3.1 Recipe for datareduction

The following sequence of steps is made to convert sets ofrraasured eddy-covariance data into flux-estimates
and associated tolerance levels:

1. Before any record of measured data is touched, correminrixVT/dist for flow distortion by relatively small
ellipsoidal obstacles can be calculated via the proceduengn section 3.2.

2. Raw voltages and bytes are read from file. Known constdayslé@etween the channels are compensated
by appropriate shifted reading of the sequences.

3. Synchronized raw data is converted from voltages andshiyit® physical quantities with use of known
calibration functions. In this calibration step the sonétocity is corrected for velocity bias following the
procedure given in section 3.3.1 and the sonic temperasinma&tes are corrected for side-wind via the
procedure in section 3.3.2. In the second iteration of #ai§e, tiltcorrections are applied to the raw data as
part of the calibration. Ifothcalibration iterations all velocity vectors are correctedflow-distortion via
matrix Wist.

4. Provisional mean quantities are calculated via the mhoieein section 3.4.

5. Slow measurements of a wet bulb system are used to assefisewthe optical hygrometer suffers from
calibration drift. The procedure in section 3.3.3 is useddwoect for this drift.
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6.

10.

11.

12.

For each run the mean and (co-)variances of the calibiiedtities are estimated via the procedure in
section 3.4.

. Variances and covariances are corrected for lineariaddiends following the procedure of section 3.5.

. The effects of mis-alignment of the set-up on the mean ftifisand on the (co-)variances is corrected for

via either of the following tilt-corrections:

(a) Yaw, pitch and roll-corrections according to the praoed outlined in sections 3.6.1, 3.6.2 and 3.6.3.
The assumptions are that the mean velocity per run cannetdaertical component and that lateral
velocity correlations must vanish.

(b) The Planar Fit Method presented in section 3.6.4. Thithotkassumes that the set-up has a stationary
misalignment. This misalignment is estimated from theezlbn of run-mean velocity vectors. The
planar fit method can be extended to effectively reprodueedbults of the triple-tilt-correction in the
former suggestion, with the advantage that now the angld#fefent runs and of different set-ups are
comparable, which was not the case with the yaw, pitch arkdarglles of the triple tilt..

Both tilt-corrections involve simple matrix-multiplidans on the mean quantities and on the (co-)variances.

. Now that the tilt-angles are known, all previous stepcégt for the first two steps) in this data-reduction

recipe are repeated, but now the tilt-corrections are edrdut on the raw data. In this second iteration
tolerance estimates are generated for both mean quatitte®r all (co-)variances using the method given
in section 3.11. To correctly perform tilt-corrections omeuld have had to record all possible third- and
fourth-order correlations. Application of a second iterateliminates the necessity for tilting of tolerances
of covariances, because the tilting is now performed ondhedata.

All mean values and (co-)variances which involve thastemperature are corrected for humidity effects
via the relations given in section 3.7. This correction i¢ applied to the raw data in the calibration-
process, because in practice the hygrometer may drop océftain samples or even during (short) periods.
Skipping the bad samples of the hygrometer will still perfaitthe reliable estimation of mean humidity
and of covariances with humidity. Therefore humidity catiens which rely on these estimates can still be
used, whereas individual samples can no longer be corrected

After correction of the sonic temperature for humiditye mean sonic temperatufe is compared with
the mean thermocouple temperatliie The sonic temperature relies on a single calibration eotsthe
acoustic pathlength. A small error in the estimation of tbeustic pathlength can easily lead to a systematic
error in the sonic temperature of Kelvins. Possible errarghe estimate for the acoustic pathlength are
eliminated by mappingd s on T¢. This is done by multiplication of all factofBs in the (co-)variances with
afactorT¢/Ts

- = = =T
TeoTe = TX->TX = (3.1)

S

The associated errad in acoustic pathlengthis found via:

1 |AT|
All~ 2] — 2
Al T (3.2)

where|AT] is the absolute difference betwe€gandTs, and wher€T is either of the two mean temperature
estimates.

All (co-)variances involving humidity are corrected faxygen sensitivity of the optical hygrometer via
the procedure given in section 3.8. The temperature estBnathich are used in the oxygen correction
procedure, were corrected for humidity in a previous stepisThdicates that the relations for estimation
of temperature and of humidity are coupled and should theeeh principle be solved simultaneously. We
assume that our decoupled approach, which is first orderarettors involved, will provide sufficiently
accurate estimates when these errors are sufficiently gomatections on corrections are considered to be
second order effects and consequently neglected).
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13. The Moore/Horst model presented in section 3.9 fittet thi¢ Kaimal-model spectra are used to correct (co-
)variances for all types of frequency-response errorsf éfdhe absolute corrections which are made to the
covariances are quadratically added to the tolerance awmwhich were already made for the covariances
(see section 3.9.1.9).

14. The Webb-velocity according to the relation presenteskiction 3.10 is added to the direct estimate for the
mean vertical velocity.

15. Surface fluxes are estimated from the mean values anjyéciances at measurement heightvia rela-
tions 2.42,2.119 and 2.81):

F(og) =W}
T=—-pWU -UE for surface friction
- jI'Z

o Woel,, for scalars with densityo;, e.g. water vapourF (o,) = E

H=cpoWT'|,+ Jrz|,,— Jrz|,  for sensible heat

Radiation divergence termd.|._ and Jy,

conducted during each run.

should be available from additional peripheral measurdgmen

5 @nd Jrzl

16. Tolerance levels are estimated for the surface fluxeseSioth scalar fluk (o) and surface friction (and
notsensible heat fluk!!) have a term dependent on mean velog@ityone should take care in incorporating
the tolerance oW into the tolerance levels of the surface fluxes. Even whemtban vertical velocity is
rotated out with a tilt-correction, then a statistical @irow remains. This error espresses how well one can
expect to eliminate the mean vertical velocity of other ruith the tilt-angles of this particular run. Here
the number of eddies plays a role: the largest turbulenttras will be horizontally oriented. This implies
that fluxes which depend on horizontal velocities (e.g. zartal transport terms) will tend to have larger
tolerances than fluxes which depend on vertical velocitg ¢ffound fluxes).

3.2 Flow distortion by small obstacles

Though it may seem a bit early in the datareduction processyill start with the distortion of turbulent flows by
obstacles and how to compensate for this. The reasons athéhdistortion matrix can be calculated even before
the measurement takes place and that the corrections eahfluence other corrections in the datareduction
process (i.e. the tilt-corrections).

Most turbulence measurements are intrusive. This meang#rerally the setup (or the platform, the boom
or other apparatus) will induce systematic velocity errd&enerally such errors are attributed to tilt-errors and
accordingly processed. Wieringa (1980) has shown thatgbefitilt-corrections to correct for flow-distortion can
cause severe errors in the estimates of fluxes.

For small obstacles Oost (1991) has made the following coae method: model the obstacle (plus its wake!) as a
3D ellipsoid and consider the flow around the obstacle asextiarying homogeneous potential flow. For relatively
large eddies (when compared with the sizes of the obstduitedssuption is assumed to be reasonable. The relation
between distorted and undistorted velocities is now a griipkar tensor-relation. The tensor can be calculated
straightforwardly from the classic analytic solution footpntial flow around an ellipsoid by (Milne-Thomson,
1938). The possibility to have three unequal axes makesbidel more general than the cylindre-correction
by Wyngaard (1981), which uses the same idea of time-valtyimgogeneous potential flow around the obstacle.

Correction matrWT/dist, for an ellipsoid with semi-axe®{, by, bs) along the coordinate axes and for a measurement
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position x1, X2, x3) (measured relative to the centre of the ellipsoid) is fouiadthe following relations:

bibobs [~ d bibob 1
Weistij =8ij | 1+ 5— _3f > | s > e (3.3)
2-ai Jy (b +0)kq (2-aj) (b7 + gk, 9%
G =(b] +a)(b3 + ) (b3 + 1) (3.4)
;j Ebj_bzbgf — (35)
| o (02+0kg
2xi(b2 + 2)(b2+ 1)
oa A k (3.6)
0% (A-p-v)
wherei, j,k=1,2,3, i # j # kand wherel, u andy are the roots of
0= (6) = X2(b5 +6)(b3+ 6) + X5(b3 + ) (02 + 6) + X3(02 + 6) (b5 + 6) — (b? + 6) (b3 + 6) (b3 + 6) (3.7)

This flow-distortion correction can only be correctly aggoliwhen the tilt-errors have been eliminated from the
measurements. Otherwise one will use the wrong poskifmm the position of measurement in this flow distortion
correction (generally one will providgin a frame of reference which is supposed not to be tilted).pfactical
problems we assume that both the yaw- and roll-correctindstze flow-distortion correction are small corrections,
such that their commutator can be neglected as a secondedfdet. This means that it is allowed to perform the
flow-distortion correction in the first calibration iterati in the recipe of datareduction, even though there has not
yet been any tilt-correction.

3.3 Calibration of the raw signals

The raw signals collected by the datalogging system has taliterated using the calibration relations established
in the laboratory prior to the field-experiment. To preventa¥k between sensors and unnecessary uncertainties it
is best to apply these calibration relations on every sammgligidually. This as opposed to the use of calibration
relations linearized around the mean value for the intégpien of covariances.

To exploit the datalogging system to its maximum capacitye should use analogue gain/offset-amplifiers to
map the range of the sensors onto the sampling range of tabdger (usually= 10 Volt). The first step in the
processing of EC-data will be the compensation for gain dfs#b

Calibrated samples should be validated by checking théilega Irrealistic quantities should be tagged as 'suspi-
cious’, and not be used in the estimation of mean and (caavees.

Three important calibrations should be carried out at catibn time:

e \elocity bias correction of sonic velocities.
¢ Side-wind correction of the temperature estimated via threcsanemometer and

e Correction for calibration drift of optical humidity senso

Procedures to follow are:

3.3.1 Velocity bias correction for sonic

Sonic anemometers can suffer from systematic mis-estimatf the velocity (bias). Without proper correction

such persistent velocity contributions will be falselyriited to a tilt-error in the setup. One should therefore
estimate the bias by placing the sonic in a closed box (zdaxig) and record its velocity estimate. This bias

should be subtracted from all velocity estimates. Reseasclvho use their own calibrations instead of factory
specifications may have already eliminated velocity biabéir calibration relations.
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3.3.2 Side-wind correction of sonic temperature

Transmission times; (first firing) andty (return pulse in reversed direction) of two pulses are usefiht the
component of the air-velocity in the direction along thesatkirough the transmitter/receiver couple. From these
two transmission times one estimates the so-catedc temperature Jvia the following relation (see Schotanus
etal. (1983), relation 4):

12 (1 1)2
TS=Z§§[Ef*E] 3.8)

wherel is the separation between transmitter and receiver, andendte/sical constantR equals 4035 2K 1.
This relation gives correct temperature estimates wherath#ow direction is along the acoustic path. When
velocity components normal to the acoustic path are invhlthgs relation has to be modified.

The acoustic pulses emitted by sonic anemometers go witbpbed of sound in a frame of reference that moves
with the air-flow. Consequently, the wavefront, which in tineving frame of reference has its bearing in the
direction of the axis from transmitter to receiver, will r\arrive at the receiver (see figure 3.1). The firing of
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Figure 3.1: Influence of lateral velocity on sonic pulse. Oa feft: this wavefront will not arrive at the receiver;
in the middle: the wavefront which will arrive at the recaives an inclination and (on the right:) consequently a
lower velocity in the direction from transmitter to receive

the acoustic transmitter will have to follow an inclined kiag to reach the receiver. This results in an increase
of both transmission timelg andt,, and consequently to underestimation of temperature. t8ohe et al. (1983)
have studied the relation between lateral winénd temperature estimation using a sonic anemometer. Fraim t
study we can derive a relation between sonic temperdiyand a side-wind corrected estimate for the temperature
of dry air, Tqry:

Va

Tay=T
dry S+'yR

(3.9)

For a single-path, vertically oriented sonic anemometig-svindvy, is related to the velocity components via:
V2 =12+ V2 (3.10)
whereu andv represent the two lateral velocity components normal tcaiteustic path. This correction can be

performed on all instantaneous data, since the requireghpetersu andv will be available for any sample with
valid Ts.

34



Side view

Figure 3.2: Configuration of acoustic anemometer with orig aligned with the vertical (model studied by Kris-
tensen and Fitzjarrald).

Side view
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Figure 3.3: Acoustic paths of a 3D sonic anemometer withemgbecifying the deviation from the vertical af
threeacoustic paths. Note that the CSAT3 depicted here perfdiesitie-wind correction internally.

For a sonic as shown in figure 3.2, with three orthogonal patehich one is vertically aligned, the relation is:

vﬁ:%[uz+v2 +W2+%(U+V)2 +vvz+%(u—v)2=]=§(u2+v2+wz) (3.11)

For small vertical velocities when compared with the homitzd velocities, this relation reduces to a relation dif-
fering from relation 3.10 by Schotanus et al. (1983) by adeof 2/3.

For a sonic configured as in figure 3.3, with three acoustibsplét Ib andlg, which all have angler with the
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vertical axis ¢ = 54.7° gives three perpendicular axes):

—Sina sina | sina
=1 0 : Ip = > V3sina |; lc= > —V3sina (3.12)
cosw 2cosy 2cosy

the squared lateral velocity is the mean value of the squaterhl velocities associated with these three axes:

Vﬁ = % (Vﬁ,a+vﬁ,b+vﬁ,c)
= %(1+co§a)(uz+v2) +Wsinfa (3.13)

Fora = 0 this relation reduces to relation 3.10 by Schotanus efl@B3). For sonics with an angleof 30° this
gives:

V2= g(u2+v2)+%v\r2 (3.14)

Campbell CSAT sonicdo have an angle of 30°, however, those sonics do the side-wind correction intgrna
(as mentioned in the manual of the instrument) and a coaoeati software is not needed.

For the Gill Solent sonics angleis 45°, which gives:
3, 1 .
V2= 2 +V2) + sz for Gill-Solent (3.15)

This will generally (? + v? >> w?) give a smaller side-wind correction than relation 3.10 ldchave suggested.
This difference may even introduce systematic errors inperature estimates if one erroneously applies rela-
tion 3.10 to data collected with Campbell or Gill/Solent msnbecause all correction terms are positive!

Some sonic anemometers include this side-wind correatitims electronics of the sonic (e.g. CSAT3 of Campbell
Inc.). Consequently, the correction does not need to baeapp the data. One should consult the manual of the
instrument to find out whether the correction is already &golh the instrument.

Schotanus et al. (1983) have included in their study theénfte of humidity on temperature estimation via a sonic.
It is obvious that, to implement such a correction, one wallé to use the signal from a hygrometer. In practice
hygrometers may have their black-outs, and as a conseqitemasy happen that the humidity-correction can
only be performed on a small subset of the available timeseMixing of humidity-corrected and uncorrected
samples would lead to discontinuities in the calibratectseries. These discontinuities would give unrealidiical
high variance levels and fluxes. To prevent such artefaots gpoiling our flux-estimates, we postpone humidity-
correction of temperature estimates with a sonic untilradteeraging. Humidity-corrections will be applied to
sonic-temperature related variances, covariances and uadaes only.

3.3.3 Calibration drift of optical hygrometers

All instrumentation should be (re-)calibrated prior toithese in a field-experiment. Factory-provided calibrason
may give a guideline for the type of response to be expectediéh recalibrations, but one should not rely on
their accuracy. Optical hygrometers easily can get dirtaged, resulting in significant drift of the calibration.
Cleaning the lenses may help reduce this unwanted effetctooour experience, this does not sufficiently solve the
problem. There is however a profitable characteristic incaphygrometers: in a good approximation humidity

is proportional to the logarithm of their respongéhygrometer):

log(V(clean hygrometer)} oy (3.16)

When a hygrometer gets dirty, then the amount of light cabgtthe receiver will be reduced by a constant fac-
tor agit, when compared with the clean situation. When we combirserétation with a Reynolds’ decomposition,
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we find the following relation between the response of a digtical hygrometer and humidity:

log(V(t,dirty hygrometer))= log(aqirV(t,clean hygrometer)) (3.17)
= log(aqirt) + log(V(t, clean hygrometer)) (3.18)
~ Cairt +0v(t) (3.19)
= (cain +8y) +0U(t) (3.20)

wherecygir is proportional to logéqir). From relation 3.20 we see that the signal from a dirty gtioygrometer
still correctly gives the fluctuating part of humidity. To fithe mean componentwe have to rely on the signal from
a different measuring system, which runs parallel with thaal sensor, e.g. a psychrometer. Attempts to find
the mean humidity with the optical sensor are bound to fait:cn come onto the sensor during the experiment,
making invalid any recalibrations done in the lab.

The mean value of a psychrometer sigi@g(psychrometer), is used to recalibrate optical hygronsatesitu:

ov(t,from optical hygrometer}»
ov(t,from optical hygrometed (Ev(from psychrometer} o, (from optical hygrometey) (3.21)

Only the mean value of the parallel system is used. Therdfisesystem may have slower response than the
optical sensor. When records of 30 minutes are analysed;chpmsmeter system will be fast enough. Only when

(within the record which one is analysing) humidity drifts a timescale relatively fast when compared with the

reaction time of the parallel system, then this in-situ liecation method will be unreliable.

3.4 Estimation of mean values and (co-)variances

The estimation of mean values of huge datasets does invoias sf huge amounts of numbers. It may well be
that the dataset is so large that, halfway the establishofehe sum, the fluctuating components in newly added
samples vanish when compared to the (huge) running sum dwenaing-off errors. To eliminate this problem
some care must be taken. We use sharp brackets to indicatgagever all valid quantities:

<y>=

IR0 (3.22)

Mvalid g samples

When in a sum more than one quantity is involved the sum taklgsloose samples of whidl relevant quantities
are valid.

Mean value%; of the respective quantitieg are estimated via the following relation:
Xi =< X >+ < Xj— < Xj >> (3.23)

The first term on the right represents a provisional meanevalin the second term we boost accuracy of the
estimate of the mean value by summing the differences of eaahsample from the provisional mean value. In
this way the rounding-off problem in the first term is elimied, making the method apt to cope with large datasets.
It should be clear that the mean values are estimated in tamssthrough the data: one for the estimation of the
provisional mean, and a second to complete the estimation.

Once the mean values are known, the covariances are esfimate

Cov(xi, xj) = (X = X)(Xj — X)) =< (X =X)(X; — X)) > (3.24)

3.5 Trend correction

The signals in eddy-correlation measurements contairatians which play a role in exchange processes and
variations which contribute to the RMS, but which are noatedl to transport phenomena. Diurnal variations e.g.
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happen to have major influence on the course of temperatuareaatiation, but in many cases their net budget
per day is relatively small. Consequently one may want tooethe slow fluctuations from the signals and
concentrate on the fast fluctuations with a turbulent origihis action is calledrend correction Whether or not
trend removal influences the resulting estimates for fluxag wary from case to case. There will definitely be
a reduction in variance and therefore a reduction in esémathich use variances in combination with Monin-
Obukhov similarity. Researchers are warned to take cauwttoen trends are removed.

There are many types of trends. The most common types artvaddénds and multiplicative trends:

X(t) =Xgetrendedt) + Trend¢)  additive trend (3.25)
X(t) =Xderendedt) - Trendf)  multiplicative trend (3.26)

Signals can be corrected for such trends by inverting the@bslations:

Xdetrendedt) =X(t) + X— Trendg) additive trend (3.27)
X o
Xdetrendedt) = Trendf) multiplicative trend (3.28)

Popular ways for the estimation of trend functions in a sedaih are: polynomial regression (first order fits are
most popular), a (possibly weighted) moving average agpbehe set, (co-)sine functions. Without justification
for their preference micrometeorologists generally asstime additive trend model and consequently correct their
measurements by subtraction of the trend. Although e.dharcase of radiation a multiplicative model for diurnal
trends gives the best representation of the physics behentiend.

Linear additive trends are removed from time-sex@$andy(t) and their covariance as follows (far=y we find
the corresponding relation for variances):

X't

Xdetrendedt) =X(t) —t'- = (3.29)
t/

_ T - (0

XY’ detrended™ XY’ — ()t'% (3.30)

After trend-correction the fluctuating part of the datasél nave many more changes of sign than before trend-
correction. Therefore a major advantage of trend-cormeds shown by relations 3.104 and 3.105 for the tolerance
estimates for mean values of fluctuating quantities: whemdscorrection is allowed then one can get much faster
statistical convergence of mean values by removing thedtrdn other words: the error of mean values (e.g.
covariances) is much smaller after trend-correction.

Other ways to perform trend-correction, which we will nogdiss, include digital filtering.

3.6 Tilt-correction

When an eddy-correlation setup is erected one will try temirthe vertical axis of the anemometer with the "true”
vertical direction. In practice there will always be a (mi@udeviation from the vertical and a corresponding
bias in the flux-estimates. To eliminate the bias from theeffugne has to align the frame of reference with the
vertical using a coordinate rotation. The definition of wisdtvertical” may depend on the mean wind direction.
Therefore one will have to estimate the misalignment angleéle setup for each wind-sector individually. It is
common practice among micrometeorologists to place thedigrdinate axis along the mean (horizontal) wind.
The subsequent rearrangement of coordinates involvehanaitation map.

Let us assume that one individual rotation map is charaeterby matrixA:

X > A-X (3.31)
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This same map is used to map velocities, covariances of itielwith scalars and Reynoldsstresses to the new
frame of reference:

4o A-d = Ui AU (3.32)
j

Ues A UeS = (us) e Y Ay (us) (3.33)
j

Vel - A UeA U= (AsA): (Feu) =  (uu)e > > AAj(uu) (3.34)

The total tilt-correction is performed as a set of subsegaations following the above relations. These compos-
ing sub-rotations will be presented in this section. Inisest3.6.1, 3.6.2 and 3.6.3 we will address a method to
correct for set-up misalignment, which assumes that theftthe set-up can be found from the run-mean velocity
and from the lateral velocity fluctuation. In section 3.6 dwill present an alternative method which assumes that
the tilt has been stationary throughout the collection aftao$ runs. With this latter method one will find nonzero
run-mean vertical velocities and lateral velocity covades.

3.6.1 Yaw-correction
The basic laws of turbulent exchange processes are indepeatithe choice of a frame of referengg/,w. To

facilitate discussions on the contributions to such preegssve generally place the mean horizontal wind direction
along the first coordinate axis. As a consequence the meahwifnlateral direction vanishes identically:

v

0 (3.35)

This choice is imposed on our data, which had been taken imkéimeay frame of reference, by application of the
following transformation:

0
= Uzjr\_/2 UE+VZ
Ajaw=| ——= u 0 3.36
yaw WP W+ ( )
0 0 1

3.6.2 Pitch-correction

We assume that within measurement accuracy there is no mexdinal velocity over periods of the order of
30 minutes. Any mean vertical velocity arising from eddy+etation measurements is the consequence of probe-
misalignment. When the yaw has already been corrected fog uslation 3.36, then the pitch is corrected for
using the following transformation:

u 0 w
1

Avitch = (3.37)

_ w 0 u
whereu andw are mean velocities after yaw-correction.

An unresolved problem with pitch-correction is connectéathuwhe statistical error in the mean vertical velocity.
Only a limited number of independent samplings contribatéhe mean vertical velocity, which therefore has a
non-zero tolerance following relations 3.104 and 3.105isHas an important implication: the pitch-angle will
not be accurately estimated and will change from record ¢ond A time-varying pitch-angle conflicts with
the suggestion that this angle represents a systematidigniseent of the setup. Long-term mean values of the
velocity components may solve this problem (possibly perdagector), but then for each data record there will
be a residual mean vertical velocity of the order of the bee given by relations 3.104 and 3.105. This residual
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mean vertical velocity was found to generally exceed themvestical velocity according to Webb et al. (1980).
It is therefore necessary to find out whether or not the meaticaé velocity per record represents true physics
(e.g. updraughts) or time-variations in the alignment efsktup. Experimental evidence is needed to clarify this
subject. A suggestion is to place several 3D anemometegs thaone another and check if their respective residual
tilt-angles (per windsector) correlate in tiraéter the long term tilt-corrections have been carried.out

3.6.3 Roll-correction

Provided that the mean wind direction does not change withihéhere is no lateral velocity-correlation. There-
fore all correlation of lateral velocity fluctuationg with vertical velocity fluctuationsv' is to be attributed to
misalignment of the setup with the vertical. To bring backydorrelation measurements to the proper coordinate
frame one has to roll the frame of reference around the mend direction (now along the first coordinate axis).
This involves the following transformation (see Wilczalkaét(2001)):

- 10 0 1 W
Aoi=| 0 co8 sing with B= Eatan_i (3.38)
0 -sing cosB (V’Z—W’Z]

When the direction of the mean wind changes with height tler@lpoll-correction is incorrect. In the process of
datareduction it is therefore important to assess whetheotthe assumptioww’ = 0 is reasonable.

3.6.4 The planar fit-method for tilt-correction

Wilczak et al. (2001) have shown that it may be advisablededehe path of "classic” tilt-corrections as presented
in the former three sections. A collection of runs is assurntede related to stationary set-up conditions: one
unique mis-alignment, involving two angles, describedilberror for all runs. The most commonly used method,
the double rotation scheme with just yaw and pitch as preseaarlier in this section, is shown to have two
disadvantages. The first is that the sampling error of thennvestical velocity results in a tilt angle estimation
error. This adds a random noise componentto the longitligiiress estimate, making individual data run estimates
of the stress more uncertain. Second, for measurementshm/sea where the cross-stream stress is important, the
double rotation method is shown to overestimate the sudtiess, due to the uncorrected lateral tilt component.

The triple rotation method of the anemometer axes (yawhmtud roll as presented earlier), is shown to result
in even greater run-to-run stress errors due to the comksasgling errors of the mean vertical velocity and the
cross-wind stress. Also, since it assumes that the truelaieess is zero, it cannot be used for measurements over
the sea where the lateral stress term may be important.

The planar fit method computes a single set of anemometantilies for a set of data runs. Since many data runs
are used to determine the tilt angles, it is much less suigdepd sampling errors. The method also allows one
to accurately compute the lateral component of the stress.dfithe planar fit method provides greatly improved
estimates of the surface stress than the other two commaaly methods.

The planar fit method will lead to non-zero run-mean vertigalbcities. Researchers who want to use eddy-
coviariance measurements to estimate scalar surface fexgs evaporation and G must take these mean
vertical velocities into account. The resultant flux cdmitions reflec the influence of long waves and large eddies
on the flux at measurement height.

A disadvantage of the planar fit method may be that, abovedggaeous terrain, the tilt-angles can depend on
the mean flow direction. With a higher order fit method (e.gadatic) it may be possible to account for such
directional dependencies of the tilt-angles. A seconddiigatage is the supposition that setup-conditions have
remained constant throughout the collection of all runs.ewhbne is measuring above fast growing crop or grass
this may not be a good assumption. Furthermore the mecHatiicature of the setup (tethering and fixtures) may
not beexactlystationary up to the millimeter e.g. via temperature efautvia drying of the soil. When in such
cases the mean wind-direction changes systematically tisith, then the drift in orientation of the set-up will
correlate with the run-mean wind direction. The systemacthe plot of the mean wind directions would then
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suggest a planar fit, which bears no relation to the actuadgs of the set-up. A realistic approach may require
limitation of the total time over which one wants to use plditéing to not more than one day.

3.6.4.1 ’'Classic’ planar fit

For each runthe run mean horizontal and vertical velocitig@s,(, Vm; andwn,;) are recorded (subscriptindicates
that the mean values are measured values in the tilted framedevence). A planar least squares fit is applied to
the collection of run mean horizontal and vertical vel@stto find constantsy, b; andbs in:

Wm = bo + b]_Um + bz\_/m (339)

The solution of the least squares problem is given by thewatig matrix equation:

-1 ~

o) (1T w
by |=|U W TV |l uow (3.40)
b2} |V v ¥ VW

where a tilde is used to denote mean values over the colfeofigproducts of) run-mean values. From coeffi-
cientsb; andb, they extract the following un-tilt tensa¥:

_ cose 0 -sina 1 0 0
Apt = 0 1 0 -1 0 cogB sing (3.41)
sine 0 coxx 0 -sing cosB
where
. _ _bl
sing = —2— sin
“ (JP2+b2+1 p= N 2+1
,/b§+l
cosx = coB =

Jb2+b2+1 Jb?
One can incorporate into the planar fit matrix the yaw-rotathccording to relation 3.36 of the first coordinate
axis into the mean velocity over the collection of all runsgsection 3.6.1):

Uday Vday 0
- NE: ude\iy Gay ufiay*v?iay -
Apf +yaw = day : Apf (3-42)
\/ day day \/ da day
Uday _ E
where Vday | =Ap-| V (3.43)
Wday V:V

TensorEpHyaW is applied to all samples or to the run-mean values and (agawces to untilt the set-up. In this
way measurements from different eddy-covariance setupihwn principle should measure the same turbulent
flow, are made directly comparable.

Wilczak et al. (2001) suggest that a possible mean vertialoity bias in the sonic anemometer can be found via
the planar fit method in constabg from relation 3.39:

Whias = bo (3.44)

3.6.4.2 Planar fit with no velocity bias

We have tested the use of relation 3.44 for the estimatiomeo¥értical velocity bias by comparing direct measured
values for the bias, which were found by operating an anentemdering half an hour at zero velocity (in its box),

41



with values found fobyg in planar fits to data measured with that same sonic. The meanity measured at zero
velocity was 4.8 cm/s. The value fbp varied from 1 mm/s to 5 cm/s, dependent on which subset of faihs
measured on the same day) was used for the planar fit. Theeimamidependence bf on the specific subset of
runs and its strong deviation from the directly measuredeaf the mean vertical velocity bias to our opinion
makeshg an unreliable estimate for the vertical velocity bias. Tikigot surprising since the value b is found
by extreme extrapolation of the fit plane: from the sectohimitvhich all run-mean velocity vectors are found to
the point wher&i =v = 0.

We assume that any bias in the vertical velocity has beenumedgxperimentally and that it is accounted for in
the calibration function of the sonic. This implies that gianar fit should be based on a plane through the origin,
which leads to the following relations:

Wm =b1Um + bz\_/m (345)

HEER

with the same relations betwebi, b, and tilt-anglesr andg as with the original planar fit.

l

cl
=l

l

] (3.46)

<l
=l

3.6.4.3 Planar fit for triple-rotation correction of one run

The frames of reference, which can be found by performinpdgrtilt corrections per run, will generally differ from
the frame of reference, which is found by performing a plditaorrection for the collection of runs. The residual
tilt-angles, which give the differences between these &snean best be found in a way similar to the planar fit
method. This guarantees that the residual angles of diffesas and even of different setups are comparable (i.e.
are estimates for the same physical quantities). As witlabwye planar fit method we define a plane with normal
vector p1,b2,—1). Two equations are required to fix constanisandby. The first equation is found by placing
the run-mean velocity on the plane:

[ ]{ o J:o @7

-1
The second equation is found by imposing zero correlatidwden lateral velocity fluctuations within the plane
and lateral velocity fluctuations perpendicular to the ptan

(ETRHSE I E1RFH

This coupled set of equations is quadratic in varialbleandb, and can be solved using e.g. Maple, which can
output the solutions in Fortran-format (expressions apectimplicated to include in this text). Like with the planar
fit for a collection of runs, coefficients; andb, from the planar fit to a single run are used to estimate angles
B and a yaw-angle per run, which fine-tune the planar fit intodlassic triple tilt correction. In a practical test
on 19 hours of turbulence measurements at 10 meters abowgrdke in Cabauw angles 8 were generally
smaller than 2 degrees. The residual yaw-angles reflecéeebected variation in mean wind direction about the
day-mean velocity.

S| < cl

=0 (3.48)

S| < cl

3.7 Correction of sonic temperature for humidity

From the signal of the sonic anemometer we can estimate gedlsgf sound, which is a measure for temperature.
To estimate temperature from the speed of sound we haveédritkkaccount that this velocity depends both on
temperature and on humidity. The relation is (in Kelvin oficse):

Tsonic

T=170s1q (3.49)
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where the sonic temperatufigonic has already been corrected for sidewind via relation 3.9latke 3.49 can
be used to correct both individual temperature samplingstaea mean temperature. For the correction of (co-
)variances of temperature with a quantitgne gets correction relations via partial differentiatadmelation 3.49:

T's=cT, .S (3.50)
ﬁ =c Téonicz (3.51)
_ — (O5S
C= 1—0.51q—0.51T30nicT: (352)
4

sonic

For the covariance of temperature with vertical velocityieh plays the central role in the estimation of the
sensible heat flux, this gives:

T'wW =T, W —-051GT. W —0.51TsoncW (3.53)

sonic sonic

The second term in this relation is new in comparison withtieh 8 in the study by Schotanus et al. (1983).

3.8 Oxygen correction for optical hygrometer

An open path optical hygrometer probes air for water vapauiodlows: a light-source emits a monochromatic
beam of ultraviolet light (for the krypton tube: 123.6 nm kv small secondary band at 116.5 nm and for Lyman-
a: 121.6 nm). A receiver measures which fraction of the emitight is received at a distance of typically one
centimeter. The frequency of the ultraviolet light is subhttwater vapour will absorb the light. The fraction of
light which is absorbed per unit of length is proportionattie concentration of the vapour. Including non-linear
effects the responsé of a hygrometer is related to the respective gas conceotratiia the following formula:

_}|n[l]( )—_}|n[l

+ kwl(ow — owyref) + Ko(oo — 0oyef) + higher order effects iy andoo (3.54)

] (Qw,ref, Qo,ref)

whereVj is the response in vacuurg,is separation between transmitter and receiyeefers to density andé
indicates extinction coefficients. Subscriptsand o refer to water vapour and oxygen respectively. The first
three terms in the right hand side of relation 3.54 are liisadéions of the relation around atmospheric conditions.
Tanner et al. (1993) adopts the following reference cooddi pressure 101325 Pa, temperature 305 K and zero
humidity. We make a slight modification to these conditioimstead of zero humidity we will refer to 10 gram
H,O/me. The reason is that estimates for the extinction coeffidientvater vapour at zero humidity are highly
inaccurate, because they involve the derivative of a fitfioncat its boundary. Our extinction coefficients refer to
these modified atmospheric conditions. We estimate referemygen concentratiogy et (based on 21 percent
oxygen volume) to be.@685kg 2.

To find extinction coefficientk; we differentiate theoretical response relation 3.54. hmiadlae:

din (&
Ky = —)}(% for water vapour (3.55)
W atm. cond.
1dIn v
= _;# for oxygen (3.56)
<o atm. cond.

The latter sensitivity is an unwanted characteristic siriagheir oxygen sensitivities these hygrometers are sensi
tive to temperature. A consequence of this double sertgitdfioptical hygrometers is that estimates for the latent
heat flux will be influenced by the sensible heat flux. This s#@dk will have to be eliminated.

Tanner et al. (1993) suggest that new experiments have stiatithe oxygen-sensitivity coefficients published
in the past (Tanner, 1989) overestimate the actual oxygesitséty by a factor of 2! This sudden change of
insight has triggered us to perform calibrations of sev€ahpbell krypton hygrometers and compare the resulting

43



coefficients with those of Tanner et al. (1993) and of Tan&8B0). Moreover two Mierij Lymare hygrometers
were included in the comparison (see van Dijk et al. (2008)&tails). The extinction coefficients found in our
experiments indicated that one cannot assume universassébrk, andk,. The smallest value found fdg for
krypton tubes (B 102 m? grantt m1) differs from the largest value (8102 m® grant m™1) by a factor of 3,
which itself was substantially smaller than the most revahte reported by Tanner @103 m3granttm1). The
spread in values df, was less dramatic, but still significant. The differencag for the extinction coefficients
for Lyman-« hygrometers showed smaller differences than for the kiybtpgrometers, but this may be attributed
to the fact that only two Lymans were tested. It is clear that for each individual hygromieteandk, will have

to be estimated via calibration.

With extinction coefficientk, andk, we can calculate correction factarswhich correct raw latent heat esti-
matesLE(raw) for oxygen sensitivity of the hygrometer. We will usgation 18 in the article by Tanner et al.
(1993):

LyE(corrected)= c(B)LyE(raw) (3.57)
_ ko LvB
c(B)=1+0.2 Ecp_T (3.58)

whereg is the Bowen-ratio andly is the evaporation heat of water.48- 10°Jkg™. Note that a number of errors
related to relation 3.58 were present in van Dijk et al. (2008an-Martial Cohard, pers. comm., 2006): the units
of Ly were given incorrectlyg, was omitted, and the units of the factor 0.23 were given as*gK, rather than
0.23 being a dimensionless constant (equal tocE;%e, for symbols see below equation 3.60). Probably, in van
Dijk et al. (2003)c, was absorbed in the constant 0.23, and the units, @fere mixed up. From relation 3.58 we
see that correction facta(g) varies in first order with the extinction coefficients. Tlmsplies that small errors

in these extinction coefficients lead to second order \ianatin estimated latent heat. Therefore, with respect
to the oxygen correction of estimated latent heat fluxesegiimction coefficients need not be known with very
high accuracy. Extinction coefficieti, for water vapour is of course not only related to the oxygememiion

of the evaporation, but also to the evaporation itself! Efieme for the actual estimation of evaporation one must
have better estimates f&y§, than necessary for the estimation of correction fact§s¥. When we select the best
hygrometers, which were used in our calibrations (both toymnd Lymany), then the correction factors found
with use of relation 3.58 climb to a maximum of about 10 petéenvery dry conditions (Bowen-ratio 5). This is
much less than found by Tanner. Our upper limit to the coimeds small enough to allow for the conclusion that
both types of optical hygrometer are equally fit to be useceubdth wet and dry conditions.

The above method to correct latent heat estimates for oxgegesitivity of the hygrometer can be generalized to a
correction for all (co-)variances involving humidity:

X0y — C X0} (3.59)

p kO X/T/
for any quantityx, where Frag is the fraction of oxygen molecules in the air (generally 2X#ove forests or

above burning terrain this constant may have a differente/yl To correct the humidity-variance one has to use
the square of this factar.

c=1+Frap mg

(3.60)

3.9 Correction for frequency response and path averaging

The smallest structure size in atmospheric flows is smadftlan ta millimeter and with high wind speeds (e.g.
10 m/s) this size corresponds with frequencies of the orl@0dkHz. Most instruments perform their probing
on larger volumes and their frequency-response is ofterhnnarse than 10 kHz. The consequence of such non-
ideal measurement is an underestimation of (co-)varian&&#i one makes use of these non-ideal instruments
assuming that the estimated covariances can be correaiedlow for such correction it is important that the lost
contribution is small. Turbulence spectra generally oléyd¢ondition. Using phenomenological spectra measured
by Kaimal et al. (1972) Moore (1986) has developed a set akction relations for measured covariances. We
will review these corrections and jointly present the impnments on these corrections proposed by Horst (1999).
The results of the model by L.Kristensen and Fitzjarrald3d)9will be presented separately.
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3.9.1 The Moore-Horst model

The turbulent flux density can be measured using eddy-atioel, provided that fluctuations in the frequency
range in which turbulent transport takes place are all sknge practice, this condition is hardly met due to a
limited frequency response of the sensors and the datasitiguisystem, averaging over a path rather than taking
a point value, separation between sensors for differentifiess, and filtering applied. For each of these effects
a theoretical co-spectral transfer function can be conthuwtdich is unity for all frequencies for an ideal system.
Convolution of this loss factor with the actual turbulenésfyum of the considered quantity gives a fraction of the
true covariance that is actually sensed. Application of thethod to really measured spectra will not be of much
significance, since these spectra show the shortcominge ainsor configuration we were looking to correct for.
Therefore, theoretical spectra are used. The fluxAdsg, is then defined by

AF T xy(N)Sxy(N)dn
Xy _ 1— fo o>:y( ) xy( ) (3.61)

wheren is the frequencyTxy the net co-spectral transfer function, a8g, the theoretical co-spectral distribution
function.

Moore (1986) worked out most of the frequency response ctorefor a Hydra flux measurement station (Shuttle-
worth et al., 1988). The special corrections applicablédsed path sensors as the LICOR6262 have been obtained
from Leuning and Moncreiff (1990). An overview of these @mtions is also given by Moncreiff et al. (1995).
Sections 3.9.1.1 to 3.9.1.8 are a selection of "Sparse gapa@mmeterizations for meteorological models”, PhD-
thesis Wageningen Agricultural University, ISBN 90-54881-X, by B.J.J.M. van den Hurk, 1996. References to
specific experiments have been removed.

3.9.1.1 Digital sampling at limited frequency

An analogue-to-digital sampling acquisition method cawiasing of spectral contributions exceeding the Nyquist
frequency. When one is merely interested in the moments@bomore turbulent quantities this is not a problem,
since the moments are integrated over the entire spectrum.

Moore (1986) proposed that the effective transfer funcfamman analog-to-digital sampling systeify(n), was
given by:

3
To(n) = 1+ [nsrl n] n<ng/2 (3.62)

with ng the sampling frequency. For eq. 3.62 he assumed that ajissieduced by prefiltering the raw signal at
n = ng/2, causing negligible co-spectral power above the Nyquésiifency (see Figure 3.4 for an example).

However, since the spectral distribution of variance angdance is irrelevant when determining the total variance
or covariance, the digital-sampling correction as giveadn3.62 should not be used.

3.9.1.2 Low-pass filtering

Low-pass filtering is applied to prevent aliasing, or folgliftequencies higher than the Nyquist frequengy?
into lower frequencies (Stull, 1988). The transfer funefiq(n) is given by

-1

Tu(n) = [1+ [%]4] (3.63)

whereng is the cut-off frequency (ats/2). The time constant of the filter is given by2irng. Obviously, when no
low-pass filtering is appliedy = 1. An example ofl is shown in figure 3.4.
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Figure 3.4: Examples of the low-pass filtering transfer tiorcT,(continuous line) and the analog-to-digital trans-
fer functionT, (dashed line) fong = 10Hz
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Figure 3.5: Example of the high-pass filtering transfer tiorcTq for ns = 10Hz; shown areq = 200s (continuous
line) and 600 s (dashed line)
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3.9.1.3 High-pass filtering (detrending)

The transfer functioy(n) for a first order digital filter is to a very good approximatigiven by
(27ntg)?
1+ (Zﬂan)z/a'd

An example is shown in Figure 3.5 fog = 200 and 600 s. For linear detrending the choice of the intéevath
is very similar to choosing a time constamtfor a running mean interval.

Ta(n) = n<ns/2 (3.64)

3.9.1.4 Sensor response and tube damping

The dynamic response of many sensors can be described byke dirat-order gain function:
Te(nro) = (1+(2m)%2) 2 (3.65)

wherer is the time constant of the instrument. An example is degittdigure 3.6.

A special case of damping of fluctuations is caused by the t@msporting the air from the sonic anemometer
volume to a gas analyzer. Leuning and King (1992) presermrster functiorir; given by

nr?
Tt(n)={ 1\/exp(x/GDut) Z"D <10 (3.66)

elsewhere

wherex is given by—(znr;)2l, r; the tube radiud, the tube lengthD the diffusivity of the gas being analyzed and
U the air speed in the tube. Eq. 3.66 is strictly valid in cashene the flow within the tube may be considered to
be laminar, and density fluctuations at all frequenciessirdown the tube with the same velocity, Based on
expressions presented by Philip (1963), Leuning and Ki®§2] state that this applies to frequencies for which
2rnri2/D < 10. For turbulent flow they propose the following transfamdtion

Ti(n) = \/exp(—16(R€1/8rtn2I/uf-) Re> Re. (3.67)

whereRe: is a critical Reynolds number, equal#@300, andReis given by 2ir¢/v. Figure 3.7 shows an example
for both equations.

3.9.1.5 Sensor line averaging

In most cases a scalar quantity is measured over a (finite)gagth rather than at a single point. The effect of the
spatial averaging involved can be described very well by

1-expt2rf)

o (3.68)

To(p) = % 3+exp2nf)-4
wheref is the normalized frequenayp/u, p being the averaging distance. Spatial averaging is retdearall
sensors. However, the effect on the temperature measuieg ashermocouple is considered small enough to
ignore a correction for this. The averaging path for the sdé@mperature is equal to that of the vertical wind, and
will be discussed hereafter. For the closed- path analymeateraging path is determined by the length of the gas
chamber. An example is shown in figure 3.8.

The effect of spatial averaging on measurements of vectantifies is different to that for scalar quantities. Moore
(1986) gives a simplified transfer function for the vertigdhd component, based on findings of Kaimal et al.
(1968). The transfer functioh,, for averaging the vertical velocity over a path with distapaeads

2 exp(-2rf) 3(1—6Xp(—2ﬂf))]

T nf 2 4 f (3.69)

For the horizontal wind components a general function a8 .&§.is not possible to give, since it depends on sensor
geometry and wind direction. For a symmetrical orthogomralaf transducers (as for the Kaijo Denki DAT310
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Figure 3.6: Example of the sensor response transfer fum@iidor ns = 10Hz; shown are = 0.1s (continuous
line) and 0.5 s (dashed line).
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Figure 3.7: Example of the tube damping transfer funclignshown are eq. 3.66 for laminar flow (continuous

line) and eq. 3.67 for turbulent flow (dashed line). In boteesas = 10Hz| = 4m,r; = 0.0015m, u; = 5m/s and
D =D, =25610°?/s
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Figure 3.8: Example of the transfer function for sensor imeraging for scalard,p, for p=0.025mandu=5m/s

device), the transfer functions can be computed for a hot@avind from a direction of 45compared to each
component. Then the sensor averaging transfer functiotneaaduced to a single functidn;:

(3.70)

No attempt was made to investigate the assumptions leadlitinyst formulation. Figure 3.9 provides an example

: 2
T, = [smnf]
nf
of Ty andTy,.
2
15+
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Figure 3.9: Example of the transfer function for sensor &meraging for vectorst, (continuous line)T,, (dashed

line). In both casep = 0.20mandu = 5m/s
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Figure 3.10: Example for the sensor separation transfetiomTs for s= 0.20mandu = 5m/s

3.9.1.6 Sensor separation

Ideally, eddy correlation covariances are computed froragueements taken at exactly the same point. In practice,
usually a separation between different sensors is negesBae loss of covariance due to sensor separation is a
function of the distance between the sensors and the antjie ofind direction relative to the separation path. For
practical purposes Moore (1986) developed a scheme whithe&ased to correct for both longitudinal and lateral
separation, provided that the sensor separatisrsmall and open to the atmosphere:

T(f) = exp(-9.9f°) (3.71)

wheref is the normalized frequency, given bg/u (see Figure 3.10).

3.9.1.7 Net transfer functions

The net transfer functions for the several covariances egoind by multiplying the relevant gain functions given
above. A net transfer function for the data acquisitioneysil,, can be specified, which applies to all sensors. It
is defined by

To=TaTaTy (3.72)

The net transfer functions for the separate variances amariemces depend further on sensor time constant
averaging patlpy, diffusion coefficienDy and separation from the-sensorsyy. The subscripk refers to vertical
wind whenx = w, horizontal wind in both directions fax = u, thermocouple temperature far= T, sonic tem-
perature forx = s, humidity measured by Lymasm-and Krypton forx = g, and humidity and Cg@concentration
measured by a closed path device %ot h andc, respectively. Then the net transfer functions for the sstpa
variances are given by:

Tyu= TnTu,v(pu)Trz(Tu)

Tow = TnTw(Pw)

Trr=TaT2(7)

Tss= TnTw(pw)

Taq=TnTp(Pg)

Thn = TnTp(Ph) T#(7h) Te(Dn)

Tee = TnTp(Pe) T2(7c) Te(De) (3.73)
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According to Moore (1986) the covariance transfer functioan be found from the variance transfer functions via

Txy = \/TxxTyy (3.74)
which would consequently yield:

Twu=TnTr(Tu) \/Tw(pw)Tu,v( Pu)

Twt = TnTs(Swr) Tr(71) vV Tw(Pw)
Tws= TnTw(Pw)

qu = TnTS(qu) \[Tp(pq)TW(p\N)

Tun = TaTs(Swn) Tr(7h) y/ To(P0) Tu(Pw) Te (D)

Tue = TaTs(Su0 Te(76) y/ Tp(Pe) Tu(Pu)Te(Do) (375)

In a recent publication Horst (1999) has made clear thatapoach to estimate the cospectral transfer function
neglects the phase-shift inherent in applying a frequedependent filter to time-series data. For two sensors
with a simple first-order response, each characterized bffexeht time constant, the spectral variance transfer
functions are:

1 1
Tyx= ———— Tyy=—-— 3.76
T 14 w?T2 W14 (1)27')% ( )
while the cospectral transfer function reads
_ (1+(,4)2TXTy) +(,4)(TX—Ty)Qxy/Sxy (377)

v 1+ a)z‘r)z()(l + a)z‘r)%

whereQyy is the quadrature spectrum a8g, the cospectrum. This relation only reduces to relation 8:fién the
time constants of the two sensors are equgk 7y.

3.9.1.8 Model spectra

For the description of the atmospheric spectra and cospdutrformulations of Kaimal et al. (1972) have been
used. The formulations provide a description of spectrargnSyy, as function of (normalized) frequendy=
nz/u and stabilityz/Ly, z being the measuring height. The spectra are derived forahiance of the three wind
components and temperature, plus their mutual covarianee®re (1986) concluded that spectra of the other
scalars (humidity and CO2) resembled the temperaturerspeety well, and thus

Sqq =Shh= Sc<: =S17
Swq = Swh = Swe = Swr (3.78)

Furthermore, the spectra for both horizontal wind compdsare considered equal as well.

The general function dbyy under stable conditiong/L, > 0) can be represented by

NSyx(n) = A (3.79)

x+ Bxf5/3
whereAy and By are functions of the atmospheric stability. Also the coseare well reproduced under stable
conditions using a general equation:

f
M) = ot B 21

Table 3.1 gives the formulations 8, By, Ayx andByx.

(3.80)
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Variance spectra Ay By

X=W Ay = 0.838+1.172@/Ly)

X=U A, =0.2Ay By = 3.124A,%3

x=T Ar = 0.0961+0.644(/L,)%6

Covariance spectra Ayx Bwx

X=u 0.124(1+7.92/L,)° ™ 2.34A; 11 (corrected version - AvD)
x=T 0.284(1+6.4z/L,)%"®

Table 3.1: Formulations &y, Bx, Awx andByy for stable (co)variance spectra

Unfortunately, the unstable spectra are not easily defided,to a dependence on the boundary layer hegght
Hojstrup (1981) developed suitable expressions for thezbotal and vertical wind velocity:

N 16t |,
NSw(1) = [1+ 53753 ' (14 17f)5/3] W (3.81)
and
( 210f te B
NSuln) = [1+33f5/3 * §+2.2f5/3] Cu (3.82)
where

Cw=0.7285+1411%  C,=9546+ 1235725

E)7 )

Sincez was not known for most time intervals, a fixed value of 1000 ns whosen, as to represent a typical
condition.

No suitable models for atmospheric temperature spectrarfstable conditions are cited in literature. However,
Moore (1986) argued that for most conditions the spectrarglyy Kaimal et al. (1972) could be used. For the
temperature variance is given

14,94
f <0.15
5/3
nSrr(n) =4 “E (3.83)
while the temperature cospectra read
1292f
——=— <054
nSwr(n) =1 3" (3.84)
The spectrum of momentum transfer is described by
20.78f
———— <024
nSw(n) =1 “3H°" (3.85)
06122 f>024

Based on these theoretical spectra and the transfer fusafiescribed above, Figure 3.11 gives an example of the
net frequency response corrections applied3@nd towT’, for a specified height and wind speed.

3.9.1.9 Consequences of spectral corrections for tolera@estimates

The correction procedure proposed in this section assuhestie spectra found by Kaimal et al. (1972) are
representative for all conditions. This is a very idealigsint of view. To incorporate the uncertainty of this
correction procedure into the tolerance estimates foritanaes we propose to (quadratically) add half the absolute
difference between corrected and uncorrected estimatbe timlerance estimates for the covariances which were
based on other causes (e.qg. statistics):

Tol — \/T0I2+ (05 Freq.con)2 (3.86)
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Figure 3.11: Example of frequency response correctiongradibn ofz/L, : AFy, (continuous line)Fyr (dashed
line). Configuration parameters are as follovzs= 10m, u = 5m/s, py = pw = 0.20m, s, = 0.25m, 7 = 0.5s
(thermocouple) ands = 10Hz

3.9.2 The Kristensen-Fitzjarrald model

L.Kristensen and Fitzjarrald (1984) and van Dijk (2002)édeveloped a procedure to find the transfer function of
vertical scalar fluxes, which are estimated from 3D sonigramaeter measurements (with finite paths of ledyth
and scalar point-samples. The sonic is supposed to eitlverdree of its acoustic paths aligned with the vertical
direction (L.Kristensen and Fitzjarrald (1984), see figu®) or to have its acoustic paths in a configuration along
three axes$y, Ip andic, which all have angle with the vertical axis¢ = 54.7° gives three perpendicular axes) (van
Dijk (2002), as shown in figure 3.3).

To get a non-zero flux, their model involves anisotropic tleince and is therefore more complex than studies by
e.g. Kaimal et al. (1968) and Oncley (1989). Their statidtinodel for the true co-spectrum at heighitas a
k="/3-behaviour for small waveg(s a stability dependent parameter):

Co(K) =BzwS (|ki2)~""3 (3.87)

The measured cospectrum is related to this true cospectiaum v

CO(k)‘ff F(W) k2+K23|n29'

Yol o

where function®A andF are obtained from relation 3.87 for the underlying true @mdpum via

A(K) Z%@' [%]0'75-\/\/_5-2- F [[%]OJS-K-z] (3.89)

F(s) = —7/3 (3.90)
The transfer functioffgy, which results from these relations:

(3.91)
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is estimated via numerical integration. The results forydapconfigurations (Campbell 3D sonic and Gill/Solent
with @ = 30°) and for a sonic withr = 45° are plotted in figure 3.12.

1

0.6 r

T(K)

04 r

Figure 3.12: Transfer functions for sonic anemometers:dihed line gives the results by Kristensen and Fitz-
jarrald, the continuous line is for the 3D Campbell/Solguet of sonic and the circles represent a configuration
where the acoustic paths make an angle of 45 degrees wittettieal axis. The quantity on the horizontal axis is
wavenumbek = 2/ 2 of a flux-contribution made dimensionles with acoustic fetgthl.

3.10 Webb term (mean vertical velocity)

In section 2.5 we have seen that, even though the soil mayrb@ (fie. non-penetrable), there can be a non-zero
run-mean vertical velocity, inducing a flux-contributi&m,(¢) of transported quantity via (see relation 2.46):

Fm(é) = Wé (3.92)

Generally the mean vertical velocity is too small to be disemeasured. The three-angle tilt-correction method
(yaw, pitch and roll, see sections 3.6.1, 3.6.2 and 3.6.8pases that any measured mean vertical velocity must
be attributed to set-up misalignment. These tilt-cormiwill assure that the direct estimate fowanishes. An
indirect estimate fow is made via relation 2.71:

— +uo _QV+2k
T Ov

W/ u/

W=(1+puo+Kk)

On the other hand, when the planar fit method (section 3.6.43éd, there will be non-zero direct estimates for
the run-mean vertical velocity. This direct estimate mesallded to the above indirect estimate, since the indirect
estimate is neglected/eliminated by the planar fit.

3.11 Estimation of tolerance levels

For both the mean values and the covariances we estimatarioielevels. We define thelerance Tol(x) of
guantityx asthe absolute deviation from that quantity such that the probability of the occurance of a sample
further away than the tolerance, after repeated estimatiorof x, is reduced to 4 percent The tolerance gives
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us a tool to compare estimates and reject or confirm signific@mespondence. For normally distributed samples
the tolerance is related to the standard-deviati(x):

Tol(X) = 207(X) for normally distributed samples (3.93)

For skew and nonnormal distributions one has to make sepastimates for upward- and downward tolerances,
where the factor 2 in relation 3.93 has to be replaced by factoandc_ taken such that the rejected fractions,
which deviate from the mean by more than- o_ in downward sense or by more thap- o, in upward sense,
equal 4 percent.

Tol_(X) =c_-0-(X)

Tol, () =c,-os(x) for skew and nonnormal distributions (3.94)

Relations 3.93 and 3.94 give the tolerance for individualjsi@s. Whemiygepindependentsamples of quantity,
each with tolerance Tat, are used to estimate the mean vafuéhen the tolerance of that mean value is better
than the tolerance of the individual samples by a fag§Oihdep

Tol(xX) = Tol(x) (3.95)

indep
The problem with this relation is to find the number of indegent samplesinqgep To make sure that all infor-
mation is recorded scientists sample their quantities shahthe samples have a (slight) overlap. In this way it
will be clear that the number of independent samples wikothe substantially smaller than the total number of
samples in a record. Moreover, the datalogging system \it#inohave one sampling frequency, adjusted to the
quantity with the fastest variations. As a consequencegtier quantities will be strongly oversampled.

To estimate the number of independent samples in a timesses first study the characteristics of a stochastically
stationary process. We construct a time-series and supipatthe respective samplgsare taken independently
from a possibly skew distribution around a mean vatué/e also suppose that the time series is long enough to al-
low for the estimation of probabilitieg, ingep aNdP- indep, Providing the fraction of time that the signal has positive
deviation from the mean value or a negative deviation. Witlolection ofNingep Samples of whichN, jngep With
positive fluctuation around the mean value ahgnqep With negative fluctuation we estimapg ingep and p_indep

as follows:

N—,indep N+,indep

P-.indep= and P+.indep = (3.96)

Nindep Nindep

From sample to sample the sign of the fluctuating part of theadihas a probabilityp_ indep: P+,indep t0 gO from
negative to positive and a probabilify; indep- P-,indep t0 gO from positive to negative. Together the probabil-
ity Pswap, indepOf @ Change of sign to occur in the fluctuating part of the irefent samples is:

N—,indep' N+,indep

2
Nindep

Pswap,indep= 2 P-,indep* P+,indep= 2 (3.97)

This gives an estimate for the numbggap,indepof Sign-changes that can be expected in a new collectidi.gf,
independent samples:

Nswap,indep= Nindep' Pswap,indep (3.98)

The ratio of the number of sign-chang¥gyap indepand the probabilitydswap,indepof @ sign-change brings us back
to the number of independent sampMigiep.

When the same signal as before is probed with higher and higgrapling frequency, a point will come where
the samples will become dependent. We assume that the éotairof samples is still large enough to allow for
reliable estimation via relation 3.97 of probabiliywap,indefor the change of sign of fluctuatioirscase the signal
would be independently probed

N_-N
Pswap,indep= 2 T+ (3.99)
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where nowN_, N, and N refer to counting samples in the record of oversampled amténelependent data.
Addition of dependent samples to a dataset consisting &peddent samples will form a more or less smooth
bridge between the independent samples. As a consequenc&ilh generally not alter the number of sign-
changedNswap Of the fluctuating component in the signal, see figure 3.13s Bhings us to the conclusion that

X’A ) . \
A +
_ \ tl me / . / \ 2 ./..\o
X ".\ i‘/." }\ /." ¥ | /./' {\ Nswap
° S e \. e ° N

Figure 3.13: Root-counting of fluctuations in oversamplathdvith a skew distribution

the number of sign-changes in an oversampled signal prexddgood measure for the detection of independent
samples:

Nswap: Nswap,indep= pswap,indep Nindep (3.100)

Combination of relation 3.100 for the number of sign-changgthe fluctuations in an oversampled record with
relation 3.99 for the probability of such sign-changes towaives an estimate for the number of independent
samples which can be found in the record:

Nswap _ Nswap- N2
Pswap,indep  2N_ - N4

When the mean value, which is subtracted from the sampleaddfie fluctuating component, is estimated from
the record itself, then one has to subtract one from the hiyid side of relation 3.101 to compensate for the
resulting dependency in the fluctuating component of tha:dat

Nswap' N2 _
2N_ N,

To illustrate the necessity for the extra subtraction, abersthe sampling of a linearly increasing signal. In this
case all samples are dependent. The mean value estimatedhiioseries will divide the data in two segments:
the first half has negative deviation from the mean and therstbalf has positive deviation. Via relation 3.101 we
would consider both segments as representations of tweéardkent samples. It may however be that the whole
series represents just a small period in a signal dominateduzh larger timescales. This would imply that the
record of samples is to be considered as only one indepesdele. Relation 3.102 gives the correct number:
one independent sample!

Nindep= (3.101)

Nindep = 1 when mean values are estimated from the same dataset X3.102

In case of a non-skew signal positive and negative fluctnativave equal probabilities, which reduces rela-
tion 3.102 for the number of independent samples to:

Nindep = 2Nswap— 1 for symmetric distributions (3.103)
Altogether (relations 3.102, 3.94 and 3.95) we have thefahlg error-estimate for mean quantity

Tol_(R) =————2=___ (3.104)
NswapN? 1
2N_-Ny

Tol, (%) =——2t T (3.105)
NswapN? _1
2N_-Ny
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An important item to bear in mind is the following: fluxes ofa¢ar densities (e.g. evaporation) include a term
dependent on the mean vertical velocity. Even when this tereliminated by a tilt-correction setting this mean
vertical velocity to zero, then the tolerance of this termmat be neglected and should be quadratically added to
the tolerance in the covariance term!
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Appendix A

Discussion on the definition of the sensible
heat flux

This appendix provides a discussion in which different poof view on the definition of the sensible heat flux are
reviewed. The intention is to facilitate the discussion kpliitly showing the advantages and disadvantages of the
different methods. A central role is played by the energwnbe¢ at the surface. Therefore we recall relation 2.2:

Q' =LE+G+H (A1)

A.1 Interpretation A

The sensible heat flux is one of the terms in relation A.1 ferghergy balance at the surface. In this context, the
surface is the thin layer of molecules which receive netathol. The surface has a thickness comparable with
a few times the wavelength of the radiation and consequeattybe considered to be two-dimensional. Two-
dimensional objects cannot contain much energy and therefjuation A.1 expresses that the energy flux, which
is fed to the surface by incoming net radiation, has to be aoreated by fluxes which transport this energy away
from the surface. Heat is an amount of energy in transfer.Rdaisms for heat transfer are: radiation, convection
and conduction.

The radiative energy flux is excluded from the definition af #ensible heat flux since it has already been
accounted for in relation A.1 via net radiation te@i. What remains to be considered is the roles of conduction
and of convection for the definition of the sensible heat flux.

The energy, which is transfered in a conductive exchangua fte two-dimensional surface to the atmo-
sphere, can be unambiguously counted: just compare thgyeoentent of the thermodynamic system above the
surface before and after transfer.

By convection or diffusion molecules can traverse from dde sf the two-dimensional surface (the soil)
to the other side (the atmosphere). Water is responsibliaéolion’s share of the exchange of matter between the
Earth’s surface and the atmosphere. The energy which weadlipresent in those molecules before they entered
the "surface” for some milliseconds will be found back in #@me molecules when they emerge at the other side
of the surface in the atmosphere. The thermal energy of theatimg molecules does (of course) represent energy.
Consequently a flux of mass through the surface does refgrsemergy flux, but this flux cannot be used to close
equation A.1. We shall call the convective heat fltix The independence of the energy budget equation at the
surface from mass flux through the surface, which is illusttan figure A.1, is our motivation to exclude from
the definition of the sensible heat flux. We may now define theibée heat flux as follows:

The sensible heat fluxH is defined as the flux of heat, which is transferred by the groud to the atmosphere
by thermal conduction in the laminar sublayer, during reversibel isobaric processes.

One may nevertheless want to estimate convective heafdrabso include its effect in large scale atmospheric
models. Warm molecules, which enter the atmosphere in wanditions, can (after a long journey) influence the
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Energy balance at surface Incoming flux: net radiation
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+ LEyH

Outgoing flux: conduction to soill
and to atmosphere plus vaporization
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No influence on surface balance:
convection through surface

Figure A.1: Interpretation A: convection does not conttéto the energy balance at the surface. Consequently
only the conductive heat transfer is of interest for the ##asieat flux.
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dynamics of the atmosphere near the poles, where they ateith locally evaporated and consequently much
colder molecules. A second example of the influence of theextive heat flux can be observed in plants: plants
can extract heat from evaporated molecules, which are wattmae air molecules which were in the atmosphere
for a longer while. A large mass-flux through the surface oflenoles with a different temperature can even
give a drift in temperature above the surface. This litgrédensible heat” may therefore tempt the researcher to
incorporate a fractiolC of the convective energy flux in the definition of sensibletifeex H, even though we
have already shown that this convective heat fluis of no importance for the energy budget at the surface. This
additional contribution to the sensible heat flux will degem the temperature differened s am between the
surface and some representative parcel of air in the atnesspiio close energy budget equation A.1 we have to
modify the definition of the soil heat flux accordingly:

Hmod =Hconduction+ AC (A.2)
Gmod =Gconduction— AC (A.3)
AC ~ATsurflatm (A.4)

from which we find

Q" =LvE + Geonduction+ Heonduction (A.5)
=LvE + (Gconduction— AC) + (Hconductior+ AC)
=LvE + Gmod+ Hmod (A.6)

It seems an undesirable characteristic of these definiti@ithe soil heat flux depends on a temperature difference
between the surface and the atmosphere.

Apart from the absence of necessity and the conceptuallylipeconsequences of inclusion of (part of) convective
heat fluxC in the definition of the sensible heat fux, there is a fundamlgmoblem. Chemical potentialexpresses
the amount of energy per unit mass of the transmigrating cutés involved (indicated with inde® and this gives
us the following expression for convective heat fltix

C =opwy (A7)
/.l =prv(T - Tref) (A.8)

Tref is an arbitrary reference value, which reflects the sintan definitions of internal energy and of potential
energy. For an unambiguous framework it is necessary todtata definitions and theories about heat flux such
that they only depend on energy differences of the massedvew. In this way the reference energies of the
masses will not affect our conclusions.

The above definition of the sensible heat flux does not coussrfiaxes (convective transport of heat), but only
conduction. Therefore it is directly clear that the seresibbat does not depend on reference values of energies
in masses. Following interpretation A, one concludes tiviah the above motivation, there is a preference to use
symbolH for theconductiveransfer of heat from the surface to the atmosphere.

A.2 Interpretation B

The name "sensible heat flux” makes clear tHats that part of the energy flux balance, which can be sensed.
As in interpretation A, conduction of heat from the surfagdtte atmosphere is the most important contribution
to the sensible heat flux. Furthermore one cannot negleatdheective transport of heat. Consider a situation
where a large, hot mass-flux comes through the surface (Bomple in volcanic areas or in a kettle which initially
contains relatively cold air and which is filled with hot aifn those situations (see figure A.2) a thermometer,
which is placed in the system of interest (the atmosphernimdary layer or the kettle), will indicate an increasing
temperature and from a physical point of view it would be atiso negate this measurable effect. Even in the
absense of conductive heat transfer, the thermometerésémsheat flux. This makes clear that the convective
heat transfer has to be somehow embedded in the definitidmeadensible heat flux. Naturally it would be of
no physical significance to count all thermal energy in thesr#ux entering the system from zero Kelvin. The
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reference energy, to which interpretation A refers, camewelude relativistic energ = mc®. This would lead

to the assignment of absurdly high values to energy fluxescésted with mass fluxes. It is clear that tinensfer

of energy to the atmosphere from molecules that come fronother side of the surface is proportional to the
temperature difference between the molecules initialgspnt in the atmosphere and the surface temperature. The
situation is illustrated in figure A.3. One can make estirade this convective heat transfer by considering the

& —_— > b
influx T,
of -
hot air =
atT,>T, cold

HzO0

Figure A.2: Interpretation B: convection contributes te sensible heat flux.

system boundary = top of mixing layer

mixing layer

Asepunoq ueisks
Alepunog waisAs

p, <T>,

A v

T, |

mass flux
pwWw

Figure A.3: Interpretation B: integration volume in the asphere for sensible heat flux

atmospheric boundary to be a semi-closed system. Collemtagborating molecules close to the surface and bring
them to the average temperature in the mixing layer, by sonagjinary heat exchange device. The joules from
this pre-heating process are to be counted. The evaporatt has now the average mixing layer temperature
and can be admitted to the atmosphere without further niggesscount energy fluxes. When the mass flux is
evenly spread over the mixing layer, which has mean temperatT >g, then we find the following expression
for the convective contribution to the sensible heat flux:
Wy

Hconvect= QvCp,v(Ts_ <T >p) (A.9)

mix

wherehnix is the height of the mixing layer. If the evaporated mass isenenly mixed with the atmosphere, then
one has to adopt a different value for atmospheric temperatd’ >o. To avoid ambiguity we take the average
temperature of the mixing layer.
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A guantitative estimate for the convective heat flux is foasdollows. Let us assume the mixing layer, in which
the evaporated water is evenly spread, to have a height oft@ne kilometer, and assume that 4 millimeters of
water evaporate (yielding 4 meters of vapour). The relatiass contribution to the mixing layer, formed by the
evaporated water, is four promiles. Let the difference leetwthe temperature of the evaporated water and the
average temperature in the mixing layer be some tens of degiiéghen the induced change in temperature of the
mixing layer would be some hundredths of degrees. This istaall to represent a significant convective heat flux
and therefore we can neglect the (nonzero!) convectiveitonion to the sensible heat flux.

A.3 Interpretation C

We define the sensible heat fluxthe rate of increase of the enthalpy of the atmosphere by trasformations

at the surface.

We illustrate this definition with the following example:agle an imaginary, vertically oriented cylinder of a certain
height on the surface. Take the height and conditions suatttliey can be considered horizontally homogeneous
and statistically stationary. Assume that there are nag®or source effects. This implies that there is no flux
divergence. Therefore the sensible heat flux which leawvesytinder via the top equals the sensible flux entering
the cylinder via the bottom.

The number of moleculesy, which per unit of time enter the cylinder at the bottom, dguhe number of
molecules,, which leave the cylinder at the top:

No =Ny (A.10)

We assume that the density in the cylinder is constant. Toweréurbulent mixing can change the composition of
the air at a certain height, but it does not alter the density.

Dry air and water vapour contribute to the outflux of molesudé the top of the cylinder proportionally to their
specific concentrations. The relatively high concentratid dry air constituents at the top of the cylinder will
induce an outflux out of the cylinder of mainly dry air moleesi(see the first plot in figure A.4). Nevertheless we
have assumed stationary conditions, and when more wateuvanters the cylinder than leaves the cylinder via
the top, then the cylinder contents will become wetter anttenésecond plot in figure A.4). The assumption of
stationarity can therefore only hold when we assume thagtisea water vapour concentration gradient. Turbulent
mixing will interchange wet air from in the cylinder with @ni air from above the cylinder, thus maintaining
constant water vapour concentration in the cylinder (hast plots in figure A.4). We see that a mass flux at the
surface is transformed into a turbulent flux at the top of Wlender.

The enthalpy fluHg at the top consists of two components: the turbulent Hiyxassociated with the exchange
of parcels of wet and dry air, and a contributibig;,p, associated with the mass flux. The latter can be written as:

He.top = NaMyCpy(Ta — Tref) (A.11)

wherem, is the mole mass of water. At the bottom of the cylinder we haueductionrH¢onguciionplus a mass flux
associated enthalpy fluxc st The latter can be expressed by:

He surface= NaMyCpy(Ts— Trer) (A.12)

The situation is illustrated in figure A.5. The budget equafior the energy in the cylinder is:
Ha = Heonductiont NaMvCpy(Ts— Ta) (A.13)

We see that water vapour, which is warmer than the atmosphéticontributes to the turbulent heat flux at a
certain height.

Let us consider the hydrological cycle. Water comes to thifasa in the form of rain. In general the temperature
of the rain is lower than of the surface. The soil will havepesd energy to heat the rain while it infiltrates. From
this moment on the water is part of the soil and consequernitlyffallow the temperature variations of the soil.
Before evaporation the water will first go to the surface asslime surface temperature. This heating of water to
surface temperature will be done at the cost of the soil heat¥hich influences the balance in equation A.1.
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Figure A.4: Interpretation C: An influx of water at the suraleads to an outflux of mostly dry air constituent.
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Figure A.5: Interpretation C: integration volume in the asphere for sensible heat flux

The situation is comparable with a heater, which takes ciolff@an outside, heats it and ventilates the heated air
into a room. This situation is schematically drawn in figuré And can be compared with figure A.2, correspond-
ing with interpretation B. It seems no longer sustainablstick to the idea that, when a mass flux is involved,
definitions of surface fluxes should be independent of thesgpineric air temperature. To stay with the example
of the heater: When the temperature in the room is higher th@temperature of the air coming from the heater,
then the heater will have a cooling effect on the room, whica hegative sensible heat flux.

house

mean temperature

INn house T,
heater
AT . . .
-~ Incoming air
: ggg% ternperature
— — > Ty =T +AT
_I 0= 'x

Figure A.6: The change in roomtemperatiigis related to the convective contribution to the sensiblket lleix
and depends on the difference in temperature between thretai room and the air coming from the heater.

This reasoning also applies to the definition of the sengibk flux in the atmosphere: it depends on the atmo-
spheric temperature. Assume that, at a given moment, thesatmeric temperature rises. Then the sensible heat
flux will deminish. As a consequence a new equilibrium willfbemed between the terms in relation A.1.
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Appendix B

Description of software library ECPACK

This appendix describes the core routines that are parteof @RTRAN-77 library ECPACK. The latest version
can always be obtained from the website of the MeteorologlyAsin Quality Group of Wageningen University
(under Research» Joint Eddycovariance Project). Apart from the library iaes discussed here, a complete data
analysis package is available that computes fluxes from-eddgriance data stored in files using the NetCDF
format (http://www.unidata.ucar.edu/packages/netctifijs package is included in the source code of the library
ECPACK as it is available from the website of the Meteorolagd Air Quality Group of Wageningen University.
Both ECPACK and the complete flux computation package ariéasa for free under the GNU Public License
(http://www.gnu.org/licenses).

The highest level routines plus some general routines dteagene.f. The correction routines areda _corr.f
Routines that refer to physical processes arednphys.f . Supporting mathematics routines are located in
ec _math.f . Furthermore, two include files are used, yihyscnst.inc andparcnst.inc . The documen-
tation presented here has been extracted from the soureaisony the Robodoc package (http://www.xs4all.nl/ rfs-
ber/Robo)
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B.1 parcnst.inc/parcnst.inc

NAME
parcnst.inc
FUNCTION

include file that defines various parameters (indicating
instruments etc.)

B.2 physcnst.inc/Rd

NAME

Rd

FUNCTION

Gas constant for dry air
SOURCE

PARAMETER(Rd = 287.04D0) | [J/Kg.K]

B.3 physcnst.inc/Rv

NAME

Rv

FUNCTION

Gas constant for water vapour
SOURCE

PARAMETER(RV = 461.5D0) | [U/Kg.K]

B.4 physcnst.inc/RGas

NAME

RGas
FUNCTION

Universal gas constant
SOURCE

PARAMETER(RGAs = 8314.D0) I [3/kmol.K]

B.5 physcnst.inc/Epsilon

NAME
Epsilon
FUNCTION
Infinitisimal number
SOURCE

PARAMETER(Epsilon = 1.D-30) st}

B.6 physcnst.inc/Pi

NAME
Pi
FUNCTION
Pi
SOURCE

PARAMETER(Pi=3.1415926535897932385D0) ! [1]

B.7 physcnst.inc/Kelvin

NAME

Kelvin

FUNCTION

Temperature of O degree Celsius in Kelvin
SOURCE

PARAMETER(Kelvin = 273.15D0) 1K

B.8 physcnst.inc/GammaR

NAME
GammaR
FUNCTION

Constant in correction of sonic temperature in voor corss-w ind
(part of the Schotanus correction)
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SOURCE

PARAMETER(GammaR = 403.D0) ! [m{2)s{-21K -1}

B.9 physcnst.inc/DifCo2

NAME

DiffCo2

FUNCTION

Molecular diffusivity CO2 at 30 degree Celcius (?)
SOURCE

PARAMETER(DIfCO2 = 15.6D-6) ! [m*{2}s{-1}]

B.10 physcnst.inc/DifH20

NAME

DiffH20

FUNCTION

Molecular diffusivity H20 at 30 degree Celcius (?)
SOURCE

PARAMETER(DifH20 = 25.7D-6) ! [m"{2}s'{-1}]

B.11 physcnst.inc/Karman

NAME

Karman
FUNCTION

Von Karman constant
SOURCE

PARAMETER(Karman = 0.4D0) ! [1]

B.12 physcnst.inc/GG

NAME

GG

FUNCTION

Gravitational acceleration
SOURCE

PARAMETER(GG = 9.81D0) ! [m s7{-2}]

B.13 physcnst.inc/MO2

NAME

MO2

FUNCTION

molecular weight of oxygen
SOURCE

PARAMETER(MO2 = 32.D0) ! [g mol'{-1}]

B.14 physcnst.inc/MAir

NAME

MAir

FUNCTION

molecular weight of dry air
SOURCE

PARAMETER(MAIr = 28.966D0) ! [g/mol]

B.15 physcnst.inc/MVapour

NAME

MVapour

FUNCTION

molecular weight of water vapour

SOURCE

PARAMETER(MVapour = 18.016D0)! [g/mol]
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B.16 physcnst.inc/Mu

NAME

Mu

FUNCTION

ratio: Mu = Mair/Mv
SOURCE

PARAMETER(Mu = 1.6078D0) |

B.17 physcnst.inc/Kok

NAME

Kok

FUNCTION

extinction for oxygen for Krypton hygrometer
NOTES

First the value from work of Webb (1980) was used

(KoK = 0.0085 [m{3} g*{-1} cm{-1}]). Now

a value due to van Dijk (1999) is used.

This constant may disappear from the library and may become
part of the user-supplied instrument specifications

SOURCE

PARAMETER(KoK = 0.0038D0) ! [m{3} g'{-1} cm{-1}]

B.18 physcnst.inc/Kwk

NAME

Kwk

FUNCTION

extinction for water vapour for Krypton hygrometer
SOURCE

PARAMETER(KWK = 0.143D0) ! M3} g1} em{-1)]

B.19 physcnst.inc/Kola

NAME

Kola

FUNCTION

Extinction for oxygen for Lymann-alpha
SOURCE

PARAMETER(KoLa = 0.001085D0) ! [m{3} g{-1} em™{-1}]

B.20 physcnst.inc/Kwla

NAME

Kwla

FUNCTION

Extinction for water vapour for Lymann-alpha
SOURCE

PARAMETER(KwLa = 0.09125D0) ! [m{3} g{-1} em*{-1}]

B.21 physcnst.inc/FracO2

NAME

FracO2

FUNCTION

Fraction of O2 molecules in air
SOURCE

PARAMETER(FracO2 = 0.21D0) ! [1]

B.22 physcnst.inc/Cp

NAME

Cp

FUNCTION

Specific heat of air
SOURCE

PARAMETER(Cp = 1004.67D0) ! [J Kg'{-1} K{-1}]
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B.23 physcnst.inc/Lv

NAME

Lv

FUNCTION

Latent heat of vaporization of water
SOURCE

PARAMETER(Lv = 2.45D6) ' [ Kg'{1)

B.24 physcnst.inc/MinT

NAME

MinT

FUNCTION

Lower limit for acceptance of temperature sample
SOURCE

PARAMETER(MInT = 243.D0) ! [Kelvin]

B.25 physcnst.inc/MaxT

NAME

MaxT

FUNCTION

Upper limit for acceptance of temperature sample
SOURCE

PARAMETER(MaxT = 333.D0) ! [Kelvin]

B.26 physcnst.inc/MinRhov

NAME

MinRhov

FUNCTION

Lower limit for acceptance of water vapour sample

SOURCE

PARAMETER(MinRhoV = 0.D0) ! [kg m'{-3}]

B.27 physcnst.inc/MaxRhov

NAME

MaxRhov

FUNCTION

Upper limit for acceptance of water vapour sample
SOURCE

PARAMETER(MaxRhoV = 1.D0) ! [kg m*{-3}]

B.28 physcnst.inc/MinRhoCO2

NAME

MinRhoCO2

FUNCTION

Lower limit for acceptance of CO2 sample
SOURCE

PARAMETER(MinRhoCO2 =  0.DO0) ! [kg m{-3}]

B.29 physcnst.inc/MaxRhoCO2

NAME

MaxRhoCO2

FUNCTION

Upper limit for acceptance of CO2 sample
SOURCE

PARAMETER(MaxRhoCO2 = 1.D0) ! [kg m{-3}]

B.30 ecgene.f/ECG_Main

NAME

EC_G_Main



0.

SYNOPSIS

CALL EC_G_Main(OutF,DoPrint,

RawSampl,MaxChan,Channels,NMax,N,MMax,M, PCal,PIindep

Psychro,CalSonic,CalTherm,CalHyg, CalCO2, P,

Calibr,

Sample,Flag,Mok,Cok,Mindep,Cindep,Rc,BadTc,
DoCorr, PCorr, ExpVar,
Diryaw, DirPitch, DirRoll,

Apf, S

onFactr, O2Factor, FrCor,

Mean, TolMean,Cov,TolCov,

QPhys

, dQPhys,

HAVE_UNCAL, Have_cal, DiagFlag, FirstDay)

FUNCTION

Integrated

routine which:

- Calibrates raw samples

- Estimates mean values and covariances with respective
the resulting mean values and covariances for all

- Corrects

effects selected by the user

- Estimates, from the final mean values and covariances,

fluxes with tolerances.

INPUTS

OutF
DoPrint
RawSampl
MaxChan
Channels
NMax

N

MMax

M

PCal
Pindep
DoCorr
PCorr
ExpVar
Psychro
CalSonic
CalTherm
CalHyg
CalCO2

P

Calibr

Apf

: [INTEGER]
unit number of file for intermediate results
: [LOGICAL]
write intermediate results to file?
. [REAL *8(MaxChan, MMax)
raw, uncalibrated samples
: [INTEGER]
maximum number of channels in RawSampl
: [INTEGER]
actual number of channels in RawSampl
: [INTEGER]
maximum number of calibrated quantities
: [INTEGER]
actual number of calibrated quantities
: [INTEGER]
maximum number of samples
: [INTEGER]
actual number of samples
: [LOGICAL]
print results of slow sensor correction?
: [LOGICAL]
print number of independent samples?
: [LOGICAL](NMaxCorr)
which corrections to do?
: [LOGICAL](NMaxCorr)
intermediate results of which corrections?
: [REAL *8](NMaxExp)
array with experimental settings
: [REAL 8]
water vapour density of slow sensor (kg/m"3)
: [REAL +8(NNQ)]
array with calibration data of sonic
: [REAL *8(NNQ)]
array with calibration data of thermocouple
: [REAL *8(NNQ)]
array with calibration data of hygrometer
: [REAL *8(NNQ)]
array with calibration data of CO2 sensor
: [REAL *8]
atmospheric pressure (Pa)
: [SUBROUTINE]
calibration subroutine
: [REAL *8(3,3)]
planar fit untilt matrix

HAVE_UNCAL:  [LOGICAL(NMax)]

switch whether data for uncalibrated data

tol

the

erances

surface-

are available for each channel

FirstDay : [INTEGER]
day number of first sample in array (needed for
detrending data that pass midnight)
OUTPUTS
Sample : [REAL *8(NMax, MMax)]
array with calibrated samples
Flag : [LOGICAL(NMax, MMax)]
validity flag (true means invalid) for all
calibrated samples
Mok : [INTEGER(NMax)]
number of valid samples for each quantity
Cok : [INTEGER(NMax,NMax)]
number of valid samples for each combination of
two quantities
Mindep : [INTEGER(NMax)]
number of independent samples for each quantity
Clndep : [INTEGER(NMax, NMax)]
number of independent samples for each
combination of two quantities
Rc : [REAL *8(NMax)]
slope of linear regression in case liner detrending
has been done (for each quanity)
BadTc : [LOGICAL]
if more than half of the thermocouple samples are
wrong, flag thermocouple as bad
DirYaw : [REAL *8]
yaw angle (degrees)
DirPitch : [REAL  *8]
pitch angle (degrees)
DirRoll : [REAL  *8]
roll angle (degrees)
SonFactr : [REAL *8(NMax)]
correction factor for the covariances with specific
humidity
O2Factor : [REAL *8(NMax)]
Correction factor due to oxygen correction for
covariance of humidity with each calibrated
FrCor : [REAL *8(NMax, NMax)]
Correction factors for covariances for frequency
response
Mean : [REAL *8(NMax)] (in/out)
Mean values of all calibrated signals
TolMean : [REAL *8(NMax)] (in/out)
Tolerances in mean values of all calibrated signals
Cov : [REAL *8(NMax,NMax)] (in/out)
Covariances of all calibrated signals
TolCov : [REAL *8(NMax,NMax)] (in/out)
Tolerances in covariances of all calibrated signals
QPhys : [REAL *8](NMaxPhys)] (in/out)
array with physical quantities
dQPhys : [REAL *8](NMaxPhys)] (in/out)
array with tolerances physical quantities
HAVE_CAL : [LOGICAL(NNMax)]
switch whether data for calibrated data
are available for each channel
DiagFlag : [INTEGER](NMaxDiag)
count of flags occuring in diagnostic word of CSAT
AUTHOR

Arjan van Dijk, Arold Moene

HISTORY

Revision:

Revision:

Revision:

Revision:
Revision:

03-04-2001:

28-05-2001:

18-09-2002:

5-12-2002:

13-01-2003:

get mean W and its tolerance before ti
correction; export via interface (AM)
added passing of info on whether unca
data are available (AM)
removed calcomm.inc and added First
to interface (to pass it to calibration routine
added DoPF, PPF, Apf to interface to in
added vectorwind and dirfrom to inte

It
librated
Day

clude planar fit
rface
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Revision: 27-01-2003: removed physical quantities from in terface
and replace by QPhys

Put all correction info into DoCorr and PCorr, ExpVar

REvision: 29-01-2003: added have_cal to interface to
have it available in ec_ncdf

$Name: $

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_C_Main
EC_C_T05
EC_C_T06
EC_C_T08
EC_C_T10
EC_G_Reset
EC_G_Shwind
EC_G_Show
EC_M_Averag
EC_M_MinMax
EC_M_Detren
EC_Ph_Q
EC_Ph_Flux
parcnst.inc

B.31 ecgene.f/ECG_Reset

NAME
EC_G_Reset
SYNOPSIS

CALL EC_G_Reset(Have_cal, Mean, TolMean, Cov, TolCov, MIn dep,
Clndep)

FUNCTION

Routine to reset means and covariances based on availabilit y
of the uncalibrated data

INPUTS

Have_cal : [LOGICAL(NMax)]
switch for each channel whether calibrated
data are available

Mean : [REAL * 8(NMax)]
mean of quantities
TolMean : [REAL *8(NMax)]
tolerance in mean of quantities
Cov : [REAL *8(NMax,NMax)]
covariances of quantities
TolMean : [REAL *8(NMax,NMax)]
tolerance in covariances of quantities
Mindep : [REAL *8(NMax)]
number of independent samples
Cindep : [REAL *8(NMax,NMax)]

number of independent samples in covariances

OUTPUT
Mean : [REAL *8(NMax)]
mean of quantities
TolMean : [REAL *8(NMax)]

tolerance in mean of quantities
Cov : [REAL *8(NMax,NMax)]

covariances of quantities

TolMean : [REAL *8(NMax,NMax)]

tolerance in covariances of quantities
Mindep 1 [REAL *8(NMax)]

number of independent samples
Clndep : [REAL *8(NMax,NMax)]

number of independent samples in covariances
AUTHOR
Arnold Moene
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.32 ecgene.f/ECG_ShwFrq

NAME
EC_G_ShwFrq
SYNOPSIS

CALL EC_G_ShwFrq(OutF,FrCor,NMax,N)

FUNCTION

Prints correction factors associated with frequency respo nse

INPUTS

OUTF : [INTEGER]
unit number of file

FrCor : [REAL =*8(NMax,NMax)]
freqency response correction factors for
each combination of quantities

NMax : [INTEGER]
maximum number of quantities

N : [INTEGER]
actual number of quantities

AUTHOR

Arjan van Dijk
HISTORY

$Name:
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc
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B.33 ecgene.f/ECG_Shwind

NAME
EC_G_Shwind
SYNOPSIS

CALL EC_G_Shwind(OutF,Mindep,
Clndep,NMax,N,M,Freq)

FUNCTION
Prints number of independent observations
INPUTS

OUTF  : [INTEGER]
unit number of file
Mindep : [INTEGER(NMax)]
number of independent samples for
means
Clindep : [INTEGER(NMax,NMax)]
number of independent samples for

covariances
NMax : [INTEGER]
maximum number of quantities
N : [INTEGER]
actual number of quantities
M : [INTEGER]
total number of samples
Freq : [REAL *8]

sampling frequency (Hz)
AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.34 ecgene.f/ECG_ShwMinMax

NAME

EC_G_ShwMinMax

SYNOPSIS

CALL EC_G_Shwind(OutF, N, Mins, Maxs)
FUNCTION

Prints min/max of series

INPUTS
OUTF : [INTEGER]
unit number of file
N : [INTEGER]
number of series
Mins : [INTEGER(NMax)]
min value of series
Maxs : [INTEGER(NMax)]
max value of series
AUTHOR

Arnold Moene
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.35 ecgene.f/ECG_ShwHead

NAME

EC_G_ShwHead
SYNOPSIS

CALL EC_G_ShwHead(OutF,String)
FUNCTION

Prints header to intermediate results file

INPUTS
OUTF : [INTEGER]
unit number of file
N : [CHARACTER]( *)
String to write
AUTHOR

Arnold Moene
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.36 ecmath.ffEC_M _ABCForm

NAME
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EC_M_ABCForm

SYNOPSIS

CALL EC_M_ABCForm(a,b,c,Rootl, Root2, AllReal)

FUNCTION

Solves ax’2 + bx + ¢ = 0

INPUTS
a . [REAL *8]

first coefficient
b : [REAL *8]

second coefficient
c : [REAL 8]

third coefficient
OUTPUTS
Rootl : [REAL *8]

first root

Root2 : [REAL 8]
second root
AllReal: [LOGICAL]
all roots real?

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.37 ecmath.f/EC_M _Averag

NAME

EC_M_Averag

SYNOPSIS

CALL EC_M_Averag(x,NMax,N,MMax,M,Flag,
Mean, TolMean,Cov,TolCov,MIndep,CIndep,Mok,Cok)

FUNCTION

From the given set of calibrated samples, calculate the aver
variances, covariances and their tolerances.

INPUTS

X : [REAL *8(NMax,MMax)]
Array with calibrated samples.
First index counts quantities; second counter
counts samples. Only the first N quantities
and the first M samples are used.

NMax : [INTEGER]
maximum number of quantities

N : [INTEGER]

actual number of quantities
MMax : [INTEGER]

ages,

maximum number of samples

M : [INTEGER]
actual number of samples
Flag : [LOGICAL(NMax, MMax)]
If flag(j,i) is true, then quantity j in sample
i is not ok.
OUTPUTS
Mean : [REAL *8(NMax)]
The average value array x. Only samples with Flag = 0
are used.
TolMean: tolerance of Mean, defined as 2 * sigma / sqrt(NIndep)

where sigma is the standarddeviation of the quantities
and where the number of independent samples is estimated
as twice the number of sign-changes of the fluctuations
of the respective quantities around their means.

Cov : [REAL *8(NMax,NMax)]
covariances

TolCov : [REAL *8(NMax,NMax)]
tolerances of Cov, estimated in same way as tolerances
of mean.

Mindep : [INTEGER(NMAX)]
Number of independent samples in time series from
which means are calculated

Cindep : [INTEGER(NMAX,NMAX)]
Number of independent samples in time series from
which covariances are calculated

Mok : [INTEGER(NMax)]
number of valid samples for each quantity
Cok : [INTEGER(NMax,NMax)]

number of valid samples for each combination of
two quantities

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.38 ecmath.ffEC_M BaseF

NAME

EC_M_BaseF

SYNOPSIS

Value = EC_M_BaseF(x,FType,Order,C)
FUNCTION

Purpose : Calculate simple functions. Currently implement ed:
- Ordinary polynomials
- Polynomials in the natural logarithm of x

INPUTS

X : [REAL 8]
argument of function



v,

FType : [INTEGER]
function type: NormPoly or LogPoly (defined in
parcnst.inc
Order : [INTEGER]
order of the polynomial
C : [REAL *8(0:Order)]
array with coefficients

RETURN VALUE

return value : [REAL *8]
value of polynomial

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.39 ecmath.f/EC_M _Cardano

NAME

EC_M_Cardano

SYNOPSIS

CALL EC_M_Cardano(Poly, Root, AllReal)
FUNCTION

Uses the Cardano solution to solve exactly:
ax3 + bx2 + cx +d =0
"a" is not allowed to be zero.

INPUTS
Poly : [REAL *8(0:3)]

coefficient of third order polynomial
OUTPUTS

Root : [REAL *8(2,3)]
array with roots, first index are
real and imaginary part, respectively,
second index for three roots
AllReal: [LOGICAL]
all roots real?

AUTHOR
Arjan van Dijk
SEE ALSO

Abramowitz and Stegun

HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.40 ecmath.f/EC_M Det2

NAME

EC_M_Det2
SYNOPSIS

Value = EC_M_Det2(x)
FUNCTION

Give determinant of REAL %8 2x2-matrix

INPUTS
X : [REAL *8(2,2)]
matrix
RETURN VALUE

return value :
[REAL*8]
determinant

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.41 ecmath.ffEC_M Determ

NAME

EC_M_Determ

SYNOPSIS

Value = EC_M_Determ(x)

FUNCTION

Give determinant of real 3 * 3-matrix
INPUTS

x : [REAL *8(3,3)]
matrix
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RETURN VALUE

return value
[REAL*8]
determinant

HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.42 ecmath.f/fEC_M Detren

NAME

EC_M_Detren
SYNOPSIS

CALL EC_M_Detren(x,NMax,N,MMAx,M,Mean,Cov,y,RC)
FUNCTION

Construct a linearly detrended dataset from a given dataset

INPUTS

X : [REAL *8(NMax,MMax)] (in/out)
array with samples: x(i,j) = quantity i in sample j
only the first N quantities and the first M samples
are used. On output: detrended series

NMax : [INTEGER]
maximum number of quantities in x

N : [INTEGER]

actual number of quantities in x
MMax : [INTEGER]
maximum number of samples in x

M : [INTEGER]

actual number of samples in x
Mean : [REAL * 8(NMax)]

mean of all quantities
Cov : [REAL *8 (NMax,NMAX)]

covariances of quantities used to find trend.

OUTPUT

RC : [REAL * 8(NMAX)]
Directional coefficients of linear regression
trend-lines.

AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

Revision 28-01-2003: remove argument y, since it causes ali assing (and is not

needed).

USES

parcnst.inc

B.43 ecmath.f/EC_M _DSwap

NAME

EC_M_DSwap
SYNOPSIS

CALL EC_M_DSwap(x,y)
FUNCTION

Interchanges x and y

INPUTS

Xy . [REAL *8]
quantities

OUTPUTS

X,y 1 [REAL =8]
quantities

AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.44 ecmath.f/EC_M_EII1Q

NAME

EC_M_EII1Q

SYNOPSIS

CALL EC_M_EI1Q(phi,alpha,ff,ee)
FUNCTION

Calculates the elliptic integrals F(Phi\Alpha) and

E(Phi\Alpha) using the Arithmetic-Geometric Mean process
as described in Abramowitz and Stegun, 17.6 (Numbers in
text refer to equations in A&S). Only ok for first quadrant

INPUTS

phi : [REAL 8]
argument

alpha : [REAL =*8]
argument

OUTPUTS

f : [REAL +8]
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result
ee . [REAL *8]
result

AUTHOR

Arjan van Dijk

SEE ALSO

Abramowitz and Stegun, 17.6
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.45 ecmath.f/fEC_M ElICoords

NAME

EC_M_ElICoords

SYNOPSIS

CALL EC_M_ElICoords(x,b,y,DyDx)
FUNCTION

Calculate the elliptic coordinates (Lambda, Mu, Nu) plus
derivatives Dy[i}/Dx[j] corresponding to the Carthesian
coordinates (x[1], x[2], x[3]) for an ellipsoid with
semiaxes (b[1], b[2], b[3]) with b[1]>b[2]>b[3].

Procedure cannot handle points at coordinateplanes.
Outside the ellipsoid the elliptic coordinates satisfy:
-b[1]2 < Nu < -b[2]"2 < Mu < -b[3]'2 < 0 < Lambda.

INPUTS

x  : [REAL *8(3)]
Carthesian coordinate

b : [REAL +8(3)]

semi-axes of ellipsoid
alpha : [REAL =*8]
argument
OUTPUTS
y : [REAL *8(3)]
new coordinate
DyDx : [REAL *8(3,3)]
derivative

HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

AUTHOR
Arjan van Dijk

USES

EC_M_Cardano
EC_M_DSwap
EC_M_SQR

B.46 ecmath.f/EC_M _Ellint

NAME

EC_M_Ellint

SYNOPSIS

CALL EC_M_Ellint(phi,alpha,ff,ee)
FUNCTION

Calculates the elliptic integrals F(Phi\Alpha) and
E(Phi\Alpha) using the Arithmetic-Geometric Mean process
as described in Abramowitz and Stegun, 17.6 (Numbers in
text refer to equations in A&S). ok for all angles.

INPUTS

phi : [REAL *8]
argument

alpha : [REAL *8]
argument

OUTPUTS

ff : [REAL +8]
result

ee 1 [REAL *8]
result

AUTHOR

Arjan van Dijk

SEE ALSO

Abramowitz and Stegun, 17.6
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_M_EI1Q

B.47 ecmath.ffEC_M _InvM

NAME
EC_M_InvM
SYNOPSIS

CALL EC_M_InvM(a, alnv)
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FUNCTION
Find the inverse of real 3 *3 matrix "a"
INPUTS

a : [REAL *8(3,3)]
matrix

OUTPUTS

inv @ [REAL 8(3,3)]
inverse matrix

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_M_Determ

B.48 ecmath.f/EC_M InvM2

NAME

EC_M_InvM2

SYNOPSIS

CALL EC_M_InvM2(a, alnv)

FUNCTION

Find the inverse of real 2 *2 matrix "a"
INPUTS

a  : [REAL *8(2,2)]
matrix

OUTPUTS

inv @ [REAL *8(2,2)]
inverse matrix

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_M_Det2

B.49 ecmath.f/EC_M_ISwap

NAME

EC_M_ISwap
SYNOPSIS

CALL EC_M_ISwap(x,y)
FUNCTION

Interchanges x and y

INPUTS
xy  : [INTEGER]
quantities
OUTPUTS
X,y : [INTEGER]
quantities
AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.50 ecmath.ffEC_M ka

NAME

EC_M_ka
SYNOPSIS

Value = EC_M_ka(x,b)
FUNCTION

Retumns = DSQRT((x+b(1) ** 2) *(x+b(2) ** 2) *(x+b(3) ** 2))
From equation 8

INPUTS

X : [REAL *8]
argument

b : [REAL *8(3)]
coefficient

RETURN VALUE

return value :
[REAL+8]
result

AUTHOR
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Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.51 ecmath.f/EC_M_Map2Vec

NAME

EC_M_Map2Vec

SYNOPSIS

CALL EC_M_Map2Vec(a,x,y)

FUNCTION

Calculates the image of "x" under the map "a"; y(i) = a(ij)x(j )
INPUTS

a : [REAL *8(2,2)]
the mapping matrix

X : [REAL *8(2)]
the vector to be mapped

OUTPUT
y : [REAL *8(2)]

the image of the map
AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.52 ecmath.f/EC_M_MapMtx

NAME

EC_M_MapMtx

SYNOPSIS

CALL EC_M_MapMtx(a,x,y)
FUNCTION

Calculates the image of "x" under the map "a“;
y(i) = a(kia(lj)x(lk)

INPUTS

a . [REAL *8(3,3)]
the mapping matrix
X : [REAL *8(3,3)]

the tensor to be mapped

OUTPUT
y . [REAL *8(3,3)]

the image of the map
AUTHOR

Arjan van Dijk
HISTORY

Revision: June 21, 2001:
- indices i and j in the mapping have
been interchanged. This has also been done in the
routines that used EC_M_MapMtx (EC_C_TO05)
$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.53 ecmath.f/EC_M _MapVec

NAME
EC_M_MapVec
SYNOPSIS

CALL EC_M_MapVec(a,x,y)

FUNCTION
Calculates the image of "x" under the map "a"; y(i) = a(ij)x(j )
INPUTS
a . [REAL *8(3,3)]

the mapping matrix
X : [REAL *8(3)]

the vector to be mapped
OUTPUT
y . [REAL *8(3)]

the image of the map
AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $
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B.54 ecmath.f/EC_M _MinMax

NAME

EC_M_MinMax

SYNOPSIS

Call EC_M_MinMax(x,NMax,N,MMax, M,Flag,Mins, Maxs)
FUNCTION

Determines minimum and maximum of quantities

INPUTS
X : [REAL *8(Nmax,MMax)]
the sampled quantities
NMax : [INTEGER]
maximum number of quantities
N : [INTEGER]
actual number of quantities
MMax  : [INTEGER]
maximum number of samples
M : [INTEGER]
actual number of samples
Flag : [LOGICAL(NMax, MMax)]
If flag(j,i) is true, then quantity j in sample
i is not ok.
OUTPUT
Mins : [REAL *8(NMax)]

the minimum of each quantity, only taking into
account samples with Flag = 0

Maxs : [REAL *8(NMax)]
the maximum of each quantity, only taking into
account samples with Flag = 0

AUTHOR

Arnold Moene

USES
parcnst.inc

HISTORY
$Name: $

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.55 ecmath.f/EC_M_MMul

NAME
EC_M_MMul
SYNOPSIS

CALL EC_M_MMul(a,b,c)

FUNCTION
Matrix C is product of 3 *3-matrices A and B
INPUTS
a . [REAL *8(3,3)]
first matrix
b : [REAL *8(3)]

second matrix

OUTPUT

c : [REAL *8(3)]
matrix product

AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.56 ecmath.f/EC_M _MulVec

NAME

EC_M_MulVec
SYNOPSIS

CALL EC_M_MulVec(x,y)
FUNCTION

Multiply vector with a constant

INPUTS
X : [REAL *8(3)]
vector
y : [REAL 8]
constant
OUTPUT
x : [REAL *8(3)]
vector multiplied with y
AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $
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B.57 ecmath.f/EC_M _SortDecr

NAME

EC_M_SortDecr

SYNOPSIS

CALL EC_M_SortDecr(x,permutation)
FUNCTION

Sorts the elements of vector x in decreasing order;
permutation needed is returned as well

INPUTS

X . [REAL +8(3)]
vector

OuTPUT

X : [REAL *8(3)]

sorted vector
permutation :
[INTEGER(3)]
permutation to arrive at sorted vector

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_M_DSwap
EC_M_ISwap

B.58 ecmath.f/EC_M SortUse

NAME

EC_M_SortUse

SYNOPSIS

CALL EC_M_SortUse(x,permutation)

FUNCTION

Reorders the elements of x according to permutation
INPUTS

X : [REAL +8(3)]
vector

permutation :
[INTEGER(3)]
permutation to arrive at sorted vector

OUTPUT

X : [REAL *8(3)]
sorted vector

AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.59 ecmath.f/EC_M _specint

NAME

EC_M_specint

SYNOPSIS

CALL EC_M_specint(lambda,b,integral)
FUNCTION

Calculates the integrals:
\INT_(\lambda)"(\infty) \frac{dq}{{b_{i}"{2}+a}k_{q}
References "G&R" in the code are to Gradshteyn and Ryzhik:

Tables of Integrals, Series and Products, 4th ed.,Ac. Press ,'65
INPUTS
lambda  : [REAL *8]
one lambda
b : [REAL *8(3)]

vector of b-values
OUTPUT

integral : [REAL *8(3)]
result

AUTHOR
Arjan van Dijk
SEE ALSO

References "G&R" in the code are to Gradshteyn and Ryzhik:
Tables of Integrals, Series and Products, 4th ed.,Ac. Press ,'65

HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $
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B.60

NAME

ecmath.f/EC_M _SQR

EC_M_SQR
SYNOPSIS

Value = EC_M_SQR(x)
FUNCTION

Give the square of x
INPUTS

X : [REAL 8]
RETURN VALUE

return value :
[REAL*8]
result

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.61 ecmath.f/EC_M _UnSort

NAME
EC_M_UnSort
SYNOPSIS

CALL EC_M_UnSort(x, permutation)

FUNCTION
Unsorts the elements of x originally sorted using permutati
INPUTS
X : [REAL *8(3)]
vector
permutation :
[INTEGER(3)]
permutation to arrive at sorted vector
OUTPUT
X . [REAL *8(3)]

unsorted vector

AUTHOR

Arjan van Dijk

HISTORY

$Name:

$

$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.62 ecphys.f/EC_Ph_Flux

NAME

EC_Ph_Flux

SYNOPSIS

CALL EC_Ph_Flux(Mean,NMax,Cov,TolMean,TolCov,p,BadTc ,

WebVel, diryaw)

FUNCTION

Construct estimates for surface fluxes from mean values and

INPUTS

Mean

NMax

Cov

TolMean:

TolCov :

P

BadTc

WebVel :

Diryaw :

OUTPUT

QPhys

on dQPhys :

AUTHOR

. [REAL * 8(NMax)]
Means of all variables
: [INTEGER]
Maximum number of variables

: [REAL *8(NMax,NMax)]

Covariances of all variables

[REAL *8(NMax)]

Tolerances in means of all variables
[REAL *8(NMax,NMax)]

Tolerances in covariances of all variables
: [REAL 8]

atmosperic pressure (Pa)

: [LOGICAL]

indicator whether thermocouple temperature is corrupt
[REAL *8]

Webb velocity (m/s)

[Real 8]

Yaw rotation angle (degrees)

. [REAL *8](NMaxPhys)

array with physical quantities

[REAL *8](NMaxPhys)

array with tolerances in physical quantities

tolerance in sensible heat flux with sonic temperature (W/m

Arjan van Dijk, Arold Moene

HISTORY

07-10-2002: added CO2 fluxes and WebVel to interface. Webb-

is now computed with Webvel, rather than Mean(W)

26-01-2003: replaced physical quantities by QPhys

$Name:

$

covariances

term



Z8

$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $
USES

EC_Ph_RhoWet
parcnst.inc

Cp

Lv

B.63 ecphys.f/EC_Ph.Q

NAME

EC_Ph_Q
SYNOPSIS

Spec_hum = EC_Ph_Q(RhoV,T,P)
FUNCTION

Calculate the specific humidity of wet air
INPUTS

Rhov : [REAL *8]
Density of air (kg/m3)

T : [REAL *8]
Temperature (K)
P : [REAL *8]

Pressure (Pa)
RETURN VALUE

return value : [REAL *8]
Specific humidity (kg/kg)

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_Ph_RhoWet

B.64 ecphys.f/EC_Ph_.QCO2

NAME
EC_Ph_QC02

SYNOPSIS

Spec_CO2 = EC_Ph_QCO2(RHOCO2,RHOV,T,P)

FUNCTION

Calculate the specific CO2 concentration of wet air

INPUTS

RhoCO2 : [REAL*8]

Density of CO2 (kg/m™3)
Rhov : [REAL *8]

Density of air (kg/m3)

T : [REAL 8]
Temperature (K)
P : [REAL *8]

Pressure (Pa)
RETURN VALUE

return value : [REAL *8]
Specific CO2 (kg/kg)

AUTHOR
Arnold Moene
HISTORY

$Name: $

$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_Ph_RhoWwet

B.65 ecphys.f/EC_Ph_RhoDry

NAME
EC_Ph_RhoDry

SYNOPSIS

Rho_dry = EC_Ph_RhoDry(RhoV,T,P)

FUNCTION

Calculate the density of dry air component in wet air
Via Dalton's law : Pressure is sum of partial pressures :

P = RhoWRv+T + RhoD+Ra+T
INPUTS

Rhov : [REAL *8]
Density of air (kg/m3)

T : [REAL 8]
Temperature (K)
P : [REAL *8]

Pressure (Pa)

RETURN VALUE
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return value : [REAL *8]
Density of dry part of air (kg/m"3)

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Rd
Rv

B.66 ecphys.f/EC_Ph_RhoWet

NAME

EC_Ph_RhoWet

SYNOPSIS

Rho_dry = EC_Ph_RhoWet(RhoV,T,P)
FUNCTION

Calculate the density of wet air
INPUTS

Rhov : [REAL *8]
Density of air (kg/m”3)

T : [REAL *8]
Temperature (K)
P : [REAL *8]

Pressure (Pa)
RETURN VALUE

return value : [REAL *8]
Density of wet air (kg/m3)

AUTHOR
Arjan van Dijk
HISTORY

$Name:
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_Ph_RhoDry

B.67 ecphys.f/EC_Ph_Struct

NAME
EC_Ph_Struct
SYNOPSIS

CALL EC_Ph_Struct(Sample,NMax,MMax,M,Flag,
Xindex,YIndex,
R,dR,Freq,CIndep,Cxy,dCxy)

FUNCTION
Calculate structure parameters <(x(r)-x(r+R)) *(y(nN-y(r+R))>/R"2/3
INPUTS
Sample  : [REAL *8(NMax,MMax)]
Samples (quantities in first dimension, samples in
second dimension)
NMax : [INTEGER]
physical first dimension of array Sample.
MMax : [INTEGER]
physical second dimension of array Sample.
M : [INTEGER]
actual number of meaningful samples in array Sample.
Flag : [LOGICAL(NMax,MMax)]

if Flag(ij) is true, then something is wrong with
quantity i in sample j.

Xindex  : [INTEGER]
indicator of first quantity involved in
structure function.

Yindex : [INTEGER]
indicator of second quantity involved in
structure function.

R : [REAL *8] :
separation in meters at which one wants to estimate
the structure function.

Freq : [REAL 8] :
Sampling frequency in s™1.
Cindep : [INTEGER[NMax,NMax])

Number of independent contributions by array Sample
to covariance between quantities selected with
Xindex and Yindex.

Rhov : [REAL *8]
Density of air (kg/m"3)
T : [REAL 8]
Temperature (K)
P : [REAL *8]

Pressure (Pa)

OUTPUT
drR : [REAL *8]
separation in meters corresponding with a delay
of one sample (i.e. tolerance in R)
cxy : [REAL *8]
Structure parameter.
dexy : [REAL *8]
Tolerance of cxy.
AUTHOR

Arjan van Dijk

HISTORY
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$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $
Revision:  20-9-2002: added implicit none and inclusion of
parcnst.inc (needed for constants U,V, and W)
Revision:  27-01-2003: removed N from interface

USES

parcnst.inc

B.68 ecphys.f/EC_Ph_Obukhov

NAME

EC_Ph_Obukhov

SYNOPSIS

L = EC_Ph_Obukhov(Ustar,Tstar,Qstar ,MeanT)
FUNCTION

Calculate Obukhov length (taking into account buoyancy eff ect of
water vapour)

INPUTS

Ustar : [REAL +8]
u*x (m/s)

Tstar : [REAL +8]
T (K)

Qstar  : [REAL *8]
a* (kgrkg)

MeanT  : [REAL *8]
mean temperature (K)
actual number of meaningful samples in array Sample.

OUTPUT

return value : [REAL *8]
obukhov length (m)

AUTHOR
Arnold Moene
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

physcnst.inc
GG
Karman

B.69 eccorr.f/[EC_C_DO0O1

NAME
EC_C_D01
SYNOPSIS
CALL EC_C_DO1(x, b, alnv)
FUNCTION

This routines computes and applies the matrix for the
correction of turbulent air flow measurements for the
presence of small disturbing objects, like a box with

electronic apparatus. The approach followed is described i n:
(see SEE ALSO). The actual matrix is computed

in EC_C_D02.

INPUTS

X : [REAL *8(3)]
Position vector of the point where measurements have been ta
The ellipsoid is placed in the origin.
A right-handed frame of coordinates is chosen.
The flow is supposed to be expressed in this coordinate frame
Therefore, when the flow velocity has positive components,
upstream measurement points are selected when by giving
vector X negative components!

b : [REAL *8(3)]
Three ellipsoid semi-axes in meters. The ellipsoid is
supposed to be oriented along the coordinate axes.
Somehow the algorithm does not seem to like it when two or more
semi-axes are equal, or when your point x is in one of the
coordinate planes (one component of x equal to zero).
To circumvent problems one can take values slightly off
the problematic values.

OUTPUT

alnv : [REAL *8(3,3)]
The matrix which can be used to correct samples and
covariances for flow distortion.
Sum_j alnv(i,j) *u(j) gives the distortion-corrected
image of measured velocity u.

AUTHOR
Arjan van Dijk
SEE ALSO

Oost, W. (1991). Flow distortion by an ellipsoid and its
application to the analysis of atmospheric measurements.
J.Atm.Oc.Tech., 8 No 3:331-340.

References in the code are to this article.

HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_C_D02
EC_M_InvM

ken.
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B.70 eccorr.f/[EC_C_D02

NAME
EC_C_D02
SYNOPSIS
CALL EC_C_DO2(x, b, a)
FUNCTION

This routines computes the distortion matrix for the
correction of turbulent air flow measurements for the
presence of small disturbing objects, like a box with
electronic apparatus. The approach followed is described i
(see SEE ALSO).

Calculates the distortion matrix according to equation 12.

INPUTS

b : [REAL *8(3)]
a vector containing the three semiaxes of the
ellipsoid

x : [REAL *8(3)]
position where the distortion-matrix will be
calculated; coordinates are relative to the
center of the ellipsoid

OUTPUT

a : [REAL *8(3,3)]
the distortion matrix, when applied to an
undisturbed wind, "a" gives the disturbed wind

AUTHOR
Arjan van Dijk
SEE ALSO

Oost, W. (1991). Flow distortion by an ellipsoid and its
application to the analysis of atmospheric measurements.
J.Atm.Oc.Tech., 8 No 3:331-340.

References in the code are to this article.

HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_M_SortDecr
EC_M_SortUse
EC_M_ElICoords
EC_M_specint
EC_M_MulVec
EC_M_UnSort

B.71 eccorr.f[EC_C_FO01

NAME
EC_C_FO1
SYNOPSIS

CALL EC_C_F01(Mean, Cov, NMax, NSize, WhichTemp,
NSta, NEnd, Numint, NS, TauD, TauV, CalSonic,
CalTherm, CalHyg, CalCO2,WXT)

FUNCTION

Calculate frequency response corrections for sensor respo
length averaging, sensor separation, signal processing an
of fluctuations in a tube. Based on publications in SEE ALSO.

INPUTS
Mean : [REAL *8(NMax)]
Array of mean values of the quantities in
this experiment (only the first N quantities are used).
Cov : [REAL *8(NMax,NMax)]
covariances of the fluctuations.
NMax : [INTEGER]

Physical dimension of array Mean
NSize : [INTEGER]
Number of quantities actually involved in this
experiment.
WhichTemp: [INTEGER]
Which temperature to use: thermocouple (Tcouple)
or sonic (TSOnic): see parcnst.inc
NSta : [REAL *8]
Start frequency numerical integration.
Popular value: -5.D0 [unit?].
NEND : [REAL*8]
End frequency numerical integration.
Popular value: LOG(5) = 0.69897DO0 [unit?].
NumINT : [INTEGER]
Number of intervals in integration.
Popular value: 19.
NS : [INTEGER]
TauD  : [REAL *8]
Interval length for running mean.
Popular value: 0.D0 [unit?].
TAUV  : [REAL*8]
Low pass filter time constant.
Popular value: 0.DO [unit?]
CalSonic : [REAL *8(NQQ)]
Callibration specification array of
sonic anemometer.
CalTherm : [REAL *8(NQQ)]
Calibration specification array of
thermometer.
CalHyg : [REAL *8(NQQ)]
Calibration specification array of
hygrometer.
CalCO2 : [REAL *8(NQQ)]
Callibration specification array of
CO2 sensor.

OUTPUT

WXT : [REAL* 8(NMax,NMax)]
Correction factors for covariances.

BUGS

nse, path
d dampening
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In the present configuration, only correction factors are ¢
for the variances and for the covariances involving the vert
velocity. Other covariances get a factor of 1.

AUTHOR
Arjan van Dijk
SEE ALSO

Moore, C.J. (1986): 'Frequency Response Corrections for Ed
Correlation Systems’. Boundary Layer Met. 37: 17-35.

Philip, J.R. (1963): 'The Damping of Fluctuating Concentra
by Continuous Sampling Through a tube’ Aust. J. Phys. 16: 454

Leuning, R. and K.M. King (1991): 'Comparison of Eddy-Covar
Measurements of CO2 Fluxes by open- and closed-path CO2 anal
(unpublished)

HISTORY

28-05-2001: added info on which temperature should be used
in corrections (Sonic or thermocouple)

19-09-2002: added CalCO2 in interface

27-01-2003: replaced Nint by Numint

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi
EC_Ph_Obukhov

B.72 eccorr.f[EC_C_F02

NAME

EC_C_F02

SYNOPSIS

CALL EC_C_F02(WXT, NMax, NSize, Lower, Upper, Cov, TolCov)
FUNCTION

Apply frequency response corrections for sensor response,
length averaging, sensor separation, signal processing an
of fluctuations in a tube. Based on publications given in SEE

INPUTS
WXT : [REAL* 8(NMax,NMax)]

Correction factors for covariances.
NMax : [INTEGER]

Physical dimension of array Mean

NSize : [INTEGER]
Number of quantities actually involved in this
experiment.

Lower : [REAL 8]
Lower acceptance limit for frequency-response
factors. Correction factors smaller than Lower are
set to 1.

Upper : [REAL *8]

omputed
ical

tion
-463.

iance
ysers’

path
d dampening
ALSO

Upper acceptance limit for frequency-response
factors. Correction factors larger than Upper are
Which temperature to use: thermocouple (Tcouple)
or sonic (TSOnic): see parcnst.inc

OUTPUT

Cov : [REAL *8(NMax,NMax)]
covariances of the fluctuations.

TolCov : [REAL *8(NMax,NMax)]
tolerances in covariances

SEE ALSO

Moore, C.J. (1986): 'Frequency Response Corrections for Ed dy
Correlation Systems’. Boundary Layer Met. 37: 17-35.

Philip, J.R. (1963): 'The Damping of Fluctuating Concentra tion
by Continuous Sampling Through a tube’ Aust. J. Phys. 16: 454 -463.

Leuning, R. and K.M. King (1991): 'Comparison of Eddy-Covar iance
Measurements of CO2 Fluxes by open- and closed-path CO2 anal ysers’
(unpublished)

HISTORY

28-05-2001: added info on which temperature should be used
in corrections (Sonic or thermocouple)

$Name: $

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.73 eccorr.f[EC _C_Main

NAME
EC_C_MAIN
SYNOPSIS

CALL EC_C_Main(OutF,
DoPrint, Mean,NMax,N,TolMean, Cov,TolCov,
DoCorr, PCorr, ExpVar,
DirYaw, DirPitch, DirRoll,
SonFactr, O2Factor,
CalSonic,CalTherm,CalHyg,
CalCo2,FrCor,
P, Have_Cal)

FUNCTION

Integrated correction routine applying ALL (user-selecte d)
corrections in this library on mean values and covariances.

All intermediate results can be output to a file.

Moreover they are returned to the calling routine in

respective variables.

INPUTS

(outputs and combined inputs/outputs are given as well,
but also under OUTPUT)
OutF : [INTEGER]

Unit number of file for intermediate results
DoPrint : [LOGICAL]

Print intermediate results ?
Mean : [REAL *8(NMax)] (in/out)
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Mean values of all calibrated signals

NMax : [INTEGER]
Size of arrays with calibrated signals
N : [INTEGER]

Actual number of calibrated signals
TolMean : [REAL *8(NMax)] (in/out)
Tolerances in mean values of all calibrated signals
Cov : [REAL *8(NMax,NMax)] (in/out)
Covariances of all calibrated signals
TolCov : [REAL +*8(NMax,NMax)] (in/out)
Tolerances in covariances of all calibrated signals
DoCorr : [LOGICAL](NMaxCorr)
which corrections to do?
PCorr  : [LOGICAL](NMaxCorr)
intermediate results of which corrections?
ExpVar : [REAL =*8](NMaxExp)
array with experimental settings
Diryaw : [REAL =*8] (out)
Yaw angle (degrees)
DirPitch: [REAL  *8] (out)
Pitch angle (degrees)
DirRoll : [REAL  *8] (out)
Roll angle (degrees)
SonFactr: [REAL *8(NMax)] (out)
Correction factor due to Schotanus correction for
covariance of sonic temperature with each calibrated
signal.
O2Factor: [REAL *8(NMax)] (out)
Correction factor due to oxygen correction for
covariance of humidity with each calibrated
CalSonic: [REAL *8(NQQ)]
Calibration info for sonic anemometer
CalTherm: [REAL *8(NQQ)]
Calibration info for thermocouple
CalHyg : [REAL *8(NQQ)]
Calibration info for hygrometer
CalCO2 : [REAL *8(NQQ)]
Calibration info for CO2 sensor

FrCor : [REAL *8(NMax,NMax)] (out)
Correction factors for covariances for frequency
response

P : [REAL *8]

Atmospheric pressure (Pa)
Have_Cal : [LOGICAL(NMax)]
Calibrated signal available for given quantity ?

OUTPUT

Mean : [REAL *8(NMax)] (infout)
Mean values of all calibrated signals
TolMean : [REAL *8(NMax)] (infout)
Tolerances in mean values of all calibrated signals
Cov : [REAL *8(NMax,NMax)] (in/out)
Covariances of all calibrated signals
TolCov : [REAL +*8(NMax,NMax)] (in/out)
Tolerances in covariances of all calibrated signals
Diryaw : [REAL =*8] (out)
Yaw angle (degrees)
DirPitch: [REAL  *8] (out)
Pitch angle (degrees)
DirRoll : [REAL  *8] (out)
Roll angle (degrees)
SonFactr: [REAL *8(NMax)] (out)
Correction factor due to Schotanus correction for
covariance of sonic temperature with each calibrated
signal.
O2Factor: [REAL *8(NMax)] (out)
Correction factor due to oxygen correction for
covariance of humidity with each calibrated

FrCor : [REAL =*8(NMax,NMax)] (out)
Correction factors for covariances for frequency
response

WebVel : [REAL *8] (out)
Webb velocity

HISTORY

28-05-2001: added info on whether uncalibrated data are
available for a given variable (mainly important
for sonic and/or Couple temperature since that
is used for various corrections)

07-10-2002: added WebVel to interface to pass
Webb velocity independent from Mean(W)

27-01-2003: removed BadTC from interface
replaced list of correction switches by DoCorr and PCorr, Ex
replaced Nint by Numint

$Name: $

$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc
EC_C_TO05
EC_C_T06
EC_C_T07
EC_C_T08
EC_C_T09
EC_C_T10
EC_C_T11
EC_C_Schotl
EC_C_Schot2
EC_C_Oxygenl
EC_C_Oxygen2
EC_C_F01
EC_C_F02
EC_C_Webb
EC_G_Show
EC_G_ShwFrq
EC_G_Reset

B.74 eccorr.f/EC _C_Oxygenl

NAME

EC_C_Oxygenl

SYNOPSIS

CALL EC_C_Oxygenl(MeanT, NMax, N, Cov, P,
HygType, WhichTemp, Factor)

FUNCTION

Contribution of other gases especially oxygen absorb
some of the radiation at the wavelengths at which the
hygrometer works.

This routine computes the correction factors. The
factors are applied in EC_C_Oxygen2

INPUTS
MeanT : [REAL *8]
Mean temperature (Kelvin)
NMax : [INTEGER]
Size of array dimensions
N : [INTEGER]
Actual number of calibrated signals
Cov : [REAL *8(Nmax,Nmax)]
Covariances
P : [REAL *8]

Atmospheric pressure (Pa)

pVvar



88

HygType : [INTEGER]
Type of hygrometer (see parcnst.inc for codes)
WhichTemp : [INTEGER]
Use thermocouple temperature or sonic temperature ?
(Tcouple or TSonic, codes in parcnst.inc)

OUTPUT
Factor : [REAL *8(NMax)]
Correction factor for the covariance with each of
calibrated signals
NOTES
Currently this routine knows about three types of hygromete r
ApCampKrypton : the KH20 krypton hygrometer from Campbell S ci.
ApMierijLyma : the Lymann-alpha hygrometer from Mierij Met eo

ApLiCor7500 : the LiCor IR hygrometer (not sensitive to O2)
SEE ALSO
EC_C_Oxygen2
HISTORY

28-05-2001: added info on which temperature should be used
in corrections (Sonic or thermocouple)

$Name: $

$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc
Kok

KwK

Kola

Kwla
FracO2
MO2
RGas

B.75 eccorr.f/[EC _C_Oxygen2

NAME

EC_C_Oxygen2

SYNOPSIS

CALL EC_C_Oxygen2(Factor, Nmax, N, Cov)
FUNCTION

Contribution of other gases especially oxygen absorb
some of the radiation at the wavelengths at which the
hygrometer works.

This routine applies the correction factors that were
computed in EC_C_Oxygenl

INPUTS

Factor : [REAL *8(NMax)]
Correction factor for the covariance with each of

OUTPUT

Cov

SEE ALSO

calibrated signals
: [INTEGER]
Size of array dimensions
: [INTEGER]
Actual number of calibrated signals
: [REAL *8(Nmax,Nmax)] (in/out)
Covariances

: [REAL *8(Nmax,Nmax)] (in/out)
Covariances

EC_C_Oxygenl

HISTORY

$Name:

$

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.76

NAME

EC_C_Scal

SYNOPSIS

CALL EC_C_Scal(Cal, UDum, VDum, WDum,

UError, VError, WError)

FUNCTION

To calibrate a sonic signal according to wind tunnel

calibratiol
ie. a wi

INPUTS

Cal

UDum

VDum

WDum

OUTPUT

UDum

VDum

WDum

UError:

n (for the moment this works for apparatus 6,
nd tunnel calibrated sonic)

[REAL +8(NQQ)]

Array of length NQQ with calibration info

: [REAL*8 ] (in/out)

One horizontal component (on exit: calibrated)

: [REAL*8 ] (in/out)

Another horizontal component (on exit: calibrated)
: [REAL*8 ] (infout)

Vertical component (on exit: calibrated)

: [REAL*8 ] (infout)

One horizontal component (on exit: calibrated)

: [REAL*8 ] (infout)

Another horizontal component (on exit: calibrated)
: [REAL#8 ] (infout)

Vertical component (on exit: calibrated)
[LOGICAL]

eccorr.f/EC _C_Scal
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error flag for U (.TRUE. if wrong data)
VError: [LOGICAL]

error flag for V (.TRUE. if wrong data)
WError: [LOGICAL]

error flag for W (.TRUE. if wrong data)

AUTHOR

Arnold Moene
CREATION DATE
September 26, 2000
NOTES

The method is based on a wind tunnel calibration of the sonic

The real velocity components can be derived from the

measured components and the real azimuth and elevation angl e.
But the latter are not known and have to be determined

iteratively from the measured components. The relationshi p
between the real components and the measured components is:

Ureal = Umeas/(UC1 *(1 - 0.5 =
((Azi + (Elev/0.5236) *UC2)*
(1 - UC3 * Abs(Elev/0.5236))) *2))
Vreal = Vmeas *(1 - VC1 * Abs(Elev/0.5236))
Wreal = Wmeas/(WC1+(1 - 0.5 =*(Azi * WC2)+ 2))
and
Azi = arctan(V/U)
Elev = arctan(W/sqrt(U w2+ Vx 2))

where UC1, UC2, UC3, VC1, WC1, WC2 are fitting coefficients.
An azimuth angle of zero is supposed to refer to a wind
direction from the most optimal direction (i.e. the 'open’

side of a sonic). Samples with an absolute azimuth angle of
more than 40 degrees are rejected.

HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.77 eccorr.f[EC _C_Schotl

NAME
EC_C_Schotl
SYNOPSIS

CALL EC_C_Schotl(MeanQ,MeanTSon,NMax,N,Cov,Factor, TS onFact)

FUNCTION
Compute correction factor for partial Schotanus et al. corr ection.
for humidity of sonic temperature, and of all covariances wi th

sonic temperature.
Sidewind-correction has already been applied in the
routine where the sonic signal is calibrated.

INPUTS

MeanQ : [REAL*8]

mean specific humidity  (kg/kg)
MeanTSon : [REAL *8]

mean sonic temperature (Kelvin)

NMax : [INTEGER]

size of arrays
N : [INTEGER]

actual number of calibrated signals
Cov : [REAL *8(NMax,NMax)]

covariance matrix of calibrated signals

OUTPUT
Factor : [REAL *8(NMax)]
correction factor for the covariances with specific
humidity

TSonFact : [REAL *8]
correction factor for sonic temperature

SEE ALSO
EC_C_Schotl
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

parcnst.inc

B.78 eccorr.f[EC _C_Schot2

NAME
EC_C_Schot2
SYNOPSIS
CALL EC_C_Schot2(Factor,TSonFact,MeanTSoc, NMax,N,Cov )

FUNCTION

Apply correction factor for partial Schotanus et al. correc tion

as computed in EC_C_Schotl.

for humidity of sonic temperature, and of all covariances wi
sonic temperature.

Sidewind-correction has already been applied in the

routine where the sonic signal is calibrated.

INPUTS

Factor : [REAL *8(NMax)]
correction factor for the covariances with specific
humidity

TSonFact : [REAL *8]

correction factor for sonic temperature
MeanTSon : [REAL *8]

mean sonic temperature (Kelvin)
NMax : [INTEGER]

size of arrays
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N : [INTEGER]
actual number of calibrated signals
Cov : [REAL *8(NMax,NMax)] (in/out)

covariance matrix of calibrated signals
OUTPUT

Cov : [REAL *8(NMax,NMax)] (in/out)
covariance matrix of calibrated signals

SEE ALSO
EC_C_Schotl
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

physcnst.inc

B.79 eccorr.f/EC _C_Schot3

NAME

EC_C_Schot3

SYNOPSIS

TCORR = EC_C_Schot3(Temp,Rhov, Press)
FUNCTION

To do humidity part of Schotanus et al. correction on a
raw sample of sonic temperature, while specific humidity is
yet known: to get specific humidity from the measured

Rhov one needs a temperature: if no thermocouple available
the only temperature is the sonic temperature.

(TSonic depends on specific humidity, to compute specific
humidity, one needs a temperature, Tsonics depends on
specific humidity ....etc.)

Sidewind-correction has already been applied in the

routine where the sonic signal is calibrated.

INPUTS

TEMP : [REAL+8]

Sonic temperature (without hyumidity correction) (Kelvin
Rhov : [REAL *8]

absolute humidity (kg/m"3)
Press : [REAL *8]

atmospheric pressure (Pa)

RETURN VALUE

return value : [REAL *8]
corrected sonic temperature (Kelvin)

AUTHOR

not

Arnold Moene
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_Ph_Q

B.80 eccorr.f/EC _C_TO1

NAME
EC_C_TO1
SYNOPSIS

CALL EC_C_T01(DoWBias,SingleRun,uMean,NRuns,Apf,
Alpha,Beta,Gamma,WBias)

FUNCTION

Subroutine performs some preparations for the actual
Planar Fit Method. The actual work is done in routine EC_C_TO 2.

INPUTS

DoWBias: [LOGICAL]
compute bias in mean vertical wind (FALSE
implies that the mean vertical wind over all
runs is assumed to be zero

SingleRun: [LOGICAL]
Determine rotation for a single run

uMean : [REAL *8(3,Nmax)]
matrix of run mean velocity vectors
NRuns : [INTEGER]

the number of runs

OUTPUT
Apf : [REAL *8(3,3)]

the planar fit 3 *3 untilt-matrix
Alpha : [REAL *8]

tiltangle alpha in degrees
Beta : [REAL *8]

tiltangle beta in degrees
Gamma : [REAL* 8]

Fixed yaw-angle in degrees associated with mean over all run
WBias : [REAL *8]

The bias in the vertical velocity
AUTHOR

Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES
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EC_C_T02

B.81

NAME
EC_C_T02

SYNOPSIS

eccorr.f/EC _C_T02

CALL EC_C_T02(DoWBias,SingleRun,uMean,NRuns,Apf,

FUNCTION

Alpha,Beta,Gamma,WBias)

Subroutine computes angles and untilt-matrix needed for
tilt correction of Sonic data, using Planar Fit
Method, as described in James M. Wilczak et al (2001), 'Sonic

Anemometer tilt correction algorithms’, Boundary Meteoro logy 99: 127:150
References to formulae are to this article.

The planar fit matrix is extended with an additional yaw-cor rection

to turn the first coordinate into the direction of the mean wi nd

over all runs. This extra rotation makes results from differ ent
eddy-covariance systems comparable.

Furthermore, there is the option to determine a planar fit fo r

a single run (using all individual samples within a run,
rather than the mean velocities from a collection of runs as
in the classic planar fit method).

INPUTS

DoWBias:

[LOGICAL]
compute bias in mean vertical wind (FALSE
implies that the mean vertical wind over all
runs is assumed to be zero

SingleRun: [LOGICAL]

uMean

NRuns

OUTPUT

Apf
Alpha
Beta
Gamma

WBias

AUTHOR

Determine rotation for a single run

1 [REAL *8(3,Nmax)]

matrix of run mean velocity vectors

. [INTEGER]

the number of runs

. [REAL *8(3,3)]

the planar fit 3 * 3 untilt-matrix

. [REAL +8]

tiltangle alpha in degrees

. [REAL +8]

tiltangle beta in degrees
: [REAL*8]
Fixed yaw-angle in degrees associated with mean over all run

: [REAL +8]

The bias in the vertical velocity

Arjan van Dijk

HISTORY

$Name: $

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

EC_M_InvM
EC_M_InvM2
EC_M_MapVec
EC_M_Map2Vec
EC_M_MMul

B.82 eccorr.f/EC _C_TO3

NAME
EC_C_T03
SYNOPSIS

CALL EC_C_T03(Mean,NMax,N,Cov,Speed,Stress,DumVecs,N N)

INPUTS
Mean : [REAL *8(NMax)]
means of all variables
NMax : [INTEGER]
maximum number of variables (i.e. size of
various matrices)
N : [INTEGER]
number of variables in used
Cov : [REAL *8(NMmax, NMax)]
covariances of all variables
NN : [INTEGER]
maximum size of second axis of DumVecs
OUTPUT

Speed : [REAL *8(3)]
copy of means of all variables
Stress : [REAL *8(3,3)]
copy of covariances of all variables
DumVecs : [REAL *8(3,4:NN)]
copy of covariances of all variables with velocity componen

FUNCTION

Help routine for routines for correction of coordinate syst
Temporaly stores means and covariances elsewhere

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.83 eccorr.f/EC _C.T0O4

NAME

EC_C_T04
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SYNOPSIS number of variables in used

Cov : [REAL *8(NMmax, NMax)]
covariances of all variables
CALL EC_C_T04(Speed,Stress,DumVecs,NN, Mean,NMax,N,Co v) Map . [REAL *8(3.3)]
rotation tensor
INPUTS
OUTPUT
Speed : [REAL *8(3)]
copy of means of all variables X
Stress : [REAL  *8(3,3] Mean ) ﬁs:ﬁ;ggNahl/lla\i)e}riables
copy of covariances of all variables .
DumVecs : [REAL *8(3,4:NN)] Cov : [REA'—.“‘(NM";"‘XI'I NM?’E}
copy of covariances of all variables with velocity componen ts covariances of all variables
NMax : [INTEGER]
maximum number of variables (i.e. size of FUNCTION
various matrices)
N : [INTiGEIﬂ iables i d Routine to change coordinate system according to tensor "Ma
NN ) T;\Jlr?E(eBrE; variables n use This routine is called by all tilt-correction procedures.
sl N 1 . f d axis of DumVi Both the mean velocity and the Reynoldsstresses and the
maximum size of second axis of Dumvecs covariances of all velocity components with other quantiti
are rotated.
OUTPUT
AUTHOR
Mean : [REAL *8(NMax)]
means of all variables : i
Cov : [REAL +8(NMmax, NMax)] Arjan van Dijk
covariances of all variables
HISTORY
FUNCTION
$Name: $
Help routine for routines for correction of coordinate syst em $1d: ecpacktex,v 1.2 2004/02/26 17:05:24 amold Exp $
Copies back temporarily stored copies of means and covarian ces
USES
AUTHOR
EC_C_T03
. - EC_C_T04
Arjan van Dijk EC_M_MapVec
EC_M_MapMtx
HISTORY parcnst.inc
$Name: $

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

B.85 eccorr.f/[EC _C._TO6

parcnst.inc NAME

USES

EC_C_T06

B.84 eC.COrr-f/EC _C_T05 SYNOPSIS

CALL EC_C_TO06(Direction,Yaw)

NAME

EC_C_Tos INPUTS
SYNOPSIS Direction : [RE;’jla_W a;:I]e
CALL EC_C_T05(Mean,NMax,N,Cov,Map) OUTPUT

INPUTS Yaw : [REAL *8(3,3)]

rotation tensor
Mean : [REAL *8(NMax)]
means of all variables
NMax  : [INTEGER] FUNCTION

maximum number of variables (i.e. size of
various matrices)
N : [INTEGER]

Construct rotation matrix for coordinate system
about a KNOWN yaw-angle around the vertical
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AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi

B.86 eccorr.f[EC_C_TO7

NAME
EC_C_TO7
SYNOPSIS

CALL EC_C_T07(MeanU,MeanV,Direction)

INPUTS
MeanU . [REAL*8]
mean u-velocity
MeanV : [REAL *8]
mean v-velocity
OUTPUT

Direction : [REAL *8]
yaw angle (degree)

FUNCTION

Give yaw-angle to transform coordinate system such that
v_mean = 0 (no mean lateral horizontal velocity component)

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi

B.87 eccorr.f[EC_C_TO0S8

NAME

EC_C_T08
SYNOPSIS

CALL EC_C_TO08(Direction,Yaw)
INPUTS

Direction : [REAL  *8]

pitch angle
OUTPUT
Pitch : [REAL  +8(33)]
rotation tensor
FUNCTION

Give matrix for rotation about a KNOWN pitch-angle
around vector (0,1,0).

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi

B.88 eccorr.f/EC _C_T09

NAME
EC_C_T09
SYNOPSIS

CALL EC_C_T09(MeanU,MeanW,Direction)

INPUTS
MeanU . [REAL*8]
mean u-velocity
MeanV : [REAL *8]
mean W-velocity
OUTPUT

Direction : [REAL *8]
pitch angle (degree)

FUNCTION

Give pitch angle to transform coordinate system such
that w_mean = 0 (no mean vertical velocity component)
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AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi

B.89 eccorrf[EC_C._T10

NAME

EC_C_T10
SYNOPSIS

CALL EC_C_T10(Direction,Roll)
INPUTS

Direction : [REAL *8]

yaw angle
OUTPUT
Roll . [REAL +8(3,3)]
rotation tensor
FUNCTION

Give matrix to rotate coordinate system about a KNOWN
roll-angle around vector (1,0,0).

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi

B.90 eccorrf[EC_C.T11

NAME

EC_C_T11

SYNOPSIS

CALL EC_C_T11(MeanU,MeanW,Direction)

INPUTS
CovwV : [REAL +8]
Vv-covariance
Cowww : [REAL*8]
vw-covariance
Covww : [REAL# 8]
ww-covariance
OUTPUT

Direction : [REAL *8]
roll angle (degree)

FUNCTION

Give roll angle to transform coordinate system such
that Cov(V,W) = 0 (vertical velocity fluctuations are
independent from horizontal fluctuations)

AUTHOR
Arjan van Dijk
HISTORY

$Name: $
$Id: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Pi

B.91 eccorr.f[EC_C_Webb

NAME
EC_C_Webb
SYNOPSIS

CALL EC_C_Webb(Mean,NMax,Cov,P,WhichTemp, WebVel)

INPUTS
Mean : [REAL *8(NMax)]
mean of all variables
NMax : [INTEGER]
maximum number of variables
Cov : [REAL *8(NMax,NMax)]
covariance of all variables
P : [REAL *8]

atmospheric pressure
WhichTemp: [INTEGER]
Use thermocouple temperature or sonic temperature ?
(Tcouple or TSonic, codes in parcnst.inc)
Mean : [REAL *8(NMax)]
mean of all variables
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OUTPUT
WebVel . [REAL *8]

Webb velocity (m/s)
FUNCTION

Mean vertical velocity according to Webb, Pearman and Leuni
AUTHOR

Arjan van Dijk

ng

HISTORY

28-05-2001: added info on which temperature should be used
in corrections (Sonic or thermocouple)

07-10-2002: Webb velocity no longer passed through Mean(W)
separate variable, WebVel is used for this.

$Name: $

$ld: ecpack.tex,v 1.2 2004/02/26 17:05:24 arnold Exp $

USES

Mu
parcnst.inc
EC_Ph_RhoDry

. Now
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