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Chapter 1

General introduction
Chapter 1

General introduction

Towards understanding transcription factor DNA-binding specificity

Encrypted in the DNA lays all information needed for the development of an organism. The transcription of this information in precise patterns of gene activity results in the development of different cell types, organs, and developmental structures. Moreover, transcriptional regulation enables an organism to respond to changing environmental conditions. Essential for the regulation of transcription are DNA-binding transcription factors (TFs). TFs bind the DNA in a sequence-specific fashion. Upon binding to a TF specific DNA motif, TFs typically activate or repress the transcription of nearby genes. Hence, TFs play a key role in transcriptional regulation.

In higher organisms, TFs function in complex networks to achieve precise patterns of gene expression (reviewed by Kaufmann et al. (2010a)). To correctly regulate genes, TFs need to recognize specific DNA sequences and bind to these sequences with high specificity. Hence, how TFs achieve DNA binding specificity in vivo is a fundamental question in molecular biology. Knowledge about TF-DNA binding mechanisms will enable us to better understand gene regulatory networks, to design TFs with new and improved properties, and ultimately would allow scientists to predict spatiotemporal expression patterns by studying the cis-regulatory elements of a gene. This review elaborates on the different high-throughput methods for determining TF-DNA interactions, focusses on the DNA binding specificities of TFs, and aims to bridge the current views on TF specificity.

TF binding specificity in vitro versus in vivo

TFs bind different DNA sequences with different affinities. By comparing the sequence specific affinity of the TF to the affinity of the TF to all other possible DNA sequences, researchers can determine how well a TF can distinguish different sites, this is often referred to as the binding specificity of a TF. Traditional methods to determine TF-DNA interactions usually study one specific TF-DNA interaction, using these techniques to study multiple interactions is laborious. Hence, these techniques are not well suited to study TF binding specificity. However, in the last decades several techniques were developed that determine TF binding affinity to large numbers of DNA sequences, including methods to determine genome-wide TF binding. This chapter will discuss a selection of...
Towards understanding transcription factor DNA-binding specificity

Encrypted in the DNA lays all information needed for the development of an organism. The transcription of this information in precise patterns of gene activity results in the development of different cell types, organs, and developmental structures. Moreover, transcriptional regulation enables an organism to respond to changing environmental conditions. Essential for the regulation of transcription are DNA-binding transcription factors (TFs). TFs bind the DNA in a sequence-specific fashion. Upon binding to a TF specific DNA motif, TFs typically activate or repress the transcription of nearby genes. Hence, TFs play a key role in transcriptional regulation.

In higher organisms, TFs function in complex networks to achieve precise patterns of gene expression (reviewed by Kaufmann et al. (2010a)). To correctly regulate genes, TFs need to recognize specific DNA sequences and bind to these sequences with high specificity. Hence, how TFs achieve DNA binding specificity in vivo is a fundamental question in molecular biology. Knowledge about TF-DNA binding mechanisms will enable us to better understand gene regulatory networks, to design TFs with new and improved properties, and ultimately would allow scientists to predict spatiotemporal expression patterns by studying the cis-regulatory elements of a gene. This review elaborates on the different high-throughput methods for determining TF-DNA interactions, focuses on the DNA binding specificities of TFs, and aims to bridge the current views on TF specificity.

TF binding specificity in vitro versus in vivo

TFs bind different DNA sequences with different affinities. By comparing the sequence specific affinity of the TF to the affinity of the TF to all other possible DNA sequences, researchers can determine how well a TF can distinguish different sites, this is often referred to as the binding specificity of a TF. Traditional methods to determine TF-DNA interactions usually study one specific TF-DNA interaction, using these techniques to study multiple interactions is laborious. Hence, these techniques are not well suited to study TF binding specificity. However, in the last decades several techniques were developed that determine TF binding affinity to large numbers of DNA sequences, including methods to determine genome-wide TF binding. This chapter will discuss a selection of
these techniques that determine DNA binding affinities and genome-wide binding in a high-throughput fashion.

**Measuring in vitro DNA binding affinities**

*In vitro* methods that determine binding affinity can be subdivided into three groups: techniques that measure absolute affinities directly, microarray-bases methods, and methods that require next-generation sequencing (NGS).

A technique that directly measures affinity is mechanical induced trapping of molecular interactions (MITOMI), this technique uses a microfluidic device aligned to a microarray (Maerkl and Quake, 2007; Fordyce *et al*., 2010). Each cell of the microarray contains materials to allow the production of the studied TF from a synthetic gene. Besides the synthesized protein, each cell contains a specific fluorescently labelled DNA molecule in a particular concentration, which can be bound by the TF. Unbound DNA is washed out while mechanical trapping, using protein-specific antibodies attached to the surface of the cells, protects the existing protein-DNA interactions. The amount of protein-DNA interaction is determined using the fluorescent tag attached to the DNA. By determining the fraction of trapped DNA per cell and comparing the results of wells with different initial DNA concentrations, the relative affinity of each DNA sequence can be determined. Absolute affinities can be calculated by comparing the determined relative affinities with a reference DNA molecule with a known absolute affinity. The original MITOMI approach allowed the analysis of approximately 640 interactions (Maerkl and Quake, 2007), newer versions of this technique (MITOMI 2.0) have reported to analyse approximately 4,160 interactions per experiment (Fordyce *et al*., 2010). The later MITOMI 2.0 method has for example been used to determine binding specificity of 28 *Saccharomyces cerevisiae* TFs from 10 different protein families to all possible 8-bp DNA sequences (Fordyce *et al*., 2010).

Another technique that directly measures affinity is surface plasmon resonance (SPR) (Shumaker-Parry *et al*., 2004; Campbell and Kim, 2007), while this technique is most often used to study protein-ligand interactions, it can also be used for protein-DNA interactions. This technique measures the angle of light reflected from a thin metal surface, the mass of molecules attached to the other side of the surface is directly influencing the angle of light reflection. This technique allows live tracking of the DNA-TF interaction (Boer *et al*., 2014). By attaching DNA sequences to
In vitro methods that determine binding affinity can be subdivided into three groups: techniques that measure absolute affinities directly, microarray-based methods, and methods that require amplification by PCR. PBMs have for example been used to study the DNA binding preferences of nearly all members of the *Caenorhabditis elegans* bHLH family of TFs (Grove et al., 2009). Grove et al. (2009) integrated information of bHLH dimerization, spatiotemporal expression, and DNA binding specificity to generate a gene-regulatory network. This network allowed them to study functional divergence between the different *C. elegans* bHLH proteins. Besides *C. elegans*, also the DNA binding specificities of 104 mouse TFs of 22 structural families have been determined using PBMs (Badis et al., 2009). In a comprehensive study using PBMs, the DNA-binding specificities of 63 plant TFs representing 25 families were determined (Franco-Zorrilla et al., 2014).

In addition to direct measurements and microarray-based techniques, NGS is frequently used in techniques that study binding specificities. One example of such a technique is systematic evolution of ligands by exponential enrichment followed by sequencing (SELEX-seq), also called high-throughput SELEX (HT-SELEX) (Jolma et al., 2010; Moyroud et al., 2011; Sayou et al., 2014). For this technique, purified TFs of interest are allowed to interact with a large pool of random or genomic DNA sequences. The DNA sequences contain primer binding sites on both ends to allow amplification by PCR. By washing away unbound DNA, DNA-protein complexes are retained. After
this washing step and PCR amplification, the bound DNA is re-used for subsequent rounds of SELEX. As higher affinity sites have a higher chance to be bound by protein, performing multiple SELEX rounds allows for the measurement of the enrichment of different DNA sequences over the course of multiple rounds of SELEX. The final library is analysed using NGS. The randomized DNA library used as starting point is very large and can comprise more than $10^{15}$ different sequences (Jolma et al., 2010). Although usually not all these different variants are sequenced, the protein is able to select from an enormous population of sequences. This method was successfully used to study the binding specificities of at least one member of 14 different classes of human TFs (Jolma et al., 2010). A similar approach was used to determine the preferred binding sites of the plant-specific TF LEAFY (LFY) (Moyroud et al., 2011; Sayou et al., 2014).

In summary, many in vitro techniques have been developed that provide high-throughput information about TF DNA binding specificity. These in vitro affinity measurements allowed for the identification of canonical binding sites for many TF families. However, while in vitro affinity measures are important for the determination of binding specificity, it is not easy to use these affinities to predict genome-wide binding of a TF. Several methods to determine genomic regions bound by a TF will be discussed in the next paragraph.

**Determining genome-wide TF binding in vitro and in vivo**

Determination of genomic regions bound by a TF provides information about genes bound and possibly regulated by this TF. Studying the genome-wide binding patterns of many different TFs enable scientists to systematically generate large regulatory networks. Moreover, in combination with RNA-seq or other expression studies, genome-wide binding studies allow the identification of directly regulated genes. Most techniques used to study genome-wide TF-DNA binding make use of immunoprecipitation followed by microarray or by NGS.

An in vitro technique to study genome-wide TF-DNA interactions is DNA immunoprecipitation followed by tiling microarray detection (DIP-chip) (Liu et al., 2005). With this technique, a purified TF is incubated with naked sheared genomic DNA. Immunoprecipitation, using an antibody against the TF of interest, separates bound and unbound DNA. Bound DNA sequences are sequentially purified, amplified, labeled fluorescently, and analysed by DNA microarray hybridization. A technique highly similar to DIP-seq is DNA affinity purification followed by high throughput
sequencing (DAP-seq) (Rajeev et al., 2011; O’Malley et al., 2016). Like DIP-chip, also this technique
uses naked sheared genomic DNA as template, but applies NGS for the identification of bound DNA sequences. Since these techniques use the same DNA template as fully in vivo DNA binding assays (like Chromatin Immunoprecipitation, ChIP), the output can be directly compared with in vivo genome-wide DNA binding data. DAP-seq has recently been used to study the binding sites of 529 Arabidopsis thaliana TFs (O’Malley et al., 2016). The authors compared DAP-seq results from sheared genomic DNA that contains methylation, and un-methylated sheared genomic DNA to determine the binding efficiency of the tested TFs to methylated DNA motifs.

In vivo genome-wide TF-DNA interactions are generally studied using chromatin immunoprecipitation followed by microarray hybridization (ChIP-chip) (Ren et al., 2000) or high-throughput sequencing (ChIP-seq) (Johnson et al., 2007; Kaufmann et al., 2010b). With these techniques, in vivo DNA-protein complexes are cross-linked in intact tissues. Cross-linked chromatin is extracted and protein-DNA complexes containing the protein of interest are isolated using a TF specific antibody or antibodies against tagged proteins of interest. The precipitated DNA is analysed by hybridization to a DNA tiling microarray or by NGS. Disadvantage of these techniques is the low resolution, it is not possible to determine precisely where the TF binds as the obtained binding peaks are usually 100-300 bp wide. Motif enrichment algorithms, for example MEME (Bailey and Elkan, 1994), help to shed light on the motifs potentially bound by the protein within ChIP-seq/chip binding peaks. A more recent technique, called ChIP-exo, results in a better resolution (Rhee and Pugh, 2011). This technique extends the ChIP-seq protocol after immunoprecipitation by using an exonuclease to trim DNA sequences flanking the actual TF binding site. By shortening the DNA sequences, this technique increases the mapping resolution. These in vivo techniques allow analysis of TF-DNA interactions in a cell type-, tissue-, or stage-specific manner. The use of ChIP to determine in vivo genome-wide DNA binding of TFs in different developmental stages has for example been demonstrated by Pajoro et al. (2014). Dynamics of DNA binding of the MADS domain TFs APETALA1 (API) and SEPALLATA3 (SEP3) during flower development was analysed using ChIP-seq, providing a stage-specific gene regulatory network (Pajoro et al., 2014).

These high-throughput techniques facilitated the identification of canonical binding sites of many TFs and provided genome-wide DNA binding data. However, the mechanisms by which TFs select
their targets in vivo is still not fully understood. To understand how DNA binding specificity is achieved by TFs, it is essential to firstly understand the interaction between the protein and ‘naked’ DNA.

**DNA recognition by TFs via base and shape readout**

Most of the current knowledge about biophysical properties of TF-DNA interactions is derived from structural biology, co-crystallization, and nuclear magnetic resonance (NMR). These techniques revealed that interactions between a TF and the DNA depend on two protein-DNA recognition mechanisms: base and shape readout.

Most eukaryotic TFs have a modular protein structure. Having different functional domains is essential for TF function as the regulation of genes requires DNA-binding, transcriptional activation or repression, and formation of protein-protein interactions. The domain that mediates contact between the TF and the DNA is called the DNA binding domain (DBD). This DBD plays an important role in DNA binding preferences of a TF as DNA binding is dependent on the preference of amino acids in the DBD for particular nucleotides. NMR and co-crystallization studies have shown that this preference is influenced by specific contacts between the amino acid side chains of the DBD and the accessible edges of the DNA base pairs (Rohs et al., 2010). The specific physical interactions between a TF and the DNA include electrostatic, hydrophobic, and hydrogen bond interactions (Seeman et al., 1976; Luscombe et al., 2001). Interactions between the DNA and TFs can also be bridged by water molecules, water bridges most likely decrease electrostatic repulsion between electron negative atoms (Jayaram and Jain, 2004). These direct interactions between the two macromolecules is referred to as ‘base readout’. Besides base readout, TFs are also able to read the structure of the DNA this is called ‘shape readout’. Shape readout depends on the sequence-dependent DNA structure and interactions between the protein and the sugar/phosphate backbone of the DNA (Stella et al., 2010; Chen et al., 2013; Hancock et al., 2013). The relative contributions of these two readouts is different for each protein family.

**Locating binding sites within a complex chromatin context**

Although NMR and co-crystallography provided important knowledge about contacts between TFs and DNA, how a TF locates a functional binding site in a native chromatin context is less well
understood. In the nucleus the concentration of DNA is high, for most TFs millimolar amounts of potential binding sites are present (Stormo and Zhao, 2010). In vitro studies showed that most studied TFs bind to relatively short motifs, 8 – 12 bp (Jolma et al., 2010; Franco-Zorrilla et al., 2014; O’Malley et al., 2016). By chance these motifs occur often in the genome, while ChIP-chip and ChIP-seq studies have shown that only a small proportion of these sequences are bound in vivo (Heyndrickx et al., 2014; Yue et al., 2014). In addition, to allow a quick response to stimuli, TFs need to locate and bind their functional binding sites quickly.

To explain how TFs scan and search for binding sites in the DNA, a rapid search model has been proposed (Slattery et al., 2011). This rapid search model consists of two phases. In the first phase, TFs bind weakly and possibly non-specifically to the DNA. This weak binding is followed by migrations over the DNA, including rapid cycles of dissociations and re-binding the DNA or sliding over the DNA. In the second stage of this model, the TF identifies a high affinity binding site followed by specific binding to this side (Slattery et al., 2011). Examples of TF that have been shown to fit this rapid search model are the rat Islet-1 (Isl1) protein (Ippel et al., 1999) and the Drosophila melanogaster proteins HOXD9 and NK-2 (Vuzman and Levy, 2010). The Isl1 protein contains a domain that is largely unfolded domain at 37°C, upon binding to a high affinity binding site the Isl1 tail stabilizes. The stabilisation of this tail upon binding a high affinity site may prevent further sliding along the DNA (Ippel et al., 1999). The proteins HOXD9 and NK-2 initially bind DNA with low affinity with their core helical homeodomains, after this weak binding the N-terminal tail of the protein scans the DNA for high affinity sites. This N-terminal tail locates high affinity binding sites via sequence-specific charge-to-charge interactions (Vuzman and Levy, 2010).

**Chromatin accessibility and TF binding**

In order to fit the DNA inside the nucleus, condensation of the DNA is needed. Nucleosomes consist of 147 bp of DNA wrapped around eight histones and are the major means of chromatin condensation. Packing of the DNA by nucleosomes changes the accessibility of the DNA, and makes the DNA less accessible for TFs to bind their binding sites. The location and interaction strengths of nucleosomes can be influenced by histone modifications. More than hundred different histone modifications are known, making DNA accessibility a dynamic process (Tan et al., 2011). The
### Table 1 | Comparison of high-throughput approaches for the determination of TF-DNA interactions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of studied interactions</th>
<th>Probe type</th>
<th>Output</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>MITOMI 2.0</td>
<td>$10^3$-$10^4$</td>
<td>Oligo library</td>
<td>Absolute affinities</td>
<td>- Determines absolute affinities&lt;br&gt;- Can detect low-affinity and transient interactions&lt;br&gt;- No protein purification needed</td>
<td>- TF specific antibody or antibody against tagged protein needed&lt;br&gt;- Limited length of probe (probe length of max. 8-bp will allow the analysis of all possible sequences)</td>
<td>(Maerki and Quake, 2007; Fordyce et al., 2010)</td>
</tr>
<tr>
<td>HT-SPR</td>
<td>$10^3$</td>
<td>Microarray</td>
<td>Absolute affinities</td>
<td>- Determines absolute affinities&lt;br&gt;- Can detect low-affinity and transient interactions (signal amplification needed)&lt;br&gt;- Real time measurement&lt;br&gt;- No antibodies needed</td>
<td>- Protein purification or <em>in vitro</em> production needed&lt;br&gt;- Cannot analyse proteins with a very low mass&lt;br&gt;- Sensitive to detecting non-specific binding</td>
<td>(Shumaker-Parry et al., 2004; Campbell and Kim, 2007)</td>
</tr>
<tr>
<td>PBM</td>
<td>$10^5$-$10^6$</td>
<td>Microarray</td>
<td>Binding models</td>
<td>- No antibodies needed&lt;br&gt;- Low costs&lt;br&gt;- Easy protocol</td>
<td>- TF specific antibody or antibody against tagged protein needed&lt;br&gt;- Protein purification or <em>in vitro</em> production needed&lt;br&gt;- Limited number of spots&lt;br&gt;- Often observed artefact: proteins prefer to bind the free-ends of the probes</td>
<td>(Mukherjee et al., 2004; Badis et al., 2009; Grove et al., 2009; Franco-Zorrilla et al., 2014)</td>
</tr>
</tbody>
</table>
| SELEX-seq | $10^{15}$ | Oligo library | Binding models | - No limitation to the length of DNA probes  
- Number of analysed interactions only limited by the sequencing depth | - Recovers primarily strongly bound sequences  
- TF specific antibody or antibody against tagged protein needed  
- Protein purification or *in vitro* production needed  
- Sensitive to PCR amplification bias | (Jolma et al., 2010; Moyroud et al., 2011) |
|---|---|---|---|---|---|---|
| DIP-chip | $10^5$ | Microarray | *In vitro* genome-wide binding | - Allows using naked genomic DNA  
- Easy comparison to *in vivo* binding data | - TF specific antibody needed  
- Protein purification or *in vitro* production needed  
- Limited microarray positions  
- Low-resolution | (Liu et al., 2005) |
| DAP-seq | Genome-wide | Genomic fragments | *In vitro* genome-wide binding | - Allows to use naked genomic DNA  
- Easy comparison to *in vivo* binding data  
- Compared to DIP-chip higher resolution  
- Genomic-coverage | - TF specific antibody or antibody against tagged protein needed  
- Antibodies against tagged protein of interest needed  
- Exact binding location not detected, low resolution | (Rajeev et al., 2011; O’Malley et al., 2016) |
### DNA Methylation and TF Binding

Besides nucleosome occupancy, DNA methylation is known to influence the binding of TFs to DNA. DNA methylation is the covalent addition of a methyl group to nucleotides. In the traditional view of DNA methylation, the presence of methyl groups on the DNA results in silencing of genes (Holliday and Pugh, 1975; Riggs, 1975; Hsieh, 1994) and studies have shown that DNA methylation in TF binding sites can physically obstruct TF-DNA binding (Tate and Bird, 1993; O’Malley et al., 2016). Recent studies on in vivo DNA methylation dynamics challenge this traditional view. In this traditional view, only proteins containing a methyl-CpG-binding domain can bind methylated DNA (Wade, 2001; Hendrich and Tweedie, 2003). However, in the last decades an increasing number of TFs have been shown to bind DNA through mechanisms that do not involve a methyl-CpG-binding domain, indicating that DNA methylation is not the only factor influencing TF binding.
impact of DNA accessibility and histone modifications on TF binding has been discussed in many studies. For example, a study on the *Saccharomyces cerevisiae* TF Leu3 has shown that the binding motif of Leu3 is similar for *in vivo* genomic binding compared to *in vitro* binding to naked genomic DNA. However, the exact binding locations of Leu3 differs in the two conditions. The authors showed that the differences in binding locations can partly be explained by differences in DNA accessibility due to presence of nucleosomes in the *in vivo* experiment (Liu et al., 2006). Another example comes from the mammalian field, a genome-wide study using an inducible system to study DNA binding of the glucocorticoid receptor (John et al., 2011). The data showed that chromatin accessibility has a strong effect on DNA binding of the glucocorticoid receptor, which led to the hypothesis that this influence of chromatin accessibility on DNA binding might explain the strong cell-type specific functions of this TF.

Although most TFs cannot bind compact DNA, TFs called pioneering factors can bind DNA that is inaccessible to other TFs (reviewed by Magnani et al. (2011)). Binding of pioneering factors to inaccessible DNA initiates the assembly of transcriptional complexes at promoters, which is a trigger for nucleosome repositioning, thereby increasing accessibility. Pioneering TFs are often not able to regulate gene expression themselves, but they play an important role in initiating the formation of functional TF-DNA complexes that control transcription. To summarize, although not all TF binding is influenced by chromatin accessibility, dynamics and cell type-specific DNA accessibility influence binding of many TFs. Hence, DNA accessibility can partly explain cell type-specific DNA binding events by TFs.

**DNA methylation and TF binding**

Besides nucleosome occupancy, DNA methylation is known to influence the binding of TFs to DNA. DNA methylation is the covalent addition of a methyl group to nucleotides. In the traditional view of DNA methylation, the presence of methyl groups on the DNA results in silencing of genes (Holliday and Pugh, 1975; Riggs, 1975; Hsieh, 1994) and studies have shown that DNA methylation in TF binding sites can physically obstruct TF-DNA binding (Tate and Bird, 1993; O’Malley et al., 2016). Recent studies on *in vivo* DNA methylation dynamics challenge this traditional view. In this traditional view, only proteins containing a methyl-CpG-binding domain can bind methylated DNA (Wade, 2001; Hendrich and Tweedie, 2003). However, in the last decades an increasing number of
studies have shown that TFs without a mCpG domain can bind methylated DNA in vivo (Prokhortchouk et al., 2001; Lopes et al., 2008). Interestingly, studies revealed that TFs can bind methylated and non-methylated sequences with different affinities (Rishi et al., 2010; Hu et al., 2013; O’Malley et al., 2016). DNA methylation influences TF binding specificities by altering the DNA shape (Tippin et al., 1997; Buck-Koehntop et al., 2012; Lazarovici et al., 2013), thereby changing the shape readout resulting in an altered TF binding affinity. Moreover, changes in DNA methylation are often linked to changes in DNA accessibility (Domcke et al., 2015; Maurano et al., 2015), thereby influencing TF-DNA binding. So, although most TFs do not bind methylated DNA and follow the traditional concept that methylation leads to interference of TF-DNA interactions, an increasing number of proteins are identified to interact with methylated DNA. As DNA methylation affects the DNA shape and accessibility, DNA methylation contributes to in vivo TF-DNA interaction specificity.

### How TFs achieve DNA binding specificity in vivo

Many TFs are members of large protein families, which possess highly conserved DBDs, resulting in the recognition of very similar DNA sequences. However, many in vivo studies have shown that family members with highly similar in vitro binding specificities bind different genomic targets. Part of the explanation can be found in different spatiotemporal expression patterns of family members. Differences in expression domains will allow them to encounter different DNA accessibilities and methylation status which can explain part of the in vivo genomic binding differences between family members. However, studies demonstrated that closely related proteins expressed in the same cells, therefore encountering the same DNA accessibility and DNA methylation patterns, bind different in vivo targets (Tao et al., 2012; Pajoro et al., 2014; Völkel et al., 2015). Hence, although tissue-specific DNA accessibility and methylation influence in vivo DNA binding, these mechanisms are unlikely to account for the full in vivo specificity of TF family members. Therefore, how these individual family members achieve DNA-binding specificity in vivo remains an important question.

### Low-affinity binding sites

One possible explanation for the differences seen between in vitro and in vivo binding might arise from a prevalent focus on high affinity binding. Binding motifs are usually generated from high-affinity binding sites, while in vivo, TFs are also able to bind low-affinity sites (Tanay, 2006). Studies on Drosophila HOX proteins have shown that HOX proteins sharing highly similar high affinity
binding motifs bind different targets \textit{in vivo} (Berger \textit{et al.}, 2008; Noyes \textit{et al.}, 2008). Recent work showed that the HOX protein Ubx binds specifically to clusters of low-affinity sites, changing these sites to high-affinity sites resulting in ectopic expression of Ubx targets (Crocker \textit{et al.}, 2015). While high-affinity sites can be bound by all HOX proteins and potentially many more homeodomain proteins, low-affinity sites are specifically bound by unique HOX proteins. Thereby binding to these low-affinity sites provides specificity for the HOX family (Crocker \textit{et al.}, 2015). However, this affinity-specificity trade-off accounts for some families of TFs, but it is unlikely to fit to all TF families.

\section*{Specificity through protein-protein interactions}

Although the DBDs of TF family members are often highly conserved, amino acids outside the DBD domains may differ and can indirectly influence DNA binding. This has for example been shown for mammalian zinc finger proteins (Lim \textit{et al.}, 2016). Lim \textit{et al.} (2016) fused the non-DNA binding domains of the human KRÜPPEL-LIKE FACTOR3 (KLF3) to an artificial zinc finger (AZF) protein. By comparing the \textit{in vivo} DNA binding of both the AZF protein and the fusion protein, they demonstrated that adding the non-DNA binding domains of KLF3 can alter \textit{in vivo} DNA binding of AZF. These results confirm earlier publications reporting that mutations in the N-terminal non-DNA binding domain of these zinc finger proteins influence genome-wide binding (Burdach \textit{et al.}, 2013). Domains that do not interact with the DNA can alter DNA binding specificity in different ways. Differences in amino acids outside the DBD domain can result in different folding of the protein, which can influence the structure of the DBD domain and subsequently changes DNA binding preferences. It is also possible that differences in protein structure and sequence result in different abilities to bind family members, other proteins, or co-factors.

Many TF families bind DNA as obligatory homodimers and/or heterodimers. Most \textit{in vitro} DNA binding studies focus on homodimeric TF-DNA interactions (e.g. Franco-Zorrilla \textit{et al.} (2014); O’Malley \textit{et al.} (2016)), while \textit{in vivo} these proteins might preferentially form heterodimers with other family members. These heterodimeric interactions might have different DNA-binding preferences compared to homodimers. An example of a protein family that binds DNA as dimers is the basic leucine-zipper (bZIP) family. \textit{In vitro} large-scale interactions studies with bZIP proteins from five metazoan and two unicellular eukaryotic species revealed that in the studied organisms only 5 - 30% of all possible heterodimeric combinations were formed, hence different bZIP
proteins have a highly specific interaction capability (Reinke et al., 2013). As in vitro studies have shown that different combinations of bZIP heterodimers have different DNA-binding specificities (Hai and Curran, 1991), the protein dimerization specificity might be important for DNA-binding specificity of family members. Reinke et al. (2013) indeed showed that loss of protein interaction capability of bZIP proteins results in changes in in vitro DNA binding preferences. The interaction capability and in vivo availability of heterodimer partners could therefore be an important parameter for in vivo DNA binding specificity of different TF family members.

Besides interactions with family members, also interactions between TFs and other proteins or cofactors can influence DNA binding (Bemer et al., 2017). An example is the interactions between the bZIP TFs PHYTOCHROME INTERACTING FACTOR 1 (PIF1) and ABSCISIC ACID INSENSITIVE 5 (ABI5) in Arabidopsis (Kim et al., 2016). ChiP-chip studies on PIF1 showed that PIF1 binds in vivo to sites lacking its well-known binding motif, 5’-CACGTG-3’, so-called G-box elements (Oh et al., 2009). Recent work on the binding of PIF1 showed that the interaction between PIF1 and ABI5 targets PIF1 to specific genomic sites (Kim et al., 2016). Interestingly, some TFs form interactions with multiple proteins in a combinatorial manner, different combinations of the proteins bind different genomic areas in a cell-type specific fashion. More and more examples of this phenomenon are discovered in various organisms. One example comes from the interactions and cooperative DNA binding of the Arabidopsis TFs AUXIN RESPONSE FACTOR 6 (ARF6), PIF4, and BRASSINAZOLE RESISTANT 1 (BZR1) (Oh et al., 2014). Cooperative binding of these proteins to genomic targets allows different growth regulating pathways to act together as the different proteins integrate signals from auxin, brassinosteroid, light, and temperature. Besides interactions with PIF4 and BZR1, ARF6 is also capable of interacting with other bHLH family members, suggesting cell- or tissue-specific ARF6 complexes and thereby creating binding specificity (Oh et al., 2014). Another example are the interactions of the human protein T-CELL ACUTE LYMPHOCYTIC LEUKEMIA PROTEIN 1 (TAL1). While TAL1 is essential for the specification, survival, and competence of haematopoietic stem cells, ectopic expression of this protein in lymphoid tissue results in oncogenesis (reviewed in Lécuyer and Hoang (2004)). ChIP-seq studies show that TAL1 genomic targets show limited overlap in normal erythroid cells versus leukemic T cells (Palii et al., 2010). The observed differences in genomic-binding results from interactions of TAL1 with Protein ETS1 and RUNT-RELATED TRANSCRIPTION FACTOR 1/3 (RUNX1/3) in leukemic T-cells, these interactions target TAL1 to
specific genomic loci (Palii et al., 2010). Besides ETS1 and RUNX1/3, TAL1 interacts with many more proteins, including HEB, E2A, LMO1/2, and GATA3, and it has been shown to bind multiple targets in a combinatorial way with these interactors (Wilson et al., 2010; Sanda et al., 2012). These results suggest that different TAL1 complexes have distinct DNA binding preferences.

Effects of protein-protein interactions on TF functions

Interactions between proteins can influence DNA-binding specificity. Jolma et al. (2015) showed for 3,630 human TF-TF interactions that 315 of the tested interactions display cooperative DNA binding. Most TF pairs bind to both DNA-motifs with strong and specific orientation and/or spacing preferences. By binding to both motifs in concert, the number of potential genomic binding sites decreases, allowing more specific DNA binding. Moreover, many human TF pairs appear to bind DNA sites that differ considerably from their individual preferences (Jolma et al., 2015). In addition, interactions can lead to recognition of novel motifs. This phenomenon is called latent specificity. An example of latent specificity through protein interaction comes from the anterior-posterior patterning Drosophila HOX proteins. The eight HOX homodimeric proteins bind to nearly identical sites in vitro (Noyes et al., 2008). Despite overlapping DNA binding specificities, the HOX proteins have distinct functions in vivo (Rezsohazy et al., 2015). Slattery et al. (2011) used SELEX-seq to analyse the binding specificity of the eight HOX proteins in complex with their shared cofactor Extradenticle (Exd). Using this method, the authors showed that the different HOX proteins acquire novel, unique DNA recognition properties when they bind DNA together with Exd (Slattery et al., 2011).

Besides influencing the DNA binding specificity, interactions between proteins can also influence genomic TF binding in other ways (reviewed in Bemer et al., 2017). Interactions can influence TF functionality by blocking or facilitating nuclear import (Balkunde et al., 2011), by altering the stability of the TF (Rubio-Somoza et al., 2014), or preventing DNA binding (Hao et al., 2012). An example of an interaction that influences the TF localization is the nuclear trapping of TRANSPARENT TESTA GLABRA1 (TTG1) by GLABRA3 (GL3). TTG1 is a trichome-promoting factor in Arabidopsis leaves (Galway et al., 1994; Walker et al., 1999). By directly interacting with GL3, TTG1 is no longer able to move to other tissue layers ensuring correct trichome patterning during leaf organogenesis (Bouyer et al., 2008; Pesch and Hulskamp, 2009; Balkunde et al., 2011). Another example of an
effect of protein-protein interaction on TF functionality are the interactions between HLH and bHLH factors. The HLH TF subfamily lacks the basic domain required for DNA binding, and by forming heterodimers with bHLH proteins they inhibit DNA binding of the bHLH TFs (Hao et al., 2012). Hence, protein interactions can influence DNA binding specificity and capability in many different ways.

Although many papers show that interactions with proteins and co-factors influence DNA binding specificity, most of the studies focus on a specific TF-target gene combination or are in vitro. More in vivo genome-wide data are needed to better understand the role of protein interactions on a genome-wide basis, and thereby getting a better understanding of TF specificity in vivo. Moreover, further studies into how closely related TF dimer combinations and other TF-complexes influence genomic binding will result in a better understanding of the mechanisms behind in vivo TF specificity.

**MADS domain TFs: one DNA binding consensus, many functions**

The *Arabidopsis* genome encodes more than 1,500 transcription factors, many of these TFs belong to large families. The question how TFs of the same family that contain highly similar DBDs and hence bind comparable sequences in vitro, bind specific in vivo targets is therefore also highly relevant for plant TFs. As many studies into TF specificity are performed in animals and multicellular development originated independently in plants and animals, it is important to increase the knowledge on mechanisms underlying TF specificity in plants.

**Diverse functions of MADS domain proteins**

In plants, a particularly large TF family is the MADS domain family. This protein family consists of over 100 members in *Arabidopsis*, many of which play diverse, critical roles in development. Well-known are the functions of MADS domain proteins in floral organ specification. Examples are the floral meristem identity factor AP1 (Alejandra Mandel et al., 1992; Weigel et al., 1992) and the petal and stamen homeotic proteins APETALA3 (AP3) and PISTILLATA (PI) (Goto and Meyerowitz, 1994; Jack et al., 1994). Besides functions in floral organ development, MADS proteins function in many more developmental processes. For example in embryogenesis (e.g. AGAMOUS-LIKE15 (AGL15) (Heck et al., 1995; Perry et al., 1999), root development (e.g. SHATTERPROOF1 (SHP1) (Moreno-
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Besides the diverse functions of the individual MADS domain proteins, many MADS domain proteins have more than one function in seemingly unrelated processes. Examples of pleiotropic MADS domain proteins are SUPPRESSOR OF OVEREXPRESSION OF CONSTANS 1 (SOC1) and FRUITFULL (FUL). SOC1 is best known for its role in the activation of flowering (Lee et al., 2000; Seo et al., 2009), and its regulation of the expression of the floral homeotic B-, C-, and E-class genes (Gregis et al., 2009; Liu et al., 2009). Additionally, downregulation of SOC1 and a second MADS domain protein FUL in the annual plant Arabidopsis, results in phenotypes common to perennial plants, hence SOC1 and FUL are important for maintenance of the annual life cycle of Arabidopsis (Melzer et al., 2008). Like SOC1, also FUL has multiple functions during the life cycle of Arabidopsis. Firstly, during flower development FUL functions at two different stages. During the initiation of flowering, FUL regulates flowering time and meristem identity (Ferrandiz et al., 2000b). Later during flower development, FUL controls fruit development by influencing valve, replum, and style morphology (Gu et al., 1998; Ferrandiz et al., 2000a). Besides the functions of FUL as annual life cycle regulator together with SOC1 (Melzer et al., 2008) and during flower development, FUL also plays a role in determining cauline leaf morphology (Gu et al., 1998), inflorescence architecture, and internode length (Chapter 4).

While these MADS proteins have many, diverse in vivo functions, all the family members appear to bind in vitro to a 10-bp motif called the CArG-box (consensus CC(AT)GG) (Pollock and Treisman, 1990; Schwarz-Sommer et al., 1992; Huang et al., 1993; Huang et al., 1995; Tang and Perry, 2003). Genome-wide ChIP-seq studies have shown that MADS domain TFs bind hundreds to thousands of genomic loci. While part of the bound genomic regions overlap, also many regions are specific. In addition, these studies have shown that the majority of DNA sites bound do not contain a perfect CArG-box (Kaufmann et al., 2009; Zheng et al., 2009; Kaufmann et al., 2010c; Deng et al., 2011). To understand these results and to gain knowledge about the mechanisms determining TF-DNA specificity of MADS domain proteins, more research is needed on how MADS domain proteins achieve their DNA binding specificities in vivo.
Protein interactions and binding specificity of MADS domain proteins

All MADS domain protein family members share a highly conserved, 56 amino acids long, MADS domain (Schwarz-Sommer et al., 1990). This highly conserved domain makes contact with the DNA using its N-terminal and central parts. In the functionally best characterized class of plant MADS domain TFs, the type II MADS domain proteins, the MADS domain is followed by the I (intervening), K (keratin) domains, and the highly variable C-terminal domain. The I- and K-domains of the type II MADS proteins are essential for dimerization and higher-order complex formation, while the C-terminus is involved in protein complex formation and transcriptional regulation (reviewed by Kaufmann et al. (2005)). Since MADS domain proteins form complexes with other proteins, as discussed above, these protein complexes can influence in vivo binding of TFs.

MADS domain proteins bind DNA as obligate dimers and a large-scale interaction study has shown that these interactions are protein-specific (De Folter et al., 2005), hence MADS dimerization is dependent both on the interaction specificity of a MADS protein and the in vivo availability of MADS binding partners. Most important for MADS dimerization specificity is the I-domain. Interestingly, domain-swap experiments have shown that this I domain, functioning in MADS dimerization, plays a role in DNA binding specificity as well (Riechmann et al., 1996). This observation suggests that dimerization might play a role in in vivo DNA binding specificity of MADS proteins, however till now no in vivo studies have been conducted to elucidate the role of dimerization on MADS binding specificity.

Besides homo- and heterodimers, MADS domain proteins are also able to assemble into higher-order complexes (Egea-Cortines et al., 1999; Honma and Goto, 2001), generating tetrameric protein complexes consisting of two dimers that bind to a target DNA sequence containing two CArG-boxes. By binding two CArG-boxes these tetrameric protein complexes generate a DNA loop between two binding sites. Although studies have shown that tetrameric MADS complexes are able to bind single CArG-boxes or a second low-affinity CArG-box, binding two CArG-boxes might provide stability to the complex and hence increase TF-DNA interaction stability (Melzer and Theißen, 2009; Smaczniak et al., 2012b). The MADS domain proteins SEP1, SEP2, SEP3, and SEP4 play an important role in tetramer formation, but studies have shown that also other MADS domain proteins can mediate high-order complex formation (Immink et al., 2009).
Besides interactions between family members, MADS proteins also interact with proteins from other families. These interaction partners include chromatin remodelling factors and co-repressors. Examples of MADS interactions with other protein families are the interactions with the co-repressors SEUSS (SEU) and LEUNIG (LUG) (Sridhar et al., 2006). Interactions have been reported with chromatin regulatory proteins such as the Polycomb PRC1 analog TERMINAL FLOWER 2 (TFL2) and the SIN3 histone-deacetylase complex component SAP18 (Liu et al., 2009). Interactions with those factors are proposed to influence the chromatin accessibility at bound loci resulting in transcriptional repression. Other interactions include the SWI2/SNF2-type ATP-dependent nucleosome remodellers BRAHMA (BRM) and SPLAYED (SYD), proteins that are involved in reversing Polycomb-mediated repression (Smaczniak et al., 2012b; Wu et al., 2012). A recent study on the relation between DNA accessibility and MADS domain protein DNA binding has shown that the MADS domain proteins AP1 and SEP3 are able to bind poorly accessible genomic regions. Moreover, this study shows that chromatin flanking MADS binding sites becomes more accessible upon MADS domain TF binding (Pajoro et al., 2014). The interaction between chromatin remodellers and other non-MADS proteins might allow MADS domain proteins to bind poorly accessible DNA or may enable changes in DNA accessibility following MADS domain binding.

Despite these hypotheses about mechanisms of MADS domain protein action, currently no high-throughput study has been conducted to determine the influence of protein-protein interactions on DNA binding specificity of MADS domain proteins. Hence, studying the relation between MADS protein interactions and DNA binding specificity will provide insights into in vivo DNA binding specificity of MADS domain proteins and will increase our knowledge about in vivo DNA binding specificity of TFs.

Scope of this study

The aim of the research described in this thesis is to study the influence of protein interactions on TF DNA binding specificity. The project focusses on the pleiotropic MADS domain TF FRUITFULL (FUL). As mentioned previously, FUL has distinct functions in the plant life cycle and has a dual role during flower development. The distinct functions of FUL suggest that this protein regulates different sets of target genes in different tissues, this makes FUL an excellent candidate to study mechanisms underlying target gene selection of MADS domain transcription factors.
In **Chapter 2**, we investigate the role of protein interactions on DNA binding specificity of MADS domain proteins. We show that gene regulation and genomic DNA binding by the MADS domain protein FUL is tissue-specific and that the observed differences relate to the tissue-specific functions. Tissue-specific immunoprecipitation experiments show that the interactions of FUL with MADS domain proteins and other proteins are partly tissue-specific. By studying the *in vitro* DNA binding specificities of the different tissue-specific FUL heterodimers and correlating these results with the *in vivo* genomic binding profiles, we were able to show that dimerization between MADS domain proteins influences DNA binding specificity and these differences correlate with the observed differences in *in vivo* genomic binding.

**Chapter 3** provides a step-by-step guide for ChIP-seq experiments and computational analysis designed for wet-lab biologists to perform the experiments and analyse their ChIP-seq data.

In **Chapter 4**, we study in more detail a direct FUL target gene, *SMALL AUXIN UPREGULATED RNA 10* (*SAUR10*). We show that *SAUR10* expression is regulated by FUL in multiple tissues, among others cauline leaves, stems, and branches. The expression of *SAUR10* at the abaxial side of branches is influenced by a combination of hormones, light conditions, and FUL. Additionally, we discuss several other FUL target genes involved in hormone pathways and light conditions. These data demonstrate the connection between development and environment in growth-regulated programs.

**Chapter 5** focusses on the putative direct targets of FUL in inflorescence meristem (IM) tissue. Among the putative direct targets two genes involved in flavonoid synthesis were identified, *FLAVONOIDS SYNTHESI 1 (FLS1)* and *UDP-GLUCOSYL TRANSFERASE 78D3 (UGT78D3)*. We report the first link between MADS domain protein FUL and flavonoids synthesis in *Arabidopsis*. Moreover, our results indicate a possible link between flavonoids and flowering time.

To conclude, in **chapter 6** discusses the results of this thesis and expand on possible further implications of the work performed in this thesis.
In Chapter 2, we investigate the role of protein interactions on DNA binding specificity of MADS domain proteins. We show that gene regulation and genomic DNA binding by the MADS domain protein FUL is tissue-specific and that the observed differences relate to the tissue-specific functions. Tissue-specific immunoprecipitation experiments show that the interactions of FUL with MADS domain proteins and other proteins are partly tissue-specific. By studying the in vitro DNA binding specificities of the different tissue-specific FUL heterodimers and correlating these results with the in vivo genomic binding profiles, we were able to show that dimerization between MADS domain proteins influences DNA binding specificity and these differences correlate with the observed differences in in vivo genomic binding.

Chapter 3 provides a step-by-step guide for ChIP-seq experiments and computational analysis designed for wet-lab biologists to perform the experiments and analyse their ChIP-seq data.

In Chapter 4, we study in more detail a direct FUL target gene, SMALL AUXIN UPREGULATED RNA10 (SAUR10). We show that SAUR10 expression is regulated by FUL in multiple tissues, among others cauline leaves, stems, and branches. The expression of SAUR10 at the abaxial side of branches is influenced by a combination of hormones, light conditions, and FUL. Additionally, we discuss several other FUL target genes involved in hormone pathways and light conditions. These data demonstrate the connection between development and environment in growth-regulated programs.

Chapter 5 focusses on the putative direct targets of FUL in inflorescence meristem (IM) tissue. Among the putative direct targets two genes involved in flavonoid synthesis were identified, FLAVONOID SYNTHESIS 1 (FLS1) and UDP-GLUCOSYL TRANSFERASE 78D3 (UGT78D3). We report the first link between MADS domain protein FUL and flavonoids synthesis in Arabidopsis. Moreover, our results indicate a possible link between flavonoids and flowering time.

To conclude, Chapter 6 discusses the results of this thesis and expand on possible further implications of the work performed in this thesis.
Chapter 2

Dual specificity and target gene selection by the MADS domain protein FRUITFULL

Hilda van Mourik
Jose M Muiño
Cezary D Smaczniak
Marian Bemer
Dijun Chen
Gerco C Angenent
Kerstin Kaufmann

Manuscript in preparation
Abstract

How transcription factors of a single family confer different functional specificities in vivo, is an important question in molecular biology. Even more intriguingly, a single transcription factor can regulate context- or tissue-specific target genes to achieve distinct functions. Here we show, using a variety of genome-wide techniques, that gene regulation and DNA binding site selection by the MADS domain protein FRUITFULL (FUL) is tissue-specific. FUL has a dual role in regulating floral transition and fruit development. The tissue-specifically bound and regulated genes fit the known dual functions of FUL. Protein complex isolation in the two studied tissues shows that the interactions of FUL with other MADS domain proteins are tissue-specific. Using SELEX-seq we studied the DNA binding affinities of the different FUL-MADS dimers. Although all tested dimers prefer to bind to DNA sequences corresponding to the canonical binding motif of MADS domain proteins, the CArG-box, the dimers show different preferences for A and T nucleotides within the CArG-box and for A- and T-stretches surrounding the CArG-box. Mapping the SELEX-seq affinities to the genome allowed comparison with in vivo ChIP-seq data that were generated from the two different tissues. This analysis revealed a correlation between dimer-specific DNA-binding preferences and tissue-specific genomic binding site selection of FUL. Hence, we show that the choice of MADS dimerization partner influences DNA binding affinity, leading to differences in tissue-specific DNA binding.
Introduction

Most studied plant transcription factors (TFs) bind to relatively short motifs, 8 – 12 bp (Franco-Zorrilla et al., 2014; O’Malley et al., 2016). Statistically, these motifs occur often in the genome, while ChIP-chip and ChIP-seq studies have shown that only a small portion of these motifs are bound in vivo (De Folter and Angenent, 2006; Heyndrickx et al., 2014). Moreover, many TF families contain numerous members, all with different roles and functions. This raises the question how TFs of a single family achieve functional specificity.

The large MADS domain protein family, consisting of over 100 members in Arabidopsis (Parenicová et al., 2003), is known for their broad array of functions during the entire life-cycle of the plant (reviewed by Smaczniak et al., 2013)). MADS domain proteins bind regulatory elements in DNA through their highly conserved 56 amino acid N-terminal MADS domain. In vitro studies have shown that MADS domain proteins bind to a 10-bp DNA consensus sequence, CC[AT]GG, called the CArG-box (reviewed in De Folter and Angenent (2006)). Despite their overlapping DNA binding specificities, MADS domain proteins have distinct functions in vivo (reviewed by Smaczniak et al. (2013)). Although part of the specificity is achieved by cell type specific expression of different family members, ChIP-seq data show that MADS domain family members bind partly non-overlapping sets of target genes in the same tissue (reviewed by Yan et al. (2016)). Moreover, some MADS box genes acquired more than one function in different organs or developmental stages, suggesting that they regulate different sets of target genes in the different tissues.

MADS domain proteins can exclusively bind DNA as dimers, therefore interactions between MADS domain proteins are essential for their function (Schwarz-Sommer et al., 1992; Huang et al., 1996). De Folter et al. (2005) developed an interaction map of the Arabidopsis MIKC-type MADS TFs showing that different family members have specific sets of intra-family interaction partners. Clustering MADS proteins with similar interaction patterns grouped proteins with overlapping functions. The importance of protein-protein interactions is highlighted in several studies. For example for animal HOX proteins, showing that changes in protein-protein interactions can alter phenotypes (Löhr and Pick, 2005; Brayer and Lynch, 2011). In addition, in Snapdragon, variation in protein-protein interaction patterns between paralogous class C homeotic proteins allowed their evolutionary sub-functionalization in specification of male and female reproductive organs (Airoldi et al., 2010). Although some studies addressed the influence of changes in protein-protein
interactions on TF DNA binding specificity (Slattery et al., 2011; Kong et al., 2012; Sayou et al., 2014), the \textit{in vivo} effect of dimer composition of TF on DNA-binding specificity is far from understood.

To study how and to what extent DNA binding specificity of MADS domain proteins is determined by dimer composition, this chapter focusses on one specific MADS domain protein: FRUITFULL (FUL). Throughout development of \textit{Arabidopsis}, FUL is expressed in a broad array of tissues (See \textbf{Chapter 4} of this thesis), suggesting FUL to function at different stages during plant development. Well studied are the roles of FUL during flower development. In the inflorescence meristem (IM), FUL functions as a positive regulator of flowering and is important for meristem identity (Mandel and Yanofsky, 1995; Hempel \textit{et al.}, 1997; Ferrandiz \textit{et al.}, 2000b; Balanzà \textit{et al.}, 2014). We will refer to this function as the “IM function” of FUL. At a later stage, FUL is expressed in the pistil where it is essential for correct patterning of the fruit (Gu \textit{et al.}, 1998; Ferrandiz \textit{et al.}, 2000a; Liljegren \textit{et al.}, 2000; Roeder \textit{et al.}, 2003; Liljegren \textit{et al.}, 2004; Ripoll \textit{et al.}, 2011), from now on referred to as the “pistil function” of FUL. The ability of FUL to regulate distinct processes, suggests that FUL might regulate different sets of target genes by binding to distinct regulatory DNA sequences in the two tissues. Moreover, FUL has been shown to interact with several MADS domain proteins (De Folter \textit{et al.}, 2005; Smaczniak \textit{et al.}, 2012b), making FUL an excellent candidate to study the role of MADS homo- and heterodimerization on TF specificity.

In this chapter we used high-throughput techniques to show that tissue-specific complex formation by MADS domain TFs influences DNA binding specificity. Using RNA- and ChIP-seq we demonstrate that FUL regulates partly different sets of target genes in IM and pistil, showing that DNA binding specificity of FUL is partly tissue-specific. Tissue-specific FUL-MADS dimers bind with different affinities to diverse CArG-box-like sequences. These \textit{in vitro} determined dimer-specific binding specificities correlate with \textit{in vivo} tissue specific DNA binding events determined by ChIP-seq. In summary, by combining multiple techniques we are able to obtain a better understanding of \textit{in vivo} DNA binding site selection by MADS domain proteins and their heteromeric complexes.
Results

Tissue specific gene regulation by FUL

The MADS domain protein FUL functions in a tissue-dependent manner, raising the question whether FUL may regulate different sets of target genes in different tissues. To answer this question we studied the tissue-specific gene regulation of FUL using an RNA-seq approach, comparing gene expression in wild type versus ful-1 mutant tissues. To determine tissue-specific gene regulation in the IM and the pistil we collected IM tissue including young flower buds, stages 1 to 9, and pistils from stage 12 to 16 flowers (stages according to Smyth et al. (1990)), respectively. Identification of tissue-specific differentially expressed genes (DEGs) resulted in a list of genes directly and indirectly regulated by FUL (Supplementary file S1). For the IM we identified a total of 45 significant DEGs, while many more DEGs were identified for the pistil, 521 DEGs (p-value ≤ 0.05 & |FC| ≥ 1.8) (Figure 1A). In both stages, the number of upregulated and downregulated genes is approximately the same (Figure 1A). Although our approach identifies both direct and indirect targets these results suggest that FUL may act both as a repressor and as activator of transcription. When comparing DEGs in IM and pistil tissue we found that 40% of the IM DEGs are also identified in the pistil, 27 IM DEGs are unique. For pistil tissue we identified 503 unique DEGs (Figure 1B). These results show that FUL is able to regulate different sets of genes in the IM versus the pistil.

A more detailed look at the differences in DEGs identified in IM versus pistil tissue was performed using gene ontology (GO)-term analysis on clusters of DEGs grouped based on differential expression. A heat map of 684 DEGs with an adjusted p-value ≤ 0.05 could be subdivided in seven clusters based on fold change (Figure 1C). Complete GO-term analysis can be found in Supplementary file S2. Genes having a comparable fold change in both tissues are found in clusters A, E, and F. Together, the small clusters A and F contain 12 genes that are upregulated in the mutant compared to wild type, including a gene related to cytokinin signalling CYTOKININ RESPONSE FACTOR 4 (CRF4) (Rashotte et al., 2006). The phytohormone cytokinin is linked to meristem activity (Bartrina et al., 2011), flowering (D’Aloia et al., 2011), and pistil development (reviewed in Sehra and Franks (2015)). Down-regulated DEGs are found in cluster E, and the GO terms of this cluster are “response to auxin”, “flavonoid biosynthesis” and “auxin transport”. Like cytokinin, also auxin can be linked to many processes in plant development, including inflorescence development (Heisler et al., 2005) and pistil development (Marsch-Martínez and de Folter, 2016;
Figure 1 | Tissue-specific gene regulation by FUL. (A) Pie chart showing the number of genes differentially up- and down-regulated in ful-1 mutants compared to wild type for the IM and pistil tissues (|FC| ≥ 1.8 & adjusted p-value ≤ 0.05). (B) Venn-diagram showing overlap in DEGs of IM tissue and pistil tissue (|FC| ≥ 1.8 & adjusted p-value ≤ 0.05). (C) Transcriptional profile of 684 DEGs with an adjusted p-value ≤ 0.05 for genes expressed in ful-1 mutant compared to wild type in at least one of the tissues. Expression change is represented in log2 scale. A subset of GO terms enriched in the different clusters is shown and examples of representative genes are indicated (for full GO term analysis see Supplementary file S2).
Van Gelderen et al., 2016). The role of flavonoids in flower development is less well understood, but it has been proposed that flavonoids may negatively regulate auxin thereby ensuring the correct distribution of auxin (Brown et al., 2001). Examples of auxin- and flavonoid-related genes in this cluster are AUXIN-RESPONSE PROTEIN 3 (IAA3), SMALL AUXIN UP RNA 79 (SAUR79), and FLAVONOID SYNTHASE 1 (FLS1). Among the tissue-specific clusters, the small cluster C is specific for the IM. This cluster contains 14 genes upregulated in mutant IM tissues, while unchanged in the pistil. Among those, genes with functions in flowering time (AGAMOUS-like 71 (AGL71)) (Dorca-Fornell et al., 2011) and meristem determinacy (LONELY GUY 1 (LOG1)) (Han et al., 2014; Han and Jiao, 2015) can be found. Clusters D and G contain DEGs specific for the pistil function of FUL. These clusters contain genes like INDEHISCENCE (IND) and show overrepresentation of genes with the GO-term “fruit development”, which have a direct link to the known function of FUL in pistil development (Liljegren et al., 2004). In summary, FUL regulates different sets of targets genes in different tissues and the differences in target genes regulated reflect the known tissue-specific functions of FUL.

Genome-wide mapping of FUL binding sites in IM and pistil

To test whether tissue-specific gene regulation by FUL is reflected by differences in in vivo DNA binding, ChIP-seq was used to identify genome-wide binding sites of FUL in the IM and pistil. ChIP-seq was performed using an anti-GFP antibody. For the IM function of FUL, IM tissue was collected from non-induced ap1 cal pAP1::AP1-GR plants expressing pFUL::FUL-GFP. Expression of pFUL::FUL-GFP in ap1 cal pAP1::AP1-GR is shown in Supplementary figure S1. To determine genomic binding sites of FUL in pistils, pistils of stage 12 – 16 flowers were dissected from pFUL::FUL-GFP ful-1 plants (Urbanus et al., 2009). Two biological replicates were generated for each ChIP-seq experiment. Pearson correlation between individual ChIP-seq experiments showed a Pearson correlation of 0.73 and 0.94 for the IM ChIP-seq and the pistil ChIP-seq, respectively (Supplemental figure S2).

Following the methodology of other studies (Kaufmann et al., 2009; Deng et al., 2011; Gregis et al., 2013), good correlation between biological replicates allowed for pooling of the mapped reads to obtain the final list of direct targets. In the IM we identified a total of 2538 significant binding sites assigned to 4055 genes (with peaks located 3 kb upstream of the transcription start site (TSS) to 1 kb downstream of the gene) (FDR ≤ 0.05). In the pistil, 2459 binding sites corresponding to 3598 genes were identified (FDR ≤ 0.05) (Supplementary file S3 & Supplementary table S1). As seen for other MADS domain TFs (Kaufmann et al., 2010c; Gregis et al., 2013; Pajoro et al., 2014), binding
sites were mostly found in promoter regions 5’ of the TTS (Supplementary figure S3). A MEME-ChIP search for enriched sequence motifs in the significant peaks revealed a perfect consensus MADS domain TF-binding site (CARG-box) (Machanick and Bailey, 2011) (Supplementary table S2). The ChIP-seq data recovered genes previously associated with FUL function in IM and pistil. For example, the MADS box gene SUPPRESSOR OF OVEREXPRESSION CONSTANTS 1 (SOC1) has been shown to be a direct FUL target using ChIP-qPCR (Balanzà et al., 2014), also in our hands SOC1 is identified as a direct target of FUL. Other known potentially direct target genes of FUL identified in our ChIP-seq experiments include SHATTERPROOF1 (SHP1), SHP2, and IND (Liljegren et al., 2004). Two known genomic targets not identified in our ChIP-seq data are MIR172C and LEAFY (LFY). LFY is not significantly bound in our experiments, in contrast to Balanzà et al., 2014 where FUL was shown to directly bind the LFY promoter. Balanzà et al. (2014) used a 35S::FUL-GFP line, causing high and ectopic expression of FUL in this line, which may lead to the identification of false-positive binding sites not occurring under native expression levels, possibly explaining the observed difference in results. In the pistil, direct binding of FUL to the promoter of MIR172C is shown by Ripoll et al. (2015) in inflorescences including open flowers and stage 13-14 fruits, while our data does not show binding to the promoter of MIR172C most likely due to the difference in tissue used. However, we do find direct binding of FUL to the promoter of APETALA2 (AP2) in the pistil, suggesting that FUL may regulate AP2 expression both indirectly via MIR172C (Ripoll et al., 2015) and directly via promoter binding. ChIP-seq peak patterns in SHP1, SHP2, IND, SOC1 and AP2 loci can be found in Supplementary figure S4. These results show that our ChIP-seq results are comparable to previously performed ChIP-seq experiments on MADS domain proteins and consistent with the current knowledge of FUL genomic binding, highlighting the good quality of our datasets.

**Tissue-specific putative FUL targets**

To determine whether FUL binds DNA in a tissue-specific manner, the ChIP-seq results of IM and pistil tissue were compared. GO term analysis of the significantly bound genes in the IM and pistil ChIP-seq showed differences in enriched GO annotations. A selection of enriched GO terms is shown in Figure 2A, the complete list of GO-enriched GO-term can be found in Supplementary file S4. As expected, putative target genes in the pistil are enriched for GO terms related to fruit development and cell growth, while these terms are much weaker or not enriched among the IM putative targets. Although GO terms related to flowering time were enriched with similar
sites were mostly found in promoter regions 5' of the TTS (Supplementary Material). A MEME-ChIP search for enriched sequence motifs in the significant peaks revealed a perfect consensus MADS domain TF-binding site (CArG-box) (Machanick and Bailey, 2011) (Supplementary Material).

The ChIP-seq data recovered genes previously associated with FUL function in IM and pistil. For example, the MADS box gene SUPPRESSOR OF OVEREXPRESSION CONSTANTS 1 (SOC1) has been shown to be a direct FUL target using ChIP-qPCR (Balanzà et al., 2014), also in our hands SOC1 is identified as a direct target of FUL. Other known potentially direct target genes of FUL identified in our ChIP-seq experiments include SHATTERPROOF1 (SHP1), SHP2, and IND (Liljegren et al., 2004). Two known genomic targets not identified in our ChIP-seq data are MIR172C and LEAFY (LFY). LFY is not significantly bound in our experiments, in contrast to Balanzà et al., 2014 where FUL was shown to directly bind the LFY promoter. Balanzà et al. (2014) used a 35S::FUL-GFP line, causing high and ectopic expression of FUL in this line, which may lead to the identification of false-positive binding sites not occurring under native expression levels, possibly explaining the observed difference in results. In the pistil, direct binding of FUL to the promoter of MIR172C is shown by Ripoll et al. (2015) in inflorescences including open flowers and stage 13-14 fruits, while our data does not show binding to the promoter of MIR172C most likely due to the difference in tissue used. However, we do find direct binding of FUL to the promoter of APETALA2 (AP2) in the pistil, suggesting that FUL may regulate AP2 expression both indirectly via MIR172C (Ripoll et al., 2015) and directly via promoter binding. ChIP-seq peak patterns in SHP1, SHP2, IND, SOC1 and AP2 loci can be found in Supplementary Material. These results show that our ChIP-seq results are comparable to previously performed ChIP-seq experiments on MADS domain proteins and consistent with the current knowledge of FUL genomic binding, highlighting the good quality of our datasets. Tissue-specific putative FUL targets

To determine whether FUL binds DNA in a tissue-specific manner, the ChIP-seq results of IM and pistil tissue were compared. GO term analysis of the significantly bound genes in the IM and pistil ChIP-seq showed differences in enriched GO annotations. A selection of enriched GO terms is shown in Figure 2A, the complete list of GO-enriched GO-term can be found in Supplementary Material. As expected, putative target genes in the pistil are enriched for GO terms related to fruit development and cell growth, while these terms are much weaker or not enriched among the IM putative targets. Although GO terms related to flowering time were enriched with similar levels, FUL also directly binds to the LFY promoter in the pistil, suggesting a role in the regulation of flowering.

Figure 2 | Tissue-specific DNA binding patterns of FUL (A) GO-term analysis of all putative target genes bound by FUL in the IM versus all putative target genes bound in the pistil (FDR ≤ 0.05). A selection of GO-terms is shown. (B) Venn diagram showing the overlap between significantly bound targets of FUL in the IM versus the pistil. (C) Quantitative analysis of peak heights between ChIP-seq binding peaks of FUL in the IM versus the pistil. Venn diagram shows the number of significant tissue specific binding sites that have at least a two-fold higher score compared to the other tissue. (D) Examples of peak profiles of FUL ChIP-seq peaks, peaks chosen based on quantitative analysis of peak height (FDR ≤ 0.05, |FC| ≥ 2).
Figure 3 | In planta FUL protein interactions. (A) Volcano plot of the IP results of FUL in IM versus pistil tissue. Protein abundance ratios between IM and pistil samples are given. (B) Log2 protein abundance of FUL-MADS domain protein interactors in IM versus pistil. (C) List of proteins other than MADS domain proteins identified in either of the two IP experiments (complete list of proteins is given in Supplementary file S5). Asterisks indicate significant results (* p-value ≤ 0.05; ** p-value ≤ 0.01).
significance in both tissues, a stronger enrichment for GO terms linked to meristem maintenance and determinacy was observed in the IM. A closer look at the overlap of the putative targets in the IM and pistil shows that 2370 genes are specific for the IM and 1913 specific for the pistil, and 1685 genes are bound in both tissues. To get a better idea of quantitative differences in peak height between the two tissues, we performed a quantitative analysis of the ChIP-seq peak heights of peaks that are significant in at least one of the datasets. In total 6085 peaks were identified to be significantly enriched in at least one of the two tissues. Of these 6085 genes, 1468 peaks were identified to have a 2-fold higher peak score in IM tissue compared to pistil tissue. For pistil tissue, 1372 peaks were identified to be 2-fold higher compared to IM tissue (Figure 2C).

Examples of tissue-specifically bound putative targets are shown in figure 2D. Among the genes stronger bound by FUL in the IM we identified SHORT VEGETATIVE PHASE (SVP) (Hartmann et al., 2000; Balanzà et al., 2014), HOMEBOX GENE 1 (ATH1) (Gómez-Mena and Sablowski, 2008; Rutjens et al., 2009) and SCHLAFMUTZE (SMZ) (Mathieu et al., 2009), known for their roles in floral transition. Genes stronger bound in the pistil are the MADS-box gene AGAMOUS (AG) and INDOLE-3-ACETIC ACID INDUCIBLE 4 (IAA4). AG is well known for its role in pistil development (Yanofsky et al., 1990). IAA4 is an auxin inducible protein and plays a role in auxin signalling to control pistil development and fruit initiation (Marsch-Martinez and de Folter, 2016; Van Gelderen et al., 2016). Another auxin related gene stronger enriched in the pistil ChIP-seq is SAUR10, more information about this gene can be found in Chapter 4 of this thesis. These results in combination with the RNA-seq data show that FUL is indeed able to bind and regulate genes in a tissue-specific manner and that the regulation is linked to the tissue-specific functions of FUL.

**Stage-specific protein interactions of FUL**

To study the role of MADS domain protein complex formation in tissue-specific DNA binding specificity, we determined the tissue-specific protein-protein interactions of FUL *in planta*. IMs of gAP1-GR ap1 cal gFUL-GFP plants were collected to identify meristem-specific protein complexes of FUL, and stage 12 - 16 pistils of gFUL-GFP ful-1 plants were collected for the pistil complexes. Protein complexes were isolated by immunoprecipitation using anti-GFP antibodies and protein identification was performed using LC-MS/MS, followed by label-free protein quantification (Smaczniak et al., 2012c). This approach allowed identification of tissue-specific protein interaction partners of FUL. Multiple MADS domain proteins have been shown to interact with FUL based on yeast-two-hybrid studies, BiFC experiments and IP studies (De Folter et al., 2005; Smaczniak et al.,
2012b; Balanzà et al., 2014) (Supplementary table S3). Our tissue-specific IP data showed that FUL is indeed able to interact with several MADS domain proteins \textit{in planta} (Figure 3A; Supplementary file S5). In total, eight MADS domain proteins were identified in the IM and pistil datasets: AG, SEPALLATA 1 (SEP1), SEP2, SEP3, SEP4, SHP2, SOC1, and SEEDSTICK (STK). So, FUL is able to interact \textit{in vivo} with multiple different MADS domain proteins.

When comparing MADS domain protein abundances between the IM and the pistil complex isolation data, SOC1 was identified as predominant FUL partner in the IM, while in the pistil we found higher levels of AG, SEP1, SEP2, and SEP3 in the FUL complexes (Figure 3B). The difference in protein complex abundance follows the expression levels in IM and pistil tissue for most interaction partners (Supplementary figure S5). However, protein abundance in the FUL complexes between IM and pistil is not significantly different for SHP2 and STK, while \textit{SHP2} and \textit{STK} expression is significantly higher in the pistil compared to the IM. This difference is likely due to the limited overlap in expression domain of \textit{FUL} and \textit{SHP2} and \textit{STK} within the pistil, these proteins may interact with FUL only in very few cells reflecting the low abundances of these proteins in our IP data. In conclusion, \textit{in planta} interactions of FUL with other MADS domain proteins confirm several previously reported FUL interactions, and show clear tissue-specific differences between the IM and the pistil.

Non-MADS interaction partners in the ChIP-seq and the IP data

Besides MADS domain proteins, also members of other protein families are identified by our LC-MS/MS based complex isolation experiments (Figure 3C). In the IM, we found FUL to interact with histone modifying and chromatin remodelling factors PICKLE (PKL), INO80, HISTONE DEACETYLASE 15 (HDA15), and the homeodomain TF BELLRINGER (BLR). Several of these factors were previously identified as MADS protein interactors (Smaczniak et al., 2012b). Many of the proteins that interact with FUL are directly or indirectly linked to flowering time: \textit{pkl, ino80, and blr} loss-of-function mutants are late flowering (Kanrar et al., 2008; Andrés et al., 2015; Zhang et al., 2015; Fu et al., 2016) and several HDA15 homologs have been linked to flowering (reviewed in Liu et al. (2014)). In the pistil, the IP experiments showed enrichment for the hormone related factors JASMONATE RESPONSIVE 1 (JR1) and BETA-GLUCOSIDASE HOMOLOG 1 (BGL1). VEGETATIVE STORAGE PROTEIN 1 (VSP1) is identified in both tissues. VSP1 has been shown to interact with the MADS domain protein AG and is thought to be involved in nutrient storage, plant defence, and flower development (Gamboa et al., 2001; Berger et al., 2002; Guerineau et al., 2003).
Our tissue-specific IP data showed that FUL is indeed able to interact with several MADS domain proteins in planta (Figure 3A; Supplemen
tary Table S3). In total, eight MADS domain proteins were identified in the IM and pistil datasets: AG, SEPALLATA 1 (SEP1), SEP2, SEP3, SEP4, SHP2, SOC1, and SEEDSTICK (STK). So, FUL is able to interact in vivo with multiple different MADS domain proteins.

When comparing MADS domain protein abundances between the IM and the pistil complex isolation data, SOC1 was identified as predominant FUL partner in the IM, while in the pistil we found higher levels of AG, SEP1, SEP2, and SEP3 in the FUL complexes (Figure 3B). The difference in protein complex abundance follows the expression levels in IM and pistil tissue for most interaction partners (Supplementary Figure S5). However, protein abundance in the FUL complexes between IM and pistil is not significantly different for SHP2 and STK, while SHP2 and STK expression is significantly higher in the pistil compared to the IM. This difference is likely due to the limited overlap in expression domain of FUL and SHP2 and STK within the pistil, these proteins may interact with FUL only in very few cells reflecting the low abundances of these proteins in our IP data. In conclusion, in planta interactions of FUL with other MADS domain proteins confirm several previously reported FUL interactions, and show clear tissue-specific differences between the IM and the pistil.

Non-MADS interaction partners in the ChIP-seq and the IP data

Besides MADS domain proteins, also members of other protein families are identified by our LC-MS/MS based complex isolation experiments (Figure 3C). In the IM, we found FUL to interact with histone modifying and chromatin remodelling factors PICKLE (PKL), INO80, HISTONE DEACETYLASE 15 (HDA15), and the homeodomain TF BELLRINGER (BLR). Several of these factors were previously identified as MADS protein interactors (Smaczniak et al., 2012b). Many of the proteins that interact with FUL are directly or indirectly linked to flowering time: pkl, ino80, and blr loss-of-function mutants are late flowering (Kanrar et al., 2008; Andrés et al., 2015; Zhang et al., 2015; Fu et al., 2016) and several HDA15 homologs have been linked to flowering (reviewed in Liu et al. (2014)). In the pistil, the IP experiments showed enrichment for the hormone related factors JASMONATE RESPONSIVE 1 (JR1) and BETA-GLUCOSIDASE HOMOLOG 1 (BGL1). VEGETATIVE STORAGE PROTEIN 1 (VSP1) is identified in both tissues. VSP1 has been shown to interact with the MADS domain protein AG and is thought to be involved in nutrient storage, plant defence, and flower development (Gamboa et al., 2001; Berger et al., 2002; Guerineau et al., 2003).

Figure 4 | Motif enrichment in ChIP-seq datasets. Enrichment of CArG boxes (CC[AT]GG), G-boxes (CACGTG), and TCP binding consensus sites (GGNCCAC & GTGGNCCC) in ChIP-seq data of the (A) IM and (B) pistil. Venn diagram showing the number of motifs found in complete ChIP-seq binding peak list (FDR ≤ 0.05) for the (C) IM and the (D) pistil ChIP-seq data. Enrichment of binding sites containing both a CArG-box and a G-box or TCP binding motif for the (E) IM and (F) pistil ChIP-seq data. Dashed lines show enrichment in a control set containing binding sites with the same nucleotide content in a randomized order.
MEME-ChIP motif search performed on both ChIP-seq experiments, using 100 bp around the peak summit (FDR ≤ 0.05), showed enrichment of a motif other than a CArG-box, possibly point-pointing to another FUL interaction partner. In both studied tissues we identified a GA-rich motif enriched (Supplementary table S2). Previous MADS domain ChIP-seq data also reported this GA-rich sequence (Pajoro et al., 2014), and candidate proteins that bind this sequence are BASIC PENTACYSTEINE (BPC) transcriptional regulators that control multiple aspects of plant development (O’Malley et al., 2016). It has been shown that BPC proteins interact with MADS domain proteins to regulate their targets (Simonini et al., 2012). In order to search for known TF binding motifs in the ChIP-seq data, a TOMTOM motif comparison search was performed (Gupta et al., 2007) using the complete sequence underneath ChIP-seq binding peaks (FDR ≤ 0.05). As expected, for both tissues CArG-box-like motifs were discovered, however also other motifs (Supplementary table S3). TOMTOM identified a G-box motif and a TCP-binding motif in the two tissues. Both motifs have been shown to be enriched in other MADS protein ChIP-seq datasets as well (Kaufmann et al., 2009; Deng et al., 2011; Tao et al., 2012). To determine the enrichment of these motifs in the ChIP-seq datasets we visualized the motif enrichment compared to a randomized dataset (Figure 4A and B). These enrichment studies show that G-boxes are highly enriched in both tissues, while TCP binding motif enrichment is specific for the pistil binding sites. We found that approximately 25% of binding sites in either tissue containing a CArG-box also contain a G-box and/or a TCP binding motif (Figure 4C and D). Again we found for the IM a clear enrichment of the CArG-box and G-box motif combination in one binding region, while the CArG-box and TCP binding site combination does not show a clear enrichment (Figure 4E). For the pistil binding region our data shows a clear enrichment of CArG-boxes in combination with either G-boxes or TCP binding sites. These data suggest that FUL might cooperatively bind promoter regions with bHLH and TCP proteins (Figure 4F).

**DNA binding specificities of heteromeric FUL complexes**

The DNA binding capacity of FUL dimers was tested using Electrophoretic Mobility Shift Assays (EMSAs) using a SEP3 promoter probe containing two CArG box sequences previously published by (Smaczniak et al., 2012b). ChIP-seq data showed that FUL strongly binds the SEP3 locus at the position of the probe in both the IM and the pistil, confirming the SEP3 probe to be suitable for testing the DNA binding of FUL dimers (Supplemental figure S6). EMSA results confirmed that
MEME-ChIP motif search performed on both ChIP-seq experiments, using 100 bp around the peak summit (FDR \( \leq 0.05 \)), showed enrichment of a motif other than a CArG-box, possibly pinpointing to another FUL interaction partner. In both studied tissues we identified a GA-rich motif enriched (Supplementary material S2). Previous MADS domain ChIP-seq data also reported this GA-rich sequence (Pajoro et al., 2014), and candidate proteins that bind this sequence are BASIC PENTACYSTEINE (BPC) transcriptional regulators that control multiple aspects of plant development (O’Malley et al., 2016). It has been shown that BPC proteins interact with MADS domain proteins to regulate their targets (Simonini et al., 2012). In order to search for known TF binding motifs in the ChIP-seq data, a TOMTOM motif comparison search was performed (Gupta et al., 2007) using the complete sequence underneath ChIP-seq binding peaks (FDR \( \leq 0.05 \)). As expected, for both tissues CArG-box-like motifs were discovered, however also other motifs (Supplementary material S3). TOMTOM identified a G-box motif and a TCP-binding motif in the two tissues. Both motifs have been shown to be enriched in other MADS protein ChIP-seq datasets as well (Kaufmann et al., 2009; Deng et al., 2011; Tao et al., 2012). To determine the enrichment of these motifs in the ChIP-seq datasets we visualized the motif enrichment compared to a randomized dataset (Figure 4A and B). These enrichment studies show that G-boxes are highly enriched in both tissues, while TCP binding motif enrichment is specific for the pistil binding sites. We found that approximately 25% of binding sites in either tissue containing a CArG-box also contain a G-box and/or a TCP binding motif (Figure 4C and D). Again we found for the IM a clear enrichment of the CArG-box and G-box motif combination in one binding region, while the CArG-box and TCP binding site combination does not show a clear enrichment (Figure 4E). For the pistil binding region our data shows a clear enrichment of CArG-boxes in combination with either G-boxes or TCP binding sites. These data suggest that FUL might cooperatively bind promoter regions with bHLH and TCP proteins (Figure 4F). DNA binding specificities of heteromeric FUL complexes

**Figure 5 | FUL dimer DNA binding and SELEX-seq CArG-box enrichment.** (A) Analysis of binding of FUL homo- and heterodimers to the SEP3 promoter probe and model representation of formed protein-DNA sequences. Separate gels are shown for FUL/SOC1, FUL/SEP3, and FUL/AG. Next to the gels an enlargement of the gel. (B) Enrichment of reads with a canonical CArG-box consensus sequence in sequential SELEX-seq rounds.
FUL-SOC1, FUL-SEP3, FUL-AG, and FUL-FUL are able to bind DNA as a dimer, and at least in case of FUL-SOC1 and FUL-SEP3, may also form a tetrameric complex (Figure 5A).

To determine whether tissue-specific DNA binding of FUL reflects differences in MADS dimer specific DNA binding affinities, we used SELEX-seq. For the SELEX-seq approach we incubated in vitro translated MADS domain proteins with a dsDNA library containing a region of 40 random nucleotides (Jolma et al., 2010). After incubation, FUL-DNA complexes were isolated using immobilized FUL-specific antibody. The resulting dsDNA was amplified and used for a subsequent round of SELEX. Five rounds of SELEX enrichment were performed in total. Complex-specific DNA binding specificity was measured by SELEX-seq for the IM specific complex FUL-SOC1 and the pistil specific complexes FUL-SEP3 and FUL-AG. As a control the non-tissue specific FUL-FUL complex was used to ensure that the resulting DNA-binding specificities are indeed derived from the FUL heteromeric complexes. Several rounds of incubation of in vitro translated MADS domain proteins with the dsDNA libraries resulted in enrichment of CArG-boxes for all protein combinations (Figure 5B), confirming the quality of our data (Supplementary file S6).

SELEX-seq relative affinities of the tested FUL-MADS dimer are visualized in a heat map (Figure 6), which shows clear clusters of k-mers specific to the different dimers. Clusters A to D are dimer-specific clusters, clusters E and F are found for all libraries. It is possible that cluster E and F partly consist of FUL homodimeric affinities that will be present in all libraries. Clusters A to D show clear differences in affinity between the FUL-FUL complexes and the other libraries, ensuring these affinities to arrive from heteromeric complexes. To visualize k-mer sequences in the different clusters, we extracted the 40 nucleotide full sequences and performed motif enrichment analysis using MEME-ChIP (Bailey et al., 2009) (Figure 6). Although the motifs seem similar, there are important differences between them. The FUL-homodimer motif (cluster A) is unique in its strong preference for an A at position 7 of the CArG-box, where other dimers are more flexible in the use of an A or T nucleotide at this position. Like most other dimers, FUL-FUL prefers an A at position 3 of the CArG-box, but FUL homodimer seems to have the strongest preference for this nucleotide. As for the homodimer, many clusters have a preference for a T-stretch before and/or an A-stretch after the CArG-box, suggesting the binding motif of FUL-dimers to exceed the 10-bp CArG-box.

Cluster B is linked to the FUL-SOC1 dimer, and the corresponding FUL-SOC1 motif is less strict in the need for a G at position 9 in the CArG-box, suggesting that CArG-boxes with a single G and a longer AT-stretch can also be bound by this complex. In contrast to other dimers, this complex also does not have the preferred T-stretch before the CArG-box as seen for clusters A, D, E, and F.
Cluster C, specific for FUL-SEP3 is unique in that it does not require the A and T stretches flanking the CArG-box which is seen for most other clusters. Moreover, like FUL-SOC1 this motif shows that the G at position 9 of the CArG-box can be replaced by an A, resulting in a longer AT-stretch and a single G in the CArG-box. Cluster D, specific for FUL-AG, is much less conserved in its preference for A or T nucleotides in the CArG-box. While the other dimers have a high preference for an A at position 3, this preference is not seen for FUL-AG. Also, the strong preference for a T at position 8 identified for most dimers is not found for FUL-AG. We found that FUL-dimer high affinity binding preferences are complex specific (Supplementary figure S7), suggesting that for the FUL-dimers, high affinity sites confer specificity. These data show that although all tested dimers preferably bind CArG-boxes, differences in DNA binding affinities are found for the FUL MADS dimers.

Figure 6 | FUL-MADS dimer DNA binding specificities. Heat map of 10mer normalized affinities enriched in round 5 of the SELEX with an affinity of at least 0.5 for one of the dimers plus corresponding sequence motifs build from 40N reads containing these 10mers.
Complex-specific DNA binding preferences contribute to tissue specificity of in vivo DNA binding events

Different DNA binding preferences between FUL complexes could possibly explain the observed differences in in vivo DNA binding determined by ChIP-seq. To allow comparison between in vivo ChIP-seq data with in vitro SELEX-seq data, SELEX k-mers were mapped to the Arabidopsis genome generating a genome-wide SELEX-seq dataset. To verify mapping of the SELEX-seq to the genome we performed EMSA experiments on the promoter of SCHLAFMUTZE (SMZ). In the SMZ promoter we find two ChIP-seq peaks of different height. Mapped SELEX-seq affinities fit with the observed differences in ChIP-seq peak heights, we find the peak closest to the gene to have a lower ChIP-seq peak score and a corresponding lower SELEX-seq affinity compared to the second binding site in the same promoter for all mapped SELEX-seq libraries (Figure 7). In agreement with these data, EMSA experiments confirmed that indeed the first binding site (probe 1A for SMZ) is weaker bound in vitro compared to the second binding site (probe 1B for SMZ), confirming the quality of our SELEX-seq results.

Figure 7 | Confirmation of in vitro SELEX-seq data. ChIP-seq peak profiles and SELEX-seq mapped relative affinity data of the SMZ (AT3G54990) promoter, boxes indicate the probe locations. (Right panel) EMSA results of FUL-dimers binding the two SMZ promoter probes.

More examples of SELEX-seq mapped relative affinity data can be found in Figure 8 where the promoter regions of SVP, AG, and IAA4 are shown. Like for SMZ, also for these genes we see a good alignment of the SELEX-seq ‘peaks’ with in vivo ChIP-seq binding sites. For SVP we found a
higher ChIP-seq peak score in the IM, compared to the pistil. In agreement with the ChIP-seq data we find the highest SELEX-seq affinity for the IM-specific complex FUL-SOC1. Similarly, for AG and IAA4 a higher ChIP-seq peak score is found for the pistil and indeed the pistil specific complex FUL-AG contains the highest affinity for this binding site. These data are in line with the high correlation found between SELEX-seq affinity ratios and ChIP-seq score ratios.

Although overall a good fit was found between ChIP-seq binding and SELEX-seq affinity peaks we also found discrepancies between the two datasets. An example is the SMZ locus, where the DNA binding affinities of the stage-specific complex FUL-SOC1 does not fit with the IM stage-specific binding patterns observed in our ChIP-seq data. Besides the SELEX-seq binding peaks found within ChIP-seq enriched regions, we also see that many SELEX-seq ‘peaks’ do not correspond with a ChIP-seq binding event, most likely due to additional in vivo mechanisms not accounted for in our in vitro approach, e.g. control of binding site accessibility by chromatin structure. Furthermore, not all ChIP-seq peaks contain a CArG-box or only a CArG-box-like sequence with low affinity, suggesting that cooperative DNA binding of a MADS domain protein with each other in higher-order complexes, or with other co-factors can change binding affinities. These results show that although in general SELEX-seq can predict tissue-specific DNA binding, individual predicted binding sites alone need to be interpreted with caution.
Because we observed in general a good fit of the in vitro SELEX-seq affinities with in vivo ChIP-seq binding sites we tested whether the tissue-specific FUL-dimer affinities globally correlate with the stage-specific ChIP-seq data. For this we compared the ChIP-seq peak height ratios in the IM versus the pistil with the SELEX-seq affinity ratios between different FUL-dimers. This comparison resulted in a high correlation between tissue-specific dimer DNA-binding affinities and tissue-specific ChIP-seq binding. For affinities of both FUL-AG and FUL-SEP3, specific for the pistil, compared to the IM specific FUL-SOC1 dimer, we found a highly significant correlation with the stage-specific ChIP-seq results (Figure 9, p-value \( \leq 2 \cdot 10^{-16} \)). These data show that DNA-binding specificity can predict DNA binding in vivo, and strongly point towards a role of MADS protein interactions in tissue-specific gene regulation by the MADS domain protein FUL.

**Figure 9 | Correlation between SELEX-seq affinities and ChIP-seq DNA binding.** Ratio of number of ChIP-seq peaks in comparison with the difference in SELEX-seq affinities between the IM specific dimer (FUL-SOC1) and the pistil specific dimers (A) FUL-AG and (B) FUL-SEP3.
Because we observed in general a good fit of the *in vitro* SELEX-seq affinities with *in vivo* ChIP-seq binding sites we tested whether the tissue-specific FUL-dimer affinities globally correlate with the stage-specific ChIP-seq data. For this we compared the ChIP-seq peak height ratios in the IM versus the pistil with the SELEX-seq affinity ratios between different FUL-dimers. This comparison resulted in a high correlation between tissue-specific dimer DNA-binding affinities and tissue-specific ChIP-seq binding. For affinities of both FUL-AG and FUL-SEP3, specific for the pistil, compared to the IM specific FUL-SOC1 dimer, we found a highly significant correlation with the stage-specific ChIP-seq results (Figure 9, p-value $\leq 2 \times 10^{-16}$). These data show that DNA-binding specificity can predict DNA binding *in vivo*, and strongly point towards a role of MADS protein interactions in tissue-specific gene regulation by the MADS domain protein FUL.
Discussion

How TFs obtain different context-specific functions in vivo is an important question. In this chapter we show that gene regulation and genomic DNA binding by the MADS domain protein FUL differs for different tissues and that these observed differences relate to the tissue-specific functions of FUL. Besides DNA binding, also the interaction partners of FUL are tissue-specific. Our combined results suggest that combinatorial gene regulation with non-MADS TFs on the one hand, and MADS protein complex-specific DNA binding preferences on the other hand, contribute to tissue specificity of FUL functions. We also identified tissue-specific differences in the recruitment of other regulatory proteins to FUL complexes, which also affect the target gene repertoire.

Tissue-specific regulation of gene expression and DNA binding

FUL is expressed at two stages during reproductive development, this dual expression pattern results in two distinct functions of FUL: a role in regulating floral transition and a role in fruit development. In this chapter we demonstrate using RNA-seq that FUL regulates different sets of target genes in the two tissues. A core set of DEGs is regulated at both stages, but most genes are unique for the different tissues. The differences in genes regulated reflect the known functions of FUL at both stages. When comparing the DEGs in both stages, it is clear that the total number of DEGs in both tissues is very different, 45 for the IM and 521 for the pistil. The low number for IM is most likely due to the redundancy between FUL and the MADS-box gene SOC1 in the IM (Torti and Fornara, 2012; Balanzà et al., 2014), which limits the number of genes that show altered expression in the ful mutant IM. The high number of DEGs in the pistil may partly be the result from the identity change of valve cells into valve margin cells in ful-1 mutant pistils as the used approach identifies both direct and indirect targets of FUL. To identify putative direct targets of FUL we used ChIP-seq. Similar to what was found in the RNA-seq, a core set of genes is bound at both stages, but we also identified a large number of tissue-specific putative targets. Other data on MADS domain protein DNA binding confirm that a core set of genomic targets is conserved among the studied MADS domain proteins, but also supports the idea that each MADS domain protein binds a protein specific set of targets (reviewed in Yan et al. (2016)).
FUL protein interactions are tissue-specific

Interactions between MADS domain proteins are essential for their function. Our tissue-specific IP data showed that FUL is able to interact with several MADS domain proteins in planta: AG, SEP1, SEP2, SEP3, SEP4, SHP2, SOC1, and STK. Yeast-two-hybrid data confirmed the interactions of FUL with AG, SEP1, SEP3, SEP4, and SOC1, suggesting that FUL is able to directly interact with these proteins. No interactions were found between FUL and SHP2 or STK in yeast-two-hybrid, therefore FUL-SHP2 and FUL-STK most likely do not form dimers but might be found in higher-order complexes, possibly via SEP3 as all three proteins have been shown to interact with SEP3 (Immink et al., 2009). No yeast-two-hybrid studies have been performed testing the interaction between SEP2 and FUL. SVP has been shown to interact with FUL in BiFC experiments in tobacco leaves (Balanzà et al., 2014), but our complex isolation experiments did not identify interactions between SVP and FUL, most likely due to limited overlap in expression domain (Gregis et al., 2009; Urbanus et al., 2009). Similarly, previously detected interaction with the MADS domain proteins AGL6, AGL14, AGL21, and AGL24 in Y2H were not detected in this study possibly due to limited overlap in gene expression domain with FUL in the tested tissues (reviewed in Alvarez-Buylla et al. (2010)). In vivo IP experiments in complete inflorescences showed that FUL interacts with AP1, but also SOC1 was identified as interaction partner (Smaczniak et al., 2012b). In line with the results of Smaczniak et al. (2012b), we indeed identified SOC1 as interaction partner in the IM. Due to the use of the ap1 mutant plants, AP1 could not be detected as partner. However, AP1 expression in the IM is limited, FUL and AP1 expression overlaps transiently in stage 1 to 2 floral buds (Urbanus et al., 2009), hence we do not expect FUL-AP1 complexes to be of high importance for the function of FUL in the IM. Comparison of the interactions in both tissues showed that FUL interacts tissue-specifically with MADS domain proteins. Expression data of these MADS interactors suggested that the observed differences in MADS complexes are most likely caused by differences in expression levels of the different interactors, although it should be noted that RNA levels are not always a direct measure for the resulting amount of produced protein.

Besides MADS domain protein interactions, FUL also interacts with other proteins. The IP data showed interactions with several histone modifying and chromatin remodelling proteins, partly confirming previous results (Smaczniak et al., 2012b). Our results showed that interaction between FUL and these proteins is tissue-specific, hence it could be hypothesized that differences in non-MADS FUL interactions may in part influence tissue-specific DNA binding. To get a more complete view on other factors that could influence DNA-binding or gene regulation by FUL we studied...
motif enrichment in the tissue-specific DNA-binding sites of FUL. As expected many CArG-box-like motifs were identified, however also motifs similar to the bZIP binding motif, the G-box, and the TCP binding motifs were identified. The G-box is enriched in ChIP-seq data of IM and pistil tissue, while the TCP binding motifs are specifically enriched in the pistil ChIP-seq dataset. We also showed a significant enrichment of ChIP-seq binding sites containing both a CArG-box and a G-box or TCP binding site. Although we did observe clear motif enrichments for G-boxes and TCP binding motifs, the IP data did not show interactions between FUL and G-box binding proteins or TCPs. It is however possible that the interactions between FUL and these proteins is not stable enough to be maintained during complex isolation, or that the interaction between FUL and these proteins is stabilised upon interaction with DNA. Although no direct interactions between FUL and G-box binding proteins or TCPs have been shown, these results suggest regulatory cooperativity between MADS domain proteins and the G-box binding proteins, and TCP proteins.

**MADS protein complexes have different DNA binding preferences**

To test whether the observed differences in MADS dimerization partners could account for the observed differences in DNA binding, *in vitro* binding preferences were determined for the different FUL complexes. Previous studies on MADS domain binding preferences revealed the consensus DNA binding motif of MADS domain proteins, the CArG-box (Huang *et al.*, 1993; Shiraishi *et al.*, 1993; Huang *et al.*, 1995; Huang *et al.*, 1996; Tang and Perry, 2003). In line with these experiments, all tested FUL complexes bind to CArG-boxes. Despite that all complexes bind CArG-boxes, the SELEX-seq results show that the tested FUL complexes have different preferences for A- or T-nucleotides at specific positions within the CArG-box. For example, where FUL-AG, FUL-SOC1, and FUL-SEP3 all prefer a T after the double C, FUL-AG does not have a strong preference for a T or an A at this position.

Additional differences were found in the length of the binding sites. Most of the tested dimers prefer a binding site longer than the 10 bp, these longer motifs have a T-stretch before and an A-stretch after the CArG-box. The idea of longer CArG-boxes is in agreement with motif search for our ChIP-seq data and ChIP-seq data published for other MADS domain proteins (Deng *et al.*, 2011; Immink *et al.*, 2012; Pajoro *et al.*, 2014). Interestingly, not all tested motifs have the same preferences for T- and A-bases flanking the CArG-box. Where both FUL-FUL and FUL-AG prefer a T-stretch before and an A-stretch after the CArG-box, FUL-SOC1 motifs show only an A-stretch after the CArG-box. FUL-SEP3 does not prefer a longer CArG-box. Hence, our data show that
although all MADS domain dimers tested bind with high affinity to CArG-boxes, different dimers have different preferences both for nucleotide positions within the CArG-box, but also for motif length.

It has been hypothesized that these flanking nucleotides alter DNA shape and thereby facilitating the TF-DNA interaction (Jolma et al., 2013; Muiño et al., 2013). To visualize DNA binding specificities of the FUL complexes we used Position Weight Matrixes (PWM). PWMs are commonly used for the visualization of DNA binding motifs. However, they lack information about preferred DNA shape parameters and interdependencies between nucleotides within the motif. Hence, additional studies on the influence of DNA shape and interdependencies may further reveal differences in binding preferences of FUL complexes.

Differences in DNA-binding affinities predict tissue specific DNA binding

Mapping the SELEX-seq to the genome showed that affinities of tissue-specific FUL-dimers are correlated with tissue-specific binding sites. This suggests that tissue-specificity of FUL functions is (at least partly) achieved by complex-specific differences in DNA binding site selection. However, despite the strong correlation found between DNA binding specificity and \textit{in vivo} tissue specific DNA binding, the data also highlight the complexity of binding site selection by showing that not all high affinity SELEX-seq peaks correspond with ChIP-seq peaks. On the other hand, we also identified strongly enriched ChIP-seq peaks that are not linked to a SELEX-seq peak. These discrepancies between the \textit{in vitro} SELEX-seq and \textit{in vivo} ChIP-seq data are most likely due to \textit{in planta} mechanisms not accounted for in our SELEX-seq experiments.

One possible explanation lays in the use of ‘naked’ DNA in SELEX-seq experiments. Nuclear DNA is packed into a higher-order chromatin structure which influences binding of TFs by blocking or enhancing DNA accessibility. Several studies showed the importance of nucleosome organization for TF binding in eukaryotes (Kaplan et al., 2009; Nie et al., 2014). While most TFs factors cannot evict nucleosomes, some TFs are able to influence nucleosomes, these TFs are called ‘pioneer factors’ (Zaret and Carroll, 2011). A study that combines analysis of MADS binding dynamics and chromatin accessibility shows that MADS domain TFs AP1 and SEP3 can select their binding sites independent of chromatin accessibility (Pajoro et al., 2014). This suggests that MADS proteins can by itself or via other pioneer partners, alter DNA accessibility upon DNA binding. Also for FUL we found interaction partners that could potentially function to alter DNA accessibility, PKL, INO80, ...
and HDA15. Our results showed that interaction with these nucleosome remodelling factors is tissue-specific, suggesting that the ability of MADS domain proteins to influence chromatin structure might also be tissue specific. Moreover, besides nucleosomes also other types of high-affinity DNA binding proteins may interfere with DNA binding of MADS domain proteins, including other MADS domain proteins that may have a higher affinity for the specific site, resulting in binding site competition. The \textit{in vitro} SELEX-seq data lack information about DNA accessibility and competing factors, and this can in part explain the discrepancies between the \textit{in vitro} SELEX-seq and \textit{in vivo} ChIP-seq results.

A reason for the apparent lack of high affinity FUL binding sites in genomic regions bound by FUL, could be related to the ability of MADS domain proteins to form quaternary complexes that are able to loop the DNA and recruit another dimer to low affinity binding sites in close proximity (Egea-Cortines \textit{et al.}, 1999; Melzer \textit{et al.}, 2009). Also, FUL homodimers, FUL-SOC1 and FUL-SEP3 are able to form quaternary complexes on the DNA. The SELEX-seq probes have a length of 40 bp, while a longer fragment is needed for DNA looping by MADS domain proteins (Melzer \textit{et al.}, 2009), as a result the effect of looping and consequently cooperativity on DNA binding affinity is not accounted for in the SELEX-seq results. As looping may influence the recruitment to specific DNA sites, this could influence the correlations between \textit{in vivo} binding and \textit{in vitro} DNA binding sites. When looking more specifically at the \textit{SMZ} promoter we find two CARG-boxes in close proximity. We find the SELEX-seq relative affinities of the two CArG-boxes to match dimer affinities in EMSA results, however the resulting affinities are not in line with the ChIP-seq peak heights, possibly due to differences in affinity between dimers and quartenary complexes.

Finally, we find a subset of ChIP-seq peaks that do not align with canonical binding sites of the different MADS protein complexes and therefore also do not show a SELEX-seq peak. This phenomenon is not unique for FUL, it has also been observed for other MADS domain proteins, e.g. SEP3 and SVP (Kaufmann \textit{et al.}, 2009; Tao \textit{et al.}, 2012), and for other TFs (O’Malley \textit{et al.}, 2016). These binding sites are most-likely results of recruitment by other factors or reflect binding to multiple low affinity binding sites. Our immunoprecipitation results show that FUL is able to interact with other DNA binding proteins, which may facilitate indirect binding of FUL with the DNA.

In summary, our data pinpoints the important role of protein interactions on FUL DNA-binding specificity and thereby its function. However, the observed differences between \textit{in vitro} SELEX-seq and \textit{in vivo} ChIP-seq data also highlight the complexity of DNA binding site selection \textit{in vivo}. 

---

| Chapter 2 | 56 |
Future studies into other possible mechanisms determining DNA binding site recognition will result in a more complete picture of the underlying molecular mechanisms. These studies will also allow researchers to better predict regulatory specificity based on the *cis*-regulatory information.
Material and methods

Plant material

All plants were grown on rock-wool at 21°C under long day conditions (16 h light, 8 h dark).

Tissue collection

For RNA-seq approximately 0.1 gram tissue of *ful*-1 and *Landsberg erecta* wild type plants was collected and immediately frozen in liquid nitrogen. For the IM function of FUL, IM to stage 9 flowers were collected (floral stages according to Smyth et al. (1990)). For the function of FUL in the pistil stage 12 – 16 pistils were collected. Three biologically independent samples were collected per tissue. For ChIP-seq approximately 0.5 gram tissue was collected per sample, two independent biological samples were used per experiment. For the function of FUL in the IM uninduced inflorescence-like meristems of 35S:AP1:AP1-GR pFUL:FUL-GFP *ap1-1 cal-1* plants were collected. For the function of FUL in pistils stage 12 – 16 pistils of pFUL:FUL-GFP *ful*-1 plants were collected.

RNA-seq experiment

Total RNA was isolated from tissue using InviTrap Spin Plant RNA Mini Kit (Stratec). RNA was treated with DNase to remove remaining DNA using the TURBO DNA-free™ Kit (Ambion). The quality of the RNA was verified using the Agilent 2100 Bioanalyzer and a RNA 6000 pico kit (Agilent). RNA concentration were determined using a Nanodrop ND-100 spectrophotometer (Thermo Fisher Scientific). The TruSeq™ RNA Sample Preparation Kit (Illumina) was used for the cDNA library construction essentially following manufacturer’s instructions. For synthesis of the first strand cDNA SuperScript III Reverse Transcriptase (Invitrogen) instead of Superscript II in similar amounts. The quality and size of the cDNA libraries was measured using an Agilent 2100 Bioanalyzer and a DNA 1000 kit (Agilent). DNA concentration were measured with a Qubit® 2.0 Fluorometer using the Qubit™ dsDNA HS assay kit (Invitrogen). Libraries of 12 samples were pooled and sequenced single-end with a read length of 50 bp in two sequence lanes, of the Illumina HiSeq2000.
RNA-seq data analysis

RNA-seq analysis was adapted from Verk et al., 2013 (Van Verk et al., 2013). Base calling was performed using CASAVA version 1.8. Sequenced reads reported by illumine CASAVA v1.8 pipeline as low quality reads were removed before further analysis. Quality of the reads was checked using FastQC (Andrews, 2010). The Illumina single-end reads were mapped to the *Arabidopsis* transcriptome TAIR10 (Huala et al., 2001) using Bowtie version 0.12.7 (Langmead et al., 2009). Parameters used are: -m 1, keep reads with maximum one reportable alignment and using the --best setting, guaranteeing that bowtie reports singleton alignments that are ‘best’ in terms of stratum and quality values at the mismatch positions. An overview of the mapping efficiency of the sequences data is reported in Supplementary table S4. DESeq was used to identify differentially expressed genes using default parameters (Anders and Huber, 2010). Genes are reported as differentially expressed when the adjusted P-value ≤ 0.05 and applying an absolute fold-change (FC) cutoff of 1.8. Reproducibility data (Pearson correlations and PCA plot) can be found in Supplementary table S5 and S6 and Supplementary figure S8.

ChIP-seq experiments

ChIP-seq experiments were performed following a previously published protocol (Van Mourik et al., 2015) using an anti-FUL antibody. ChIP-seq experiment input samples were used as negative controls. For each tissue two biological replicates and one input sample were sequencing on the Illumina HiSeq with a read length of 50 bp. For number of reads per sample see Supplementary table S7.

ChIP-seq data analysis

Base calling was performed using CASAVA version 1.8. Sequenced reads reported by Illumina CASAVA v1.8 pipeline as low quality reads were removed before further analysis. Quality of the reads was checked using FastQC (Andrews, 2010). Reads were mapped to the *Arabidopsis* genome (TAIR10)(Huala et al., 2001) using soap2.20 (Li et al., 2008) allowing 2 mismatches. ChIP-seq analysis was performed following a previously published protocol (Van Mourik et al., 2015) using the CSAR software (Muiño et al., 2011). Pearson correlation between individual ChIP-seq experiments showed a Pearson correlation of 0.73 and 0.94 for the IM ChIP-seq and the pistil ChIP-seq, respectively (Supplemental figure S2). Following the methodology of other studies (Kaufmann et al., 2009; Deng et al., 2011; Gregis et al., 2013), the good correlation between biological replicates allowed for
pooling of mapped reads to obtain the final list of direct targets. CSAR background settings were set on 25 for both ChIP-seq data-sets. The Integrated Genome browser was used for visualization of ChIP-seq binding peaks (Nicol et al., 2009).

**Quantitative comparison of ChIP-seq experiments**

The differential binding analysis was performed using the DiffBind package (Stark and Brown, 2013). Specially, peaks identified from IM and pistil samples were first merged to get a common set of peaks. Then, the number of reads overlapping each peak were counted for each sample to get a matrix of counts based on FDR < 0.05. Lastly, differential analysis was performed using the dba.analyze function with default parameter “method=DBA_EDGER” (FC ≥ 2).

**Confocal scanning laser microscopy (CSLM)**

FUL-GFP tagged protein localization was observed using CSLM on Leica SPE DM5500 upright microscope using an ACS APO 40x/1.15 oil lens and the LAS AF 1.8.2 software. GFP was excited with the 488-nm line of the Argon ion laser. Optical slices were median filtered and merged together into a three-dimensional projection using the LAS AF 1.8.2 software package.

**Protein immunoprecipitation and LC-MS/MS data analysis**

Protein immunoprecipitation and LC-MS/MS data analysis was essentially performed as described in (Smaczniak et al., 2012c).

**GO-term analysis**

GO-term analysis was performed using the Cytoscape plugin BINGO (Maere et al., 2005). Gene ontology for Arabidopsis thaliana and annotation file go-basic version 1.2 were downloaded from the Gene Ontology Consortium (Ashburner et al., 2000; Consortium, 2015).

**EMSA**

EMSA DNA probes were obtained from the promoter region of the SMZ gene and cloned into p-GEM-T vector (Promega). SEP3 promoter probes were obtained from Smaczniak et al. (2012b). Oligonucleotides were labelled with DY-682. Labelling was performed by PCR using vector-specific
DY-682-labelled primers followed by agarose gel extraction. Primers can be found in Supplementary File S7.

FUL and SOC1 coding sequences (CDS) were amplified from cDNA and cloned in pSPUTK expression vectors, primers used for cloning van be found in Supplementary File S7. pSPUTK::SEP2 and pSPUTK::AG vectors were obtained from Smaczniak et al. (2012b). Proteins were synthesized using TNT SP6 Quick Coupled Transcription/Translation System (Promega) according to manufactures instructions. EMSA’s were performed as described by Smaczniak et al. (2012b). Gel-shifts were visualized using a LiCor Odyssey imaging system at 700 nm.

SELEX-seq

SELEX-seq dsDNA libraries were generated from ssDNA sequences by a single-cycle PCR amplification round with complementary primers essentially as described by Jolma et al. (2010). dsDNA sequences contain a 40 bp random sequence flanked by barcodes needed for later characterization after multiplex sequencing. In addition, the dsDNA sequences contained all features needed for direct sequencing on an HiSeq 2000 sequencer (Illumina).

First, purified FUL antibodies resuspended in 1X PDS were coupled to magnetic beads according to manufacturer’s instructions (MyOne, Invitrogen). As for EMSA, proteins were synthesized using TNT SP6 Quick Coupled Transcription/Translation System (Promega) according to manufactures instructions in a total volume of 20 µl. Binding reaction mix was prepared essentially as for EMSA experiments with a total volume of 120 µl (Smaczniak et al., 2012b), the mix contained 20 µl in vitro synthesized protein and 50-100 ng dsDNA. The binding mix was incubated on ice for 1 hour. Followed by, immunoprecipitation using 0.5 mg FUL-antibody coupled to magnetic beads (MyOne, Invitrogen) in a thermomixer at 4°C at 700 rpm. After immunoprecipitation, magnetic beads were washed 5 times with 150 µl binding buffer without salmon-sperm DNA. Bound DNA was elucidated in 50 µl 1X TE in a 90°C thermomixer at full speed. Next, magnetic beads were immobilized and supernatant transferred to a new tube. To allow a second round of SELEX, DNA fragments were amplified with 8 to 16 cycles of PCR with SELEX round specific primers (Jolma et al., 2010)(Supplementary File S7). The amplification efficiency was checked on agarose gel by comparison to a sample of known concentration. The total amplicon was used for a subsequent round of SELEX. Round for sequencing were cut out from gel after PCR amplification using
MinElute Gel Extraction Kit (Qiagen). Multiple SELEX samples were multiplexed in quimolar amounts, sequencing was performed in a HiSeq 2000 sequencer (Illumina).

**SELEX-seq data analysis**

Base calling was performed using CASAVA version 1.8. Sequence reads that did not pass the filter quality of CASAVA 1.8 or mapped with no mismatches to the phix174 genome were eliminated. The remaining sequences in fasta format were extracted and grouped according to library specific barcodes, allowing no mismatches. Barcodes were removed leading to 40 bp sequence libraries used in the data analysis. The 40 bp sequences that were present in libraries in an unexpected high number (>1000) were eliminated, as well as 40 bp reads containing the sequence “TCGTATGCCG” which is part of the Illumina adapter sequence used for sequencing.

Data analysis was essentially performed as described before (Slattery et al., 2011). We calculated which k-mer length should be used to obtain a good gain in information. For this, we computed the information gain (the Kullback–Leibler divergence of Round 5 relative to Round 0) for each k-mer length. For most of libraries the length 10 bp gave a good information gain, therefore, we based the further analysis on the 10-mer sequences.

Frequencies of 10-mer sequences in each round except Round 0 was calculated directly from the data using the function oligonucleotideFrequency from the Bioconductor R package: Biostrings. The 10-mer sequences that were present in libraries in an unexpected high number (>1,000) were eliminated at this step.

Sequences in Round 0 represent a set of randomly synthetized oligonucleotides and their complexity did not allow for the direct calculation of 10-mer frequencies. Therefore, the sequence frequency in Round 0 was estimated by the sixth-order Monte Carlo model, as proposed before (Slattery et al., 2011). We chose the sixth-order Monte Carlo model, because when the model was trained using 75% of the sequencing data, it resulted in the highest prediction value as measured by the Pearson correlation coefficient between the predicted and observed frequencies in the other 25% of the sequencing data. Relative affinity for each possible 10-mer was calculated as the ratio between the frequencies of 10-mers in Round 5 to Round 0, and normalize to 1 by dividing for the highest affinity-predicted 10-mer.
Combining ChIP-seq and SELEX-seq data to predict FUL-dimer binding sites

To *in silico* predict genomic regions bound by a given MADS domain dimer based on our SELEX-seq experiments, we obtained the affinity value for each k-mer of length 13 bp. For each studied MADS domain complex, we estimated the average affinity value to a particular 13-mer sequence and its reverse complementary sequence. We chose 13-mers instead of 10-mers for the technical reason: the mapping software ‘soapv2’ (Li *et al.*, 2009) is only able to map sequences with a minimum length of 13 bp. We created fasta files for each library containing 13-mer sequences in a number equal to their estimated relative affinity multiplied by 100 and rounded up to the closest integer (e.g. a sequence with the relative affinity of 0.98 was present in 98 copies in the fasta file). Next, we mapped these fasta files to the TAIR10 genome with ‘soapv2’ (Li *et al.*, 2009) allowing no mismatches. Later, the function mappedReads2Nhits from the peak caller CSAR (Muiño *et al.*, 2011) was used to identify enriched regions and their associated score, extending the 13 bp reads and using no control since the relative affinities were already corrected by the Round 0 enrichment. This resulted in a genomic SELEX-seq score proportional to the affinity of the sum of 13-mers located on the particular genomic region.

To relate ChIP-seq scores with the SELEX-seq scores obtained by CSAR, we analysed the FUL IM and pistil data using CSAR. Next, we link the ChIP-seq and SELEX-seq peak to the SEP3 ChIP-seq when their distance was shorter than 500 bp. Only the significant ChIP-seq peaks in at least one conditions were retained. Quantile normalization was used to normalize the SELEX-seq peaks scores, and independently to normalize the ChIP-seq peak scores aligned to the FUL ChIP-seq peaks.
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Supplementary material

Supplementary figure S1 | Confocal image of pFUL::FUL-GFP in IM tissue of un-induced *ap1 cal 35S::AP1-GR* lines.

Supplementary figure S2 | Scatter plot based on the raw sequence data showing the average number of overlapping extended reads at each nucleotide position for the two biological replicates for the (A) IM and (B) pistil ChIP-seq experiments. The averages based on non-overlapping windows of 5,000 bp.
**Supplementary table S1** | ChIP-seq data: number of significant genes and peaks

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Peak height threshold</th>
<th>FDR thresholds</th>
<th>Total number of peaks</th>
<th>Total number of putative targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
<td>0.01</td>
<td>0.005</td>
<td>0.001</td>
</tr>
<tr>
<td>IM</td>
<td>7.99</td>
<td>11.62</td>
<td>12.58</td>
<td>14.84</td>
</tr>
<tr>
<td></td>
<td>2538</td>
<td>1194</td>
<td>1031</td>
<td>765</td>
</tr>
<tr>
<td></td>
<td>4055</td>
<td>1940</td>
<td>1692</td>
<td>1252</td>
</tr>
<tr>
<td>Pistil</td>
<td>5.19</td>
<td>6.40</td>
<td>7.00</td>
<td>7.65</td>
</tr>
<tr>
<td></td>
<td>2459</td>
<td>1740</td>
<td>1534</td>
<td>1314</td>
</tr>
<tr>
<td></td>
<td>3598</td>
<td>2549</td>
<td>2265</td>
<td>1950</td>
</tr>
</tbody>
</table>

**Supplementary figure S3** | Number of ChIP-seq peaks relative to the transcriptional start site (TSS) of genes (zero position) for the (A) IM and the (B) pistil tissue (FDR 0.05).
Supplementary table S2 | List of motifs identified by MEME-ChIP for the IM and pistil peaks (FDR 0.05) within 100bp around center of the peaks. Motifs with at least 50 occurrences are shown.

<table>
<thead>
<tr>
<th>Motif</th>
<th>E-value</th>
<th>Occurrences</th>
<th>Identified TFs (TOMTOM, only plants)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2e-081</td>
<td>148</td>
<td>MA0554.1 (SOC1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0559.1 (PI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0045.1 (HMG-I/Y)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0120.1 (id1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0558.1 (FLC)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0548.1 (AGL15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0556.1 (AP3)</td>
</tr>
<tr>
<td></td>
<td>3.5e-026</td>
<td>76</td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0548.1 (AGL15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0556.1 (AP3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0558.1 (FLC)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0559.1 (PI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0563.1 (SEP3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0082.1 (squamosa)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0584.1 (SEP1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0001.2 (SEP4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0005.2 (AG)</td>
</tr>
<tr>
<td>Pistil</td>
<td></td>
<td>263</td>
<td>MA0559.1 (PI)</td>
</tr>
<tr>
<td></td>
<td>1.5e-136</td>
<td></td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0548.1 (AGL15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0556.1 (AP3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0563.1 (SEP3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0558.1 (FLC)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0082.1 (squamosa)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0554.1 (SOC1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0584.1 (SEP1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0578.1 (AtSPL8)</td>
</tr>
<tr>
<td></td>
<td>7.8e-025</td>
<td>108</td>
<td>MA0554.1 (SOC1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0559.1 (PI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0045.1 (HMG-I/Y)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0120.1 (id1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0558.1 (FLC)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0548.1 (AGL15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MA0556.1 (AP3)</td>
</tr>
</tbody>
</table>
List of motifs identified by MEME-ChIP for the IM and pistil peaks (FDR 0.05) within 100bp around center of the peaks. Motifs with at least 50 occurrences are shown.

<table>
<thead>
<tr>
<th>Motif E-value</th>
<th>Occurrences</th>
<th>Identified TFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(TOMTOM, only plants)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IM</td>
<td>1.2e-08</td>
<td>MA0554.1 (SOC1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0559.1 (PI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0045.1 (HMG-I/Y)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0120.1 (id1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0558.1 (FLC)</td>
</tr>
<tr>
<td></td>
<td>3.5e-026</td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td>Pistil</td>
<td>1.5e-136</td>
<td>MA0559.1 (PI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0555.1 (SVP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0548.1 (AGL15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0556.1 (AP3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0563.1 (SEP3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0082.1 (squamosa)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0584.1 (SEP1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0001.2 (SEP4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA0005.2 (AG)</td>
</tr>
</tbody>
</table>

Supplementary figure S4 | ChIP-seq profiles of identified known FUL targets. The graphs represent for each locus the ChIP-seq peak profile for both the IM and the pistil. Chromosomal position (TAIR10) and gene models are shown at the bottom of each panel.
Supplementary Table S3 | Summary of interaction data and expression data of FUL interaction partners. * = no or limited overlap in expression domain with FUL (reviewed in Alvarez-Buylla et al. (2010) and Roeder and Yanofsky (2006))

<table>
<thead>
<tr>
<th>Reported interactions</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction partner</td>
<td>de Folter et al., 2005</td>
</tr>
<tr>
<td>AP1</td>
<td>+</td>
</tr>
<tr>
<td>SEP1</td>
<td>+</td>
</tr>
<tr>
<td>SEP2</td>
<td>ND</td>
</tr>
<tr>
<td>SEP3</td>
<td>+</td>
</tr>
<tr>
<td>SEP4</td>
<td>+</td>
</tr>
<tr>
<td>SOC1</td>
<td>+</td>
</tr>
<tr>
<td>AGL6</td>
<td>+</td>
</tr>
<tr>
<td>AGL14</td>
<td>+</td>
</tr>
<tr>
<td>AGL21</td>
<td>+</td>
</tr>
<tr>
<td>AGL24</td>
<td>+</td>
</tr>
<tr>
<td>AG</td>
<td>+</td>
</tr>
<tr>
<td>FUL</td>
<td>+</td>
</tr>
<tr>
<td>SVP</td>
<td>+</td>
</tr>
<tr>
<td>STK</td>
<td>-</td>
</tr>
<tr>
<td>SHP2</td>
<td>-</td>
</tr>
</tbody>
</table>

Supplementary figure S5 | Gene expression of FUL interaction partners in IM and pistil stage 12-16 tissues. Based on microarray data from Pajoro et al. (2014) before induction and RNA-seq from this study (pistils stage 12-16). IM tissue is ap1 cal mutant x pAP1-AP1-GR non-induced. This figure does not provide information about the expression domains of these genes in the given tissues. ** AP1 is expressed as AP1-GR, the protein is however not moving to the nucleus as the tissue is not induced by dexamethasone. Upon AP1 induction FUL is downregulated.
## Supplementary table S3: TOMTOM output full sequence under peaks FDR 0.05.

<table>
<thead>
<tr>
<th>Consensus</th>
<th>TOMTOM matches</th>
<th>List</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACGYG</td>
<td>16</td>
<td>MA0561.1 (PIF4), MA0566.1 (MYC2), MA0569.1 (MYC4), MA0549.1 (BES1), MA0568.1 (MYC3), MA0560.1 (PIF3), MA0562.1 (PIF5), MA0550.1 (BZR1), MA0552.1 (PIL5), MA0580.1 (DYT1)</td>
</tr>
<tr>
<td>AAAWGAA</td>
<td>12</td>
<td>MA0555.1 (SVP), MA0548.1 (AGL15), MA0559.1 (PI), MA0556.1 (AP3), MA0558.1 (FLC), MA0045.1 (HMG-I/Y), MA0082.1 (squamosa), MA0563.1 (SEP3), MA0120.1 (id1), MA0584.1 (SEP1)</td>
</tr>
<tr>
<td>CATAAAWG</td>
<td>9</td>
<td>MA0563.1 (SEP3), MA0548.1 (AGL15), MA0555.1 (SVP), MA0082.1 (squamosa), MA0556.1 (AP3), MA0584.1 (SEP1), MA0559.1 (PI), MA0008.1 (HAT5), MA0558.1 (FLC)</td>
</tr>
<tr>
<td>ANAGARA</td>
<td>6</td>
<td>MA0554.1 (SOC1), MA0559.1 (PI), MA0120.1 (id1), MA0558.1 (FLC), MA0548.1 (AGL15), MA0053.1 (MNB1A)</td>
</tr>
<tr>
<td>GCCRC</td>
<td>6</td>
<td>MA0570.1 (ABF1), MA0561.1 (PIF4), MA0560.1 (PIF3), MA0097.1 (bZIP911), MA0567.1 (ERF1), MA0551.1 (HY5)</td>
</tr>
<tr>
<td>TATATR</td>
<td>2</td>
<td>MA0584.1 (SEP1), MA0001.2 (SEP4)</td>
</tr>
<tr>
<td>GGYCCA</td>
<td>2</td>
<td>MA0587.1 (TCP16), MA0110.2 (ATHB5)</td>
</tr>
<tr>
<td>CTTCBTC</td>
<td>1</td>
<td>MA0127.1 (PEND)</td>
</tr>
<tr>
<td>CATAAAWG</td>
<td>9</td>
<td>MA0563.1 (SEP3), MA0548.1 (AGL15), MA0555.1 (SVP), MA0082.1 (squamosa), MA0556.1 (AP3), MA0584.1 (SEP1), MA0559.1 (PI), MA0008.1 (HAT5), MA0558.1 (FLC)</td>
</tr>
<tr>
<td>AGYTTCC</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>AACCCCTAR</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Pistil</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACRYG</td>
<td>14</td>
<td>MA0562.1 (PIF5), MA0561.1 (PIF4), MA0566.1 (MYC2), MA0568.1 (MYC3), MA0560.1 (PIF3), MA0569.1 (MYC4), MA0128.1 (EmBP-1), MA0549.1 (BES1), MA0580.1 (DYT1), MA0550.1 (BZR1)</td>
</tr>
<tr>
<td>ATAAWGG</td>
<td>12</td>
<td>MA0563.1 (SEP3), MA0082.1 (squamosa), MA0548.1 (AGL15), MA0555.1 (SVP), MA0001.2 (SEP4), MA0556.1 (AP3), MA0584.1 (SEP1), MA0110.2 (ATHB5), MA0008.1 (HAT5), MA0558.1 (FLC)</td>
</tr>
<tr>
<td>ATTTRTGG</td>
<td>8</td>
<td>MA0584.1 (SEP1), MA0563.1 (SEP3), MA0082.1 (squamosa), MA0548.1 (AGL15), MA0001.2 (SEP4), MA0556.1 (AP3), MA0584.1 (FLC), MA0555.1 (SVP)</td>
</tr>
<tr>
<td>TTTKGB</td>
<td>7</td>
<td>MA0559.1 (PI), MA0563.1 (SEP3), MA0548.1 (AGL15), MA0556.1 (AP3),</td>
</tr>
<tr>
<td>Chapter 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MA0558.1 (FLC), MA0555.1 (SVP), MA0082.1 (squamosa)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TRAGGAAA</strong> 6</td>
<td><strong>MA0559.1 (PI), MA0120.1 (id1), MA0548.1 (AGL15), MA0555.1 (SVP), MA0556.1 (AP3), MA0082.1 (squamosa)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>ATATRKA</strong> 3</td>
<td><strong>MA0584.1 (SEP1), MA0082.1 (squamosa), MA0001.2 (SEP4)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>AGAARM</strong> 2</td>
<td><strong>MA0559.1 (PI), MA0554.1 (SOC1)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>GGHCCA</strong> 1</td>
<td><strong>MA0587.1 (TCP16)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>AGAGASD</strong> 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AGTASTA</strong> 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CCCSSACA</strong> 0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Supplementary figure S6** | ChIP-seq profiles of the *SEP3* locus, triangle points towards the *SEP3* EMSA probe used in **figure S5A**. The graphs represent the ChIP-seq peak profiles for IM and pistil. Chromosomal position and gene models are shown at the bottom of the panel (TAIR10).
Supplementary figure S7 | Correlation between DNA sequence affinity and specificity. The proportion of 10mer sequences bound by various FUL protein complexes versus the relative affinity of these 10mers. The number of 10mers in each bin is plotted in grey. Sequences specific for a single FUL complex (light yellow) are not more prevalent in high affinity bins than in low-affinity bins.
Supplementary table S4 | Bowtie mapping results RNA-seq data.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Sample</th>
<th>Total number of reads</th>
<th>% of uniquely mapped reads</th>
<th>% of non-aligned reads</th>
<th>% of reads with &gt;1 alignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>IM</td>
<td>38,227,466</td>
<td>86.9</td>
<td>6.8</td>
<td>6.3</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>21,829,279</td>
<td>85.9</td>
<td>7.7</td>
<td>6.4</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>24,789,845</td>
<td>86.7</td>
<td>7.0</td>
<td>6.4</td>
</tr>
<tr>
<td>D</td>
<td>ful-1</td>
<td>33,037,994</td>
<td>86.6</td>
<td>7.0</td>
<td>6.4</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>36,173,776</td>
<td>85.5</td>
<td>8.3</td>
<td>6.2</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>26,521,861</td>
<td>84.3</td>
<td>9.7</td>
<td>6.1</td>
</tr>
<tr>
<td>G</td>
<td>Pistil</td>
<td>27,858,491</td>
<td>82.9</td>
<td>10.7</td>
<td>6.5</td>
</tr>
<tr>
<td>H</td>
<td></td>
<td>30,146,897</td>
<td>87.1</td>
<td>6.3</td>
<td>6.5</td>
</tr>
<tr>
<td>I</td>
<td></td>
<td>32,266,440</td>
<td>86.5</td>
<td>7.4</td>
<td>6.1</td>
</tr>
<tr>
<td>J</td>
<td>ful-1</td>
<td>36,256,815</td>
<td>86.9</td>
<td>7.2</td>
<td>5.9</td>
</tr>
<tr>
<td>K</td>
<td></td>
<td>25,940,758</td>
<td>85.4</td>
<td>8.7</td>
<td>5.9</td>
</tr>
<tr>
<td>L</td>
<td></td>
<td>32,780,774</td>
<td>87.6</td>
<td>6.6</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Supplementary table S5 | Pearson correlation of number of hits per gene for the IM plus stage 1 – 10 flower tissue.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Sample</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM</td>
<td>Ler WT</td>
<td>IM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>0.929638</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>0.94604</td>
<td>0.977148</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>ful-1</td>
<td>0.914935</td>
<td>0.96066</td>
<td>0.985818</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>0.94517</td>
<td>0.920074</td>
<td>0.973093</td>
<td>0.974046</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>0.986337</td>
<td>0.932519</td>
<td>0.949434</td>
<td>0.925024</td>
<td>0.949474</td>
<td>1</td>
</tr>
</tbody>
</table>
Supplementary table S6 | Pearson correlation of number of hits per gene for the pistil tissue.

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>Ler WT</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Pistil</td>
<td>0.930478</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td></td>
<td>0.927856</td>
<td>0.956015</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>fuI-1</td>
<td>0.850265</td>
<td>0.904893</td>
<td>0.926968</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td></td>
<td>0.884109</td>
<td>0.935182</td>
<td>0.921909</td>
<td>0.979297</td>
<td>1</td>
</tr>
</tbody>
</table>

Supplementary figure S8 | PCA plot of RNA-seq (data analysed by DE-seq).
Supplementary table S7 | SOAPv2 mapping results of the ChIP-seq data

<table>
<thead>
<tr>
<th>Sample</th>
<th>Total number of reads</th>
<th># reads mapped</th>
<th>% of uniquely mapped reads</th>
<th>% filtered out</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM_rep1</td>
<td>39,831,046</td>
<td>30,277,332</td>
<td>76.0%</td>
<td>24.0 %</td>
</tr>
<tr>
<td>IM_rep2</td>
<td>38,269,308</td>
<td>27,143,142</td>
<td>70.9%</td>
<td>29.1%</td>
</tr>
<tr>
<td>Siliques_rep1</td>
<td>29,144,539</td>
<td>21,759,771</td>
<td>74.7%</td>
<td>25.3%</td>
</tr>
<tr>
<td>Siliques_rep2</td>
<td>39,037,290</td>
<td>12,999,859</td>
<td>33.3%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Siliques_input</td>
<td>124,995,421</td>
<td>84,161,263</td>
<td>67.3%</td>
<td>32.7%</td>
</tr>
</tbody>
</table>

Description of additional files

Supplementary file S1 | Differentially expressed genes (DEGs) as identified in RNA-seq comparing wild type and ful-1 mutant tissue.

Supplementary file S2 | Complete GO-term analysis on DEGs identified by RNA-seq.

Supplementary file S3 | ChIP-seq peak calling for FUL in IM and pistil tissue.

Supplementary file S4 | Complete GO-term enrichment of significantly bound genes in IM and pistil ChIP-seq experiments.

Supplementary file S5 | Complete IP LC-MS/MS analysis for FUL comparing IM and pistil tissue.

Supplementary file S6 | SELEX-seq result for MADS domain dimers FUL-FUL, FUL-AG, FUL-SOC1, and FUL-SPE3.

Supplementary file S7 | List of primers used.
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7.4 SOAPv2 mapping results of the ChIP-seq data

<table>
<thead>
<tr>
<th>Sample</th>
<th>Total number of reads</th>
<th># reads mapped</th>
<th>% of uniquely mapped reads</th>
<th>% filtered out</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM_rep1</td>
<td>39,831,046</td>
<td>30,277,332</td>
<td>76.0%</td>
<td>24.0%</td>
</tr>
<tr>
<td>IM_rep2</td>
<td>38,269,308</td>
<td>27,143,142</td>
<td>70.9%</td>
<td>29.1%</td>
</tr>
<tr>
<td>Siliques_rep1</td>
<td>29,144,539</td>
<td>21,759,771</td>
<td>74.7%</td>
<td>25.3%</td>
</tr>
<tr>
<td>Siliques_rep2</td>
<td>39,037,290</td>
<td>12,999,859</td>
<td>33.3%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Siliques_input</td>
<td>124,995,421</td>
<td>84,161,263</td>
<td>67.3%</td>
<td>32.7%</td>
</tr>
</tbody>
</table>

Description of additional files

1. Differentially expressed genes (DEGs) as identified in RNA-seq comparing wild type and ful-1 mutant tissue.

2. Complete GO-term analysis on DEGs identified by RNA-seq.

3. ChIP-seq peak calling for FUL in IM and pistil tissue.

4. Complete GO-term enrichment of significantly bound genes in IM and pistil ChIP-seq experiments.

5. Complete IP LC-MS/MS analysis for FUL comparing IM and pistil tissue.

6. SELEX-seq result for MADS domain dimers FUL-FUL, FUL-AG, FUL-SOC1, and FUL-SPE3.

7. List of primers used.
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Abstract

Chromatin immunoprecipitation followed by next-generation sequencing (ChIP-seq) is a powerful technique for the genome-wide identification of \textit{in vivo} binding sites of DNA-binding proteins. The technique had been used to study many DNA-binding proteins in a broad variety of species. The basis of the ChIP-seq technique is the ability to covalently cross-link DNA and proteins that are located in very close proximity. This allows the use of an antibody against the (tagged) protein of interest to specifically enrich DNA fragments bound by this protein. ChIP-seq can be performed using antibodies against the native protein or against tagged proteins. Using a specific antibody against a tag to immunoprecipitate tagged proteins eliminates the need for a specific antibody against the native protein and allows more experimental flexibility. In this chapter we present a complete workflow for experimental procedure and bioinformatic analysis that allows wet-lab biologists to perform and analyse ChIP-seq experiments.
Introduction

Chromatin immunoprecipitation followed by next generation sequencing (ChIP-seq) is a powerful technique for the genome-wide identification of in vivo binding sites of DNA-binding proteins. The method can be used for most DNA-binding proteins, including transcription factors, transcriptional co-activators, chromatin regulators, and (modified) histones (Furey, 2012). The information obtained from ChIP-seq experiments extends our knowledge about transcriptional regulation, chromatin structure and dynamics, and other processes that are fundamental to gene regulation.

The ChIP-seq technique is based on the ability to covalently cross-link DNA and proteins that are located in close proximity using a chemical agent. In ChIP experiments, cross-linked DNA–protein complexes containing the protein of interest are immunoprecipitated using a specific antibody. High quality of the antibody, with strong antigen-binding and low levels of cross-reaction, is an important prerequisite for specific ChIP enrichment and therefore for a successful outcome of ChIP-seq experiments.

An antibody against the native protein is usually preferred. However, a specific antibody of sufficient quality is not always available nor can it be generated for all proteins. To overcome this problem, ChIP can be performed using proteins fused to a so called tag. In this approach, the protein of interest is transgenically expressed fused to a tag (e.g. Green Fluorescent Protein (GFP), myc, flag), allowing the use of a specific antibody against the tag. Besides bypassing the need for an antibody against the native protein, tagged proteins can also increase experimental flexibility. An example is the expression of the tagged protein from a tissue specific promoter within wild type plants, instead of the endogenous promoter; this will enable the identification of tissue-specific DNA binding sites.

This chapter provides a hands-on protocol for ChIP-seq experiments using tagged proteins. The protocol is based on a previously published protocol (Kaufmann et al., 2010b) with some modifications (Kallesen and Rosen, 2001). We choose to describe a protocol for GFP-tagged proteins since commercial high-quality antibodies are available against GFP. Moreover, the use of a fluorescent tag allows the visualization of protein expression and localization in vivo by confocal microscopy. The protocol can, with only minor modification, be used for proteins fused to other
tags. We present a complete workflow for experimental procedure and bioinformatic analysis to allow wet-lab biologists to perform and analyse their ChIP-seq experiments.

**Figure 1** Overview of the different steps of the complete ChIP-seq procedure, from experimental protocol to downstream bioinformatics analysis.
Materials

Before starting the protocol, cool down all the buffers on ice.

Tissue collection and fixation

1. Liquid nitrogen
2. MC buffer (fresh): 10mM sodium phosphate buffer pH 7, 50mM NaCl, 0.1M sucrose
3. Formaldehyde (37%), preferably less than a year old
4. 1.25M glycine (store at 4 °C)
5. Desiccator linked to vacuum pump
6. 50-ml centrifuge tubes (Greiner)

Nuclei isolation and chromatin sonication

1. Mortar and pestle
2. Liquid nitrogen
3. Nylon mesh (55 μm pore size)
4. Nitrile gloves
5. Glass funnel, recommended size 75 mm funnel top
6. M1 buffer (fresh): 10mM sodium phosphate buffer pH 7, 0.1M NaCl, 1M 2-methyl 2.4-pentanediol, 10mM β-mercaptoethanol, 1×complete protease inhibitor cocktail (Roche)
7. M2 buffer (fresh): 10mM sodium phosphate buffer pH 7, 0.1M NaCl, 1M 2-methyl 2.4-pentanediol, 10mM β-mercaptoethanol, 10mM MgCl₂, 0.5% Triton X-100, 1× complete protease inhibitor cocktail (Roche)
8. M3 buffer (fresh): 10mM sodium phosphate buffer pH 7, 0.1M NaCl, 10mM β-mercaptoethanol, 1× complete protease inhibitor cocktail (Roche)
9. Low-adhesion microcentrifuge tubes, 2 ml (e.g. Protein LoBind Tubes, Eppendorf)
10. Probe sonicator, e.g. MSE Soniprep 150 (see Note 1)
11. Sonic buffer (store at −20°C): 10mM sodium phosphate pH 7, 0.1M NaCl, 0.5% Sarkosyl, 10mM EDTA, 1×complete protease inhibitor cocktail (Roche) (add freshly)
12. IP buffer (store at −20°C): 50mM HEPES pH 7.5, 150mM NaCl, 5mM MgCl₂, 10μM ZnSO₄, 1% (vol/vol) Triton X, 0.05% (wt/vol) SDS
13. Low-binding tips (VWR)
Immunoprecipitation of protein–DNA complexes

1. Nitrile gloves
2. Rotation Incubator for tubes (e.g. Stuart® rotator with micro tube holder (Stuart))
3. μMACS GFP Isolation Kit (Miltenyi Biotec): μMACS anti-GFP microbeads (see Note 2)
4. μ-Columns (Miltenyi Biotec)
5. μMACS Separator (Miltenyi Biotec)
6. IP buffer (store at –20°C): 50mM Hepes pH 7.5, 150mM NaCl, 5mM MgCl₂, 10μM ZnSO₄, 1% (vol/vol) Triton X-100, 0.05% (wt/vol) SDS
7. High-salt buffer: 500mM NaCl, 1% (vol/vol) Triton X-100, 0.1% (wt/vol) SDS, 2mM EDTA, 20mM Tris–HCl pH 8
8. LiCl buffer: 10mM Tris–HCl pH 8, 1mM EDTA, 1% (vol/vol) NP-40, % (vol/vol) sodium deoxycholate, 0.25M LiCl
9. 1 × TE buffer: 10mM Tris–HCl pH 8, 1mM EDTA
10. Elution buffer: 1% (wt/vol) SDS, 50mM Tris–HCl pH 8, 10mM EDTA, 50mM DTT (add freshly)
11. Low-adhesion microcentrifuge tubes, 1.5 and 2 ml (e.g. Protein LoBind Tubes (Eppendorf))
12. Low-binding tips (VWR)

Reverse cross-linking and DNA purification

1. Nitrile gloves
2. 1 × TE buffer: 10mM Tris–HCl pH 8, 1mM EDTA
3. Proteinase K (20mg/ml) (Roche)
4. 100% ethanol
5. 3M Sodium acetate, pH 5.4
6. Glycogen (20μg/μl)
7. Ultrapure water
8. Qiaquick PCR purification kit (Qiagen)
9. Agarose MP (Invitrogen)
10. 1 × TE buffer: 1mM EDTA pH 8, 10mM Tris–HCl pH 8
11. Ethidium bromide
Immunoprecipitation of protein–DNA complexes

1. Nitrile gloves
2. Rotation Incubator for tubes (e.g. Stuart® rotator with micro tube holder (Stuart))
3. μMACS GFP Isolation Kit (Miltenyi Biotec):
   μMACS anti-GFP microbeads (see Note 2)
4. μMACS Columns (Miltenyi Biotec)
5. μMACS Separator (Miltenyi Biotec)
6. IP buffer (store at −20°C): 50mM Hepes pH 7.5, 150mM NaCl, 5mM MgCl₂, 10 μM ZnSO₄, 1% (vol/vol) Triton X-100, 0.05% (wt/vol) SDS
7. High-salt buffer: 500mM NaCl, 1% (vol/vol) Triton X -100, 0.1% (wt/vol) SDS, 2mM EDTA, 20mM Tris–HCl pH 8
8. LiCl buffer: 10mM Tris –HCl pH 8, 1mM EDTA, 1% (vol/vol) NP-40, 1% (vol/vol) sodium deoxycholate, 0.25M LiCl
9. 1 × TE buffer: 10mM Tris–HCl pH 8, 1mM EDTA
10. Elution buffer: 1% (wt/vol) SDS, 50mM Tris –HCl pH 8, 10mM EDTA, 50mM DTT (added freshly)
11. Low-adhesion microcentrifuge tubes, 1.5 and 2 ml (e.g. Protein LoBind Tubes (Eppendorf))
12. Low-binding tips (VWR)

ChIP-seq validation using quantitative PCR (qPCR)

1. Nitrile gloves
2. Forward and reverse qPCR primers
3. iQ SYBR Green Supermix (Bio-Rad)
4. Realtime PCR machine (e.g. Bio-Rad iQS)
5. 96 × 0.2 ml Plate (BIOplastics)
6. Opti-Seal Optimal Disposal Adhesive (BIOplastics)
7. Low-binding tips (VWR)
8. Low-adhesion microcentrifuge tubes, 1.5 ml (e.g. Protein LoBind Tubes (Eppendorf))

DNA library preparation for Illumina sequencing: end-repair and A-tailing

1. Nitrile gloves
2. Low-adhesion microcentrifuge tubes, 1.5 and 0.5 ml (e.g. Protein LoBind Tubes (Eppendorf))
3. End-It DNA end repair kit (Epicentre)
4. Klenow enzyme (NEB)
5. Klenow buffer, e.g. NEB buffer 2 (New England BioLabs)
6. QIAquick PCR Purification Kit (Qiagen)
7. 1mM dATP
8. Klenow fragment (3’ to 5’ exo-minus) (NEB)
9. MinElute PCR purification kit (Qiagen)
10. Low-binding tips (VWR)

Adapter ligation

1. Nitrile gloves
2. Adaptors from Illumina ChIP-seq kit (Illumina)
3. 10 × T4 DNA ligase buffer (see Note 3)
4. T4 DNA ligase
5. QIAquick PCR purification Kit (Qiagen)
6. Low-adhesion microcentrifuge tubes, 1.5ml (e.g. Protein LoBind Tubes (Eppendorf))
7. Low-binding tips (VWR)

**PCR and size selection**

1. Nitrile gloves
2. Illumina adaptors and PCR primers (Illumina, cat. no. IP-102-1001 or PE-400-1001) (see **Note 4**)
3. Phusion high-fidelity DNA polymerase enzyme (ThermoScientific)
4. 4.5 x Phusion buffer
5. 2.5mM dNTP
6. QIAquick MinElute PCR Purification Kit (Qiagen)
7. Glycerol
8. QIAgen MinElute Gel purification Kit (Qiagen)
9. Loading Dye from the QIAgen MinElute Gel purification Kit (Qiagen)
10. Agrose gel running and visualization (UV) devices
11. Low-adhesion microcentrifuge tubes, 1.5 ml (e.g. Protein LoBind Tubes (Eppendorf))
12. Low-binding tips (VWR)

**Quality control**

1. Nitrile gloves
2. Forward and reverse qPCR primers for negative (non-bound) and positive (bound) genomic regions
3. iQ SYBR Green Supermix (Bio-Rad)
4. Real-time PCR machine (e.g. Bio-Rad iQ5)
5. 96 x 0.2ml Plate (BIOplastics)
6. Opti-Seal Optimal Disposal Adhesive (BIOplastics)
7. Low-adhesion microcentrifuge tubes, 1.5 ml (e.g. Protein LoBind Tubes (Eppendorf))
8. Low-binding tips (VWR)
Illumina sequencing

1. Nitrile gloves
2. Qubit® dsDNA HS Assay Kit (Invitrogen)
3. Qubit® 2.0 fluorometer (Invitrogen)
4. Agilent BioAnalyzer system (Agilent)
5. Agilent BioAnalyzer DNA 1000 Kit (Agilent)
6. Elution buffer from the QIAgen MinElute Gel purification Kit (Qiagen)
7. Illumina sequencer (e.g. HiSeq (Illumina))
8. Illumina sequencer reagent kit (Illumina)
9. Low-binding tips (VWR)

Equipment and software for bioinformatic analysis

For the computational part of this protocol, a computer workstation either running a Unix-based operating system or with access to a Unix-based server is needed. This protocol provides commands runnable in the Unix shell. Part of the protocol uses the R statistical computing environment. Commands to be run in the UNIX shell are prefixed with "$", commands meant to run from a R script are prefixed with ">".


To install the R packages CSAR and Biostrings, start an R session and do the following:

```r
$ R
> source("http://bioconductor.org/biocLite.R")
> biocLite("CSAR")
> biocLite("Biostrings")
```

Before installing SOAPv2, create a directory to store executable programs (if it does not yet exist):
$ cd <yourhomedirectory>
$ mkdir software

Download SOAPv2 from http://soap.genomics.org.cn/soapaligner.html to the "software" directory.

Unpack and install SOAPv2:

$s cd <yourhomedirectory>/software
$s tar zxvf SOAPaligner.tar.gz

This directory contains two executable files: 2bwt-builder and soap.

For filtering CASAVA version 1.8 FASTQ-files, a Perl script called "covert_export_to_fasta.pl" is used.

To create this Perl script, do the following:

Create a directory to store scripts (if it does not yet exist):

$s cd <yourhomedirectory>
$s mkdir code

Generate the Perl file script:

$s cd <yourhomedirectory>/code
$s cat > convert_export_to_fasta.pl
#!/usr/bin/perl –w
use strict;
my $infile = $ARGV[0];
my $seq="";
open (IN, $infile);
while (<IN>) {
    my @fields = split (/:/);
    if(@fields>7){
        if($fields[7] eq "N"){$seq=<IN>;$seq="";
        if(!($seq=~"N")){print ">
$
seq
";
        }
    }
    type Crtl-D to save and exit.

Besides hardware and software, also the assembled genome sequence and gene annotation files are needed. For most plant species, these files can be download from several databases, for example Phytozome (Goodstein et al, 2012)(http://phytozome.jgi.doe.gov/pz/portal.html) or Ensembl plants (http://plants.ensembl.org). As an example, instructions on how to download the Arabidopsis reference genome from Ensembl plants are shown below:

Create a directory to store the genome-files (if it does not yet exist):
Both the reference genome and the genomic features files can be downloaded via the Web Browser or using the shell window:

– Via the Web Browser:
  - Go to the website of Ensembl Plant (http://plants.ensembl.org/)
  - Go to “Downloads” at the top of the page
  - Select “Download data via FTP” under “Download databases & software”
  - Search for the organism of interest (e.g. Arabidopsis thaliana)

For the reference genome:
  - Click on “FASTA (DNA)” of the species of interest
  - Download the file ending with “.dna.genome.fa.gz”, this contains the unmasked genome sequence
  - Move the downloaded file to the “<yourhomedirectory>/genomes” directory

For the gene annotation:
  - Click on the “GFF3” of the species of interest
  - Download the file contains the gene annotation of the whole genome (i.e., “Arabidopsis_thaliana.TAIR10.25.gff3.gz”)
  - Move the downloaded file to the “<yourhomedirectory>/genomes” directory

– Via the shell window (see Note 5):

```bash
$ cd <yourhomedirectory>/genomes
```

Both files are provided as compressed documents, and therefore, unzipping is needed:

```bash
$ cd <yourhomedirectory>/genomes
$ gunzip Arabidopsis_thaliana.TAIR10.25.dna.genome.fa.gz
$ gunzip Arabidopsis_thaliana.TAIR10.25.gff3.gz
```
The GFF3 file contains all sequence features known by the Ensembl group, for example protein coding genes, ncRNA, exons, and UTRs. It is possible to use the complete GFF3 files. However, for most ChIP-seq experiments we are primarily interested in the location of the binding peaks in relation to genes. Therefore, the GFF3 file can be adjusted to contain only genomic features for genes. For this, the software environment R is used. First, define your working directory and open the .gff3 file:

```r
$ R
> setwd("<yourhomedirectory>/genomes")
> gff<-read.table("Arabidopsis_thaliana.TAIR10.25.gff3", header = FALSE, sep="\t", quote="")
```

Next, select only those rows containing the word “gene” in the third column and save the file (see Notes 6 and 7):

```r
> gff<-gff[gff$V3=="gene",]
> write.table(gff,file="TAIR10_GFF3_onlygenes.gff")
> q()
```
Methods

ChIP-seq protocol

The ChIP protocol starts with tissue collection and covalently linking protein-DNA interactions. Cross-linking is followed by nuclei isolation and shearing of the chromatin. Both nuclei extraction and shearing generates insoluble material in the sample. Insoluble material is a major source of ‘background’ in the immunoprecipitate and may block the column when purifying protein-DNA complexes. Therefore, to eliminate this insoluble material several centrifugation steps are integrated in the protocol. Next, specific protein-DNA complexes are isolated by immunoprecipitation using a specific antibody against the tagged protein of interest. After immunoprecipitation, the DNA is reverse cross-linked and purified. As the quality of the generated library reflects the level of enrichment of specific genomic regions bound by the protein of interest, the approximate amount of DNA as well as the quality of the purified ChIP DNA is tested by qPCR. When the quality of the DNA is sufficient, the sample is prepared for next generation sequencing. Our protocol describes library preparation for an Illumina sequencing platform. For an overview of the different steps in the ChIP procedure, see Figure 1.

When a ChIP experiment is performed using a tagged protein of interest, it is crucial that the protein remains functional when fused to the tag. The functionality of the tagged-protein construct is influenced by the used tag, the sequence between the tag and the protein (linker), the position of the tag (N- or C-terminal of the protein), and the choice of promoter sequence. The functionality of the tagged protein can be tested by introducing it in the mutant background: a functional tagged protein is expected to rescue the mutant phenotype (De Folter et al., 2007). Also, make sure the tag is not cleaved off from the protein. This can be tested using western blot: a band corresponding to the size of free tag should not be detectable.

To reduce signal-to-noise ratio, it is essential to obtain high amounts of specifically enriched DNA while avoiding non-specifically precipitated DNA. Several things influence the signal-to-noise ratio, the most important are: the choice of tissue, the expression level of the protein, the choice of negative control, and, as mentioned in the introduction, the specificity of the antibody (Landt et al., 2012). It also matters how stable the protein binds to the DNA and whether the protein-DNA binding is
direct or indirect. In the latter case, additional cross-linking agents could be beneficial, since formaldehyde mainly crosslinks direct protein-DNA and protein-protein interactions (Nowak et al., 2005; Zeng et al., 2006).

Many proteins are active in more than one type of tissue and/or developmental stage. The tissue of interest should be chosen to match the research question. It is preferable to use homogenous tissue rather than a mix of different tissues or stages. As this protocol is aimed for fusion proteins, it is recommended to express the fusion protein in its mutant line. Related to this, the choice of promoter is also important. For most applications it is best to use the native promoter, as it will drive the fusion protein expression at its ‘natural’ level, location, and stages. However, in some cases it can be beneficial to use a different type of promoter. Examples of other promoters are constitutive promoters (e.g. CaMV 35S or UBQ10 promoter), inducible promoters, or cell-type-specific promoters. In case a non-native promoter is used, it is crucial to confirm the binding sites detected in the ChIP by independent methods, e.g. ChIP qPCR using the natively expressed proteins, other DNA-binding essays and/or *in vivo* reporter gene studies.

Another consideration before starting a ChIP-seq experiment is the choice of control sample. Control experiments are critical for adjustment of bias of non-uniform DNA fragmentation during sonication caused by differences in chromatin accessibility (Auerbach et al., 2009). Preferably, a control should also detect non-homogeneous ‘background’ precipitation of genomic DNA in the immunoprecipitation step. In the past, different types of controls have been used: input DNA, which is isolated from the sonicated chromatin prior to immunoprecipitation; IgG control, with a ChIP performed using a non-specific IgG fraction; and mock IP, with a ChIP done on a tissue that does not express the tagged protein of interest (Kaufmann et al., 2010b; Landt et al., 2012). For tagged proteins, the best control is the same background line expressing only the tag (without the protein of interest) from the same promoter as used for the tagged protein. If using an inducible version of the protein of interest, material from un-induced plants can be used as control. Negative control ChIP experiments often result in a (too) low DNA yield; this can be overcome by pooling several samples. It is important to sequence the sample and the control at a comparable depth to prevent bias caused by peak calling.
As mentioned in the introduction, a good quality of the specific antibody will increase the enrichment and statistical power of the ChIP. There are many ChIP-grade antibodies available for a wide range of tags, however the quality of the antibodies can differ between companies and even between different lots.

Before generating libraries for next-generation sequencing, the quality of a ChIP experiment is determined by qPCR. ΔCt values between sample and control ChIP sample for known targets and non-targets determine the specific enrichment of a ChIP experiment. The primers used for the qPCR should be close to 100% in their amplification efficiency (determined by a template dilution series) and should amplify between 90 and 150 bp of the target genomic region. Therefore, careful primer design is needed. Positive control primers can be derived based on knowledge of known binding sites of the protein of interest. If such information is not available, other evidence can be used to determine candidate-binding sites, e.g. based on presence of binding motifs in promoters of genes that are known to be regulated by the protein of interest. We recommend using at least two positive (target) and two negative (non-target) control primer pairs.

Finally, experimental replicates give information about the quality of a ChIP experiment. It is recommended to generate at least two replicates per experiment (Landt et al., 2012).

**Tissue collection and fixation**

1. Obtain homozygous plant lines expressing the tagged protein of interest.
2. Collect the plant tissue of interest on ice into a 50-ml tube containing 25 ml of MC buffer. For one ChIP-seq experiment generally 0.5-0.8 gram of material is needed (see Note 8). To prevent withering of the tissue, tissue collection should not take longer than 40 min to maximal 1 h (see Note 9).
3. Add 676 µl of formaldehyde (see Note 10) to the 25 ml of MC buffer to reach a 1% concentration. Quickly fix the tissue on ice under vacuum. Apply vacuum for 15 min, release vacuum and mix the sample briefly, re-apply vacuum for another 14 minutes (total fixation time is 30 minutes) (see Note 11).
4. Stop the fixation by adding 2.5 ml of 1.25 M glycine, mix well and apply vacuum for another 2 min.
5. Wash tissue three times with 25 ml of MC buffer (each wash).
6. ‘Dry’ the tissue using paper towels (see Note 12). Transfer the dried tissue to a new 50-ml tube and freeze in liquid nitrogen (see Note 13).

**Nuclei isolation and chromatin sonication**

Wear nitrile gloves for all steps. After the step 1 grinding, make sure to work in a fume hood as buffers M1, M2 and M3 contain β-mercaptoethanol. From step 8 onwards, use low-adhesion tubes and tips at all steps and work in a laminar flow cabinet.

1. Grind the cross-linked tissue in liquid nitrogen in a mortar until the tissue is completely homogeneous (see Note 14).
2. Resuspend the homogeneous tissue in 20 ml of ice-cold M1 buffer.
3. Filter the resulting slurry through a 55 µm cloth mesh in a glass funnel, collect the flow-through in a 50-ml tube on ice. Wash the mesh with an additional 5 ml of M1 buffer to collect all tissue.
4. Centrifuge the filtrate at 1,000 x g for 20 min at 4°C.
5. Remove the supernatant and keep the pellet: the pellet contains the nuclei. Resuspend the nuclear pellet in 5 ml of ice cold M2 buffer, and centrifuge at 1,000 x g for 10 minutes at 4°C.
6. Repeat step 6 four times (5 washing steps with M2 buffer in total).
7. Resuspend the pellet in 5 ml of ice cold M3 buffer and centrifuge at 1,000 x g for 10 min at 4°C.
8. Add 42 µl of 25x protease inhibitor cocktail to 1 ml sonic buffer. Resuspend nuclear pellet in 1 ml of ice cold sonic buffer and transfer to a 2 ml low adhesion microcentrifuge tube (see Note 15).
9. Next, the DNA is sheared using a probe sonicator. Sonicate three times for 15 sec, with 45 sec cooling between repetitions. Invert the tube between sonication steps. Make sure the tube is placed on ice the entire time. After sonication leave the tube on ice for 3-4 min before continuing to the next step (see Note 16).
10. To remove insoluble materials, the sonicated chromatin is centrifuged for 15 min at 4°C at top speed in a microcentrifuge. After centrifuging, transfer the supernatant to a low-adhesive 2 ml tube.
11. Repeat step 10 once (see Note 17).
12. Keep 100 µl of sonicated chromatin aside on ice, this will function as input control (see Note 18).

13. Add 1 ml of IP buffer and 10 µl of 25 x protease inhibitor cocktail.

**Immunoprecipitation of protein-DNA complexes**

In this protocol, we describe the use of anti-GFP microbeads, however, also microbeads for other tags are available and can be used in a similar manner. Steps 2 – 9 are performed at room temperature.

1. Add 50 µl of anti-GFP microbeads to the lysate and incubate for 1 hour gently rotating on a tube rotating device (10 rpm) at 4°C to 8°C.

2. Place the µ-Column in the µMACS separator and equilibrate the column with 200 µl of IP-buffer.

3. Apply the lysate onto the column and let it run through by gravity flow.

4. Wash the immobilized beads two times with 400 µl of IP buffer. Drain the column after each wash step by gravity flow.

5. Wash the immobilized beads two times with 200 µl of high salt buffer.

6. Wash the immobilized beads two times with 200 µl of LiCl buffer.

7. Wash the immobilized beads two times with 200 µl of TE.

8. Apply 20 µl of hot elution buffer (95°C) to the column and incubate for 5 min.

9. Elute three times with 50 µl of hot elution buffer (95°C) each into a new 1.5 ml low-binding microcentrifuge tube.

**Reverse crosslinking and DNA purification**

1. Add 150 µl of TE to the combined eluate (from step 9 of section “Immunoprecipitation of protein-DNA complexes”) and 200 µl of TE to the input DNA (from step 12 of section “Nuclei isolation and chromatin sonication”). Add 11.25 µl of proteinase K (20 mg/ml) to each sample, mix and incubate overnight at 37°C.

2. Next morning, add a second aliquot of 11.25 µl proteinase K to each sample, mix and incubate at 65°C for 6 - 10 hours.

3. Precipitate the DNA by adding 2.5 vol of 100% ethanol, 1/10 vol of 3 M sodium acetate pH 5.4, and 1 µl of glycogen and incubate overnight at -20°C.
4. Centrifuge for 30 min at 4°C at top speed in a microcentrifuge.
5. Remove the supernatant and air dry the pellet for approximately 15 min, do not over dry the pellet; this will reduce resuspension efficiency.
6. Resuspend the pellet in 100 µl ultrapure water (see Note 19).
7. Purify the DNA using the QIAquick PCR purification kit according to the manufacturer’s instructions and elute with 34 µl elution buffer into 1.5 ml low-adhesive microcentrifuge tubes (see Note 20).

**ChIP quality validation using quantitative PCR (qPCR)**

To test the quality of the ChIP, qPCR is used to confirm enrichment. We recommend to use at least two positive (bound genomic regions) and two negative (non-bound regions) primer pairs. Enrichment can be roughly determined using the ΔΔCT determined by comparing CT thresholds of negative and positive control genes, normalized using the sample primers on the negative control DNA sample. Fold enrichments of 8-16 times the levels of the negative controls is normally an indication of a good ChIP sample. The CT values of the negative control primer pairs give an indication about the DNA amount: the CT values should be less than 34. When these CT values are higher than 34, the amount of DNA may be too low to continue with library preparation.

1. Take a 1 µl aliquot of the ChIP sample as well as the control sample and dilute it 1:5 with milliQ water. Input DNA controls need to be diluted 1:1000 to 1:5000 with milliQ water.
2. Prepare the primer master mixes by combining forward and reverse primer at a final concentration of 1 µM per primer.
3. Combine 5 µl of Primer master mix, 2.5 µl of milliQ water, 5 µl of diluted DNA sample and 12.5 µl of iQ SYBR Green Supermix.
4. Set-up and run the real-time PCR machine. The PCR program is (Bio-Rad iQ5): 3 min incubation at 95°C, followed by 40 cycles of [15 sec at 95°C, 1 min at 60°C] (see Note 21).

**DNA library preparation for Illumina sequencing: end-repair and A-tailing**

1. Combine and mix the following components in a 1.5 ml low-adhesion microfuge tube on ice:

   - ChIP DNA: 34 µl
   - 10x End-repair buffer: 5 µl
4. Centrifuge for 30 min at 4°C at top speed in a microcentrifuge.

5. Remove the supernatant and air dry the pellet for approximately 15 min, do not over dry the pellet this will reduce resuspension efficiency.

6. Resuspend the pellet in 100 µl ultrapure water (see Note 19).

7. Purify the DNA using the QIAquick PCR purification kit according to the manufacturer’s instructions and elute with 34 µl elution buffer into 1.5 ml low-adhesive microcentrifuge tubes (see Note 20).

ChIP quality validation using quantitative PCR (qPCR)

To test the quality of the ChIP, qPCR is used to confirm enrichment. We recommend to use at least two positive (bound genomic regions) and two negative (non-bound regions) primer pairs. Enrichment can be roughly determined using the $\Delta\Delta$CT determined by comparing CT thresholds of negative and positive control genes, normalized using the sample primers on the negative control DNA sample. Fold enrichments of 8-16 times the levels of the negative controls is normally an indication of a good ChIP sample. The CT values of the negative control primer pairs give an indication about the DNA amount: the CT values should be less than 34. When these CT values are higher than 34, the amount of DNA may be too low to continue with library preparation.

1. Take a 1 µl aliquot of the ChIP sample as well as the control sample and dilute it 1:5 with milliQ water. Input DNA controls need to be diluted 1:1000 to 1:5000 with miliQ water.

2. Prepare the primer master mixes by combining forward and reverse primer at a final concentration of 1 µM per primer.

3. Combine 5 µl of Primer master mix, 2.5 µl of milliQ water, 5 µl of diluted DNA sample and 12.5 µl of iQ SYBR Green Supermix.

4. Set-up and run the real-time PCR machine. The PCR program is (Bio-Rad iQ5): 3 min incubation at 95°C, followed by 40 cycles of [15 sec at 95°C, 1 min at 60°C] (see Note 21).

DNA library preparation for Illumina sequencing: end-repair and A-tailing

1. Combine and mix the following components in a 1.5 ml low-adhesion microfuge tube on ice:

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChIP DNA</td>
<td>34 µl</td>
</tr>
<tr>
<td>10x End-repair buffer</td>
<td>5 µl</td>
</tr>
<tr>
<td>2.5 mM dNTP Mix</td>
<td>5 µl</td>
</tr>
<tr>
<td>10 mM ATP</td>
<td>5 µl</td>
</tr>
<tr>
<td>End-repair enzyme mix</td>
<td>1 µl</td>
</tr>
<tr>
<td>Total reaction volume</td>
<td>50 µl</td>
</tr>
</tbody>
</table>

2. Incubate for 45 minutes at room temperature (18-20°C).

3. Purify the end-repaired DNA using the QIAquick PCR Purification Kit and protocol, elute with 34 µl of elution buffer.

4. For A-tailing, combine and mix the following components in a 0.5 ml low-binding microcentrifuge tube:

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purified DNA from end-repair reaction</td>
<td>34 µl</td>
</tr>
<tr>
<td>NEB buffer 2</td>
<td>5 µl</td>
</tr>
<tr>
<td>1 mM dATP</td>
<td>10 µl</td>
</tr>
<tr>
<td>Klenow fragment (3’ to 5’ exo minus)</td>
<td>1 µl</td>
</tr>
<tr>
<td>Total reaction volume</td>
<td>50 µl</td>
</tr>
</tbody>
</table>

5. Incubate the A-tailing mix for 30 min at 37°C.

6. Purify the A-tailed DNA on a QIAquick MinElute column using the minElute PCR Purification Kit and protocol, elute with 17 µl of elution buffer.

**Adapter ligation**

1. Combine and mix the following components in a 1.5 ml low-adhesion microfuge tube (see Note 22):

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-repaired and A-tailed DNA</td>
<td>16.5 µl</td>
</tr>
<tr>
<td>10x T4 DNA ligase buffer</td>
<td>2.0 µl</td>
</tr>
<tr>
<td>Illumina adaptor oligo mix (diluted 1:10 – 1:50)</td>
<td>1.0 µl</td>
</tr>
<tr>
<td>T4 DNA ligase</td>
<td>0.5 µl</td>
</tr>
<tr>
<td>Total reaction volume</td>
<td>20.0 µl</td>
</tr>
</tbody>
</table>

Incubate for 20-22 hours at 16°C for efficient adapter ligation.
2. Purify the DNA using the QIAquick PCR purification kit and protocol, elute with 30 µl of elution buffer.

**PCR and size selection**

1. Prepare the following master mix:

   Per reaction mix (always prepare 1 reaction mix more than needed):
   - 5 x Phusion buffer: 10.0 µl
   - 2.5 mM dNTP: 4.0 µl
   - Phusion enzyme: 0.8 µl
   - PCR primer 1.1: 0.5 µl
   - PCR primer 2.1: 0.5 µl
   - dH2O: 4.2 µl
   
   Total reaction volume: 20.0 µl

2. Combine and mix in a PCR tube:

   DNA from Step 2 of section “Adapter Ligation” 30 µl
   Phusion master mix from Step 1 of section “PCR and Size Selection” 20 µl
   
   Total reaction volume: 50 µl

3. Amplify using the following PCR protocol:

   - 30 sec at 98°C
   - [10 sec at 98°C, 30 sec at 65°C, 30 sec at 72°C]
   - Cycles total 14 – 20 (depending of your starting amount) (see Note 23)
   - 5 min at 72°C
   - Hold at 4°C

4. Purify the PCR reaction using the QIAquick MinElute PCR Purification Kit and protocol. Elute with 11 µl elution buffer.

5. For loading on a gel, add 2 µl of 10x gel loading dye and 1 µl of glycerol to the DNA.

6. For size selection, load DNA on a clean 2% (wt/vol) agarose gel in 1x TE and 0.5 µg/mL ethidium bromide with a Smart ladder 1 kb-100 bp as marker, run at 135 V for 30 min.
7. Cut a large band of 200 or 250 bp to 500 bp in size from the gel using a clean scalpel (see Figure 2). Take pictures before and after excising the DNA to allow calculation of the median product size. If multiple libraries are being prepared, be cautious of cross contamination and run only one sample per gel.

8. Purify the DNA from the gel using QIAGen MinElute Gel purification Kit. Dissolve the gel at room temperature and after purification elute the DNA with 18 µl of elution buffer.

Figure 2 | Example of sonicated chromatin (left) and amplified ChIP-seq library (right) on a 2% agarose gel. The size of the DNA ladders are indicated on the side of the gel. Prior to sequencing the amplified ChIP-seq libraries, a gel band representing 200 to 500 bp needs to be cut out and purified.

**Quality control**

To test that the library preparation was successful, test the enriched DNA using qPCR. For the criteria to determine library quality see “ChIP Quality Validation using Quantitative PCR (qPCR)”

1. Take a 0.25 µl aliquot of the library and dilute 20 fold.

2. Prepare a primer master mix by combining forward and reverse primer at a final concentration of 1 µM per primer.
3. Combine 5 µl of primer master mix, 2.5 µl of milliQ water, 5 µl of diluted DNA sample and 12.5 µl of iQ SYBR Green Supermix.

4. Set-up and run the real-time PCR machine. The PCR program is (Bio-Rad iQ5): 3 min incubation at 95°C, followed by 40 cycles of [15 sec at 95°C, 1 min at 60°C].

Illumina sequencing

1. Measure the DNA concentration and size by Invitrogen Qubit measurement (Qubit® dsDNA HS Assay Kit) and Agilent BioAnalyzer DNA 1000 chip. Use the average size of DNA as indicated by the Bioanalyzer and the concentration of the Qubit to determine the concentration of the sample.

2. Dilute the sample to 10 nM using elution buffer of the QIAGen MinElute Gel purification Kit (see Note 24).

3. Prepare Illumina flow-cell following the Illumina protocol (see Note 25).

Bioinformatic analysis of ChIP-seq data

Sequencing of ChIP-seq libraries leads to millions of short read sequences representing mainly genomic regions originally bound by the protein of interest. Therefore, genuine DNA binding sites should show an enrichment in sequence reads when comparing ChIP-seq versus the control libraries. This enrichment should be detected by a proper statistical methodology. In this section, we present a protocol for computational analysis of ChIP-seq data.

Sequence reads obtained by an Illumina sequencer are normally provided in a FASTQ format. This format contains not only the read sequence, but also gives information about the sequencing quality of the read. We advise to use the FastQC software (Babraham Bioinformatics) to check the sequence quality of our libraries. This software enables easy identification of common problems that can arise from either sequencing or library preparation.

If the libraries are of sufficient quality (see section “Library Quality Check”), reads can be mapped to the reference genome using one of the many available mapping tools (e.g. SOAP (Li et al., 2009), Bowtie (Langmead et al., 2009), and BWA (Li and Durbin, 2009)). Typically, the mapping procedure
is done allowing up to two mismatches, but the user may allow a higher number of mismatches when working with samples of species distant from the reference genome used (e.g. a different ecotype than Col-0 for *Arabidopsis thaliana*). Reads that map to more than one location in the genome are usually discarded, since it is not possible to determine the origin of these reads.

After mapping of the ChIP and control libraries, DNA-bound regions can be identified by detection of genomic regions with higher amount of reads in the ChIP libraries compared to control libraries. There are many publicly available packages for the analysis of ChIP-seq datasets, for example MACS (Zhang et al., 2008), PeakSeq (Rozowsky et al., 2009), CisGenome (Ji et al., 2008), and CSAR (Muiño et al., 2011). In this protocol, we choose to use CSAR for the statistical detection of protein binding sites in the DNA. CSAR is a package written in the popular R language and has proven to be an efficient and accurate tool for the analysis of plant ChIP-seq data. CSAR has been used for multiple ChIP-seq studies in *Arabidopsis* (Kaufmann et al., 2009; Schiessl et al., 2014), but also in other non-plant species (Outchkourov et al., 2013).

In this section, we provide instructions on the analysis of ChIP-seq datasets. All code is provided as Unix shell to allow line-by-line processing of the dataset. In the protocol we work with three example datasets, two samples and a control, to which we will refer as “sequences-IP1.fq.gz”, “sequences-IP2.fq.gz”, and “sequences-control.fq.gz”. We assume that these ChIP-seq datasets are generated from an *Arabidopsis thaliana* background. However, the protocol can easily be adapted for other plant species. If you are unfamiliar with working in a shell, please have a look at http://www.ks.uiuc.edu/Training/Tutorials/Reference/unixprimer.html for some basic commands that will help to better understand this protocol.

**Library quality check**

It is recommended to start the ChIP-seq data analysis by performing a library quality check. FASTQC is a JAVA program able to visually report the quality of Illumina sequencing libraries. It has an intuitive graphical interface that allows a user-friendly experience. Important information provided by the software is:

- Per base sequence quality:
When the program indicates a problem for per base sequence quality, the user should consider to increase the maximum number of mismatches allowed in the mapping process.

- Adapter content:
  The program will report proportion of adapter sequences found in one’s library.

- Sequence duplication level:
  A high duplication level may result from a problem during the PCR amplification usually associated with low amount of starting material.

For details on how to install and use the program, please, refer to its manual http://www.bioinformatics.babraham.ac.uk/projects/fastqc/Help/.

**Data filtering**

Make a directory to place the raw sequence files (if not already exist):

```
$ cd <yourhomedirectory>
$ mkdir raw-data
$ cd raw-data
```

Enter your raw sequence files into this directory.

Often the files obtained from the sequencer are compressed (e.g. .gz or .zip files). In the case of a compressed file, unpack the file before further analysis:

```
$ gunzip -c sequences-IP1.fq.gz > sequences-IP1.fq
$ gunzip -c sequences-IP2.fq.gz > sequences-IP2.fq
$ gunzip -c sequences-control.fq.gz > sequences-control.fq
```

or

```
$ unzip -n sequences-IP1.fq.zip > sequences-IP1.fq
$ unzip -n sequences-IP2.fq.zip > sequences-IP2.fq
$ unzip -n sequences-control.fq.zip > sequences-control.fq
```

When using Illumina sequencing platforms, reads are provided in CASAVA FASTQ format. Since the version 1.8 of the CASAVA FASTQ format, the file generated contains reads that passed Illumina quality filter and reads that did not pass the filter. Only the reads that did pass the filter should be used as input for SOAPv2.

A CASAVA 1.8 FASTQ file containing four sequences may look like this (see Note 26):
When the program indicates a problem for per base sequence quality, the user should consider to increase the maximum number of mismatches allowed in the mapping process.

- Adapter content: The program will report proportion of adapter sequences found in one’s library.
- Sequence duplication level: A high duplication level may result from a problem during the PCR amplification usually associated with low amount of starting material.

For details on how to install and use the program, please, refer to its manual [http://www.bioinformatics.babraham.ac.uk/projects/fastqc/Help/](http://www.bioinformatics.babraham.ac.uk/projects/fastqc/Help/).

### Data filtering

Make a directory to place the raw sequence files (if not already exist):

```bash
$ cd <yourhomedirectory>
$ mkdir raw-data
$ cd raw-data
```

Enter your raw sequence files into this directory. Often the files obtained from the sequencer are compressed (e.g. `.gz` or `.zip` files). In the case of a compressed file, unpack the file before further analysis:

```bash
$ gunzip -c sequences-IP1.fq.gz > sequences-IP1.fq
$ gunzip -c sequences-IP2.fq.gz > sequences-IP2.fq
$ gunzip -c sequences-control.fq.gz > sequences-control.fq
```

or

```bash
$ unzip -n sequences-IP1.fq.zip > sequences-IP1.fq
$ unzip -n sequences-IP2.fq.zip > sequences-IP2.fq
$ unzip -n sequences-control.fq.zip > sequences-control.fq
```

When using Illumina sequencing platforms, reads are provided in CASAVA FASTQ format. Since the version 1.8 of the CASAVA FASTQ format, the file generated contains reads that passed Illumina quality filter and reads that did not pass the filter. Only the reads that did pass the filter should be used as input for SOAPv2.

A CASAVA 1.8 FASTQ file containing four sequences may look like this (see note):

```
@HWI-ST995:196:D1FU6ACXX:5:1101:1424:1984 1:N:0:
TTTTCTGAAGGGATCCTTGAATATTGCCTGAGGGTATAGAATGACTTCAC
+
=1=DDDDD>3D?FFFDEFHEDHDEH@HHHD?FBA@GGFFFGFGB
@HWI-ST995:196:D1FU6ACXX:5:1101:1508:1972 1:N:0:
ATAGCAACCGGAACAGTGACCCGTATCAGGATAGCATGTCTCAGTTGG
+
G1:BDDDDHHHCEHBHDGEDGHE@DHIGGGHHGIGEGG9@CHEHHHH>CE
@HWI-ST995:196:D1FU6ACXX:5:1101:1556:1981 1:N:0:
GTCAATAGAATCCTGATCTTCTTCTTCTTCTCTGCTGAGCCGAGCTTCTGACC
+
11=2DBEFFHHHJGIJIIIJI@HDEFHCDHIJGIJIIJB@FHGGIIJJII
@HWI-ST995:196:D1FU6ACXX:5:1101:1943:1919 1:Y:0:
NCTANAACNMGNNNNNAGTCCACTTCAGGTGAGGAACAGCAACCTGCTGC
+
#0??#2=CCCCCC202=>>??@???==?????9==;#0<=??==??
```

The first line, starting with “@”, is the identifier line. This line gives information about the sequence platform used, the flow cell, the location of the cluster on the flow-cell, etc. Since CASAVA version 1.8, this line also reports whether the read is of sufficient quality (“N”) or it should be filtered out (“Y”). For read mapping, only use the reads indicated by “N”.

For filtering reads, use the Perl script ‘convert_export_to_fasta.pl’ (see section “Equipment and software for Bioinformatic analysis”):

```bash
$ cd <yourhomedirectory>/raw-data
$ perl <yourhomedirectory>/code/convert_export_to_fasta.pl sequences-IP1.fq > sequences-IP1_filtered.fa
$ perl <yourhomedirectory>/code/convert_export_to_fasta.pl sequences-IP2.fq > sequences-IP2_filtered.fa
$ perl <yourhomedirectory>/code/convert_export_to_fasta.pl sequences-control.fq > sequences-control_filtered.fa
```

### Mapping to the reference genome

There are many programs developed for fast and accurate alignment of reads to a reference genome. In our protocol, SOAP2v2 is used. SOAPv2 is chosen because this program trims non-mappable reads at the 3’ end until the sequence can be mapped to the genome or it is too short to be mapped. 3’ end trimming is beneficial as reads usually have more errors towards the 3’ end of the sequence. Typically, only reads that map to one unique location in the genome with maximum of two mismatches are considered.
Like other short read aligners, SOAPv2 uses index files of the reference genome for fast alignment of reads to the genome. Therefore, one should reformat the sequence genome in the following way:

```bash
$ cd <yourhomedirectory>/genomes
$ <yourhomedirectory>/software/SOAPaligner/2bwt-builder Arabidopsis_thaliana.TAIR10.22.dna.genome.fa
```

Next, the reads need to be mapped to the reference genome using the SOAPv2 and the generated indexes (see Note 27):

```bash
$ cd <yourhomedirectory>
$ mkdir mapped
$ cd mapped
$ <yourhomedirectory>/software/soap2.20/soap -r 0 -a <yourhomedirectory>/raw-data/sequences-IP1_filtered.fa -D <yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa.index -o sequences-IP1_filtered.soap2
$ <yourhomedirectory>/software/soap2.20/soap -r 0 -a <yourhomedirectory>/raw-data/sequences-IP2_filtered.fa -D <yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa.index -o sequences-IP2_filtered.soap2
$ <yourhomedirectory>/software/soap2.20/soap -r 0 -a <yourhomedirectory>/raw-data/sequences-control_filtered.fa -D <yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa.index -o sequences-control_filtered.soap2
```

When read mapping is finished, SOAPv2 provides an alignment report. This report states the percentage of mapped reads and the elapsed time. The provided percentage of mapped reads is a measure for the statistical power of the sequencing data. Usually a good ChIP-seq library produces at least 30% uniquely mapped reads (Kaufmann et al., 2010b).

**Using CSAR for ChIP-seq analysis**

After read mapping, CSAR can be used for the detection of genome-wide DNA-binding regions. First, create a directory for the ChIP-analysis and load the mapped libraries (.soap2 files):

```bash
$ cd <yourhomedirectory>
$ mkdir CSAR
$ cd CSAR
> R
> setwd("<yourhomedirectory>/CSAR")
> library(CSAR)
```
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Like other short read aligners, SOAPv2 uses index files of the reference genome for fast alignment of reads to the genome. Therefore, one should reformat the sequence genome in the following way:

```bash
$ cd <yourhomedirectory>/genomes
$ <yourhomedirectory>/software/SOAPaligner/2bwt-builder Arabidopsis_thaliana.TAIR10.22.dna.genome.fa
```

Next, the reads need to be mapped to the reference genome using the SOAPv2 and the generated indexes (see Note 27):

```bash
$ cd <yourhomedirectory>
$ mkdir mapped
$ cd mapped
$ <yourhomedirectory>/software/soap2.20/soap -r 0 -a <yourhomedirectory>/raw-data/sequences-IP1_filtered.fa -D <yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa.index -o sequences-IP1_filtered.soap2
$ <yourhomedirectory>/software/soap2.20/soap -r 0 -a <yourhomedirectory>/raw-data/sequences-IP2_filtered.fa -D <yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa.index -o sequences-IP2_filtered.soap2
$ <yourhomedirectory>/software/soap2.20/soap -r 0 -a <yourhomedirectory>/raw-data/sequences-control_filtered.fa -D <yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa.index -o sequences-control_filtered.soap2
```

When read mapping is finished, SOAPv2 provides an alignment report. This report states the percentage of mapped reads and the elapsed time. The provided percentage of mapped reads is a measure for the statistical power of the sequencing data. Usually a good ChIP-seq library produces at least 30% uniquely mapped reads (Kaufmann et al., 2010b).

Using CSAR for ChIP-seq analysis

After read mapping, CSAR can be used for the detection of genome-wide DNA-binding regions. First, create a directory for the ChIP-analysis and load the mapped libraries (.soap2 files):

```bash
$ cd <yourhomedirectory>
$ mkdir CSAR
> R
> setwd("<yourhomedirectory>/CSAR")
> library(CSAR)
```

The first step of peak detection is directional, according to the DNA strand to which the read is mapped, to count the number of reads mapping to each position in the genome. This is done with the function `mappedReads2Nhits`. For this function, some parameters need to be specified: specify with `chr` the chromosome names exactly as present in the input file; `chrL` specifies the chromosome length in base pairs; and `w` specifies the average read-length of the library. This average is determined from running the library on electrophoresis gel (see Note 28).

```r
> IP1 <- loadMappedReads("<yourhomedirectory>/mapped/sequences-IP1_filtered.soap2", format="SOAP", header=FALSE)
> IP2 <- loadMappedReads("<yourhomedirectory>/mapped/sequences-IP2_filtered.soap2", format="SOAP", header=FALSE)
> control<- loadMappedReads("<yourhomedirectory>/mapped/sequences-control_filtered.soap2", format="SOAP", header=FALSE)
```

The generated non-normalized nucleotide read count scores can be visualized in a genome browser (e.g. IGB (http://bioviz.org/igb/)). Visualization is a good way to get a first impression of the ChIP experiments and an idea about their quality. To visualize the read count values per nucleotide in a genome browser, we need to generate a file in Wiggle (WIG) format. Generating a WIG file representing the whole genome will result in files with a too big size. For this reason, we use the parameter `t` to indicate that the WIG file should only contain regions with at least `t` reads mapped. In the next example, we use `t=10`:

```r
> IP1$digits<-0
> IP2$digits<-0
> control$digits<-0
> score2wig(IP1, "sequences-IP1_w300.wig", t=10, description="Read count-IP1")
> score2wig(IP2, "sequences-IP2_w300.wig", t=10, description="Read count-IP2")
```
> score2wig(control, "sequences-control_w300.wig", t=10, description="Read count-Control")

Next, calculate the normalized read enrichment score for each nucleotide position:
> test1<-ChIPseqScore(control = control, sample = IP1, file = "control.v.IP1@TAIR10", backg= -1, norm= -1)
> test2<-ChIPseqScore(control = control, sample = IP2, file = "control.v.IP2@TAIR10", backg= -1, norm= -1)

Generate a WIG file, to be able to visualize the results of the analysis in a genome browser. For a detailed description about visualization in a genome browser, see . The parameter \( t \) indicates that only regions with a score greater than \( t \) will be represented by the WIG file:
> score2wig(test1, "control.v.IP1.wig", t=2, description="IP1.v.control")
> score2wig(test2, "control.v.IP2.wig", t=2, description="IP2.v.control")

Obtain the list of candidate binding sites and save it into a .csv file (see Note 29):
> win1<-sigWin(test1, t=1, g = 100)
> write.csv(as.data.frame(win1),file="IP1.v.control-BindingSites.csv")
> win2<-sigWin(test2, t=1, g = 100)
> write.csv(as.data.frame(win2),file="IP2.v.control-BindingSites.csv")

Next, to obtain the list of genes with binding site(s) in their proximity, the function distance2Genes can be used. This will generate a list of candidate target genes (see Note 30):
> genes<-read.table("<yourhomedirectory>/genomes/TAIR10_GFF3_onlygenes.gff")
> distance1<-distance2Genes(win1, genes)
> genes1 <- genesWithPeaks(distance1)
> write.csv(genes1,file="IP1.v.control-targets.csv")
> distance 2<-distance2Genes(win2,Genes)
> genes2 <- genesWithPeaks(distance2)
> write.csv(genes2,file="IP2.v.control-targets.csv")

The generated .csv file contains a tab-delimited table that lists genes with candidate enriched regions located near them. The file can be opened with Excel.
Testing reproducibility

As stated earlier, to ensure reproducibility, it is recommended to have at least two biological replicates per sample. Reproducibility between two replicates can be measured using Pearson correlation coefficients (PCC). Unrelated samples usually have a Pearson correlation between 0.3-0.4, highly reproducible experiments have a correlation of more than 0.9 (Bardet et al., 2012).

Open R and generate a pdf file to store the scatterplots:

```R
$ R
> pdf("scatterplots_ChIPrepoducibility.pdf")
```

Combine the datasets of the biological replicates:

```R
> bs<-merge(genes1, genes2, by="name")
```

Generate scatterplots and determine Pearson correlation:

```R
> cor=cor(log10(bs$u1000.x), log10(bs$u1000.y), method =
"pearson")
> plot(log10(bs$u1000.x), log10(bs$u1000.y), xlab="sequences_IP1",
ylab="sequences_IP2", cex = 0.4, main = paste("Reproducibility
ChIPseq\nR=", cor))
> abline(a = 0, b = 1, col = "blue")
```

Save and close the pdf file:

```R
> dev.off()
```

The produced scatterplots and Pearson correlation coefficients can be found in the generated pdf file: "scatterplots_ChIPrepoducibility.pdf".

Calculate FDR thresholds

To calculate FDR thresholds, the distribution of the normalized scores under the null hypothesis using permutations should be generated (see Note 31). In this example, 20 sets of permutations will be produced (indicated by the variable `nn`).

```R
> nn=20
> for(i in 1:nn){permutatedWinScores(nn=i, control, IP1,
fileOutput="IP1.v.input_b-1",chr = c("chr1", "chr2", "chr3",
"chr4", "chr5"), chrL= c(30427671, 19698289, 23459830, 18585056,26975502), w=300,
backg=-1, norm=-1))
> for(i in 1:nn){permutatedWinScores(nn=i, control, IP2,
fileOutput="IP2.v.input_b-1",chr = c("chr1", "chr2", "chr3",
"chr4", "chr5"), chrL= c(30427671, 19698289, 23459830, 18585056,26975502), w=300,
backg=-1, norm=-1))
```
Make sure to have at least 50,000 scores are obtained after permutation. More permutations can be generated by increasing the value of \( nn \).

Next, obtain the FDR thresholds (see Note 32):

\[
\begin{align*}
& > \text{nulldist1} \leftarrow \text{getPermutatedWinScores(file = "IP1.v.input_b-1", nn = 1:20)} \\
& > \text{getThreshold(winscores = values(win1)$score, permutatedScores = nulldist1, FDR = 0.05)} \\
& > \text{nulldist2} \leftarrow \text{getPermutatedWinScores(file = "IP2.v.input_b-1", nn = 1:20)} \\
& > \text{getThreshold(winscores = values(win2)$score, permutatedScores = nulldist2, FDR = 0.05)}
\end{align*}
\]

This can be done for all desired FDR cut-offs by changing the value of \( FDR \) to the FDR threshold desired.

**Downstream analysis: genomic peak sequence extraction**

CSAR provides lists of genes in close proximity of DNA-binding sites including significance, representing potential “direct” target genes, and generates a DNA-binding map in a WIG format for visualization in a genome browser. After the initial bioinformatic analysis, downstream analysis is needed to provide additional information and allow a better interpretation of the data. A commonly performed downstream analysis is in vivo motif discovery. As a first step in motif discovery, a FASTA-file containing DNA-sequences associated with ChIP-seq peaks needs to be generated. The script for extraction of these sequences is given below. In this example, a sequence of 300 bp, 150 bp left and right of the peak summit, is extracted. Please see Muino et al. 2011 for an extensive explanation about in vivo motif discovery and other downstream analyses, e.g. peak visualization and GO classification.

$$ R $$

\[
\begin{align*}
& > \text{setwd("<yourhomedirectory>/CSAR")} \\
& > \text{library(Biostrings)} \\
& > \text{seq<-readDNAStringSet("<yourhomedirectory>/genomes/Arabidopsis_thaliana.TAIR10.22.dna.genome.fa")} \\
& > \text{test1<-read.csv(file="IP1.v.control-BindingSites.csv")} \\
& > \text{test2<-read.csv(file="IP2.v.control-BindingSites.csv")}
\end{align*}
\]
Take only those peaks having a peak score higher than the FDR threshold value wanted (in this case at FDR 0.05 the determined FDR threshold value is 2.00 for both ChIP experiments)

> test1 <- test1[test1$score > 2.00,]
> test2 <- test2[test2$score > 2.00,]

Extract \( w \) bp sequence region around the peak position and save it in a FASTA format (see Note 33):

\[
> w = 300 \\
> test1 <- test1[(test1$posPeak > 150),] \\
> test2 <- test2[(test2$posPeak > 150),] \\
> finalseq1 <- DNAStringSet() \\
for (i in unique(test1$seqnames)) \\
  print(i) \\
  tempwin <- test1[test1$seqnames == i,] \\
  seq1 <- DNAStringSet(seq[[i]], tempwin$posPeak - w, tempwin$posPeak + w) \\
names(seq1) <- paste(tempwin$seqnames, tempwin$posPeak, tempwin$score, sep = "_") \\
finalseq1 <- c(finalseq1, seq1) \\
> writeXStringSet(finalseq1, file = "control.v.IP1_300bp.fasta", format = "fasta") \\
> finalseq2 <- DNAStringSet() \\
for (i in unique(test2$seqnames)) \\
  print(i) \\
  tempwin <- test2[test2$seqnames == i,] \\
  seq2 <- DNAStringSet(seq[[i]], tempwin$posPeak - w, tempwin$posPeak + w) \\
names(seq1) <- paste(tempwin$seqnames, tempwin$posPeak, tempwin$score, sep = "_") \\
finalseq1 <- c(finalseq1, seq2) \\
> writeXStringSet(finalseq2, file = "control.v.IP2_300bp.fasta", format = "fasta")
Notes

1. Although a probe sonicator (e.g. MSE Soniprep 150) had proven to work well, also newer types of sonicators (e.g. BIORUPTOR, Diagenode, Liege, Belgium) have been used successfully in ChIP-seq experiments.

2. The μMACS isotope Isolation Kit is available for many different tags, including HA, c-myc, GST and His. Kits using magnetic beads can also be obtained from other vendors, though the protocol may need to be adapted in this case.

3. It is recommended to use 10x T4 ligase buffer instead of the 2x buffer supplied by the Illumina ChIP-seq kit. Buffer needs to be vortexed before use to resuspend DTT.

4. Also other ChIP-seq preparation kits have been used successfully, e.g. NEXTflex™ ChIP-seq Kit (BIOO Scientific). The library preparation procedure may need to be adjusted when using another kit.

5. To obtain the link needed to download the files using the shell, go to the Ensembl website. Downloading the files using the shell is potentially faster.

6. When interested in genomic features other than genes (e.g. miRNAs, ncRNAs, etc.), the script can be adjusted for extracting more than one genomic feature by: > gff<-gff[gff$V3=="gene"| gff$V3=="miRNA"],

7. For different species the exact “name” for genomic features in the gff3 file can be different. Therefore, check the different “names” using: "> unique gff$V3" and adjust the script accordantly.

8. The amount of tissue can differ based on the expression level and expression domain of the protein.

9. The stability of the plant material is dependent on the tissue used. For example, water content and sample size can influence tissue stability.

10. Formaldehyde is most often used as cross-linking agent for ChIP experiments. In some cases, such as fixing proteins bound to DNA in a complex, additional fixatives can be beneficial.

11. Make sure the tissue is submerged in the buffer to allow proper fixation of the tissue.
12. Drying of the tissue is needed to prevent ice-crystals from forming. Ice-crystals can make sample grinding more difficult and residual buffer will ‘dilute’ the M1 buffer used in the first nuclei isolation step.

13. After this step, the tissue can be stored for several months at -80°C.

14. Ground tissue can be stored at -80°C for up to two days.

15. The resuspended nuclear pellet is viscous, so a cut or wide-bore pipet tip is recommended.

16. The sonication step depends strongly on the sonicator used. It is recommended to test the sonication efficiency before ChIP experiments are conducted. Sheared chromatin can be analysed after de-crosslinking and DNA purification using gel electrophoresis; the majority of the DNA should have a size between 200 and 800 bp.

17. If a pellet is visible after two rounds of centrifugation, add another centrifugation step to make sure all insoluble material is removed.

18. The input sample is not used for immunoprecipitation. Continue processing the input-DNA at section “Reverse Crosslinking and DNA Purification”. It is important to handle the input DNA strictly separate from the ChIP sample to avoid contamination.

19. To check shearing efficiency, after de-crosslinking, run 10 µl of input DNA on gel (see Figure 2).

20. Purified DNA can be stored at -20°C for up to 4 months.

21. When the sample has a low signal-to-noise ratio, corresponding to a low enrichment in the ChIP compared to the control, this could be caused by: wrong choice of a positive control (genomic region is not strongly bound by the protein of interest); primer efficiency of less than 100%; too much insoluble material in the sample (see Note 17); antibody of low quality; low protein abundance level in collected tissue; too long or too short fixation; loss of proteins during nuclei preparation; and/or low protein stability and/or sub-optimal sonication conditions.

22. Use adapters diluted 10 to 50 times to adjust for the smaller amount of DNA. Excess adapters can interfere with sequencing. Optimal concentrations of adapters may need to be determined empirically.

23. Optimal number of PCR cycles depends on the amount of DNA in your sample. The optimal number of cycles can vary between 14 and 20 cycles. The minimum number of
cycles should be used to avoid bias due to PCR over-amplification, while obtaining sufficient material for sequencing.

24. The 10 nM library can be stored at -20°C for several months.

25. For Arabidopsis thaliana, we prefer to run 50-bp single-end sequencing, and it is recommended to have at least 1-10x coverage (Pepke et al., 2009). However, the optimal read-length and preferred sequencing depth differs between species. Longer sequences or paired-end will improve the mapping efficiency of the sample.

26. The format can be checked by printing to the screen the first lines of your sequence file using "$ less sequence-IP1.fq $".

27. Different options can be selected for SOAPv2. The options used here are: -r defines how SOAPv2 reports multi-hits (0 = none, 1 = random, 2 = all); -a specifies the input file containing the reads; -D specifies the SOAPv2 index files; and -o specifies the output file. To specify the number of threads used by SOAPv2, use the parameter -p: using more threads makes the mapping faster.

28. For the function mappedReads2Nhits the parameters chr and chrL should be adjusted depending on the species used. w should be adjusted depending on the average fragment size of the library.

29. sigWin allows specification of a score cut-off (t): only read-enrichment regions with score higher than this cut-off are reported as candidate binding site regions.

30. The distance2Genes function parameters can be adjusted to the preferred distances to genes by changing: “d1= negative integer”, minimum relative position with respect to the start of the gene to be considered; and “d2= positive integer”, maximum relative position with respect to the end of the gene to be considered.

31. When making permutated datasets make sure to use the same parameters values as used for the analysis of the sample and control.

32. Dependent on the preferred FDR value, the threshold can be determined using the function getThreshold by changing "FDR = 0.05" to another value.

33. When using another length of extracted sequence, change the values of the variable w to the desired lengths.
110 cycles should be used to avoid bias due to PCR over-amplification, while obtaining sufficient material for sequencing.

24. The 10 nM library can be stored at -20ºC for several months.

25. For Arabidopsis thaliana, we prefer to run 50-bp single-end sequencing, and it is recommended to have at least 1-10x coverage (Pepke et al., 2009). However, the optimal read-length and preferred sequencing depth differs between species. Longer sequences or paired-end will improve the mapping efficiency of the sample.

26. The format can be checked by printing to the screen the first lines of your sequence file using "> less sequence-IP1.fq".

27. Different options can be selected for SOAPv2. The options used here are: -r defines how SOAPv2 reports multi-hits (0 = none, 1 = random, 2 = all); -a specifies the input file containing the reads; -D specifies the SOAPv2 index files; and -o specifies the output file. To specify the number of threads used by SOAPv2, use the parameter –p: using more threads makes the mapping faster.

28. For the function mappedReads2Nhits the parameters chr and chrL should be adjusted depending on the species used. w should be adjusted depending on the average fragment size of the library.

29. sigWin allows specification of a score cut-off (t): only read-enrichment regions with score higher than this cut-off are reported as candidate binding site regions.

30. The distance2Genes function parameters can be adjusted to the preferred distances to genes by changing: "d1 = negative integer", minimum relative position with respect to the start of the gene to be considered; and "d2 = positive integer", maximum relative position with respect to the end of the gene to be considered.

31. When making permutated datasets make sure to use the same parameters values as used for the analysis of the sample and control.

32. Dependent on the preferred FDR value, the threshold can be determined using the function getThreshold by changing "FDR = 0.05" to another value.

33. When using another length of extracted sequence, change the values of the variable w to the desired lengths.
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Abstract

MADS domain transcription factors are well-known for their roles in plant development, and regulate sets of downstream genes that have been uncovered by high-throughput analyses. A considerable number of these targets are predicted to function in hormone responses or responses to environmental stimuli, suggesting that there is a close link between developmental and environmental regulators of plant growth and development. Here, we show that the Arabidopsis MADS domain factor FRUITFULL (FUL) executes several functions in addition to its noted role in fruit development. Among the direct targets of FUL, we identified SMALL AUXIN UPREGULATED RNA 10 (SAUR10), a growth regulator that is highly induced by a combination of auxin and brassinosteroids, and in response to reduced R:FR light. Interestingly, we discovered that SAUR10 is repressed by FUL in stems and inflorescence branches. SAUR10 is specifically expressed at the abaxial side of these branches, and this localized activity is influenced by hormones, light conditions and by FUL, which has an effect on branch angle. Furthermore, we identified a number of other genes involved in hormone pathways and light signalling as direct targets of FUL in the stem, demonstrating a connection between the developmentally and environmentally regulated growth programs.
Introduction

Plant growth and development are regulated by an interplay between internal and external factors. The timely expression of different sets of transcription factors regulates the default program of plant growth and development, but this program is highly influenced by external factors that allow the plant to adapt its growth according to the environmental conditions. As a result, plants with the same genotype show distinct phenotypic differences when for example grown at different temperatures or under different light conditions. This response to environmental conditions is mainly regulated via hormonal pathways, and involves auxin, gibberellic acid (GA), cytokinin and brassinosteroids (BR). In particular auxin, which induces cell-elongation, has been shown to be essential for growth responses to environmental conditions such as phototropism and gravitropism (Fankhauser and Christie, 2015; Paponov et al., 2008). Recently, the light-regulated growth of Arabidopsis hypocotyls has been thoroughly investigated, and revealed to depend on physical interactions between transcription factors involved in auxin, GA, BR and light responses (Bai et al., 2012; Oh et al., 2014; Ross and Quittenden, 2016). Downstream growth-regulating genes can be induced or repressed by either the hormone-mediated environmental response pathway or by the internal developmental pathway, thus integrating these two pathways in the growth response.

A group of growth regulators that has been shown to be highly responsive to auxin and other hormonal stimuli is the SAUR family of Small Auxin-Upregulated RNAs. SAUR transcripts were first discovered in soybean and found to be rapidly upregulated after addition of auxin. Additional research in soybean and other species has revealed that SAUR activity is highly dynamic, as both transcript and protein half-lives were reported to be extremely short (Knauss et al., 2003; McClure and Guilfoyle, 1987). In Arabidopsis, the SAUR gene family contains 79 genes (Ren and Gray, 2015), of which approximately two-third have been found to respond to auxin in certain tissues (Bargmann et al., 2013; Chapman et al., 2012; Paponov et al., 2008). In addition, several SAUR genes have been found to be influenced by other hormones like ABA, ethylene, GA and BR (Kodaira et al., 2011; Li et al., 2015; Oh et al., 2014; Stamm and Kumar, 2013; Walcher and Nemhauser, 2012). The function of several Arabidopsis SAUR genes has been investigated using overexpression studies, unveiling their general capacity to promote cell-elongation in growth-related processes (Chae et al., 2012; Ren and Gray, 2015; Spartz et al., 2012; Stamm and Kumar, 2013; Sun et al., 2016). For a
long time, it was unknown how induced SAUR gene expression could result in increased cell elongation, but a study by Spartz et al. (2014) recently unveiled that SAURs act according to the earlier postulated acid-growth theory (Rayle and Cleland, 1992). They interact with protein phosphatases of the PP2C-D family to inhibit their function, thereby preventing dephosphorylation of plasma membrane H⁺-ATPases, resulting in activation of these membrane pumps. Activation of the H⁺-ATPases leads to membrane acidification, which enables cell elongation. Different Arabidopsis SAURs were tested and they were all able to interact with PP2C-Ds (Spartz et al., 2014; Sun et al., 2016).

In addition to being responsive to hormones, SAUR genes have also been reported as targets of several transcription factors involved in plant development, like the MADS domain transcription factors SEPALLATA3 (SEP3) and APETALA1 (API), and the TCP (TEOSINTE BRANCHED1/CYCLOIDEA/ PROLIFERATING CELL FACTOR1) family protein TCP200 (Kaufmann et al., 2009; Kaufmann et al., 2010c; Danisman et al., 2012), suggesting that growth-regulators of the SAUR family can act as integrators of the developmental and environmental growth pathways. However, the interaction between both pathways during plant growth is poorly understood.

We performed a ChIP-seq experiment with the Arabidopsis MADS domain factor FRUITFULL (FUL) and identified two closely related SAUR genes, SAUR10 and SAUR16, as strongly bound target genes. FUL is a major player in the network that regulates Arabidopsis fruit development, and determines both fruit patterning and growth (Ferrándiz et al., 2000b; Gu et al., 1998). In addition, ful mutants were also reported to flower later than wild type (Ferrándiz et al., 2000a), and to exhibit an altered cauline leaf shape (Gu et al., 1998). Here, we demonstrate that FUL plays additional and novel roles in plant growth, and is able to directly regulate genes involved in hormone- and light-induced cell elongation, such as the DELLA genes RGL2 and GAI, PHYTOCHROME INTERACTING FACTOR 3-LIKE 1 (PIL1), the CYTOKININ OXIDASES CKX5 and CKX6, and SAUR10. The architecture phenotype of ful mutants, which exhibit more vertical branch growth, can be explained by the de-repression of SAUR10, which is specifically expressed at the abaxial side of the branch. SAUR10 is repressed by FUL in the stem, but can be highly induced by a combination of auxin and brassinosteroids, and is upregulated by simulated shade. Both the activity of FUL and the light conditions influence the specific expression of SAUR10 in branches, and thereby affect the
It was unknown how induced SAUR gene expression could result in increased cell elongation, but a study by Spartz et al. (2014) recently unveiled that SAURs act according to the earlier postulated acid-growth theory (Rayle and Cleland, 1992). They interact with protein phosphatases of the PP2C-D family to inhibit their function, thereby preventing dephosphorylation of plasma membrane H+-ATPases, resulting in activation of these membrane pumps. Activation of the H+-ATPases leads to membrane acidification, which enables cell elongation. Different Arabidopsis SAURs were tested and they were all able to interact with PP2C-Ds (Spartz et al., 2014; Sun et al., 2016).

In addition to being responsive to hormones, SAUR genes have also been reported as targets of several transcription factors involved in plant development, like the MADS domain transcription factors SEPALLATA3 (SEP3) and APETALA1 (AP1), and the TCP (TEOSINTE BRANCHED1/CYCLOIDEA/PROLIFERATING CELL FACTOR1) family protein TCP200 (Kaufmann et al., 2009; Kaufmann et al., 2010c; Danisman et al., 2012), suggesting that growth-regulators of the SAUR family can act as integrators of the developmental and environmental growth pathways. However, the interaction between both pathways during plant growth is poorly understood.

We performed a ChIP-seq experiment with the Arabidopsis MADS domain factor FRUITFULL (FUL) and identified two closely related SAUR genes, SAUR10 and SAUR16, as strongly bound target genes. FUL is a major player in the network that regulates Arabidopsis fruit development, and determines both fruit patterning and growth (Ferrándiz et al., 2000b; Gu et al., 1998). In addition, ful mutants were also reported to flower later than wild type (Ferrándiz et al., 2000a), and to exhibit an altered cauline leaf shape (Gu et al., 1998). Here, we demonstrate that FUL plays additional and novel roles in plant growth, and is able to directly regulate genes involved in hormone- and light-induced cell elongation, such as the DELLA genes RGL2 and GAI, PHYTOCHROME INTERACTING FACTOR 3-LIKE 1 (PIL1), the CYTOKININ OXIDASES CKX5 and CKX6, and SAUR10. The architecture phenotype of ful mutants, which exhibit more vertical branch growth, can be explained by the derepression of SAUR10, which is specifically expressed at the abaxial side of the branch. SAUR10 is repressed by FUL in the stem, but can be highly induced by a combination of auxin and brassinosteroids, and is upregulated by simulated shade. Both the activity of FUL and the light conditions influence the specific expression of SAUR10 in branches, and thereby affect the growth response.

*Arabidopsis* branch angle phenotype. SAUR10 is thus responsive to both developmental and environmental cues, and integrates both in the growth response.
Results

FUL binds many genes involved in hormone pathways, among which SAUR10 and SAUR16

The MADS domain transcription factor FUL is well-known for its role in pistil and siliques (Gu et al., 1998; Ferrandiz et al., 2000a), and is expressed in a broad range of tissues (Supplementary figure S1). To identify direct targets of FUL, we initially focused on pistil and siliques (hereafter called siliques) and performed a ChiP-seq experiment with siliques from floral stages 12-16 (Smyth et al., 1990). This resulted in a list of 2538 significantly enriched binding sites (FDR<0.05, Supplementary table S1), corresponding to 1544 putative target genes (genes with a peak within 3kb upstream of the transcriptional start site till 1kb downstream of the stop codon). This list showed a ~58% overlap with loci identified for the putative FUL interaction partner SEPALLATA3 (SEP3) (De Folter et al., 2005; Kaufmann et al., 2009). The FUL ChiP list contains SHATTERPROOF2 (SHP2), a previously identified target of FUL in the siliques (Ferrandiz et al., 2000a), and INDEHISCENT (IND) another well-described target of FUL (Liljegren et al., 2004).

To unveil the processes in which FUL is predominantly acting, a gene ontology enrichment analysis was performed (Figure 1A). Interestingly, the gene category with the highest enrichment in the FUL target set was ‘response to hormones’, directly followed by ‘response to abiotic processes’, indicating that FUL may play an important role in the cross-talk between developmentally and environmentally-regulated processes. A closer inspection of the target list revealed in particular many auxin-response genes, in addition to GA-, cytokinin-, ABA- and ethylene-pathway genes (Supplementary table S1). As highly enriched genes, we identified two closely related Small Auxin Up-Regulated (SAUR) genes, SAUR10 and SAUR16, which had FUL binding sites in their promoters, approximately 1380 bp and 1970 bp upstream of the start codon, respectively (Figure 1B). At the FUL binding positions, the promoter of SAUR10 contains a canonical CArG-box, reported to be commonly bound by MADS domain proteins (Kaufmann et al., 2009), while no clear CArG-box was identified in the SAUR16 promoter (Supplementary figure S2). A second, smaller peak was identified in the SAUR16 promoter about 1200 bp upstream of the large peak, suggesting that SAUR10 could be regulated by a tetrameric FUL-containing complex that binds to two CArG boxes, as has been shown for MADS complexes involved in floral organ formation (Theissen and Saedler,
2001; Smacznik et al., 2012b). SAUR10 and SAUR16 belong to a clade of eight highly homologous SAUR genes, comprising of SAUR8, SAUR9, SAUR10, SAUR12, SAUR16, SAUR50, SAUR51 and SAUR54 (Kodaira et al., 2011). The genes in this clade have not been functionally characterized yet, but both SAUR9 and SAUR50 have been reported to strongly inhibit PP2C-D activity (Spartz et al., 2014; Atamian et al., 2016), suggesting that the proteins of the SAUR10-clade inhibit PP2C-Ds to induce cell expansion via modification of H+-ATPases, as has been reported for SAUR19 (Spartz et al., 2014).

To confirm that FUL is able to bind to the upstream regions of SAUR10 and SAUR16, we performed an electrophoretic mobility shift assay (EMSA) using the sequence below the peaks as probes (Figure 1C, see Supplementary table S2 for the probe sequences). A shift was clearly detected for the SAUR10 fragment, confirming that FUL can physically bind to this fragment. However, only a faint band indicating a shift was observed for the SAUR16 fragment, suggesting that FUL is not able to efficiently bind this fragment as a homodimer, in line with the lack of a canonical CArG-box in this fragment. Possibly, FUL needs to interact with other transcription factors to strongly bind the SAUR16 upstream region. To investigate whether the CArG-box in the SAUR10 fragment is essential for FUL binding, we also generated a probe in which the CArG box was disturbed by the mutation of AT to CG in the mid region of the motif (mSAUR10). We did not observe a shift for this fragment (Figure 1C), confirming the importance of the CArG-box for the binding of FUL. Because FUL is able to bind strongly to sequences in the SAUR10 promoter in vivo and in vitro, we further focused on SAUR10 to unravel its function as direct target of FUL.

**SAUR10 induces growth**

To get a first indication about the function of SAUR10, we generated an overexpression construct under control of the 35S promoter (35S:SAUR10) and transformed it to Col-0 Arabidopsis. The transgenic lines showed pleiotropic growth-related phenotypes, comprising of longer organs and tissues such as sepals, filaments, etiolated hypocotyls, cauline leaves, pistils and siliques, and a wavy stem (Figure 1D and Supplementary figure S3). These data indicate that SAUR10 can promote cell elongation similar to other SAURs (Chae et al., 2012; Spartz et al., 2012; Stamm and Kumar, 2013; Ren and Gray, 2015). As reported before for SAUR36 (Hou et al., 2013), the leaves of the overexpression lines were also senescing earlier than the wild type leaves (Supplementary figure...
We also tested different T-DNA insertion lines for SAUR10. However, the insertion in FLAG_590D09 could not be confirmed, while the insertion in SM_3_1724 was found to be located at the 3' end of the coding sequence and didn't affect the expression of SAUR10. The phenotypes of these lines were similar to the wild type.

### FUL is a pleiotropic regulator of plant growth and architecture

To investigate the role of FUL in the regulation of SAUR10 in the silique, we performed a quantitative RT-PCR experiment (qPCR) to compare the expression of SAUR10 in wild type and ful-7 (SALK_033647) mutant siliques from flower stages 11-14 (Smyth et al., 1990). However, we didn't find an expression difference, suggesting that SAUR10 is not regulated by FUL in the silique (Figure 2A).
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**Figure 1** | **FUL** binds many genes involved in hormone pathways, among which **SAUR10** and **SAUR16**. (A) Graph showing gene ontology categories in which the FUL targets are significantly over-represented. The y-axis indicates the percentage of genes belonging to this ontology category. The generic GO term finder was used for the analysis (www.go.princeton.edu). The bars represent from left to right: i) response to hormones; ii) response to abiotic stimulus; iii) regulation of cellular biosynthetic process; iv) regulation of primary metabolic process; and v) regulation of transcription, DNA-templated. (B) FUL binding peaks in the upstream regions of **SAUR10** (top) and **SAUR16** (bottom). (C) Binding of the FUL homodimer to different DNA probes in an EMSA assay. Lane 1, **SAUR10** promoter fragment; Lane 2, **SAUR10** promoter fragment with mutated CarG-box; Lane 3, **SAUR16** promoter fragment. (D) The overexpression phenotypes of the 35S:SAUR10 lines include longer siliques (picture stage 17B siliques) and differently shaped cauline leaves. See Supplementary figure S4 for additional phenotypes. Significant differences from the wild type (t-test, p<0.05) are indicated with an asterisk.
the 3' end of the coding sequence and didn't affect the expression of SAUR10. The phenotypes of FLAG_590D09 could not be confirmed, while the insertion in SM_3_1724 was found to be located at
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To investigate the role of FUL in the regulation of SAUR10 in the silique, we performed a quantitative RT-PCR experiment (qPCR) to compare the expression of SAUR10 in wild type and ful-7 siliques from stage 17B siliques) and differently shaped cauline leaves. See (A) Graph (top) and SAUR16 (bottom). (B) Cauline leaf phenotypes of Col-0, ful-7, 35S:FUL and FUL-VP16 leaves (from left to right). (C) The number of branches formed along the main inflorescence. (D) Average internode length between the branches in plants at 10 days after bolting (DAB). (E) Average branch angle of all side branches along the primary stem of plants around 12 days after bolting (DAB). (F) Architecture phenotypes of Col-0, ful-7, 35S:FUL and FUL-VP16 plants at 5 DAB (upper panel) and 10 DAB (lower panel). In A, the error bars represent the SE based on two biological replicas. In C-E, the error bars represent the SE based on at least 20 measurements. Significant differences from the control (t-test, p<0.05) are indicated with an asterisk.

Therefore, we hypothesized that there could be other tissues in which FUL is regulating SAUR10, possibly explaining some of the growth-related phenotypes observed in ful mutants (Figure 2B-F). In addition to the well-described phenotypes in the silique and inflorescence meristem (Gu et al., 1998; Ferrandiz et al., 2000a), ful mutants also exhibit an altered cauline leaf shape (Figure 2B, (Gu et al., 1998), and we noticed distinct differences in stem development and architecture as well, including enhanced branching, decreased inflorescence branch angles, and shorter stem and internode lengths in ful-7 mutants (Figure 2C-F and Supplementary figure S4). Shortly after bolting,
wild type stems elongate considerably, reaching a length of on average 12.8 cm (+/-5.4cm) at 5 days after bolting (DAB), while ful-7 stems have hardly elongated at that stage and are only on average 5.3 cm (+/- 2.8cm, p<0.001) long. The difference in stem length is still visible at 10 DAB, but disappears when the plants grow older (Figure 2F and Supplementary figure S4). 35S:FUL overexpression lines exhibit a phenotype opposite to ful-7, with enhanced stem elongation and increased internode size in combination with reduced branch numbers and increased branch angles (Figure 28-F).

We compared the phenotypes of ful-7 mutants and wild type plants also to a pFUL:FUL-VP16 line (FUL-VP16). This line consists of a translational fusion of FUL with the strong transcriptional activation domain of the herpes virus protein VP16, driven by the FUL promoter. Genes that are in wild type plants repressed by FUL are expected to become activated in this line. ful mutant phenotypes that are caused by target gene de-repression should thus be similar in the FUL-VP16 line, albeit probably to a lesser extent, because FUL-VP16 has been generated in the Col-0 background and still contains an endogenous FUL copy that can repress the targets. The FUL-VP16 plants showed aberrant phenotypes that were probably a mix of enhanced target gene activation (for those targets that are in wild type tissues activated by FUL) and activation of targets that are normally repressed by FUL. For example, FUL-VP16 siliques exhibited 'shoulders' and a short style similar to 35S:FUL siliques, while their overall phenotype resembled more ful-7 siliques (Supplementary figure S5A). To verify that FUL-VP16 is not co-suppressing the endogenous FUL, we tested FUL transcript abundance in stem and branches and found a 1.5-2 fold higher expression of FUL (Figure S5B), indicative of the presence of an additional FUL copy (FUL-VP16) and not of co-suppression. Several FUL-VP16 phenotypes, including stem and cauline leaf growth, were more similar to 35S:FUL than to ful-7, suggesting that these traits are largely regulated by activation of target genes in the wild type (Figure 2B and 2F).

**FUL represses SAUR10 in the stem**

To investigate whether FUL can regulate SAUR10 in other tissues than the silique, we generated reporter lines for SAUR10 (pSAUR10:GUS) and crossed these into the ful-7, 35S:FUL and FUL-VP16 backgrounds. The GUS expression patterns of the pSAUR10:GUS lines was rather specific, with staining predominantly in the veins and petioles of rosette leaves and cauline leaves. In the context
wild type stems elongate considerably, reaching a length of on average 12.8 cm ($\pm$ 5.4 cm) at 5 days after bolting (DAB), while ful-7 stems have hardly elongated at that stage and are only on average 5.3 cm ($\pm$ 2.8 cm, $p<0.001$) long. The difference in stem length is still visible at 10 DAB, but disappears when the plants grow older (Figure 2).

35S:FUL overexpression lines exhibit a phenotype opposite to ful-7, with enhanced stem elongation and increased internode size in combination with reduced branch numbers and increased branch angles (Figure 2B-F).

We compared the phenotypes of ful-7 mutants and wild type plants also to a pFUL:FUL-VP16 line (FUL-VP16). This line consists of a translational fusion of FUL with the strong transcriptional activation domain of the herpes virus protein VP16, driven by the FUL promoter. Genes that are in wild type plants repressed by FUL are expected to become activated in this line. ful mutant phenotypes that are caused by target gene de-repression should thus be similar in the FUL-VP16 line, albeit probably to a lesser extent, because FUL-VP16 has been generated in the Col-0 background and still contains an endogenous FUL copy that can repress the targets. The FUL-VP16 plants showed aberrant phenotypes that were probably a mix of enhanced target gene activation (for those targets that are in wild type tissues activated by FUL) and activation of targets that are normally repressed by FUL. For example, FUL-VP16 siliques exhibited 'shoulders' and a short style similar to 35S:FUL siliques, while their overall phenotype resembled more ful-7 siliques (Supplementary Figure S4A). To verify that FUL-VP16 is not co-suppressing the endogenous FUL, we tested FUL transcript abundance in stem and branches and found a 1.5-2 fold higher expression (Figure S5B), indicative of the presence of an additional FUL copy (FUL-VP16) and not of co-suppression. Several FUL-VP16 phenotypes, including stem and cauline leaf growth, were more similar to 35S:FUL than to ful-7, suggesting that these traits are largely regulated by activation of target genes in the wild type (Figure 2B and 2F).

FUL represses SAUR10 in the stem

To investigate whether FUL can regulate SAUR10 in other tissues than the silique, we generated reporter lines for SAUR10 (pSAUR10:GUS) and crossed these into the ful-7, 35S:FUL and FUL-VP16 backgrounds. The GUS expression patterns of the pSAUR10:GUS lines was rather specific, with staining predominantly in the veins and petioles of rosette leaves and cauline leaves. In the context of the flower, expression appeared only in stage 12 flowers in the vasculature of the style, and in stage 13 flowers in the apical parts of the stamen filaments and petals. Apart from the expression in the style, no expression was observed in the pistil or silique (Figure 3A).
SAUR10 expression in ful-7 and FUL-VP16 stems was clearly different from expression in wild type plants. In wild type inflorescences, pSAUR10:GUS expression was not, or only very weakly observed in the stem. However, in both ful-7 and FUL-VP16 inflorescences, GUS expression was present in the upper stem region, indicating that SAUR10 is de-repressed in ful-7 and activated by FUL-VP16 in inflorescence stems (Figure 3B). To investigate whether SAUR10 transcript levels were in line with these results, RNA was extracted from a 1 cm stem segment directly below the inflorescence meristem, and a qPCR was performed. SAUR10 expression was found to be approximately 10-fold higher in ful-7 and 6-fold higher in FUL-VP16, while the levels in 35S:FUL were non-significantly decreased, probably because SAUR10 expression is already very low in wild type stems (Figure 3C). These data are consistent with direct repression of SAUR10 by FUL, and are in line with our observation that pFUL:GUS is active in the inflorescence stem (Supplementary figure S1).

Since our ChIP-seq experiment had been performed with silique tissue, we were not certain if FUL could directly bind to SAUR10 in the stem. To test this, we performed ChIP-qPCR experiments using stem tissue of primary and secondary inflorescences. We found a distinct enrichment for SAUR10 in both replicates (Figure 3D), showing that FUL can directly bind to the SAUR10 locus in stems as well. In conclusion, we show here that FUL can directly repress SAUR10 expression in the stem.

**Auxin and BR induce SAUR10 expression synergistically**

Auxin application experiments have identified SAUR10 as one of the Arabidopsis SAUR genes clearly upregulated in response to auxin treatment in seedlings (Goda et al., 2004; Paponov et al., 2008; Chapman et al., 2012; Bargmann et al., 2013), and SAUR10 has also been reported to be responsive to brassinosteroids (Yu et al., 2011). To investigate the interaction between FUL-controlled repression and hormone-induced upregulation, we treated wild type, ful-7, 35S:FUL and FUL-VP16 seedlings with auxin (5 μM IAA) and/or brassinosteroids (5 μM brassinolide (BL)) for 4 hrs. Wild type seedlings treated with BL showed a 4-fold induction of SAUR10 compared to mock-treated seedlings, while the seedlings treated with auxin showed a 10-fold increase, confirming the previously published hormone responses (Figure 4A). Interestingly, a combination of IAA and BL resulted in a synergistic effect on the induction of transcription and led to an impressive 65-fold higher expression of SAUR10 in seedlings. In all treatments, the expression of FUL did not change,
while the GUS transcript levels in treated pSAUR10:GUS plants showed a response similar to SAUR10, indicating that the hormone induction is regulated by the promoter rather than through post-transcriptional mechanisms. To test whether FUL could influence the hormone-induced increase in SAUR10 expression, we performed the IAA-BL treatments also in ful-7, 35S:FUL and FUL-VP16 seedlings. This revealed no significant differences (Figure 4B), suggesting that FUL does not influence the hormonal upregulation of SAUR10 in seedlings.
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**Figure 4** | SAUR10 is induced by a combination of BR and auxin, and by reduced R:FR ratios, which can be repressed by FUL in the stem. (A) Expression of SAUR10, GUS (in pSAUR10:GUS lines) and FUL in 10 day-old seedlings after a 4 hour treatment with auxin (IAA), brassinosteroids (BL) or a combination of both (BL-IAA). (B) Expression of SAUR10 in 10 day-old Col-0, ful-7, 35S:FUL and FUL-VP16 seedlings after a 4 hour treatment with a combination of auxin and BL (BL-IAA). (C) Expression of SAUR10 in Col-0, ful-7, 35S:FUL and FUL-VP16 12 day-old seedlings grown for 4h under reduced R:FR light conditions or under control conditions. (D) Expression of SAUR10 in Col-0, ful-7, 35S:FUL and FUL-VP16 stems 7 DAB, grown for 4h under reduced R/F light conditions or under control conditions. The error bars represent the SE of three biological replicas. In (A) and (B), significant differences from the mock control (t-test, p<0.05) are indicated with an asterisk. In (C) and (D), significant differences from the WT control situation (t-test, p<0.05) are indicated with an asterisk, while significant differences from the WT low R:FR situation are indicated with a triangle.

**The response of SAUR10 to shade is influenced by FUL**

SAUR10 can be highly induced by a combination of auxin and brassinosteroids, two hormones that have together been associated with shade responses (Pierik et al., 2009; Keuskamp et al., 2011). When exposed to shade, plants sense a decreased R:FR ratio, as well as depletion of blue light, and
respond by phenotypic changes such as stem, internode and petiole elongation, and hyponastic leaf movement, together referred to as the shade-avoidance syndrome (SAS). To investigate whether \textit{SAUR10} is responsive to simulated shade, we transferred 12 day old seedlings to low R:FR light conditions and compared the expression of the genes with seedlings from the control condition. \textit{SAUR10} showed a marked increase of expression after 4 hours of low R:FR, indicating that it can indeed positively respond to shade. This response was not different in \textit{ful} or FUL-VP16 seedlings, but was significantly reduced in \textit{35S:FUL} seedlings, suggesting that the ectopic/over-expression of FUL represses the shade-induced upregulation of \textit{SAUR10} (Figure 4C).

To investigate whether the effect of FUL was more distinct in the tissue where it is actually repressing \textit{SAUR10}, we transferred wild type, \textit{ful} and \textit{35S:FUL} plants to low R:FR conditions and harvested stem segments after 4 hrs. The expression in wild type stems was four times up-regulated compared to control stems, while the up-regulation in \textit{ful} mutant stems increased to 14 times (Figure 4D). The up-regulation in \textit{ful} stems is higher than can be explained by an additive effect of de-repression and shade-induced upregulation, suggesting that loss-of-FUL allows a greater response to the light conditions. No significant up-regulation compared to control conditions could be detected at all in \textit{35S:FUL} stems (Figure 4D), pointing to a much stronger effect of FUL repression in the regulation of \textit{SAUR10} expression in the stem than in seedlings. In conclusion, these experiments show that \textit{SAUR10} is a distinct responder to both hormone and light stimuli, and that the light response can be attenuated by FUL in the stem.

**De-repressed \textit{SAUR10} expression correlates with longer cells in the stem**

We inspected the stem and architecture phenotype of the \textit{ful} mutants further to identify phenotypic features that could be attributed to \textit{SAUR10} de-repression. Given the longer-organ phenotype of the \textit{SAUR10} overexpression lines, we expected the inflorescence stem of \textit{ful-7} plants, in which \textit{SAUR10} is higher expressed, to be longer than the wild type, and that of \textit{35S:FUL} to be shorter. However, we found an opposite effect in young inflorescences, which were shorter in \textit{ful-7} plants, with a significantly smaller distance between side branches (Figure 2D) and siliqe internodes (Supplementary figure S4). To determine whether the cell sizes in the stem were in line with the internode sizes, we measured cell length in wild type, \textit{ful-7} and \textit{35S:SAUR10} stems between internodes one and two. Interestingly, this revealed longer cells in the \textit{ful-7} and
35S:SAUR10 stems compared to the wild type (Figure 5A-B), showing that ful-7 stems have longer cells despite having shorter internodes. Thus, the upregulation of SAUR10 in the ful-7 stem probably does result in longer cells, but the shorter stem phenotype is caused by reduced cell division as a result of de-regulation of other target genes.

Figure 5 | The ful mutant stem phenotype is due to a combination of de-regulated genes. (A) Prints of stem segments between internode 1 and 2 from WT, ful-7 and 35S:SAUR10 stems. The scale bar represents 0.1 mm. (B) Boxplot showing the cell lengths of the stem segments such as in panel (A). The distribution of the lengths is depicted as follows: purple, upper quartile; green, lower quartile; upper error bar, maximum; lower error bar, minimum. Cell lengths were measured with ImageJ and based on at least 40 cells from three different stem segments. (C) Relative expression of a number of genes from the ChIP-seq target list in wild type and ful-7 stems. (D) Graph from a ChIP-qPCR experiment showing the enrichment of the PIL1, RGL2, RGA2 and BIN1 fragments relative to two reference sequences in a ChIP sample from stem tissue. The enrichment of the fragments was calculated as a percentage from the input sample. (E) Relative expression of CKX5, CKX6 and CKX7 in the upper stem segment of wild type, ful-7 and 35S:FUL inflorescences.
Figure 5 | continued. The significance of the differential expression in the ful-7 samples compared to the wild type was calculated based on five biological replicates. (F) Graph from a ChIP-qPCR experiment showing the enrichment of the CKX5 and CKX6 fragments relative to two reference sequences in a ChIP sample from stem tissue. The enrichment of the fragments was calculated as a percentage of the input sample. Error bars represent the SE of three biological replicas in the case of expression analyses. Significant differences from the control (t-test, p<0.05) are indicated with an asterisk. Two replicas were performed for the ChIP-PCR.

The ful mutant stem phenotype is caused by a combination of de-regulated genes

FUL represses SAUR10 in the stem, but the stem phenotype of the ful-7 line, which shows retarded cell division, indicates that FUL additionally activates other targets to regulate stem growth and architecture. We therefore examined the FUL ChIP target list in more detail for genes that have been associated with growth responses. In addition to genes involved in cytokinin and auxin signalling, such as the cytokinin degradases CKX5, CKX6 and CKX7, and genes encoding the AUX/IAA proteins IAA8 and IAA16, we also found a remarkable number of genes that are implicated in the light-sensitive growth of hypocotyls, encoding transcription factors involved in the BZR-PIF-ARF-DELLA pathway (Bai et al., 2012; Oh et al., 2014). These include the PIF genes PIL1, PIL2 and PIL4, the DELLA genes RGL2 and GAI, the BR-pathway genes BZR1, BZR2 and BRASSINOSTEROID INSENSITIVE 1 (BIN1) and also the photoreceptor Phytochrome A (FHY), and its targets PHYTOCHROME RAPIDLY REGULATED 1 (PAR1) and PAR2, which are negative regulators of the shade response and reduce the expression of several SAURs (Roig-Villanova et al., 2007).

To determine if any of these genes was regulated by FUL in the stem, we performed qRT-PCR analysis to compare the transcription levels of ful-7 mutant stems with the wild type. We detected significantly lower transcript levels for BIN1, PIL1, RGL2, GAI and PAR2, indicating that FUL activates these genes in wild type stems (Figure 5C). We selected these targets to test whether they were also bound by FUL in the stem, and found enrichment for all five tested genes in two independent ChIP experiments (Figure 5D). However, the decreased expression of these genes will rather have an effect on cell elongation than on cell division (Nam and Li, 2002; Salter et al., 2003; Roig-Villanova et al., 2007; Li et al., 2012), and can thus not entirely explain the ful stem phenotype. CKX5, CKX6 and CKX7, on the other hand, are cytokinin oxidase/dehydrogenase (CKX) genes, which can catalyze the degradation of cytokinin, and have been reported to determine the activity of the shoot meristem. We found that the transcript levels of CKX5 and CKX6 are significantly
decreased in ful-7 stems, while being upregulated in 35S:FUL stems (Figure 5E). This would lead to reduced cytokinin breakdown in ful mutants and a higher meristem activity (Werner et al., 2003; Bartrina et al., 2011), which could explain the increased branching and shorter internodes as observed. We also tested whether CKX5 and CKX6 were bound by FUL in the stem, and detected a clear enrichment for the CKX5 and CKX6 loci compared to two reference loci (Figure 6D). FUL thus appears to regulate a complex network of genes that are likely to have opposite functions in stem growth. The outcome of this regulation probably depends on other factors that interfere with this network, such as hormone concentration and light quality.

**Figure 6** The branch angle phenotype of the ful mutant correlates with specific abaxial expression of SAUR10 in branches. (A) Pictures showing the relation between branch angle and plant architecture in the different FUL backgrounds. The smaller the angle, the more vertical the branches grow. The average branch angle in the different backgrounds is indicated. (B) Localization of pSAUR10:GUS at the abaxial side of a young branch. The arrow points to the region that was enlarged. (C) Cross section of a pSAUR10:GUS branch. (D) Model showing the correlation between auxin-induced accumulation of growth factors (SAURs) at the abaxial side and branch bending. (E) Localization of DR5:GUS at the abaxial side of the branch.
SAUR10 was also clearly upregulated in the stem of the branch inflorescences. We examined the pSAUR10:GUS activity was specifically observed at the abaxial side of young Col-0 branches, and influence auxin-mediated phototropic responses (Liscum et al., 2014). We therefore investigated in the wild type, while being larger in 35S:FUL (FUL) that SAUR expression in the abaxial epidermal cell layer is expected to enhance cell elongation on this side, resulting in more vertical growth of the branch (Figure 6D). To determine if auxin concentrations are higher at the abaxial side of the branch, we examined the DR5:GUS auxin reporter line (Ulmasov et al., 1997). This revealed a weak GUS signal in DR5:GUS branches specifically at the abaxial side after prolonged staining (Figure 6E), indicating that auxin levels are indeed higher at the abaxial side of the branch, probably inducing SAUR10 expression.

De-repressed SAUR10 expression correlates with decreased branch angles

We also noticed that the branch angles in ful-7 and FUL-VP16 plants are significantly smaller than in the wild type, while being larger in 35S:FUL (Figure 2E and 6A). Branch angle is highly dynamic and depends on gravitropic and phototropic signals, both of which depend on auxin gradients (Roychoudhry et al., 2013; Liscum et al., 2014). In addition, brassinosteroids have also been found to influence auxin-mediated phototropic responses (Liscum et al., 2014). We therefore investigated whether the altered branch angles in ful mutants could be correlated to SAUR10 expression. pSAUR10:GUS activity was specifically observed at the abaxial side of young Col-0 branches, and sectioning revealed that the expression was located in the abaxial epidermal layer (Figure 6B-C), pointing to a role for SAUR10 in branch bending. Since directed auxin-induced hypocotyl/stem elongation occurs in accordance with the SAUR-mediated acid-growth theory and growth is predominantly regulated by the epidermis (Fendrych et al., 2016; Procko et al., 2016), we reasoned that SAUR expression in the abaxial epidermal cell layer is expected to enhance cell elongation on this side, resulting in more vertical growth of the branch (Figure 6D). To determine if auxin concentrations are higher at the abaxial side of the branch, we examined the DR5:GUS auxin reporter line (Ulmasov et al., 1997). This revealed a weak GUS signal in DR5:GUS branches specifically at the abaxial side after prolonged staining (Figure 6E), indicating that auxin levels are indeed higher at the abaxial side of the branch, probably inducing SAUR10 expression.

Similar to the de-repression of SAUR10 in the primary inflorescences of ful-7 and FUL-VP16 plants, SAUR10 was also clearly upregulated in the stem of the branch inflorescences. We examined the
pSAUR10:GUS pattern in detail for the ful-7 line, and found that in young, emerging branches, the GUS signal was higher than in the wild type and could also be observed at the adaxial side (Figure 6F). This upregulated pSAUR10:GUS signal remained distally visible when the branch elongated, and was accompanied by a region with distinct abaxial GUS expression just below the distal region. In contrast, pSAUR10:GUS was rarely observed in wild type branches at this stage (Figure 6F). In accordance with FUL repressing SAUR10 in branches, pSAUR10:GUS signal was mostly absent in 35S:FUL branches (Supplementary figure S6A). These pSAUR10:GUS data were confirmed by qRT-PCR analysis of SAUR10 transcript levels in branches 4-6 days after bolting (DAB), which revealed a 3-4 fold higher expression in ful-7, and a 5-fold reduction in 35S:FUL (Figure 6G). The higher abaxial expression in the region below the ful-7 (Figure 6F) and FUL-VP16 (Figure S6A) inflorescences can well explain the more vertical branching in these lines. The expression of FUL itself also corresponds with the observed SAUR10 expression, as FUL is highly expressed throughout branches, and exhibits the highest levels just below the inflorescences (distal part, Figure 6H). This is in line with the observation that SAUR10 de-repression is most prominent in this region.

**Abaxial SAUR10 expression is affected by the light conditions**

To investigate whether the expression of pSAUR10:GUS in branches was sensitive to the light conditions, we reduced the R:FR ratio and determined the GUS pattern in the inflorescences after 24h. We observed a relocation of the GUS signal to both sides of the branch (Figure 6I), consistent with a positive response of SAUR10 to the shaded (low R:FR) conditions at both the adaxial and abaxial sides and thus an increase of the Ad/Ab ratio. In line with this result, plants that were for a longer period exposed to reduced R:FR conditions exhibited substantially increased branch angles (Supplementary figure S7A-B), suggesting a more homogenous growth factor distribution. If SAUR10 is indeed regulating branch bending, branch angle should also be disturbed in 35S:SAUR10 plants, where SAUR10 is ectopically expressed at the adaxial side. The expected increased Ad/Ab ratio would then result in more horizontal branch growth. Indeed, we observed larger branch angles in the 35S:SAUR10 line, although branch growth was highly variable and irregular (Supplementary figure S7A-B). This irregular growth was even stronger under reduced R:FR conditions (Supplementary figure S7B), suggesting that the SAUR10 overexpression phenotype is enhanced by the SAS response.
We also tested to what extent FUL could influence the effect of simulated shade on *SAUR10* expression levels and branch angle phenotype. In branches of the *ful* mutant, de-repression of *SAUR10* combined with shade-induced expression resulted in an almost 30-fold upregulation of *SAUR10* in young branches (Figure 6). This is again more than can be explained by an additive effect alone, suggesting that the absence of FUL allows an enhanced response to the light conditions, causing an increase in expression on both the abaxial and adaxial sides. In line with this, simulated shade resulted in a more horizontal branch growth in all backgrounds (Supplementary figure S6B).

In conclusion, we found *SAUR10* to be abaxially expressed in branches, presumably as a result of auxin accumulation at the shaded side of the branch. The de-repression of *SAUR10* in the *ful* mutant results in increased abaxial expression in the distal part of the branch, which can cause the increased bending of the branches in *ful* mutants. In wild type branches, FUL represses *SAUR10*, thereby possibly preventing over-bending of the branch and attenuating responses to the light conditions.
Discussion

We show here that the MADS domain transcription factor FUL is a pleiotropic regulator of plant development, which plays important roles in plant growth and architecture in addition to its well-known functions in fruit development and flowering time. In particular the deviating branch angles in the *ful* mutants are very interesting, since little is known about this trait, which is in particular important for crop yield. Loci in other species that could be linked to branch angle have been associated with the auxin pathway, such as the LA1 locus in rice (Li et al., 2007) and a *GRETCHEN HAGEN 3 (GH3)* gene in *Brassica napus* (Liu et al., 2009), and our analysis indicates that also members of the *SAUR* family can play an important role in branch bending, especially in response to environmental conditions like high plant density. We demonstrate that *SAUR10* is specifically expressed at the abaxial side of the branch, thereby affecting branch angle. Enhanced and prolonged abaxial expression of *SAUR10* in the *ful* mutant can explain its more vertical branching phenotype. The activity of *SAUR10* in stems and branches appears to be regulated by an interplay between hormone-induced upregulation and FUL-controlled repression. In addition, our data reveal that FUL directly regulates a number of other genes involved in hormone and light signalling, of which the de-regulation contributes to the *ful* mutant phenotype. To what extent these genes are contributing to the *ful* mutant phenotype needs to be further investigated. However, the picture emerges that FUL can regulate plant growth and architecture in concert with the environment by balancing the expression of hormone and light responsive factors. It will be interesting to study how the expression of FUL changes during plant development, and if for example older plants are less responsive to environmental signals through increased FUL expression.

**FUL interacts with the IAA/BR pathway to repress *SAUR10***

Despite the broad expression pattern of FUL, de-repression of *SAUR10* in the *ful* mutant only occurs in a limited number of tissues, indicating that *SAUR10* activation requires additional tissue-specific factors, such as high auxin and brassinosteroid levels. In addition to repressing *SAUR10* under control conditions, we also found that FUL can buffer the hormone- or shade-induced expression of *SAUR10* in stems and branches, suggesting that FUL can attenuate the activity of the auxin and/or brassinosteroid response transcription factors. Since *SAUR10* has been identified as a
direct target of both ARF6 and BZR1 by ChIP-seq analyses (Oh et al., 2014), it is possible that FUL can interact with either or both of these factors, thereby repressing transcription. FUL binds to a CArG-box in the SAUR10 promoter, which is located 260 bp upstream of a canonical ARF binding motif and only 100 bp downstream of an AuxRE-related element identified by Walcher and Nemhauser (2012). Binding of FUL to the CArG-box may disturb the interaction between ARF6 and BZR1 (previously reported by Oh et al. (2014)). Our results indicate that FUL is not required to determine the SAUR10 expression domain, but rather to fine-tune or buffer the response to hormonal stimuli.

**SAURs integrate environmental, hormonal and developmental signals in the growth response**

Different studies in Arabidopsis, soybean and maize have identified SAUR genes as hormone-responsive growth regulators. However, SAURs have also been found as direct targets of several transcription factors functioning in plant development, suggesting that they function downstream of both developmental and hormonal regulators to direct plant growth. We demonstrate here that SAUR10 is regulated by hormonal stimuli, light signals, as well as by the developmental regulator FUL, and can thereby integrate a plethora of signals in the growth response. Several recent reports have strengthened the idea that SAURs can in general respond to a variety of upstream factors, integrating these in the regulation of cell elongation through interaction with PP2C-Ds (Spartz et al., 2014; Challa et al., 2016; Procko et al., 2016; Sun et al., 2016). This has been most thoroughly investigated in seedlings, where SAUR genes have been grouped according to their response to light conditions in hypocotyls and cotyledons (Sun et al., 2016), indicating that the growth response is controlled by a cluster of similarly regulated SAURs, rather than by single genes. In that respect, SAUR10 may not be the only SAUR with differential expression between the abaxial and adaxial side of the Arabidopsis branches. Interestingly, a SAUR50-like gene (SAUR50 belongs to the SAUR10-clade) has recently been identified to be responsible for heliotropism in sunflower (Atamian et al., 2016). The gene is higher expressed on the east side of the stem during the day, enabling the shoot apex to move gradually from east to west along with the sun. In addition, several other SAURs have been reported to be responsive to shade (Roig-Villanova et al., 2007; Spartz et al., 2012; Procko et al., 2016), indicating that the dynamic response to shade may to a
large extent be executed by SAUR proteins. Differential expression of SAUR genes may thus in general allow directional growth in a variety of species.
Materials and Methods

Plant materials and growth conditions

Most plants used in this study were in the Col-0 background, including the overexpression and reporter lines, and the ful-7 (SALK_033647) mutant. For the ChIP analysis, FUL-GFP lines were used from a mixed Ler (ful-1)/Col-0 background (Urbanus et al., 2009). The JIC SM T-DNA insertion line SM_3_1724 was received from NASC (Tissier et al., 1999), the FLAG T-DNA line FLAG_590D09 (Samson et al., 2002) was received from the IJPB in Versailles. Plants were grown on rockwool blocks watered with HYPONeX® solution (1.5 g/l), in a long-day climate chamber (16/8) at 22 °C. The climate chamber was equipped with LED lights, resulting in the following control conditions: 87.6 μmol m⁻² s⁻¹ photosynthetically active radiation (PAR); R:FR ratio = 30.1). Reduced R:FR conditions were achieved by supplemental FR (730 nm) irradiation, resulting in a PAR of 83.5 μmol m⁻² s⁻¹, and a R:FR ratio of 1.15.

ChIP-seq analysis

For ChIP-seq analysis, pistils/siliques in stages 12-16 were harvested from gFUL-GFP lines (Urbanus et al., 2009), and the ChIP-seq and subsequent data analysis were performed according to Kaufmann et al. (2010b). Input samples were used as controls. The data analyses were largely performed as described in Van Mourik et al. (2015). Sequences from each ChIP library were mapped to the unmasked A. thaliana genome (TAIR9) using SOAPv2 (Li et al., 2009). A maximum of two mismatches and no gaps were allowed. Only uniquely mapped reads were retained. Sequence reads mapping to the plastid and mitochondrial genomes were eliminated. The R package CSAR was used for peak calling (Muiño et al., 2011).

EMSA

SAUR10 and SAUR16 CDSs were amplified from wild type Col-0 cDNA and cloned into pSPUTK (see Supplementary table S2 for all primer sequences). The pSPUTK promoter allowed in vitro protein synthesis using the TnT® SP6 High-Yield Wheat Germ Protein Expression System (Promega) according to manufactures instructions. For SAUR10, the probe fragment consisted of a region of 100 bp with the canonical CArG-box in the centre. For SAUR16, the fragment consisted of a region
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EMSA

SAUR10 and SAUR16 CDSs were amplified from wild type Col-0 cDNA and cloned into pSPUTK (see Supplementary figure S2 and table S2 for the primer sequences). Promoter fragments were amplified from genomic DNA; the complete FUL coding sequence was amplified from cDNA. The mutated SAUR10 fragment was generated by overlapping PCR using primers that replaced the canonical CCAAATATGG CArG-box by CCAACGATGG. EMSAs were performed essentially as described by Smacznik et al. (2012b) with minor modifications. Oligonucleotides were fluorescently labelled using DY-682. Labelling was performed by PCR using vector-specific DY-682-labelled primers followed by agarose gel extraction. Gel-shifts were visualized using a LiCor Odyssey imaging system at 700 nm.

Generation of transgenic lines

The Gateway technology (Invitrogen) was used for generation of the overexpression and reporter constructs, using the entry vector pDONR221 and the destination vectors pK2GW7 (35S:SAUR10 overexpression) and pBGWFS7 (pSAUR10:GUS and pFUL:GUS) (Karimi et al., 2002) (See Supplementary table S2 for all primers). The FUL-VP16 line was generated by cloning a genomic fragment of the FUL locus (including 3.9 kB upstream region), which was fused in frame with the coding sequence of the strong activation domain of VP16, and followed by the CaMV 35S terminator, into the pBIN19 vector. Constructs were checked by sequencing, transformed into Agrobacterium strains LBA4404 or EHA105 and transformed to Col-0 plants using floral dip (Clough and Bent, 1998).

Expression analysis

RNA was extracted using the Invitrap® Spin Plant RNA Mini kit (Stratec Molecular), or with a CTAB/LiCl protocol. The RNA concentrations were adjusted to 200 ng/µl, and a DNase treatment was performed using Ambion Turbo DNase (AM1907). For qRT-PCR analysis, the RNA was reverse transcribed using the iScript cDNA synthesis kit (BioRad), and the qRT-PCR reaction was performed with iQ SybrGreen supermix from BioRad. The quantitative RT-PCR analyses were performed on the BioRad iCycler. The UBC21 and/or TIP41 genes were used as reference genes (Czechowski et al., 2005).
Hormone treatments and shade experiments

For the hormone treatments, 10 day old seedlings were removed from plates (2.2 g/l Murashige and Skoog medium (MS), 10% sucrose, 0.8% agar) and incubated in liquid 2.2 g/l MS medium with or without hormones on the shaker for 4 hours (the seedlings were floating with their roots submerged in the medium and their leaves contacting the liquid medium). The following hormone concentrations were used: 5 µM IAA (according to Bargmann et al., 2013), 5 µM Brassinolide, 5 µM IAA + 5 µM Brassinolide. After incubation, seedlings were frozen in liquid nitrogen and stored at −80°C prior to RNA isolation. To investigate the response to simulated shade, seedlings were grown on plates (2.2 g/l MS, 10% sucrose, 0.9% agar) under control conditions for 12 days, and then transferred to reduced R:FR for 4 hrs (see above) or kept for another 4 hrs under control conditions. To determine the branching phenotypes under simulated shade conditions, plants were placed under reduced R:FR conditions upon bolting and grown for another 2-3 weeks.

Histochemical analyses

GUS activity was analysed by staining various tissues overnight at 37 °C in staining solution (10 mM EDTA, 0.2% Triton X-100, 1 mM Fe²⁺CN, 1 mM Fe³⁺CN and 1 mg mL⁻¹ 5-bromo-4-chloro-3-indolyl-β-glucuronic acid in 50 mM phosphate buffer, pH 7.2). DR5:GUS tissue was stained for two days, refreshing the staining buffer after day one. The tissue was destained for several days in 70% EtOH, and mounted in 30% glycerol for microscopical analysis or photographed while being submerged in 70% EtOH. For DIC microscopy of epidermal cells from the stem, the two components of President coltene® dental paste (REF4667), catalyst and base, were mixed together on a glass slide. Before this mixture became solid, stem segments were softly pressed into the paste on the slide. After solidification, the stem segments were removed leaving a print of the outer cell layer. This print was subsequently covered with transparent nail polish, which was removed after hardening. The nail-polish layer that contained the cell shapes was then mounted in 100% glycerol and observed under the microscope using DIC optics.
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Supplementary data

Supplementary figure S1 | **FUL is widely expressed in** *Arabidopsis*. (A) GUS staining of tissues from a pFUL:GUS line after overnight staining. S = 14 day old seedling/rosette, RL = rosette leaf, CL = cauline leaf, Br = side branch, Infl = inflorescence, FL.11 = flower stage 11, FL.12 = flower stage 12, FL.14 = flower stage 14, FL.15 = flower stage 15, Sil.16 = silique stage 16, Sil.17 = silique stage 17, Sil.18 = silique stage 18 (stages according to Smyth et al. (1990)). (B) Expression profile for FUL based on large-scale transcriptome datasets, visualized with the eFP browser (http://bar.utoronto.ca/efp/cgi-bin/efpWeb.cgi) (Winter et al., 2007).
Supplementary figure S2 | Binding sites of FUL in the SAUR10 and SAUR16 upstream regions. The depicted sequences are part of the upstream regions of SAUR10 (upper panel) and SAUR16 (lower panel), spanning the peak region. The canonical CArG-boxes in the SAUR10 promoter is shown in gray and underlined.
Supplementary figure S3 | Phenotypes of the SAUR10 overexpression lines. (A) longer sepals of stage 13 flowers, (B) longer etiolated hypocotyls at 7 days after stratification, (C) longer filaments of stage 13 flowers, (D) very long pistils that often remain unpollinated (maximum silique length is only reached in pollinated pistils), (E) early senescing rosette and cauline leaves, and (F) Whole-plant phenotypes of Col-0 and OE10 around 8-10 days after bolting. The overexpression lines display wavy main stems and side branches, show reduced fertility due to the long pistil size, and have an irregular phyllotaxy. Significant differences (t-test, p<0.05) are indicated with an asterisk.
Supplementary figure S4 | Distance between the silique internodes. *ful-7* plants have a significantly shorter internode distance between the first 10 siliques that appear. Internode distances later in development (e.g. 20-30) are similar to the wild type. Significant differences (t-test, p<0.05) are indicated with an asterisk.

Supplementary figure S5 | Characterization of the *FUL-VP16* plants. (A) Siliques stage 17 (Smyth et al., 1990). The apical phenotype of *FUL-VP16* siliques resembles *35S:FUL* siliques, with distinct ‘shoulders’ and a short style, but the valve tissues and the overall appearance are more similar to *ful-7* siliques (B) *FUL* is 1.5-2 times higher expressed in the *FUL-VP16* plants. Stem, 0.5 cm of the stem just below the inflorescence; branch, 0.5 cm of the proximal part of the branch. The expression is depicted relative to the lowest expression (Col-0 in branch). A significant difference from the corresponding Col-0 sample (p < 0.05) is indicated with an asterisk.
Supplementary figure S6 | FUL represses SAUR10 in branches, which can be correlated to branch angle. (A) Left panel: in 35S:FUL branches, pSAUR10:GUS signal is only weakly visible or completely absent. Right panel: the pattern in FUL-VP16 branches resembles the pattern in ful-7 branches with de-repressed pSAUR10:GUS just below the inflorescence. (B) Branch angles are larger in 35S:FUL, and smaller in ful-7 and FUL-VP16 lines. Simulated shade resulted in a more horizontal branch growth in all backgrounds. Significant differences from the wild type (t-test, p<0.05) are indicated with an asterisk; significant differences from control light conditions in the same background (t-test, p<0.05) are indicated with a triangle.

Figure S7 | The architecture of Col-0 and 35S:SAUR10 plants changes under reduced R:FR conditions. (A) Average branch angle measured in 35S:SAUR10 and under reduced R:FR conditions, compared with the angles in the different FUL backgrounds. (B) Architecture phenotypes of Col-0 and 35S:SAUR10 under control conditions and reduced R:FR conditions. Each bar represents the average of at least 20 measured branches. The plants were transferred to reduced R:FR light upon bolting.
Supplementary table S1 | Identified loci with significant enrichment in the FUL ChIP-Seq

Supplementary table S2 | Primer list

FRUITFULL controls SAUR10 |
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FRUITFULL directly regulates two flavonoid synthesis genes, indicating a possible link between flowering time and flavonoids
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Abstract

Flowering time is regulated by complex genetic networks that integrate environmental and developmental cues. Within this network many MADS domain proteins play important roles. One of these MADS domain proteins is FRUITFULL (FUL). Several studies have reported the role of FUL in meristem maintenance, flowering time, and shoot maturation. However, little is known about the down-stream effectors of this transcription factor. This chapter uses ChIP-seq and RNA-seq data to determine putative direct targets of FUL in the inflorescence meristem. Among the putative direct targets two genes involved in flavonoid biosynthesis were identified, FLAVONOID SYNTHESIS 1 (FLS1) and UDP-GLUCOSYL TRANSFERASE 78D3 (UGT78D3). Interestingly, similar to the ful-7 mutant, the fls1 mutant is late flowering. Moreover, expression data reveal an increased gene expression for both FLS1 and UGT78D3 in developing meristems and FLS1 expression to be influenced by light conditions. Hence, this chapter is the first report linking the MADS domain protein FUL and flavonoids biosynthesis in Arabidopsis. Moreover, our initial results indicate a possible link between flavonoids and flowering time.
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Introduction

After a period of vegetative growth, plants switch to reproductive development to generate flowers. The correct timing of this transition is essential for the reproductive success of the plant. To ensure flowering at favourable conditions, flowering time is regulated by complex genetic networks that integrate both environmental and developmental signals. Within these complex regulatory networks MADS box transcription factors (TF) play important roles (reviewed in Smaczniak et al. (2012a)).

One of the many MADS domain proteins that regulate flowering time is FRUITFULL (FUL). Although FUL is best known for its role in pistil development, FUL also functions in flowering time regulation, meristem identity specification, and shoot maturation (Hempel et al., 1997; Gu et al., 1998; Ferrandiz et al., 2000b; Ferrandiz et al., 2000a; Balanzà et al., 2014). Recently we discovered that FUL also plays a role in the architecture of inflorescences, more specifically it determines the side branch angle in the inflorescence (Bemer et al., 2017; Chapter 4). ful mutants show a minor late flowering phenotype under continuous light and long day conditions (Ferrandiz et al., 2000b; Balanzà et al., 2014), in short day this phenotype is stronger (Balanzà et al., 2014). A much stronger flowering time phenotype was seen for the double mutant between FUL and SUPPRESSOR OF OVEREXPRESSION OF CO 1 (SOC1) (Melzer et al., 2008; Balanzà et al., 2014), demonstrating the redundancy between these two MADS-box genes. Besides the partial redundancy with SOC1, FUL also has a redundant function with APETALA1 (AP1) and CAULIFLOWER (CAL) in flower meristem identity specification. The ap1 cal ful triple mutant shows a dramatic non-flowering phenotype where leafy shoots are generated in place of flowers caused by a lack of LEAFY (LFY) upregulation and ectopic expression of the flowering time repressor TERMINAL FLOWER1 (TFL1) (Ferrandiz et al., 2000b).

Studies have shown that FUL is one of the earliest genes to respond to changes in photo-inductive signals as a target of the flowering time promoter complex FLOWERING LOCUS T (FT) - FLOWERING LOCUS D (FD) (Hempel et al., 1997; Schmid et al., 2003; Teper-Bamnolker and Samach, 2005). Besides being involved in the photoperiod pathway of flowering, FUL is also influenced by the age pathway leading to flowering time regulation via SQUAMOSA PROMOTER BINDING LIKE (SPL) proteins (Shikata et al., 2009; Wang et al., 2009; Yamaguchi et al., 2009).
Moreover, it has been suggested that FUL is able to affect flowering time via the ambient temperature pathway as a gene that responds to miR156/SPL3 and FT (Kim et al., 2012).

Little is known about the downstream effectors of FUL. A small step in this direction was made in a recent paper, showing that FUL directly regulates the expression of the MADS box TF SOC1 and the flowering regulator LFY (Balanzà et al., 2014). Balanzà et al. (2014) proposed a model where, during vegetative growth, expression of SOC1 is repressed by the MADS heterodimer FLOWERING LOCUS C (FLC) - SHORT VEGETATIVE PHASE (SVP). Upon FUL accumulation the resulting FUL protein competes with FLC for dimerization with SVP. The newly formed FUL-SVP dimers can also bind the SOC1 promoter, thereby competing with FLC-SVP dimers. By lowering the concentration of repressive FLC-SVP complexes on the SOC1 promoter and possibly also by direct activation of SOC1 expression, FUL triggers SOC1 accumulation. In its turn, SOC1 also forms dimers with FUL, this FUL-SOC1 dimer binds and activates the LFY promoter thereby triggering LFY expression and hence flower initiation.

To further expand our knowledge about the downstream effectors of FUL, this chapter aims to characterize putative direct target genes of FUL in the inflorescence meristem (IM). Interestingly, two genes out of the identified 9 putative direct targets function in subsequent steps in the flavonoids biosynthesis pathway. Flavonoids are important plant metabolites that are involved in many signalling pathways. Examples of functions of flavonoids are as pigments of flowers and fruits, responses to ambient temperature, UV filtering, regulation of auxin transport, and plant protection against pathogen and herbivores (Brown et al., 2001; Pollastri and Tattini, 2011; Kuhn et al., 2017). Although flavonoid concentrations are increased by light and reports have suggested a possible link between flavonoids and photomorphogenesis (Nguyen et al., 2016), to our knowledge there are no reports on a possible link between flavonoids and flowering.

This chapter shows that the flowering time regulator FUL directly binds and regulates the expression of two flavonoid biosynthesis genes. Mutant phenotyping shows delayed flowering for these flavonoid synthesis genes. Hence, this chapter shows initial results on a possible link between flowering time and flavonoids.
Results and discussion

Chapter 2 of this thesis shows that gene regulation and genomic DNA binding by the MADS domain protein FUL is tissue specific. To study the mechanisms that determine tissue-specific FUL functions, several techniques were used including chromatin immunoprecipitation followed by sequencing (ChIP-seq) and RNA sequencing (RNA-seq). Combining ChIP-seq to identify genome-wide binding and RNA-seq to determine genes regulated by FUL allows to identify putative direct targets of FUL. This chapter takes a detailed look at the potential direct targets of FUL in the IM tissue.

Identification of putative direct targets

To identify putative direct targets in the IM, ChIP-seq was performed on IM tissue of ap1 cal pAP1::AP1-GR (no DEX treatment) plants expressing pFUL::FUL-GFP using an anti-GFP antibody. ChIP-seq experiments resulted in 2538 significant FUL-bound genomic regions in the IM (FDR ≤ 0.05). We defined bound genes as genes containing a significant ChIP-seq peaks located up to 3 kb upstream of the transcriptional start site (TSS) to 1 kb downstream of the gene. A total of 4055 significant genes were identified (FDR ≤ 0.05) (Figure 1). As expected from TFs, binding sites are mostly found in the promoter regions 5' of the TSS (Figure 1A). A MEME-chip search identified a MADS domain protein binding site, a CArG-box (CC[AT]$_3$GG) to be significantly enriched in peak centers of FUL ChIP-seq binding peaks (Figure 1B). These result highlight the good quality of the data.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>ChIP-seq data, numbers of significant genes and peaks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tissue</td>
<td>FDR Thresholds</td>
</tr>
<tr>
<td>IM</td>
<td>Peak height threshold</td>
</tr>
<tr>
<td></td>
<td>Total number of peaks</td>
</tr>
<tr>
<td></td>
<td>Total number of putative targets</td>
</tr>
</tbody>
</table>

As mentioned in the introduction, little is known about the downstream targets of FUL in the IM. Till now two genes have been reported as direct targets of FUL in the IM: SOC1 and LFY (Balanzà et al., 2014). Similar to the data of Balanzà et al. (2014), we identified a FUL binding peak close to...
the \textit{SOC1} locus (Figure 1C). In our experiments no significant binding to the \textit{LFY} locus was detected. Balanzà \textit{et al}. reported \textit{LFY} to be bound by the FUL-SVP heterodimer, but since SVP is hardly expressed in the IM, the absence of binding might be caused by a lack of heterodimerization partner (Gregis \textit{et al}. 2009). Alternatively, the differences between the results might arise from the use of 35S::FUL-GFP plants by Balanzà \textit{et al}, instead of the endogenous FUL promoter. The use of this construct results in high and partially ectopic expression of FUL which can lead to false-positive binding.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure1.png}
\caption{ChIP-seq results on genome-wide binding of FUL. (A) FUL ChIP-seq peak positions relative to the TSS. (B) MADS binding motif, CaR-G-box, significantly enriched in ChIP-seq data based on MEME-chip (E-value = 3.5e\textsuperscript{-26}). And ChIP-seq binding profiles of (C) \textit{SOC1} (AT2G45660) and (D) \textit{LFY} (AT5G61850). The graphs represent for each locus the ChIP-seq peak profile. Chromosomal position (TAIR10) and gene models are shown at the bottom of each panel.}
\end{figure}

To identify genes regulated by FUL, RNA-seq was performed on IM tissue (stage 1-9 flower buds according to Smyth \textit{et al}. (1990)), comparing wild type versus \textit{ful-1} mutant. We identified a total of 45 significant differentially expressed genes (DEGs) (p-value \leq 0.05 & |FC| \geq 1.8). The number of DEGs is small and the list does not include the known FUL target, \textit{SOC1}. The low number of DEG’s and lack of differential expression of \textit{SOC1} is most likely caused by redundancy of FUL with other MADS domain proteins in the IM: \textit{SOC1}, \textit{AP1} and \textit{CAL} (Ferrandiz \textit{et al}. 2000b; Melzer \textit{et al}. 2008;
Torti and Fornara, 2012; Balanzà et al., 2014). As a consequence of these redundancies, we expect that the identified 45 DEGs are specifically regulated by FUL and independently of AP1, SOC1 and CAL.

To determine genes directly regulated by FUL we combined the ChIP- and RNA-seq results, identifying genes that are both bound and regulated by FUL. Eight genes were overlapping between the ChIP- and RNA-seq data sets (Figure 2, Table 2). ChIP-seq peaks patterns of these genes are shown in Figure 3. Most of the identified putative direct targets do not have a known function in meristem development or flowering time regulation. In the next paragraphs we aim to give more insight into the putative direct targets and reflect on possible links between the targets and the functions of FUL.

Table 2 | Putative direct targets of FUL in the IM

<table>
<thead>
<tr>
<th>AT-number</th>
<th>Name</th>
<th>ChIP-seq score*</th>
<th>log2(FC)**</th>
<th>RNA-seq</th>
</tr>
</thead>
<tbody>
<tr>
<td>At1g01070</td>
<td>UMAMIT28</td>
<td>8.51</td>
<td>2.02</td>
<td>0.023</td>
</tr>
<tr>
<td>At1g45201</td>
<td>TLL1</td>
<td>12.98</td>
<td>1.62</td>
<td>0.004</td>
</tr>
<tr>
<td>At2g34655</td>
<td>npcRNA</td>
<td>9.32</td>
<td>4.74</td>
<td>3.55E-22</td>
</tr>
<tr>
<td>At2g41475</td>
<td>ATS3</td>
<td>9.41</td>
<td>1.00</td>
<td>0.005</td>
</tr>
<tr>
<td>At4g27950</td>
<td>CRF4</td>
<td>27.82</td>
<td>5.62</td>
<td>7.48E-08</td>
</tr>
<tr>
<td>At5g08640</td>
<td>FLS1</td>
<td>12.7</td>
<td>-0.97</td>
<td>0.001</td>
</tr>
<tr>
<td>At5g17030</td>
<td>UGT78D3</td>
<td>20.63</td>
<td>-1.16</td>
<td>0.002</td>
</tr>
<tr>
<td>At2g45050</td>
<td>GATA2</td>
<td>26.1</td>
<td>1.81</td>
<td>0.044</td>
</tr>
</tbody>
</table>

* score represents maximum peak height 3 kb upstream to 1 kb downstream of the gene

** log2 Fold Change reflects ful-1 mutant versus the wild type
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Figure 3 | ChIP-seq binding profiles of FUL at the genomic locus of the eight putative direct targets. The graphs represent for each locus the ChIP-seq peak profile. Chromosomal position (TAIR10) and gene models are shown at the bottom of each panel.

Phenotypic screening of T-DNA insertion lines

The eight putative direct targets represent genes regulated by FUL independent from the redundant MADS domain proteins SOC1, AP1 and CAL. To determine the FUL-specific roles in the IM we screened the *ful*-7 mutant (SALK_033647) for flowering time and caudinal leaf number. As the phenotype of *ful* mutants has been reported to be stronger under short day (SD) conditions (Balanzà et al., 2014), we screened the *ful*-7 mutant in SD. The *ful*-7 mutant showed a clear
phenotypical difference compared to wild type plants (Figure 4). Ful-7 generated many more cauline leaves (p-value $7.01 \times 10^{-36}$) and had a longer stem (not quantified) (Figure 4A & B). The high number of cauline leaves in the ful-7 mutant, suggest a role in floral meristem initiation. Besides a difference in number of cauline leaves, we also found a significant late flowering phenotype (p-value $4.9 \times 10^{-15}$) (Figure 4C). These phenotypes are in agreement with the results of Balanzà et al. (2014) for ful-2 and ful-1 mutant plants.

Figure 4 | ful-7 mutant phenotype in short day (SD) growth conditions. (A) ful-7 mutant phenotype compared to a wild type plant. (B) Box-plot showing the number of cauline leaves until flowering for both wild type and ful-7 mutants. (C) Box-plot showing the number of days till flowering in SD for both wild type and ful-7 mutants.
To determine whether the *ful* mutant phenotypes in SD could be explained by the differential expression of the eight putative direct targets we selected T-DNA insertion lines for *UGT78D3* (SALK_114099), *UMAMIT28* (SALK_099741), *CRF4* (FLAG_423H06), and *FLS1* (SALK_106244) (Figure 6A-D). All insertions were confirmed by PCR. T-DNA insertion lines of *CRF4*, *FLS1* and *UMAMIT28* are exon insertions (Figure 6B-D). As SALK_114099 is a promoter insert (Figure 6A), downregulation of *UGT78D3* expression was confirmed by qPCR (Figure 5). For the other putative direct targets no insertion lines were available, or insertions could not be confirmed.

Analysis of the number of cauline leaves showed no significant difference compared to wild type for any of the analyzed lines (Figure 6F-I). However, the flowering time results showed significantly different flowering time for *umamit28* (p-value 0.0006) and *fls1* (p-value 0.0003), the other lines did not show a significant result (Figure 6J-M).

The late flowering phenotypes of *umamit28* and *fls1* suggest that both genes, similar to *FUL*, are positive regulators of flowering. In our RNA-seq experiment *UMAMIT28* is ~4 times higher expressed in the mutant versus the wild type, hence *FUL* negatively regulates *UMAMIT28*. The negative regulation of *UMAMIT28* by *FUL* does not fit the observed flowering time phenotype of *umamit28*, suggesting that the flowering time phenotype of *FUL* cannot be explained via *UMAMIT28*. *FLS1* has shown to have a 0.511 fold change in our RNA-seq experiments, *ful-1* mutant versus the wild type, hence *FUL* positively regulated *FLS1*. This fits the observed flowering time phenotype, where both *FUL* and *FLS1* positively regulate flowering. Hence, *FLS1* is a candidate gene to be downstream of *FUL* to regulate flowering.
To determine whether the ful mutant phenotypes in SD could be explained by the differential expression of the eight putative direct targets, we selected T-DNA insertion lines for UGT78D3 (SALK_114099), UMAMIT28 (SALK_099741), CRF4 (FLAG_423H06), and FLS1 (SALK_106244) (Figure 6A–D). All insertions were confirmed by PCR. T-DNA insertion lines of CRF4, FLS1, and UMAMIT28 are exon insertions (Figure 6B–D). As SALK_114099 is a promoter insert (Figure 6A), downregulation of UGT78D3 expression was confirmed by qPCR (Figure 5). For the other putative direct targets, no insertion lines were available, or insertions could not be confirmed.

Analysis of the number of cauline leaves showed no significant difference compared to wild type for any of the analysed lines (Figure 6F–H). However, the flowering time results showed significantly different flowering time for umamit28 (p-value 0.0006) and fls1 (p-value 0.0003), the other lines did not show a significant result (Figure 6I–K).

The late flowering phenotypes of umamit28 and fls1 suggest that both genes, similar to FUL, are positive regulators of flowering. In our RNA-seq experiment, UMAMIT28 is ~4 times higher expressed in the mutant versus the wild type, hence FUL negatively regulates UMAMIT28. The negative regulation of UMAMIT28 by FUL does not fit the observed flowering time phenotype of umamit28, suggesting that the flowering time phenotype of FUL cannot be explained via UMAMIT28. FLS1 has shown to have a 0.511 fold change in our RNA-seq experiments, ful-1 mutant versus the wild type, hence FUL positively regulates FLS1. This fits the observed flowering time phenotype, where both FUL and FLS1 positively regulate flowering. Hence, FLS1 is a candidate gene to be downstream of FUL to regulate flowering.

Figure 6 | T-DNA insert location and phenotypes. (A–D) Schematic representation of UGT78D3, UMAMIT28, CRF4, and FLS1 loci, respectively. T-DNA insertion of corresponding lines are indicated as triangles. (E–H) Box-plot showing the number of days till flowering in SD for wild type and T-DNA insertion lines, outliers were removed. (I–L) Box-plot showing the number of cauline leaves until flowering for wild type and T-DNA insertion lines, outliers were removed.
Relation between flowering time and flavonoid synthesis

*FLS1* encodes a flavonoid synthase that has a central role in flavonoid synthesis by catalysing the formation of flavonols from dihydroflavonols (Owens et al., 2008). The *Arabidopsis* genome encodes six *FLS* genes, *FLS1* is functionally the most important (Owens et al., 2008). Mutating or overexpressing the *FLS1* gene has been shown to influence flavonoid levels in plants (Nguyen et al., 2016; Kuhn et al., 2017). Interestingly, expression studies in various plant tissues show that *FLS1* is expressed most strongly in inflorescences, floral buds, and flowers (Owens et al., 2008; Nguyen et al., 2016). Also, publically available microarray data (AtGeneExpress & eFP browser) shows high expression of *FLS1* in inflorescences and show increasing expression in developing meristems (Redman et al., 2004; Winter et al., 2007) (Figure 7). This expression increase in developing meristems seems to follow the expression of FUL in these meristems (Figure 7). Genevestigator shows that the expression of *FLS1* is influenced by light intensity, light quality, among several other external influences (Hruz et al., 2008; Owens et al., 2008). Hence, the spatiotemporal expression pattern of *FLS1* is in line with the expectation that *FLS1* is a direct targets of FUL to regulate flowering time, possibly mediating light responses.

Among the putative direct targets of FUL *FLS1* is not the only gene involved in flavonoid biosynthesis. Also *UGT78D3* functions in flavonoid biosynthesis, it encodes an UDP-dependent glycosyltransferase. UGT78D3 uses one of the products of FLS1, quercetin, as a sugar acceptor to produce quercetin-3-O-arabinside (Yonekura-Sakakibara et al., 2008). The *UGT78D3* T-DNA insertion line did not show a mutant phenotype, possibly due to the redundancy of *UGT78D3* with its close relatives *UGT78D2* and *UGT78D1* (Yonekura-Sakakibara et al., 2008) or due to the subtle down-regulation in the used T-DNA insertion line (Figure 5). Similar to *FLS1* and *FUL*, publicly available expression data show an increase in expression of *UGT78D3* in the shoot apex at floral transition (Figure 7).

Although this is the first report showing a link between flavonoids and FUL in *Arabidopsis*, a link between flavonoids and FUL has been reported in Tomato. Tomato studies report that FUL binds directly to a selection of flavonoid-related genes and show that the tomato *ful* mutants have a reduced flavonoid concentration (Jaakola et al., 2010; Bemer et al., 2012; Fujisawa et al., 2014), suggesting that the regulation of tomato flavonoid genes by FUL causes an increase in flavonoid
concentration. These data suggest that the regulation of flavonoid synthesis by FUL might be a conserved regulatory pathway in plants.

In summary, this report suggests that FUL directly regulates the expression of two flavonoid synthesis genes. The T-DNA insertion mutant fls1, which contains lower flavonoid concentrations (Nguyen et al., 2016; Kuhn et al., 2017), shows a mild late flowering phenotype. Besides the late flowering phenotype, expression studies show an increase in expression of both FLS1 and UGT78D3 in developing meristems, an expression pattern that seems to follow the expression of FUL. Hence, here we report the first study linking the MADS domain protein FUL and flavonoid biosynthesis in Arabidopsis. Moreover, initial results show a possible link novel link between flavonoids and flowering time, a link that is worth studying in more detail.

Figure 7 | Expression profile of FUL, FLS1, and UGT78D3 in developing meristems of Arabidopsis based on publicly available microarray data (Winter et al., 2007).
Materials and methods

Plant lines and growth conditions

Plants for ChIP-seq and RNA-seq were grown at 21°C under long day conditions (16 h light, 8 h dark). Phenotyping of wild type, ful-7 (SALK_033647) and T-DNA insertion lines was performed on plants grown at 21°C under short day conditions (8 h light, 16 h dark). All plants were grown on rock-wool and watered with HYPONeX® solution (1.5 g/l).

Genotyping and qRT-PCR

Before phenotyping all T-DNA insertion lines were genotyped to confirm the insert. Primers and T-DNA insertion lines can be found in Table 3. For qRT-PCR IM tissue including stages 1 – 9 flower buds (stages according to Smyth et al. (1990)) was collected from Col-0 and ugt78D3 plants. For RNA extraction the InviTrap® Spin Plant RNA Mini kit (Stratec Molecular) was used. DNase treatment was performed using Ambion Turbo DNase (AM1907). For qRT-PCR analysis, the RNA was reverse transcribed using the iScript cDNA synthesis kit (BioRad). qRT-PCR reactions were performed with iQ SybrGreen supermix from BioRad and qRT-PCR was performed on the BioRad iCycler, primers used can be found in Table 4.

ChIP-seq and RNA-seq

See chapter 2 of this thesis.

Table 3 | List of T-DNA insertion lines and primers used

<table>
<thead>
<tr>
<th>T-DNA insertion line</th>
<th>Genotyping Primers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pw</strong></td>
<td><strong>Rv</strong></td>
</tr>
<tr>
<td>FLAG_423H06</td>
<td>TCGTGCAACTCAAGAGAATTG</td>
</tr>
<tr>
<td>SALK_099741</td>
<td>AATGGTCGATCATTTCGTCAG</td>
</tr>
<tr>
<td>SALK_106244C1</td>
<td>TCTCGCTCTCAGCTCTTTTG</td>
</tr>
<tr>
<td>SALK_114099</td>
<td>TCGTGCAACTCAAGAGAATTG</td>
</tr>
</tbody>
</table>
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ChIP-seq and RNA-seq
See chapter 2 of this thesis.

<table>
<thead>
<tr>
<th>Target</th>
<th>Gene</th>
<th>qRT-PCR primers</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT5G17030</td>
<td>UGT78D3</td>
<td>ACACCGCCTCCTGTAGAGCTT GTACACCTGCGACACACTTC</td>
</tr>
</tbody>
</table>
Chapter 6

Concluding remarks and perspectives
Regulation of gene expression is crucial for the development of different cell types, organs, and developmental structures. Essential for gene regulation are DNA binding transcription factors (TFs). To correctly regulate genes, these TFs need to bind DNA with high specificity. Hence, how TFs achieve DNA binding specificity is a fundamental question in molecular biology.

### High-throughput methods enable genome-wide binding studies

In the last decades, technological advances and decreasing sequencing costs allowed the development of several high-throughput methods to study protein-DNA interactions. Traditional \textit{in vitro} methods to determine TF-DNA interactions usually study one or a few interactions, while new high-throughput methods can determine TF specificity by measuring the DNA binding affinity against a large collection of all possible binding sites. Several high-throughput techniques to study TF-DNA interactions are discussed in \textit{Chapter 1} of this thesis. These new technologies and methods resulted in a fast growing number of studies on DNA binding specificities of TFs. Examples are the determination of 830 binding profiles of different human and mouse TFs using systematic evolution of ligands followed by high-throughput sequencing (SELEX-seq) (Jolma \textit{et al.}, 2015), the characterization of DNA-binding specificities of 63 plant TFs using protein binding microarrays (PBMs) (Franco-Zorrilla \textit{et al.}, 2014), and hundreds of plant TFs using DNA affinity purification sequencing (DAP-seq) (O’Malley \textit{et al.}, 2016). These \textit{in vitro} affinity studies greatly advanced our understanding of DNA binding specificity.

In this thesis the \textit{in vitro} DNA binding specificity of the MADS domain protein FRUITFULL (FUL) was studied using the high-throughput technique SELEX-seq. Other high-throughput techniques used during my PhD are: RNA-seq to study the gene expression, immunoprecipitation followed by LC-MS/MS to study \textit{in vivo} protein-protein interactions, and chromatin immunoprecipitation followed by next-generation sequencing (ChIP-seq) to study \textit{in vivo} genome-wide DNA binding events. ChIP-seq enables researchers to determine the genome-wide binding patterns of a DNA binding protein and, by combining several ChIP-seq studies, generate large gene regulatory networks.

In the last decade, genome-wide ChIP studies were performed for many different TFs from many different organisms. Interestingly, although always thought that TFs would bind to a few hundred genes, ChIP-seq studies report thousands of binding sites in the genome. Yet, based on known \textit{in vitro} generated DNA binding motifs, which usually are between 6 to 12 bp long many more
binding events are expected (Jolma et al., 2010; Franco-Zorrilla et al., 2014; O’Malley et al., 2016). In line with these findings, our study on the binding of FUL shows that also this protein binds to thousands of sites, despite the presence of many more CArG-box motifs in the Arabidopsis genome (De Folter and Angenent, 2006). Moreover, we showed that FUL binds sites that lack the canonical binding site of MADS domain proteins, the CArG-box (Chapter 2). These findings show that in vivo DNA binding is more complex than binding affinities determined by in vitro methods and suggest additional in vivo mechanisms that determine binding.

The complexity of in vivo binding is moreover highlighted by the discovery of tissue-specific binding events. FUL has many distinct functions in different tissues and organs during the life cycle of Arabidopsis (see Chapter 4), the FUL binding events in two of these tissues/organs were studied in more detail in Chapter 2 of this thesis. In the inflorescence meristem (IM), FUL functions as a positive regulator of flowering and is important for meristem identity (Mandel and Yanofsky, 1995; Hempel et al., 1997; Ferrandiz et al., 2000b; Balanzà et al., 2014). At a later stage during flower development, FUL is expressed in the pistil where it is essential for correct patterning of the fruit (Gu et al., 1998; Ferrandiz et al., 2000a; Liljegren et al., 2000; Roeder et al., 2003; Liljegren et al., 2004; Ripoll et al., 2011; Ripoll et al., 2015). Our tissue specific ChIP-seq study showed that only 47% of the sites bound in the IM were also significantly bound in the pistil, while the remaining 53% was uniquely bound in the IM. Also in the pistil we find 58% of the binding sites to be unique (Chapter 2). These results demonstrate that in vivo conditions and mechanisms influence genomic DNA binding.

The cell nucleus is a crowded place

The cell nucleus is a complex organelle that, next to millions of DNA base pairs, contains numerous other molecules. Within this crowded place, DNA binding by TFs is not solitary dependent on the shape- and base-readout of the DNA and TF. In vivo processes influence the binding of TF to the DNA. Important parameters that influence DNA binding are chromatin accessibility, competition with nucleosomes, DNA methylation, and the availability of collaborating proteins. A review on in vivo TF specificity can be found in Chapter 1. The work in this thesis focusses on the role of protein-interactions on TF binding specificity.
Dimerization influences DNA binding specificities

MADS domain TFs bind DNA obligatorily as homo- and heterodimers. A comprehensive plant protein-protein interaction map of more than 100 MADS domain proteins revealed that the interactions between MADS domain proteins are highly specific (De Folter et al., 2005). This study shows that FUL is able to form heterodimers with nine other MADS domain proteins. Since the interactions between MADS domain proteins are highly specific, we questioned whether the tissue-specific FUL binding patterns result in two distinct functions of FUL. In this thesis we demonstrate using ChIP-seq that the interactions of FUL in IM and pistil tissues. These experiments showed that the interactions of FUL are bound at both stages. These results confirm the idea that a core set of genomic targets is conserved among MADS domain proteins, but each MADS domain protein also binds a protein with MADS domain proteins are indeed tissue-specific, with SUPPRESSOR OF OVEREXPRESSION OF CONSTANS 1 (SOC1) as main interactor in the IM, and SEPALLATA proteins and AGAMOUS (AG) as main partners in the pistil. Whether FUL forms homodimers in these tissues could not be determined by our MS-experiments. Using SELEX-seq we were able to confirm that, similarly to the earlier mentioned bZIP proteins, different MADS heterodimers have different in vitro DNA binding specificities. To determine whether the tissue-specific MADS heterodimeric specificities reflect the specificities of the complex is a combination of the binding specificities of both proteins, alternatively, interactions can lead to altered binding where the complex binds to a completely new motif, a phenomenon called latent specificity (for review see Bemer et al. (2017)). Hence, protein complex formation plays an important role DNA binding specificity of TFs.

Another interesting form of protein-protein interactions is homo- and heteromerization. Most in vitro DNA binding studies focus on homodimeric TF-DNA interactions (e.g. Franco-Zorrilla et al., 2014; O’Malley et al., 2016), while many TF families form heterodimers in vivo. For basic leucine-zipper (bZIP) proteins, a large class of multifunctional TFs, it has been shown that different heterodimeric combinations bind slightly different DNA binding motifs (Hai and Curran, 1991; Schutze et al., 2008). A recent study showed that mutations altering the interaction capability of the different bZIP proteins, changes the in vitro DNA binding capability (Reinke et al., 2013). Hence, differences in heterodimerization potential within a family can possibly influence in vivo DNA binding. To test this hypothesis, the work presented in this thesis uses the MADS domain TF FUL as model to determine the influence of heterodimerization on genome-wide TF binding.

Interactions between proteins can directly influence DNA binding of a TF, for example by preventing the TF to enter the nucleus. Furthermore, protein interactions can indirectly influence the binding by altering the binding specificity of a TF, for instance by influencing the structure of the DNA binding domain (DBD) (reviewed in Chapter 1). Recently, several studies were published aiming to unravel the role of protein interactions on DNA binding specificity. An interesting in vitro study on DNA binding of interacting human and mouse TFs (Jolma et al., 2015) shows that many mouse and human TFs bind DNA cooperatively. Cooperative DNA binding by these TFs can influence DNA binding in different ways. Protein interactions can result in additive specificity when the specificity of the complex is a combination of the binding specificities of both proteins, alternatively, interactions can lead to altered binding where the complex binds to a completely new motif, a phenomenon called latent specificity (for review see Bemer et al. (2017)). Hence, protein complex formation plays an important role DNA binding specificity of TFs.
specific binding patterns of FUL might arise from differences in available interaction partners in the two studied tissues.

In **Chapter 2** we used immunoprecipitation followed by LC-MS/MS to determine *in vivo* protein interactions of FUL in IM and pistil tissues. These experiments showed that the interactions of FUL with MADS domain proteins are indeed tissue-specific, with SUPPRESSOR OF OVEREXPRESSION OF CONTSTANS 1 (SOC1) as main interactor in the IM, and SEPALLATA proteins and AGAMOUS (AG) as main partners in the pistil. Whether FUL forms homodimers in these tissues could not be determined by our MS-experiments. Using SELEX-seq we were able to confirm that, similarly to the earlier mentioned bZIP proteins, different MADS heterodimers have different *in vitro* DNA binding specificities. To determine whether the tissue-specific MADS heterodimeric specificities reflect the *in vivo* DNA binding of FUL, we mapped the SELEX-seq affinities onto the genome. Comparison of these ‘genomic SELEX-seq’ data with tissue-specific FUL ChIP-seq data revealed a strong correlation between tissue-specific dimer affinities and the tissue-specific genomic binding sites of FUL. Hence, our results suggest that dimerization of MADS domain proteins plays an important role in *in vivo* DNA binding specificities. Thereby, this chapter brings us a step closer to understanding how TFs can find their specific binding sites *in vivo*.

For further research it would be interesting to understand how heterodimerization can alter DNA binding specificity. For this, protein-DNA crystallography, to study how dimerization alters the interactions between the TFs and DNA, would be highly useful. Additionally, a more detailed analysis of the SELEX-seq affinities could be valuable, for example, to study whether different complexes prefer different DNA shapes or whether dependencies between nucleotides exist within the heterodimer specific motifs. Moreover, the role of MADS quaternary complexes in *in vivo* DNA binding specificity is an interesting study subject.

**FUL regulates tissue specific sets of genes**

As mentioned, FUL is expressed at two stages during flower development, this dual expression pattern results in two distinct functions of FUL. In this thesis we demonstrate using ChIP-seq that FUL binds different sets of target genes in the two tissues (**Chapter 2**). However, a core set of genes is bound at both stages. These results confirm the idea that a core set of genomic targets is conserved among MADS domain proteins, but each MADS domain protein also binds a protein
and tissue specific set of targets. In chapter 4 and 5 of this thesis we study some of the putative direct targets of FUL in more detail.

Chapter 5 focusses on the putative direct targets of FUL in IM tissue. Among the putative direct targets two genes involved in flavonoid synthesis were identified, FLAVONOID SYNTHES 1 (FLS1) and UDP-GLUCOSYL TRANSFERASE 78D3 (UGT78D3). Interestingly, similar to the ful-7 mutant, the fsl1 mutant is late flowering. Moreover, expression data exposed an increased gene expression for both FLS1 and UGT78D3 in developing meristems and showed FLS1 expression to be influenced by light conditions. Hence, these results show a possible link between MADS domain protein FUL and flavonoids synthesis in Arabidopsis. Moreover, one of the genes, FLS1, is also significantly bound in pistil tissue, RNA-seq data however do not show differential expression of FLS1 in pistil tissue.

Another example of a gene differentially bound by FUL in the two studied tissues is SMALL AUXIN UPREGULATED RNA 10 (SAUR10). The promoter of this gene shows two significant binding peaks in the pistil, while in the IM no significant enrichment was found. In Chapter 4 we elaborate on the function of SAUR10 and we showed that FUL plays additional and novel roles in plant growth. SAUR10 is a growth regulator that is down-regulated by FUL. The expression of SAUR10 is highly induced by a combination of auxin and brassinosteroids and by R:FR light. Our study shows that SAUR10 is expressed at the abaxial side of branches and all together we propose a model, in which SAUR10 regulates branch angle by integrating both environmental cues via auxin, brassinosteroids and R:FR light, and developmental cues via FUL. Hence, we report a new function of the MADS domain protein FUL in the regulation of branch angle via regulation of SAUR10.

Interestingly, we observed that SAUR10 is repressed by FUL in several tissues, including cauline leaves, inflorescence stems, and branches. However, additional quantitative RT-PCR experiments with wild type and ful-7 mutant did not show SAUR10 expression difference in the pistil, suggesting that SAUR10 is not regulated by FUL in the pistil. So, despite the binding of FUL to the promoter of SAUR10 in the pistil, this binding does not result in gene regulation. Also, FLS1 is bound by FUL in pistil-tissue but not differentially expressed. This raises the question how TF occupancies and gene regulation relate.
The relation between DNA occupancy and gene regulation

ChIP-seq binding studies usually result in thousands of binding peaks that correspond to high numbers of putative target genes. However, many studies have shown that only a small portion of the bound genes is regulated. For the MADS domain protein FUL we found maximum 15% of bound genes to be differentially expressed (Chapter 2). However, for our RNA-seq experiment we have used mutant lines, while a better estimation of regulated genes might come from inducible lines in a corresponding mutant background. Consistent with the limited overlap between the genomic binding sites of FUL and the number of genes regulated by FUL, also genome-wide studies on other MADS domain TFs report low percentages of overlap (Kaufmann et al., 2009; Tao et al., 2012). For example, only 44% of the genes bound by the MADS domain proteins APETALLA1 (AP1) are differentially expressed in the mutant (Kaufmann et al., 2010c). The limited overlap between binding and expression has also been shown for other species (Vokes et al., 2008; Gorski et al., 2011; Whitfield et al., 2012; Hughes and de Boer, 2013; Bianco et al., 2014). Hence, the observed limited number of binding sites that result in differential expression is widespread.

Several studies focused on the relevance of DNA binding by TFs. One aspect of ChIP-seq datasets is peak height, which is used by researchers to try to find a relation between ChIP-seq peak height and gene regulation, but different studies show conflicting results (Fisher et al., 2012; Lickwar et al., 2012). Moreover, ChIP experiments are usually based on millions of cells, therefore peak scores represent an average of all the cells. Hence, an average binding peak could be the result of a high affinity binding site in only part of the cells, while a high binding peak may arise from medium binding in all cells. For our FUL ChIP-seq study, increasing the peak height cut-off did not lead to a higher percentage of regulated genes (results not shown). In the future, single-cell sequencing may provide more information on the relation between peak height and gene regulation.

Besides the interpretation of ChIP-seq binding, also the mode of action of a TF can influence the overlap between ChIP-seq binding and gene regulation. Not all TFs regulate the expression of a gene directly, some TFs influence gene regulation indirectly for example by opening the chromatin or by recruiting additional factors needed for transcription. In addition, models for enhancer activity state that the regulation of a gene is determined by the cooperative occupancy and activity of all TFs at the enhancer (Spitz and Furlong, 2012). Hence, the outcome of a single TF binding to the DNA is dependent on the context of other proteins bound to the promoter, and the binding of
a single TF to DNA might not be sufficient to alter gene regulation. Alternatively, the limited overlap between ChIP-seq and expression studies might be caused by redundancies between proteins. This is most likely the case for the early function of FUL. In ful mutant IM tissues, two redundant floral activators SOC1 and AGL24 are still active, which partially masks the regulatory role of FUL in the IM (Melzer et al., 2008; Torti and Fornara, 2012). Redundancy also explains the very short list of differentially expressed genes in the IM of wild type and ful mutant plants.

Binding dynamics has also been proposed to influence the functionality of a binding site. A competitive ChIP study with the yeast Rap1 TF measured binding kinetics, a measure for TF residence time on the DNA (Lickwar et al., 2012). By combining the binding kinetics with transcriptional activity data Lickwar et al. (2012) showed that stable, long-term binding is linked to high transcriptional activity, while short-term binding with a rapid-turnover, referred to as ‘treatmilling’, correlates with low transcriptional regulation. Another model for transcriptional regulation, the “Hit- and Run” model, proposes that short TF binding events can trigger the assembly of a stable transcriptional complex, thereby a TF can influence transcription even after this protein is no longer bound to the DNA (Schaffner, 1988). After “hitting” a DNA binding site, the TF can bind to many more sites in the genome to catalyse a broad transcriptional response. Recent studies in yeast (Knight et al., 2014) and Arabidopsis (Para et al., 2014) support this model. Although both theories concern short-term binding, each model refers to a different type of short-term binding event. Lickwar et al. (2012) talked about ‘treatmilling’ TFs that shortly bind the same locus repeatedly, while “Hit-and-Run” TFs bind to many consecutive binding loci. In a canonical ChIP study ‘treatmilling’ TF will be detected, but “hit-and-run” TF are less likely to be captured in the snapshot of the ChIP experiment.

The above described mechanisms provide explanations for the low number of ‘functional’ binding sites found in ChIP-seq experiments. It is generally accepted that a reasonable fraction of detected ChIP-seq binding sites do not influence the expression of genes. Therefore, we may question whether ChIP alone is a good method to elucidate the function of a TF. In contrast, gene expression studies do provide directly and in-directly regulated genes, hence expression studies give information about the effects of the TF in the selected tissue. Yet, despite the limitation of ChIP studies in the discrimination of functional from non-functional binding, ChIP studies can be used together with expression studies to discriminate direct from indirect regulation. Moreover,
ChIP is an important tool for further studies on in vivo DNA binding specificities. The inability to determine functional binding sites using ChIP studies reflects our limited knowledge on in vivo gene regulation. Hence, future studies are needed to better understand how TFs regulate their target genes.

**Role of protein interactions on gene regulation**

As mentioned earlier, in the last couple of years the role of protein interactions in DNA binding and gene regulation has become a focus of many studies (reviewed by Spitz and Furlong (2012)). Moreover, recent studies have shown that cross-family protein interactions are more common than initially assumed and are supposed to be a novel layer of gene regulation (Yu et al., 2006; Dreze et al., 2011; Rhee et al., 2014; Jolma et al., 2015; Yazaki et al., 2016; Bemer et al., 2017). In line with this, also for the MADS domain protein FUL we identified cross-family protein interactions. Additionally, among the FUL binding sites we find enrichment of non-CArG-box like motifs (G-box motifs and TCP binding sites) (Chapter 2). The role of these cross-family protein interactions in cooperative gene regulation is far from understood and will be an important research topic in the coming years.

In summary, although the work described in this thesis has increased our knowledge on genome-wide DNA binding specificities of TFs, more work is needed to understand how in vivo DNA binding relates to gene regulation. The growing numbers of genome-wide DNA binding studies and our increasing knowledge of protein interactions will be the basis for further studies.
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Encrypted in the DNA lays most information needed for the development of an organism. The transcription of this information into precise patterns of gene activity results in the development of different cell types, organs, and developmental structures. Moreover, transcriptional regulation enables an organism to respond to changing environmental conditions. Essential for the regulation of transcription are DNA-binding transcription factors (TFs). TFs bind the DNA in a sequence-specific fashion. Upon binding of a TF to its DNA binding site, TFs typically activate or repress the transcription of nearby genes. To better understand transcriptional regulation it is essential to study DNA binding specificity of TFs.

In the last decades, technological advances allowed the development of high-throughput methods to study protein-DNA interactions. Traditional in vitro methods study one or a few interactions, while new high-throughput methods can determine TF specificity by measuring relative DNA-binding affinities against a large collection or even all possible binding sites. Several high-throughput techniques to study TF-DNA interactions are discussed in Chapter 1 of this thesis. These new technologies and methods resulted in a fast growing number of studies on DNA binding specificities of TFs, expanding the knowledge about TF specificity. A review on the current knowledge of TF DNA binding specificity is described in Chapter 1.

One aspect that influences DNA binding of TFs are differences in ability to form protein-protein interactions. The aim of this thesis was to study the role of protein-protein interactions in determining DNA binding specificity of a developmental regulatory MADS domain TF in Arabidopsis thaliana. While the members of the MADS-box protein family have many, diverse in vivo functions, all members bind in vitro to a 10-bp motif called the CArG-box. Moreover, studies demonstrated that closely related MADS proteins are expressed in the same cells, therefore encountering the same DNA accessibility and DNA methylation patterns, but bind different in vivo targets. Interestingly, MADS domain proteins bind DNA obligatorily as homo- and heterodimers and the interactions between MADS domain proteins are highly protein specific. Hence, MADS domain proteins are a perfect model system to study the influence of intra-family protein interactions on DNA binding specificity.
Summary

Encrypted in the DNA lays most information needed for the development of an organism. The transcription of this information into precise patterns of gene activity results in the development of different cell types, organs, and developmental structures. Moreover, transcriptional regulation enables an organism to respond to changing environmental conditions. Essential for the regulation of transcription are DNA-binding transcription factors (TFs). TFs bind the DNA in a sequence-specific fashion. Upon binding of a TF to its DNA binding site, TFs typically activate or repress the transcription of nearby genes. To better understand transcriptional regulation it is essential to study DNA binding specificity of TFs.

In the last decades, technological advances allowed the development of high-throughput methods to study protein-DNA interactions. Traditional *in vitro* methods study one or a few interactions, while new high-throughput methods can determine TF specificity by measuring relative DNA-binding affinities against a large collection or even all possible binding sites. Several high-throughput techniques to study TF-DNA interactions are discussed in Chapter 1 of this thesis. These new technologies and methods resulted in a fast growing number of studies on DNA binding specificities of TFs, expanding the knowledge about TF specificity. A review on the current knowledge of TF DNA binding specificity is described in Chapter 1.

One aspect that influences DNA binding of TFs are differences in ability to form protein-protein interactions. The aim of this thesis was to study the role of protein-protein interactions in determining DNA binding specificity of a developmental regulatory MADS domain TF in *Arabidopsis thaliana*. While the members of the MADS-box protein family have many, diverse *in vivo* functions, all members bind *in vitro* to a 10-bp motif called the CArG-box. Moreover, studies demonstrated that closely related MADS proteins are expressed in the same cells, therefore encountering the same DNA accessibility and DNA methylation patterns, but bind different *in vivo* targets. Interestingly, MADS domain proteins bind DNA obligatorily as homo- and heterodimers and the interactions between MADS domain proteins are highly protein specific. Hence, MADS domain proteins are a perfect model system to study the influence of intra-family protein interactions on DNA binding specificity.
To study the influence of protein-protein interactions on DNA-binding specificity this work focusses on one specific MADS domain protein, FRUITFULL (FUL). FUL is expressed at two stages during flower development and, in both stages FUL has highly diverse functions. In Chapter 2 we demonstrate using RNA-seq that FUL regulates different sets of target genes in the two stages. Moreover, using ChIP-seq we show that FUL genomic DNA binding is partly tissue-specific. These tissue-specifically bound and regulated genes are in line with the known dual functions of FUL during development. Interestingly, using protein complex immunoprecipitation for the two studied tissues/stages we show that the interactions of FUL with other MADS domain proteins are also tissue-specific. To determine whether the tissue-specific in vivo binding pattern are due to differences in DNA binding specificity of the FUL-MADS dimers, we studied the DNA binding specificities of the different protein complexes using SELEX-seq. The SELEX-seq results show that although all tested dimers preferably bind the canonical binding motif of MADS domain proteins, different dimers have different preferences for nucleotides within and surrounding the canonical binding site. Hence, different MADS domain dimers have different in vitro DNA binding specificities. By mapping the SELEX-seq affinities to the genome we were able to compare these results with in vivo tissue-specific ChIP-seq data. This analysis revealed a strong correlation between tissue-specific dimer affinities and tissue-specific genomic binding sites of FUL. Hence, we show that the choice of MADS dimerization partner influences DNA binding specificity, highlighting the role of intra-family protein interactions in defining DNA binding specificity.

To allow other researchers to determine genome-wide DNA binding of TFs Chapter 3 provides a step-by-step guide for ChIP-seq experiments and computational analysis. The protocol is designed for wet-lab biologists to perform ChIP-seq experiments and analyse their own ChIP-seq data.

Using the genome-wide DNA binding patterns determined by ChIP-seq, Chapter 4 and Chapter 5 take a more detailed look at some of the genes directly bound by FUL. In Chapter 4, we demonstrate a connection between developmentally and environmentally regulated growth programs. We studied a gene directly bound by FUL in pistil tissue, SMALL AUXIN UPREGULATED RNA 10 (SAUR10). SAUR10 expression is regulated by FUL in multiple tissues, among others cauline leaves, stems, and branches. The results show that the expression of SAUR10 at the abaxial side of branches is influenced by a combination of environmental and developmental regulated growth
programs: hormones, light conditions, and FUL binding. This spatial regulation possibly affects the angle between the side branches and the main inflorescence stem. Additionally, we discuss several other FUL target genes involved in hormone pathways and light conditions.

Chapter 5 focusses on the putative direct targets of FUL in IM tissue. Among the putative direct targets two genes involved in flavonoid synthesis were identified, FLAVONOID SYNTHESIS 1 (FLS1) and UDP-GLUCOSYL TRANSFERASE 78D3 (UGT78D3). Interestingly, similar to the ful-7 mutant, the fsl1 mutant is late flowering. Moreover, expression data exposed an increased gene expression for both FLS1 and UGT78D3 in developing meristems and showed FLS1 expression to be influenced by light conditions. We report the first link between the MADS domain protein FUL and flavonoid synthesis in Arabidopsis. Moreover, our results indicate a possible link between flavonoids and flowering time.

In Chapter 6 I discuss the findings of this thesis and make suggestions for further research. Taken together, the work in this thesis shows that intra-family protein interactions can influence DNA-binding specificity of a protein. Thereby these protein-protein interactions can influence genome-wide binding patterns and, as a result, the function of a protein. Moreover, by studying several putative direct targets of FUL in more detail, we demonstrated a connection between development and environment in growth-regulated programs. Interestingly, the FUL target SAUR10 is repressed by FUL in several tissues, including cauline leaves, inflorescence stems, and branches. However, no influence of FUL on SAUR10 expression could be detected in the pistil. So, despite the binding of FUL to the promoter of SAUR10 in the pistil, this binding does not result in gene regulation. This finding reflects the complex relation between TF occupancy and gene regulation, further research is needed to better understand this relation. Moreover, besides MADS domain protein interactions, we found FUL to interact with several proteins of other families. The role of these cross-family protein interactions in cooperative gene regulation is not fully understood and will be an important research topic in the coming years.
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