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Abstract—In this paper, we introduce a novel framework
which applies known image features combined with advanced
linear image representations for weed recognition. OQur pro-
posed weed recognition framework, is based on state-of-the-
the art object/image categorization methods exploiting enhanced
performance using advanced encoding and machine learning
algorithms. The resulting system can be applied in a variety of
environments, plantation or weed types. This results in a novel
and generic weed control approach, that in our knowledge is
unique among weed recognition methods and systems. For the
experimental evaluation of our system, we introduce a challenging
image dataset for weed recognition. We experimentally show
that the proposed system achieves significant performance im-
provements in weed recognition in comparison with other known
methods.

I. INTRODUCTION

Weed control is a big problem for agricultural production.
Weed plants can either compete with crops or be harmful
when consumed by livestock. Currently, weed control in
large scale agriculture is performed using pesticides, which
diminish the quantity, quality and increases production cost
of agricultural products. Others solutions, such as organic or
manual treatments are not economically viable when applied
in large scales. Therefore, automatic weed recognition and
detection, an example is shown in Fig. 1, can play an important
role towards the improvement of modern agriculture.

This research topic comes with great challenges due to
the broad variety of weed plants and working environments.
The majority of methods concerning weed recognition and
detection have been using specialized robotic systems [1], [2],
[31, [4], [5], [6], [7]. All systems propose a precise weed
control, which meets specific key features. Firstly, weeds must
be eliminated while preserving rest of flora. Also, speed of
execution contributes to the production time and cost of agri-
cultural products. Finally, the effectiveness of such systems,
i.e, not wasting energy or supplies during operation, is also a
major factor.

However, current weed control robotic systems use very
simple detection and recognition based on simple visual
recognition algorithms, which are not robust to environmental
parameters or different weed control problems. Hence, each
weed recognition system is an individual application with no
connection to previous methods, resulting to an undefined
research framework. On the other hand, recently, Kazmi in [8]

Fig. 1. An example output of a weed detection and recognition system.

proposed the use of feature detection and extraction methods,
thus implementing object/image categorization techniques for
weed recognition. Results show that local features are able
to efficiently represent and categorize weed plants from sugar
beets.

Inspired by state-of-the-art object/image recognition sys-
tems, we propose a framework for robust weed recognition
that follows the structure of Fig. 2. Our proposed framework
is compatible with all known image features, and does not
require any segmentation for image pre-processing. The robust
image features used from the proposed framework can be
applied to challenging environments, any kind of weed plant
and plantation type. Image features are either extracted using
a feature detection algorithm or over dense grid of non-
overlapping feature patches capturing feature information from
the whole image. We also implement known feature encoding
techniques [9], [10] in order to enhance the discriminatory
capabilities of extracted features. We present benefits of image
representations when combined with linear feature encoding
techniques. These encoding techniques create linearly separa-
ble image representations, which can be used in combination
with supervised learning linear classifiers yielding improved
recognition results. The above conclude to a generic weed
recognition system, which to our knowledge has not been
attempted before.

The contribution of this work is twofold. Firstly, we pro-
pose a novel weed recognition framework that can be easily
adapted to any kind of weed control problem. The proposed
framework allows different combinations between feature de-
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Fig. 2. Block diagram describing a generic weed recognition framework.

tection, extraction and encoding methods resulting to a weed
control system of high recognition performance. Secondly, we
introduce a new, challenging weed classification dataset. This
dataset, dubbed Rumex 100, is compiled from images depicting
(or not) Broad-leaved dock weed plants (Rumex obtusifolius
L)

The rest of the paper is organized as follows, in Section II,
we review related work from recent weed control robotic
systems and weed recognition methods. In Section III, we
present our novel weed recognition system. Our new publicly
available weed recognition dataset is presented in Section IV.
In Section V, we describe the advantages of our proposed weed
classification method, followed by a detailed experimental
assessment. Conclusions are drawn in Section VI.

II. RELATED WORK

As described in the introductory part, implementations of
weed control robotic systems in precision agriculture is a
rapidly developing research topic.

Authors in [1], propose a weed detection system where
segmented weed images are represented using wavelet anal-
ysis. The system in [2], propose a multi-feature approach
extracting shapes, skeletons and color. More recently, the work
in [7] uses image correlation between the input image and
sample images due to high operational speed. Moreover, weed
detection is also applied to Unmanned Aerial Vehicles (UAVs),
i.e, as weed mapping. [3], the system uses Hough transform
as image features for small image patches. More recently, in
[4] proposed the use of object-based image analysis features
(OBIA). For the recognition stage, some of the aforementioned
systems either use a simple comparison between features [7]
or image features combined with classification algorithms such
as k-means [3] and Support Vector Machines (SVMs) [1], [2],
[4].

Nevertheless, robotic systems used for weed control are
currently using simple recognition methods, which are out-
performed by state-of-the art image categorization techniques.
As a result, their proposed approach makes all aforementioned
systems application-specific, thus restricting changes in imple-
mentation or plantation types.

More recently, the work in [8] proposed a weed detec-
tion and recognition method using image features and an

As part of this work, we have made publicly available our new dataset at:
https://github.com/tkounalakis/weed-recognition

object/image categorization framework [11]. Authors propose
a feature detection and extraction method which is compared
with other known feature detection [12], [13] and feature
extraction methods [12], [14], [15]. The color-based feature
extraction method uses image segmentation preprocessing,
thus capturing information from sugar beet and thistle plants.
For image representation, this method use a two-level spatial
histogram model like the one proposed in [16] combined with
a k-d tree encoding method. Classification is performed using
a nonlinear SVM combined with the x? kernel [17], due to the
nonlinearity of produced image representation vectors. Color-
based image features using the proposed framework [11], were
experimentally shown to provide competitive results for the
examined dataset.

The work in [8] presents an insight on the use of advanced
image features and object/image categorization methods for
weed recognition. However, the proposed color-based image
features are not applicable in all type of weed images due
to segmentation preprocessing. While focusing on image fea-
tures, other important categorization parameters such as fea-
ture encoding, image representation and classification, where
not completely studied thus adversely affecting recognition
performance.

III. PROPOSED WEED RECOGNITION SYSTEM

Our proposed system, implements a framework inspired
from state-of-the-art object/image classification algorithms.
These algorithms use a series of individual processes, lead-
ing to a decision for each individual image. This series of
processes include feature extraction, feature encoding and
representation, concluding with the classification stage, as
illustrated in Fig. 2. In the ensuing sections we present each
process in our novel weed recognition framework.

A. Feature detection and extraction

Feature extraction can be considered as an early image
representation. That is because each feature, describes an
image region, termed image patch. These features are extracted
from image patches that are either detected from a feature
detection technique or by using a dense grid.

Feature detection is a process that retrieves regions robust
to image scaling, rotation, distortion and illumination changes.
As described earlier, authors in [8] conducted experiments
on multiple feature extraction methods and their combination
with feature descriptors. The top performing feature detection



methods of [8] are also implemented and compared using our
framework.

Object/image recognition algorithms compute image fea-
tures over a dense grid of predefined image patches covering
the whole image. The resulting image representation collects
all available visual information, thus describing the whole
image and not some part of it. Due to the lack of the excess
computational complexity for feature detection, image features
are computed much faster. Our novel framework implements
this technique that to our knowledge, was never introduced in
weed recognition.

B. Image representation and feature encoding

As described in the previous section, an image feature can
be considered as a first-stage image representation. However,
the discriminatory capabilities of feature individual vectors
adversely affect their representation. A solution was provided
by popular image representation methods, such as Bag-of-
Features (BoF) model [18] and Spatial Pyramid Matching
(SPM) [16], which are able to combine a set of image features.
BoF and SPM use a vector quantization algorithm (VQ) to
encode each image feature into a discrete visual word.

Feature encoding has the property of representing each in-
dividual feature vector in respect to a collection of codewords,
i.e., a collection of representative feature vectors termed code-
book. The resulting encoding vector is more discriminative
than the feature vector from which it originates. The collection
of visual words, results in a BoF histogram that represents
the whole image. Due to the use of VQ, k-d tree encoding
representation histograms can only be classified using a non-
linear classifier such as nonlinear SVM. Nonlinear classifiers
require a O(n? ~ n3) computation complexity, n being the
number of training images. However, even with advanced non-
linear classifiers and kernels, the recognition performance is
adversely affected from nonlinearity.

Exploiting the advances in image representation and encod-
ing, we implement two state-of-the-art linear feature encoding
methods and classification algorithms. To our knowledge, this
is the first implementation of linear encoding methods in the
research topic of weed recognition. We implement the known
Sparse coding Spatial Pyramid Matching (ScSPM) [9] which
relaxes restrictive cardinality of VQ and regulates the sparsity
of visual quantization by introducing an ¢; regularization term.
The resulting feature encodings favor sparsity, thus capturing
salient image properties. Our novel framework can also im-
plement the Locality-constrained Linear Coding (LLC). This
method introduce a locality constraint which projects each
feature vector into its local coordinate system. By doing so,
LLC favors locality rather than sparsity, thus achieving better
feature reconstruction, i.e., more efficient feature encoding
leading to improved discrimination.

The aforementioned linear encoding methods can be com-
bined with supervised learning linear classifiers [19]. The
benefit from using these classifier lies in the simplification
of computation, where linear classifiers require only O(n) of
computational complexity in their training phase. We show the

Fig. 3. Example images from the Rumex 100 weed recognition dataset.

implementation of linear feature encoding and linear machine
learning techniques that result in weed recognition systems,
as well as their contribution to recognition performance in the
ensuing Section V.

IV. RUMEX 100 WEED RECOGNITION DATASET

Most weed detection/recognition systems found in literature
are specialized for and applied on very specific plantation
or weed types. Also, a usual practice in such systems is a
preliminary segmentation process. This kind of initialization
using weed/background segmentation is possible only if the
considered images allow for it. That is, if the Field of
View (FoV) is very narrow, or if they depict isolated green
plants on brown soil as background. As mentioned earlier,
the lack of challenging and realistic, common benchmarks in
weed detection does not favor comparisons, resulting in non
reproducible results of weed detection and recognition.

In this paper, we introduce a weed detection and recog-
nition dataset in order to evaluate our proposed experimental
procedure. The dataset is compiled from 100 images depicting
the Broad-leaved dock (Rumex obtusifolius L.). Broad-leaved
dock is a very common weed found throughout Europe, North
America and Oceania. This type of weed is harmful both in
crops and dairy farming.

Images consisting our dataset are taken from multiple
angles, with most of them being captured from a top-view.
All pictures were captured outdoors using a high-resolution
camera, under various natural illumination conditions. As seen
in Fig 3, our dataset consists only of images depicting the
Broad-leaved dock plant in its natural surrounding environ-
ment, making segmentation very difficult.

The classification process has to recognize images depicting
the plant from the ones that do not, which is not possible
in the default format of our database. Therefore, we have
divided each initial image into a grid of rectangular regions.
Each region can be considered as an individual image, which
may contain the Broad-leaved dock plant or parts of it. In
the case that the above conditions are met the examined
region labeled as containing the Broad-leaved dock plant or
parts of it. Otherwise, the image is labeled as surrounding
environment. As a result, the annotation process provides



Fig. 4. An example depicting the annotation process. Each examined image
is partitioned into a number of regions that are labeled into two classes.

two individual classes that make the classification process
possible. The annotation process is done manually, with the
user having the choice to decide about the context for each
examined region. It has to be noted, that all images are
partitioned in the same manner, i.e, the same number of
regions, regardless initial image resolution. We consider that
the annotation process images segmented into nine regions.
An example of the annotation process can be seen in Fig 4. In
this way, image annotation will provide regions depicting the
surrounding environment but most importantly a central region
which is crucial for the proposed dataset. That is because most
plants in our dataset are located in the center of each initial
image. However, finer annotation grids can be also considered.
The annotation process results in a dataset with two classes
and 900 images in total that are used in our experimental
procedure.

From the above we can conclude that our novel dataset
distinguish itself from conventional weed detection and recog-
nition datasets. Henceforth, we denote our novel dataset Rumex
100.

V. EXPERIMENTAL RESULTS
A. Experimental settings

In order to evaluate our proposed framework and its pro-
duced systems, we had to establish a common experimental
platform for all experiments. Specifically, we used the exper-
imental framework of [11] with the experimental settings for
weed detection proposed in [8].

We use Scale Invariant Feature Transform (SIFT) [12]
which is compatible with all the aforementioned feature detec-
tion methods. Other features used in [8], like Shape Context
(SC) [15] and Color Vegetation Index (CVI) [8] are not
expected to perform well in our experiments. These features
are computed using shape or color that require an image seg-
mentation. Therefore, these features are not applicable in our
dataset due to challenges regarding the depicted environment,
i.e, weed plants surrounded by grass.

For feature detection, we use a variety of known methods
including, the determinant of the Hessian detector (detHess)
[13], difference of Gaussian in multi-scale regions (DoG) [12],

Determinant of Hessian for space localization with trace of
Laplacian for scale detection (HessLapl) [13] and Harris cor-
nerness measure for space localization with trace of Laplacian
for scale detection (HarrLapl) [13]. We also implement two
feature extraction over dense image patches, as described in
Section III-A. The first implementation describes an extraction
of features over a dense grid, and a multi-resolution dense
SIFT feature extraction method, the Pyramid Histogram Of
visual Words (PHOW) proposed in [11].

For each feature extraction method, we compute an individ-
ual codebook consisting of 100 codewords using the k-means
algorithm, as proposed in [8]. These codebooks are computed
once and remain common for all examined feature encoding
methods.

The image representation architecture in Section V-B was
set as described in [8], [11]. The binning architecture consists
of 20 spatial regions for each image, the result of 2x2 and
4x4 grids. The final image representation histograms are a
concatenation of the aforementioned spatial histograms. In
Section V-C, we examine the importance of image representa-
tions in recognition performance. Hence, each experiment uses
different spatial representation as described in that ensuing
section.

A compatible machine learning algorithm is combined with
the examined feature encoding method in each experiment. For
nonlinear image representations a SVM is used combined with
a x? homogeneous kernel map [17]. However, when linear
separable image representations are used, then classification
is performed using a linear classifier from LibLinear library
[19]. All classifiers have a fixed cost equal to 10 and the same
training/testing image set. The training set consists of 50% of
the available image data, i.e, 450 randomly selected images,
with the remaining used for testing. All experiments are per-
formed using 10 different randomly selected training/testing
set, that remain constant in every experiment.

B. Comparison on feature encoding using multiple feature
detection and extraction methods

In order to assess the recognition efficiency of our pro-
posed system, we compare it against the methodology in
[8], explained in Section II. In this experiment we assess
the representational efficiency of k-d tree nonlinear feature
encoding [8], in comparison with ScSPM [9] and LLC [10]
linear encoding methods implemented from our novel weed
recognition system. Result are presented in Table 1.

Regardless feature detection method, k-d tree feature en-
coding slightly outperforms the ScSPM in every experiment,
except the PHOW dence feature extraction. As described in
Section III-B, k-d tree computes nonlinear feature encodings
that adversely affect the computational and recognition per-
formance. However, k-d tree is able to capture the locality
of features. Similar to LLC, this is achieved by representing
features from codewords found close in the feature space.
As presented in [10], the locality is more important than
sparsity when computing feature encodings, a hypothesis also
supported from the presented results.



TABLE I
RECOGNITION RATE (%) USING SIFT DESCRIPTOR WITH VARIOUS
FEATURE ENCODING AND FEATURE DETECTION METHODS

Feat. Detection Feat. Encoding Method
Method k-dtree | ScSPM | LLC

dense 79.60£1.30 | 78.83£1.34 | 82.09+£1.18
PHOW 79.69£1.31 | 80.93+£1.25 | 83.09+1.23
DoG 80.40+0.96 | 79.18+1.61 | 80.02%1.34
detHess 79.69£1.22 | 78.31£1.28 | 78.33£0.64
HessLapl 78.76£1.37 | 77.67£1.00 | 79.56+0.85
HarrLapl 80.024+1.00 | 79.24£1.02 | 79.96+1.01

As seen in Table I, the k-d tree feature encoding slightly
outperforms the implemented LLC when describing image
features using DoG, detHess and HessLapl feature detection
methods. The experiments of Table I generally highlight that
feature detection is not a strong suit for linear feature encoding
methods. The implemented LLC feature encoding achieves to
outperform k-d tree when combined with any dense feature
extraction method and HarrLapl feature detection. However,
the best overall recognition performance is achieved by LLC
when using dense PHOW feature extraction. It should be
noted, that the proposed in weed recognition, dense feature
extraction outperforms every feature detection methods when
using linear encoding. The performance of our proposed
weed recognition system is favored from linear feature encod-
ing implementation, yielding state-of-the-art results for weed
recognition in the examined dataset.

TABLE II
MEAN RECOGNITION RATE (%) OF IMAGE REPRESENTATION
ARCHITECTURES USING SIFT DESCRIPTOR AND DOG FEATURE

DETECTION.
Im. represenation || k-dtree | ScSPM | LLC
[4 16] 80.40£0.96 | 79.18%1.61 80.20£1.34
[149] 79.404+1.38 | 79.04+1.15 | 80.44+1.01
[1416] 80.874+0.89 | 79.16+1.65 | 80.29+£1.35
TABLE III

MEAN FALSE-POSITIVE RATE (%) OF IMAGE REPRESENTATION
ARCHITECTURES USING SIFT DESCRIPTOR AND DOG FEATURE

DETECTION
Im. represenation || k-dtree | ScSPM | LLC
[4 16] 6.13£1.00 | 4.504+1.29 | 4.234+1.00
[149] 9.31£1.74 | 3.98+1.37 | 4.5940.99
[1416] 5.89+1.03 | 4.324+1.16 | 4.05+1.11

C. Choosing an image representation architecture

As described in Section II, image representation is an
important parameter which is often not properly examined.
Table I experimentally shows that the proposed system using
linear feature encodings generally outperforms the method in
[8]. In Section III-B we described known image representation
methods and their combination with feature encoding methods,

emphasizing their contribution to performance of image recog-
nition systems. As seen in Tables II and IV, we experimentally
assess the importance of image representation architectures in
weed recognition.

The first experiment was performed using the DoG feature
detector, where the method in [8] achieved its best recognition
performance. We use three spatial representations, including
the one proposed in [8]. The second, consisting of 3 levels of
Ix1, 2x2 and 3x3 spatial cells respectively, resulting in 14
spatial bins. The final image representation architecture con-
sists of 3 levels of 1x1, 2x2 and 4 x4 spatial cells, resulting
in 21 spatial bins. Table II shows that by changing the repre-
sentation architecture of [8] the recognition performance of all
examined feature encoding methodologies are favored. More
importantly, we note that the linear feature encoding methods
are only slightly outperformed in recognition. However, due to
a more stable false-positive recognition percentage, presented
in Table III, we claim that our system outperforms the compet-
ing methodology, when system implementation is taken under
consideration.

The false-positive measure is inspired from robotic applica-
tions, presented in the introductory part and Section II. This
measure is used to provide an insight on the efficiency of such
systems. A false-positive decision describes an “imaginary
success”, meaning that the system not only takes an incorrect
decision, but also labels the examined image as the desirable
output. In the case of weed recognition, the system recognize
weed plant in pictures depicting surrounding environment. In
detail, this measure is calculated by finding all images that
represent the non desired class, i.e, surrounding environment,
in the classification’s testing set. Then we manually count
how many of those images were not correctly classified, i.e,
described as the desired output class. By dividing the two,
we compute the false-positive percentage for each examined
experiment. Therefore, false-positive decisions waste system
resources, i.e, energy and weed control supplies, a very crucial
parameter when taking under consideration system integration.
We consider this measure as interrelated with recognition
results, thus creating an overall description of system perfor-
mance.

TABLE IV
MEAN RECOGNITION RATE (%) OF IMAGE REPRESENTATION
ARCHITECTURES USING SIFT DESCRIPTOR AND PHOW DENSE FEATURE
EXTRACTION.

Im. represenation || k-dtree | ScSPM | LLC
[4 16] 79.69+1.31 | 80.93£1.25 | 83.0941.23
[149] 81.31+1.29 | 81.56+1.03 | 84.96+1.14
[1416] 81.02+1.21 | 81.49+1.29 | 84.11+£0.88

In order to enhance our weed recognition system’s per-
formance, we also examined the best performing feature
extraction method, i.e, the PHOW dense feature extraction. We
apply the same changes to image representation, repeating the
aforementioned experimental process. The results in Table IV
show that more intricate image representations favor recog-



TABLE V
MEAN FALSE-POSITIVE RATE (%) OF IMAGE REPRESENTATION
ARCHITECTURES USING SIFT DESCRIPTOR AND PHOW DENSE FEATURE

EXTRACTION.
Im. represenation || k-dtree | ScSPM | LLC
[4 16] 9.52+1.52 | 8.59+1.44 | 4.07+1.10
[1409] 9.724+1.12 | 6.98+1.89 | 4.02+0.90
[1416] 9.06£1.55 | 8.07+1.40 | 4.044+1.00

nition performance for both linear feature encoding methods,
outperforming the method in [8].

Overall, the implementation of linear feature encoding and
improved image representation by our proposed system, yields
state-of-the-art results on weed recognition on the examined
dataset. The proposed system also achieves less false-positive
recognition rates, presented in Table V, thus making it more
suitable for implementation in realistic weed control systems.

VI. CONCLUSION

In this work, we introduce a novel framework which applies
known image features combined with advanced linear image
representations for weed recognition. We have shown that the
architecture of our proposed framework allows a universal
application on weed recognition implementations, without any
restrictions concerning environmental parameters, plantation
or weed type. For this purpose, we compiled a new and
challenging image dataset for weed recognition which is
made publicly available. We experimentally shown that our
system yields high accuracy recognition, but also low false-
positive rates making it suitable for implementation on real
robotic systems. Our resulting system achieves state-of the-art
recognition performance in weed recognition and outperforms
other known methods.
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