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Summon' 

SUMMARY 

Detecting and locating the position of a mature cucumber are essential for robotic harvesting of cucumber 
fruits. Therefore, it is desirable to develop a sensing technique which can detect mature cucumbers within 
their environment. This has been the subject of this research. 

In most of former fruit detection studies, the difference in colours or brightness between fruits and the 
other parts of the plant has been used to detect the fruits within their environment or to determine the 
positions of the fruits. However, it is difficult to apply the same procedure to cucumbers as cucumbers 
have a colour close to that of their leaves and stems and may be (partly) hidden by their big leaves. 
Consequently, a sensing technique has to be found which would be capable of detecting cucumbers based 
on features different from their environment. Therefore, various imaging techniques have been reviewed 
and some have been proposed for their use in a harvesting robot. 

More research and a study on reflection properties of cucumbers and cucumber leaves, finally showed 
that the imaging technique of using some selected frequencies in the near-infrared range is the most 
promising imaging technique capable of detecting cucumbers within their environment. In agreement with 
literature, it has been found that reflectance of cucumbers in the near-infrared range is different in 
comparison with their leaves. 

Unfortunately, experiments in a greenhouse have not taken place and, consequently, it cannot be 
proved practically that the imaging technique of using near-infrared reflection is the way of detecting 
cucumbers within their environment. However, considering the results which have been obtained by 
literature and measurements made in laboratory, on the contrary, suggest there is an opportunity for this 
imaging technique and, in fact, only correct measurements in a greenhouse would be needed to prove its 
feasibility. 

Further, as cucumbers do not ripen at the same time, every cucumber has to be evaluated for ripeness 
prior to harvesting. The evaluation of cucumbers within their environment seemed to be a complex task, 
due to possible occlusion of cucumbers and influences of the unpredictable changing agricultural 
environment. Although, in the case of clearly visible cucumbers the maturity of a cucumber can be 
estimated from its volume by measuring its length and diameter (based on a two-dimensional image). The 
easiest way to determine the maturity of cucumbers seemed to be to harvest all cucumbers at a certain 
height. 

Another difficulty in developing a robot to selectively harvest cucumbers is the localisation of 
individual cucumbers. This specification is basic prerequisite to guide a harvesting device towards a 
cucumber, while avoiding collisions with obstacles. While three coordinates are normally required to 
describe the position of a cucumber within the plant, it has been shown that the output of an imaging 
sensôrTa two-dimensional image, is sufficient to define the location of the cucumber. However, m the case 
of occluded cucumbers the localisation seemed to be dependent on the possibility of the imaging sensor to 
detect these occluded cucumbers and the use of an additional ranging technique to guide the harvesting 
device towards them while avoiding obstacles. 

As a result, in this research a first step has been made towards the development of a harvesting robot of 
cucumber fruits. 



Preface 

PREFACE 

Many agricultural tasks have been mechanised for several decades now. Harvesting of soft fruits, however 
is an exception and has still remained exclusively manual. Meanwhile, the cost of manual harvesting of 
these kinds of fruits has become a larger part of the fruits final price (labour is even the main cost of fruit 
production in greenhouses). In the same time, the fruit prices have regularly declined, due to international 
competition, and a serious lack of qualified labour has appeared for the harvesting task. Therefore, in the 
present situation, to consolidate the competitivity of the Dutch horticulture the quality of the production 
systems has to be improved and the labour costs have to be lowered. 

Based on this motivation the aim of this project is the development of a harvesting robot of cucumber 
fruits. Cucumbers are chosen because this fruit has received only little attention for robotic harvesting 
(only in Japan). At the end of the project a prototype will be presented which can be tested in field. 

This research captures only the part of the project that deals with the detection of mature cucumbers 
within their environment. The detection technique will be based on computer vision. 

During this research several people have contributed directly or indirectly to my work. I would like to 
thank my supervisors Jos Balendonck, Zweitze Houkes and Paul Regtien, for giving me the opportunity to 
do this research and for their time, valuable inputs and advice, during very busy times for themselves. 
Further, I would like to thank the department of instrumentation and measurement technology at the 
Institute of Agricultural Engineering (IMAG) for her assistance, especially Jan Kornet and Peter Nijenhuis, 
and making available some of her equipment. 

IMAG-DLO. Wageningen, June 1997 

René Groenen 
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Chapter 1: Introduction 

INTRODUCTION 

'/•••/ Agricultural harvesting mechanisation is currently limited to crops which ripen at the same time and 
which do not require individual and delicate treatment. Mobile robotic systems have been proposed for the 
selective han'esting of easily-damaged fruits and vegetables. Such robotic systems could increase 
production efficiency and profitability, and improve overall fruit quality [...]' (Benady, 1992). 

However, a robot operating in an agricultural environment will need to receive, classify and analyse 
sensory inputs in order to navigate successfully, detect and locate the fruits, determine the maturity stage 
of the fruit and develop efficient plans for execution of tasks. 

The selective harvesting of cucumbers is an example of an agricultural process which would benefit 
from robotic manipulation. Cucumbers are delicate and fresh soft fruits which do not ripen at the same 
time. Thus, every cucumber has to be detected separately and evaluated for ripeness prior to harvesting. 

1.1 Background 

In horticulture harvesting of soft fruits (like citrus, apples, peaches, cucumbers, etc.), mainly those which 
are destined for the fresh market, is still a manual task. However, manual harvesting is a very labour 
intensive operation and determines a significant percentage of the total cost of fruit production. 
Furthermore, with the lack of labour for this kind of work, the decline of fruit prices and increasing 
demand for better fruit quality by consumer there is a valid justification for evaluating alternative methods 
to manual harvesting (Nienhuis, 1995 and Rabatel. 1994). 

Some technology already exists for harvesting fruit intended for processing and for fruit capable of 
absorbing relatively strong impacts and pressure without impairment of its quality (like walnuts, almonds 
and filberts). This technology is primarily based on automated fruit detachment using machines which 
shake the fruit off the tree (or plant), by vibrating the trunk or separate branches, or strip the fruit off by 
means of an air or water jet (United Nations 1987. p. 1). However, the application of this technology to 
soft fruit is limited because of possible damage to the fruit (bruising and crushing). 

Today's automated harvesting in which the plants are mown down with the fruit still on them and 
subsequently threshed in order to separate the fruit, also called the 'once-over' method, wouldn't be a 
solution also. This because of the lack of selective harvesting, which is an important requirement for soft 
fruits since the fruits do not ripen at the same time (especially for year-round soft fruits like cucumbers, 
tomatoes and paprikas). 

Fortunately, robotic technologies now offer a solution to automate the harvesting of soft fruit. The basic 
idea is to harvest the fruit individually, like a human harvester, to avoid any damage and to use the 
possibility of selective harvesting (to choose the mature fruits in between the non-mature ones), but now 
using a robotic manipulator. Although the harvesting operation is '[...] a very intricate process, involving a 
multitude of tasks which require dynamic, real-time interpretation of the environment and execution of 
various sensing dependent operations, advances in microprocessor and microelectronics in recent years 
make the application of robotics feasible [...]' (Sarig. 1993). 

The challenge of developing a robotic system for soft fruit harvesting has been taken up by researchers 
at several places in the world (Sarig. 1993). The major problems that have to be solved with a robotic 
harvesting system are detecting and locating the fruit, determining the maturity stage of the fruit and 
detaching it according to prescribed criteria, without damaging either the fruit or the tree (or plant) 
(Benady, 1992). In addition, the robotic harvesting system has to be an optimal and cost-effective alterna­
tive method to manual harvesting (see appendix A). 
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1.2 Goal 

Cucumber harvesting for the fresh market is very labour intensive in comparison with harvesting of other 
fruits in horticulture. Cucumbers should be selectively harvested when the size and maturity are suitable 
for the market. However, the cucumbers grow so fast that one half day's delay of harvesting may damage 
its price in the market. Some farmers even harvest in midnight in order to obtain a higher price. Hence, it 
is beneficial to automate the harvesting of cucumbers (Amaha, 1989). In this project it is this soft fruit 
which has to be harvested by the harvesting robot. 

Before being harvested the cucumber has to be detected, classified and located by the robot first. It is 
this part of the system which covers this research. The goal of this research is namely to derive sensing 
systems which are able to: 

• Detect and far locate the cucumber within its environment; 
• Classify the cucumber (determine its maturity stage); 
• Precise locate the cucumber (for handling and cutting). 

However, the accent in this research will address mainly the first point and to a lesser degree the last two 
points. 

Furthermore, especially the use of computer vision as the major sensing technique has to be evaluated. 
This because of the recognition of the potential of this technique for the guidance or control of agricultural 
processes (Tillen, 1990). It is capable of providing large amounts of scene information and its operational 
range covers small and large areas over a broad range of distances (Dobrusin, 1992). The envisioned 
computer vision system will have to encompass the sensing and the processing tasks, detect and classify 
(possibly providing an indication of the cucumbers maturity) the cucumber after which the cucumber can 
be located. This and maybe other sensing techniques will be developed by using literature and experimen­
tal research. 

As already mentioned, no automatic harvesting system is available yet. Therefore, such a system has to 
be developed right from the start. The system requirements are: 

• The final harvesting results should be at least as good as the results produced by human harvesters; 
• The system should be economically justifiable; 
• For logistic and economic reasons the harvesting operations should not cause additional operations in 

the cultivation carried out in the greenhouse; 
• For some time the system should be able to operate without human supervision; 
• The specifications mentioned in appendix A. 

In addition, this research is limited to applications to the high-wire cultivation method which has almost no 
curved and bruised (deviating) fruits (see appendix B). The harvesting robot will be adapted to the 
physical properties of the cucumber plant in this cultivation method. No studies will be done in possibly 
changing the cultivation method in which the robot could work more easily. For example, the inclined 
trellis method (with its disadvantage of low production and very high cost price) used in Japan (Kondo, 
1994). 

1.3 Overview 

Although, the project is restricted to the harvesting of cucumber fruits. It can be expected that the 
developed sensing technique(s) (or its achievement) will be (partly) useful for the harvesting of other soft 
fruits, like tomatoes and paprikas. Because of this similarity it has been chosen to start this research with a 
general approach after which more and more attention will be focussed at the chosen fruit: the cucumber. 

Hence, in the next chapter, first, the practical use of image analysis for the harvesting of fruit is 
described. In chapter 3, various imaging techniques will be reviewed and their potential for the detection 
of fruits within their environment will be discussed. Finally, after this preliminary and general research an 
appropriate imaging technique will be chosen for its used in cucumber detection, which is described in 
chapter 4. and which will be tested by experiments in chapter 5. Further, as cucumbers do not ripen at the 
same time every cucumber has to be located separately and evaluated for ripeness prior to harvesting. This 
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is described, respectively, in chapter 7 and chapter 6. In chapter 8, the results are discussed, conclusions 
are drawn and ideas for future research are given. 
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IMAGE ANALYSIS IN THE AGRICULTURAL ENVIRONMENT 

Image analysis and interpretation by computers, also called computer vision, has many potential 
applications for guiding or controlling agricultural processes (like grading, quality control, pruning, 
harvesting, etc.) (Tillett, 1990). The practical use of image analysis for an agricultural process will 
require the system to output data to guide or control a robotic system. A lot of applications in this area are 
at an early stage, being developed under laboratory conditions. Methods of extracting information from 
the image and using it to make correct decisions are studied. For practical use a lot more research is 
required to include the flexibility, robustness and speed necessary for the system to work under the varying 
conditions of the application and without human supervision (Sarig, 1993). 

Thus, although there is a lot of research being done, most of it concentrates on specific applications 
using, on the whole, very simple image analysis algorithms. These image analysis algorithms will be 
successful under certain constrained conditions, but for more flexibility and robustness there are generic 
problems to be overcome. These problems mostly relate to the variability of the agricultural objects being 
viewed and the lack of controllability' of the agricultural environment. 

2.I Image analysis for the harvesting of fruit 

There are many processes in agriculture where decisions are made based on the appearance of a product. 
The harvesting of fruit is a particular example, which depends mainly on human visual detection. All these 
applications involve agricultural objects, which have a natural variability. Consequently, any process or 
task which interacts with the agricultural objects has to be sufficiently flexible to deal with this variability. 
Humans use their eyes to achieve the required flexibility (Edan, 1995). 

Recently, advances in computer technology have produced an increase of interest in image analysis 
systems, also called computer vision. Researchers have demonstrated the technical feasibility of using an 
image analysis system to guide a robotic system in the harvest of fruit (Slaughter, 1989). But, as yet, there 
have been relatively few industrial applications of image analysis systems and very few within the 
agricultural industry (Sarig, 1993). 

Already existing industrial image analysis detection applications (to guide a robotic system) have 
potential use to automate the harvesting of fruit. However, they cannot simply be applied to the agricul­
tural environment because of such problems, as already mentioned, as the variability of fruits and the 
difficulty in interpretation of the uncontrollable environments. These difficulties make it necessary to 
develop an image analysis system for the harvest of fruit from the very beginning. Basic techniques 
developed for industrial applications can be applied. However, for most steps in the development of an 
image analysis system, modifications are necessary in order to make them suitable for agricultural 
applications. To find an image analysis system for the harvesting of fruit, first an introduction and 
overview of the actual image analysis process is given. 

•> 7 Image analysis 

Generally, an image analysis system consists of an image sensor, a computer containing the electronics for 
a trame grabber and frame store, a lighting system, a display monitor and a terminal allowing the user to 
interact with the computer. The image sensor generates a signal representing the image of a scene, which is 
passed to the frame grabber. The frame grabber samples the signal and converts it to a digital form (the 
quantization). The image is stored in the frame store of the computer, linked with suitable electronics to a 
display monitor. This allows the image to be displayed to the operator (see figure 2.1 ). 

A stored image can be processed using algorithms written in the form of a computer program. The 
choice o\" algorithms which are appropriate depends greatly on the type and quality of the image.'[...) In 
machine-vision systems, the success of the image processing and analysis phases is highly dependent on 
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the quality of the information in the images. This, in turn, is highly dependent on the quality of the 
lighting, optics, and sensor used to capture the image [...]' (Burke 1996, p. 1). The algorithms may be very 
simple, such as counting the number of white pixels, or very complicated involving such things as the 
matching of models of likely objects to the image. The output of the algorithms may be quantities, such as 
lengths or areas, or scores associated with some references. The computer program has to combine this 
information with preprogrammed knowledge of the required task to draw out specific conclusions such as 
whether an object appears in the image, where it is, what size it is and if it is of sufficient quality. This will 
provide the final interpretation of the image, in order to guide or control further systems. 

\ 

fl 

/ 

ïooo 

Figure 2.1, Example of an image analysis system 

There are three essential subsystems in which the image analysis system can be divided: 

• Image acquisition; 
• Image processing; 
• Image interpretation. 

These three subsystems are very interdependent and one subsystem can be considered entirely in isolation 
from the others. The next three sections discuss some of the possible techniques in each subsystem. 

2.3 Image acquisition 

The first subsystem in the image analysis system is image acquisition. The image acquisition encompasses 
the proper selection of light sources, sensors and supporting optics, and their positioning with respect to 
the scene being imaged. If this is done correctly, the result should be an image with maximum information 
utility. Because an image analysis system is mostly contrast based the goal of the image acquisition is to 
acquire an image with high contrast between background information (noise) and any object features 
containing the needed information required to perform the required task. Thus, the information to be 
extracted has to be defined with respect to the overall image analysis system goals (Dorf 1990, p. 1101). 

In specifying the image acquisition to satisfy a set of image analysis system goals, one has varying 
degrees of control over the system's lighting, sensors and optics, all within the constraints of the specified 
task environment. For example, with respect to sensor specifications one can select for spectral response, 
sensitivity, speed and resolution, as will be discussed in the paragraphs below. 

2.3.1 Lighting 

The quality and quantity of the illumination of a scene are important factors that often affect the 
complexity of succeeding image analysis algorithms. The importance of the light source and its application 
is often undervalued with respect to the image analysis system. It is generally far easier to control lighting 
than to deal with the uncontrollability of analysing an image dependent only on ambient light. 
Furthermore, arbitrary lighting of the environment is seldom acceptable, resulting in low contrast images, 
specular reflections, shadows and extraneous details. A proper lighting system illuminates a scene such 
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that the complexity of the resulting image is minimised, while the information required is enhanced 
(Paulsen, 1986). — 

'[...] The source of illumination must provide the image analysis system with the best possible image of 
the object, e.g. the highest contrast between the features of interest and the background. The illumination 
source must be selected to match a given application's needs with respect to spectral content, source size, 
efficacy, directionality, reliability/service life, cost, steadiness of output and intensity [...]' (Burke 1996, p. 
128). 

One of the first considerations in selecting a light source is the spectral distribution required by the 
application. What wavelengths are needed? Most image analysis systems use visible light to illuminate the 
scene, but there are other types of light sources, including acoustic scans, X-rays, infrared, etc. Generally, 
the spectral range of the light source which should be used depends on the required task and the sensor 
requirements. Figure 2.2 shows the spectral responses of several types of light sources. In addition, 
illumination at unwanted spectral wavelengths can result in a source of problems (like glare, heating, etc.). 

200 400 600 800 1000 1200 

Wavelength (nm) 

1400 1600 1800 2000 

Figure 2.2. Spectral response of several light sources (Burke 1990, p. 129) 

Further, how intense should the light source be? This depends greatly on the reflectivity of the object, the 
sensitivity of the sensor and how large the area is which has to be illuminated (Burke 1996, p. 127-129 and 
Paulsen. 1986). 

In addition to considerations as the radiance of a light source, attention has to be given to the setup of 
scene illumination. One can seldom manipulate the object in the scene. In fact, the object features (size, 
reflectivity, colour, temperature, etc.) are usually what have to be measured by the image analysis system. 
But. one can often control the locations and orientations of light sources and sensors relative to the object. 
By controlling these positions, features of interest can be given enhanced contrast to background 
information. This can be done, for example, by using the following lighting possibilities (Burke 1996, p. 
109-124): 

Backlighting: 
To produce high contrast images. 
Frontlighting; 
To enhance the spectral features of the object. 
Structured lighting. 
To yield direct three-dimensional information about the object. 
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Generally, the type of lighting which should be used depends greatly on the required task and often cannot 
be determined straight at the beginning. The traditional way of deciding which type of lighting is best is to 
make preliminary tests. Further, the more control one has over lighting, background and orientation and 
position with respect to the object the easier subsequent analysis will be (Tillett, 1990). 

2.3.2 Optics 

The characteristic interactions between light source and scene are the primary source of information 
present in the image acquired by a sensor. On the other hand, the optics in an image analysis system (like 
lenses, mirrors, prisms, polarisers, filters, etc.) are the primary means of modifying and controlling the 
information, both between the light source and scene and between the scene and sensor (Dorf 1990, p. 
1102). 

There are actually two distinct optical subsystems within the image acquisition: the illumination optics 
(between the light source and scene) and the imaging optics (between the scene and sensor). Imaging 
optics are mostly used to gather and concentrate the energy (information) being emitted/reflected from the 
object. For example, the primary function of a lens is '[...] to gather enough energy from the object to form 
an image of good contrast while maintaining a sharp optical image on the surface of the sensor. This image 
should have sufficient resolution for the required task (which also determine the resolution of the sensor) 
and adequate irradiance to permit a good contrast image [...]' (Burke 1996, p. 285-286). The imaging 
optics selected will interact strongly with the sensor selected, sometimes compensating for limitations in 
the sensor and sometimes expanding its capabilities into new sensing paradigms. 

The function of the other optical subsystem (the illumination optics) is the manupilation of the radiance 
of the light source. Often a light source does not have either the required radiance, sufficient area or it 
cannot be positioned properly, etc. Optical components can then be used to change the characteristics of 
the light source. Like changing the intensity of the light source (concentrating it by the use of lenses or 
reflectors), diffusing the light source and varying its spectral characteristics (Burke 1996, p. 108). 

It can be concluded that the flexibility in the optics can be very useful in the image acquisition. 

2.3.3 Sensors 

"[...] The sensor is the image acquisition component most often overlooked for design manipulation. In the 
past, the sensing component of the image acquisition subsystem has been seen as a constraint rather than a 
design variable. More recent technological advances have now given the computer vision system designer 
a very flexible arsenal of sensing tools. It is now possible to select from a wide variety of specialized 
sensors [...]' (Burke 1996, p. 107). 

Sensors can be classified into two categories: contact and non-contact. A contact sensor measures the 
response of an object to some form of physical contact. This group of sensors responds to touch, force, 
torque, pressure, temperature, electrical or magnetic quantities. A non-contact sensor measures the 
response brought by some form of electromagnetic radiation. This group of sensors responds to light, X-
ra\ s. radar, acoustic, electric or magnetic radiation (Dorf 1990, p. 890). 

The primary task of the sensor in an image analysis system is to convert scene information (after 
properly illuminating the scene and collecting and focusing the energy onto the imaging sensor) into 
electrical signals suitable for image processing. Thus, the sensor represents, as Burke (1996, p. 540) has 
noted. *(...] the primary point of connection between the environment being examined and the image 
processing system [...]'. This conversion process is never ideal. The sensor is therefore of particular 
importance with respect to how faithfully it senses or converts the scene information and how it can 
present the transformed information to the image processing subsystem. 

To generate an acceptable image (one that contains enough information to accomplish the required 
task), appropriate parts of the electromagnetic spectrum can be sensed. However, most image analysis 
systems senses reflected visible light, but as seen in previous paragraphs, the utilization of reflected 
radiation from non-visible sources such as ultraviolet, acoustic scans. X-rays, infrared, etc., can also be 
used and may be more appropriate. Further, to select a sensor that will satisfy the required detail in the 
image analysis system the resolution characteristics of the sensor with respect to greyscale. spatial and 
temporal domains have to be viewed (Dorf 1990, p. 1101-1102). 
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In general, it is important to know the salient characteristics of the sensors, their advantages and 
limitations and how these impact on the required application. Further, the sensors which may be used will 
mainly be determined by the goals of the image analysis system. Lack of information about the image 
analysis system goals and their fit to the capabilities of the sensors can easily lead to overly complex 
sensing systems that are costly and slow or to overly simplistic sensing systems that simply do not work. 

2.4 Image processing 

Image processing is the manupilation and analysis of the acquired images. It can be considered to consist 
of three parts (Dorf 1990, p. 1096): 

• Image enhancement; 
Operations using the original image to create other images, finally resulting in an image that contains 
only desired information. 

• Segmentation; 
Process of separating objects features of interest from the background, partitioning an image into 
various regions. 

• Feature extraction. 
Operations that extract feature information from the enhanced and/or segmented image. 

2.4.1 Image enhancement 

Image enhancement improves the degradation of the image (low contrast, blurred, noisy) through 
operations which transform an image into a 'better' image or one more suitable for subsequent processing. 
There are three fundamental enhancement operations: pixel or point transformations, neighbourhood 
transformations and image or global transformations (Dorf 1990, p. 1103-1104). 

Pixel transformations 
Single pixel operations transform an image pixel by pixel, based on one to one transformations of each 
pixel's value. Like scaling, addition or subtraction of a constant to each pixel, inverting, etc. 

Neighbourhood transformations 
The operations transform an image by replacing each pixel with a value generated by looking at pixels in 
that pixel's neighbourhood. Like filtering, smoothing, etc. 

Global transformations 
In this case, an operation is performed on an entire image. Like smoothing, subtraction, multiplication, etc. 

2.4.2 Segmentation 

An important step in image processing is the segmentation of objects features of interest from the 
background. The simplest way to segment an image is by using a threshold. '[...] Segmentation, using grey 
level thresholding can be performed extremely fast since the operation is easily handled in hardware at 
standard video rates. Once a binary image has been constructed, a quick and simple Boolean operator is 
sufficient to determine if a pixel is object or background [...]' (Slaughter, 1989). The main difficulty with 
thresholding is to choose a threshold which distinguishes object feature from background. When the object 
feature and its background have highly contrasting colours, colour can sometimes be used to segment the 
image. This generally results into a much more refined segmentation, since it is based on several features 
rather than a single one (Tillett, 1990). However, in many situations the contrast between object feature 
and background is poor and a more complex approach is required. 

There is a large set of techniques documented in the image processing literature such as edge detection, 
texture analysis and region growing and splitting which can be used to segment an image. However, these 
techniques tend to be complex and time-consuming. Faster techniques involving joining edge segments 
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will give partial segmentation of the image, but to understand the results of the segmentation, knowledge 
on a higher level is required. The higher level contains, for example, knowledge about the objects' size, 
shape and connectivity between the elements to form objects. In this way clusters of pixels are labelled as 
elements of an object or disregarded as noise or background. 

2.4.3 Feature extraction 

Feature extraction is the process of deriving some values from the enhanced and/or segmented image, 
containing the objects features of interest. These values are usually dimensional (like area, length, width, 
perimeter, convex hull area, moments), but may be other types such as roundness, density ratio, intensity 
and shape. In addition, measurements of features with dimensions always implies the need for calibration. 
The advantage of dimensionless features is that no calibration is needed. The features which have to be 
measured strongly depend on the application. 

For simple images, feature extraction may be easy once the image is segmented. The length, width, 
area, principal axes, moments and so on of an object feature in the image will be easy to measure once the 
edge is defined. These features can be described mathematically and have a clear meaning. In the case of 
more complex features it will be difficult to describe them mathematically and locate reliably. These 
features are application dependent and require some knowledge of the application either implicitly or 
explicitly included in the computer program (Dijkstra 1994, p. 31-35). 

2.5 Image interpretation 

After feature extraction, the results of the image processing have to be interpreted to provide the output of 
the image analysis system. The interpretation is based on one or more features processed in a linear or 
non-linear mathematical model, called the decision model. In some situations the simple features are all 
that are required, but often more refined conclusions have to be drawn. Application specific knowledge has 
then to be included to make sensible evaluations of the features found. The simplest way of including 
knowledge involves cluster analysis (the clustering of points in the feature space). Regions can be 
distinguished which belong to a certain object based on similarity to some reference. In the case of a 
homogeneous distribution in the feature space (no clusters can be distinguished) the use of a linear model 
would be a possible solution. For the development of such a linear model, multiple linear regression 
analysis can be used as a method for finding weights which have to be combined with features. However, 
these techniques require well understood and constrained conditions. For more flexibility there has to be a 
more general inclusion of knowledge, allowing it to be applied over varying conditions. For these non­
linear cases, decision models can be developed using fuzzy logic (like artificial intelligence) and neural 
networks (Dijkstra 1994, p. 35-36). 

2.6 The development of an image analysis system for the harvesting of fruit 

On the basis of the different subsystems in an image analysis system for the harvesting of fruit, a strategy 
tor the development of such a harvesting system is needed first. 

The harvesting system has to result into the detection of mature fruits within their environment, called 
the Harvesting System Detection Output (HSDO), after which the fruits can be located. This detection 
output determines among others the goals of the harvesting system. These goals are called the harvesting 
task. In turn, the harvesting task determines the setup of the harvesting system, because the harvesting task 
determines which fruit features have to be used to result into the HSDO. In figure 2.3 the subsystems 
(including the image flow and knowledge flow) are shown in the harvesting system development stage. 

It can be seen that there are two layers: 

• The lower level (system knowledge); 
representing the image flow with the features. 

• The higher level (human knowledge). 
representing the knowledge flow. 
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Figure 2.3. Image and knowledge flow in the harvesting system development stage 

The human knowledge about the harvesting task is embedded in the knowledge flow, while the system 
knowledge about the harvesting task is embedded in the image flow. The knowledge flow goes from the 
total impression of the agricultural environment to a single feature of the fruit. Humans are able to detect 
fruit within its environment, based on comparison. However, they are not able to measure features of a 
single fruit without tools. The image flow goes from the single features of a fruit to the total impression of 
the agricultural environment (the detection, maturity estimation and localisation). As the image analysis 
system is capable of measuring single features of a fruit. However, it is not able to detect mature fruit 
within its environment without additional knowledge. 

Thus, the harvesting system needs knowledge for the detection (and finally locating) of the mature 
fruits within their environment (HSDO). Therefore, during the development stage of a harvesting system 
the two flows have to interact with each other in the subsystems. A combination of the desired output of a 
subsystem with the knowledge about the subsystem leads to the desired input of that subsystem. So. 
knowledge about the image interpretation combined with the harvesting task results into a list of desired 
Iruit leatures. Knowledge about image processing combined with the desired fruit features results in the 
characteristics of the input image. The input image has to contain information about the desired features. 
Knowledge about image acquisition combined with the desired image characteristics results into an image 
acquisition (see figure 2.3) (Dijkstra 1994. p. 37-39 and Edan, 1995). 

l-urther. an important requirement of a harvesting system is its operation without human supervision. 
I or a proper system operation, control is needed over the decisions of the harvesting system. In figure 2.4 
an automatic harvesting system is shown. Each subsystem makes decisions in the image flow. The status 
el the decision is reported to the 'supervision layer'. If an error status is reported by one of the subsystems 
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the analysis is stopped and the image has to be recaptured. In this way the system is prevented from taking 
false decisions from incorrect images. 
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Figure 2.4, An automatic han^esting system 

2.7 Practical considerations 

In all subsystems, errors will be introduced into the measurements. The several sources of error will have 
their influence on the reliability of the harvesting system output. Some sources of error (like insufficient 
resolution, too large variation in the distance between sensor and fruit, etc.) can be minimised by choosing 
a correct setup. Other sources, mainly caused by the agricultural environment (like the variability of fruits, 
occlusion of essential fruit features, variation in illumination, motion of the fruit, etc.), are difficult to 
influence and have to be taken into consideration during measurements. Consequently, for practical use the 
harvesting system has to achieve requirements in flexibility, robustness and speed necessary for the 
harvesting system to succeed in the agricultural environment (Burke 1990, p. 689 and Tillett 1990). 

Therefore, the image processing has to be flexible and robust in the sense that they allow for changes in 
illumination (sun direction, clouds), variability in the fruits and uncontrollability of the agricultural 
environment. The image processing should work reliably under all the extremes likely to be encountered. 
This may require 'extra' algorithms to control the system and guide error recovery. 

Also, the sensors have to be robust to the likely conditions in the agricultural environment, such as 
temperature changes, dirt, dust, extreme humidity, etc. Further, they have to work many hours a day with 
little attention paid to maintenance. 
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Besides, the speed of the harvesting system may be a critical part of the automatic harvesting process 
(has to work in real-time). To some extent the speed can be increased by using more expensive hardware, 
but much more increases can be achieved by making sure only necessary processing is done. Techniques 
for segmenting the image and extracting the important fruit features as soon as possible allow further 
processing to be restricted to these segmented images. However, reducing the amount of further processing 
may, of course, adversely affect the robustness of the image processing. Another method of increasing 
speed is by using parallel processing (Burke 1990, p. 1076). 

In addition, the flexibility in the harvesting system may allow it to be used for similar processes, such 
as the harvesting of similar types of fruits. 

2.8 Conclusions and discussion 

In this chapter the application of image analysis in the agricultural environment, in this case for the 
harvesting of fruit, has been discussed. In industry different applications have already been developed. 
However, they cannot be directly applied in agriculture because of the difference in objects and 
controllability of the environment. Therefore, most steps for an image analysis system for the harvest of 
fruit have to be developed from the very beginning. Knowledge and fruit features are required to meet the 
mature fruit detection goal. 

To setup a harvesting system a harvesting task has to be formulated (to determine which fruit features 
have to be used to result into the HSDO). An important part of the development of a harvesting system is 
the information about fruit features that have to be measured and their processing in a decision model to 
come to the detection of the mature fruit. If desired fruit features are not measurable in the input image, 
other useful fruit features and/or another setup (like changing the sensor) have to be chosen. Further, the 
use of the different subsystems in an image analysis system reduces the complexity of the harvesting 
system setup. 

The strength of using image analysis in the harvesting of fruit is its ability to measure many fruit 
features in an objective way. However, for the detection of the mature fruit it requires considerable 
additional knowledge. Humans, on the other side, are good in analysing complex images and comparing 
them with each other. Consequently, during the development stage of a harvesting system the two have to 
interact strongly which each other. 

Errors in the harvesting system setup could result in a nonsatisfactory Harvesting System Detection 
Output (HSDO). The errors can occur in all subsystems and, consequently, require for practical use of the 
harvesting system to include flexibility, robustness and speed necessary for the harvesting system to work 
in the agricultural environment and without human supervision. 
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3 DETECTION OF THE FRUIT WITHIN ITS ENVIRONMENT 

The first major harvesting task of the harvesting system is to detect the fruit within its environment.'[...] 
While humans can recogniie familiar objects from almost any angle, over a broad range of distance and 
lighting, and incorporate hearing and other senses, to aid in the vision operation, it is most difficult to 
replicate this intricate process by machine vision [...]' (Sarig, 1993). Unfortunately, the fruit features (to 
meet the fruit detection) are not well defined since they vary in shape, size, texture and colour. Fur­
thermore, the fruit features are dependent on environmental influences, such as changing illumination 
conditions (clouds, sun direction), shadows or occluding leaves, which may change or hide the fruit 
features. In addition, the locations of the fruits are random. While this all doesn't present a major obstacle 
for human vision it may be a considerable technical challenge for an image analysis system. 

Nevertheless several researchers have attempted, with reasonable success, to develop an image 
analysis system capable of detecting fruits within their environment (Amaha, 1989; Balerin, ?; Benady, 
1992; Bracy 1992; Dario, 1994; Dobrusin, 1992; Edan, 1995; Fujiura, 1992; Hayashi, 1996; Kondo, 
1994; Kondo, 1994; Kondo, 1995; Moltó, 1992; Namikawa, 1988; Pia, 1993; Rabatel, 1994; Rabatel, 
1995; Sarig, 1993; Sevila, 1991; Slaughter, 1989; Tillen, 1995; et al.). 

3.1 Detection of the fruit 

In horticulture the environment of fruits is complex and loosely structured. The fruit locations are random 
and the fruits can be difficult to detect and reach (may be hidden by leaves). The shape, size, texture and 
colour of the fruits are variable and the environmental conditions (in field and in greenhouses) are hostile 
due to changing illumination (clouds, sun direction), shadows, dust, dirt, temperature changes and extreme 
humidity (Edan, 1995). The uncertainties in the fruits location, shape, size, texture and colour (the fruit 
features) necessitate a sophisticated image analysis system which has to detect fruits that may partially be 
occluded in constantly changing environment conditions. In addition, imaging sensors tend to be the most 
suitable technique for dealing with these problems (Sevila, 1991). 

The fruit features which should be interpreted in the image interpretation, used in the harvesting system 
for the detection of fruits (the harvesting task), depend on the character of the fruit of interest. The 
resulting desired fruit features, which have to be measured, may be detected (in the image processing) by 
examining intensity levels in a grey level image of the agricultural scene. As intensity levels result from 
two components: the reflectance properties of the fruit within its environment and the ambient 
illumination. However, grey level thresholding requires that in the image the fruit features and their 
environment have different levels of intensity. The threshold is then the intensity level that allows fruit to 
be detected within its environment. 

Unfortunately, due to among others the natural variability of the illumination conditions during the day 
the fruit features are not easily to detect within their environment. Under daylight conditions, the following 
problems are usually encountered: 

• In scenes with light and shadow, fruits located in the dark area are difficult to detect; 
• Direct sunlight is reflected from leaves, making them appear brighter than fruits in the shadow; 

"/•••/ In the laboratory; with a proper selection of filters, a f ruit can be distinguished from leaves, 
whereas in the field the sky, clouds and soil may sometimes be classified as fruits. A fruit in sunlight 
ma\ appear brighter than a leaf in sunlight, while in the shade a leaf could appear brighter than a fruit 
I...)• (Sarig, 1993). 

• Throughout the day the illumination varies, due to changes in the incidence angle of the direct sunlight 
and the passage of clouds. 

Although there is a lot of research being done in this area (Moltó, 1992; Pia, 1993; Rabatel. 1994; et al.), 
must research in the detection of fruits have employed controlled illumination, in which the image analysis 
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system does not run the risk of the extremely variable conditions that occur in field or in greenhouses. So 
used Dobrusin et al. (1992) grey level imaging to detect melons. However, the performance was improved 
by adding knowledge and some melons could not be detected because of occlusion by leaves and other 
melons. 

Research on oranges, peaches and other colourful fruits have found that fruit can possibly be 
distinguished from occluding leaves by colour (Rabatel, 1995 and Slaughter, 1989). The technique of 
colour segmentation gives good results when in the image the fruit features and their environment have 
highly contrasting colours. Colour filtering was used by Rabatel et al. (1994) in an image analysis system 
for harvesting apples and by Balerin et al. (?) and Hayashi et al. (1996) for harvesting tomatoes. However, 
in the case of clusters of fruit problems may arise in segmenting these clusters into single fruit (Bree, 
1994). Further, avocado, apples (as 'Granny Smith'), melons and, of course, cucumbers may have colours 
close to the plants leaves and stem. These fruits are, therefore, difficult to detect within their environment 
based on intensity or colour only. 

Texture can also be used (as a desired fruit feature) to detect fruits within their environment (as it 
impacts the reflectance). Some fruit have textures different from their leaves. Some are smooth while 
others are rough. Texture analysis has been used (Dobrusin, 1992 and Qiu, 1991) and might be a way to 
detect some specific fruit (like using the different edges intensity (netting) in melons and leaves). 

Another feature characterising a fruit is its shape. The main problem of shape analysis techniques is to 
expose the edges in noisy images or in images which are 'contaminated' with occlusion. Under these 
conditions, edge detection techniques are likely to give only partial information on the desired edges and a 
large amount of extra unwanted edge information from its environment. Techniques which are suitable for 
this situation must include some knowledge of the fruit. Parts of edges can then be linked together by using 
knowledge of the expected fruit. Or in the case of a topdown approach a model of the fruit can be matched 
to the image. However, the model must be allowed to deform or change to match the likely variations of 
the fruit. Another useful technique may be the Hough transform technique which is specially designed for 
applications with noise and occlusion. So used Whittaker et al. (1987) the circular Hough transform for the 
detection of tomatoes. 

Much of the research mentioned above has been directed towards the interpretation of images obtained 
in the visible range. Relative little attention has been given to improve the information collected by the 
image analysis system or in examining other techniques which could be used to generate an image which 
highlight desired fruit features even better. 

There are several reasons for the large interest in the use of the visible range of the electromagnetic 
spectrum. Firstly, the image obtained corresponds closely to our own perception and secondly, because 
more and more attention has been paid to this kind of cameras their performance have been increased and 
lowered their prices. Moreover, these cameras have become smaller and more robust, making them more 
attractive for incorporating in robotic systems (Bull, 1993 and Sevila, 1991). 

Although detection techniques using the visible range give acceptable results, they do not include the 
possibility of detecting fruits which have a colour close to that of the rest of the plant. Furthermore, the 
output of the sensing is a two-dimensional (2D) image, whereas the agricultural environment has a three-
dimensional (3D) nature. The plants have volume that is filled by stems, leaves and fruits, which may 
obstruct the fruit. The desired fruit features may be distorted by occlusion so that sometimes they cannot 
be detected at all. Under these circumstances, it is therefore difficult for an imaging sensor, working in the 
visible range, to detect fruit within its environment. However, as already mentioned, there are other 
imaging techniques which can give additional or more specific information about desired fruit features to 
that obtained in the visible range. A few of these techniques will be described below and its potential for 
the use in the detection of fruits within their environment will be evaluated. 

3.2 Imaging techniques 

3.2.1 Imaging techniques using electromagnetic spectrum 

For clarity, first a general description of the electromagnetic spectrum will be given. One of the 
characteristic quantities of an electromagnetic wave is its wavelength (A.). The electromagnetic spectrum is 
known to exhibit wavelengths from less than 10'° urn to over 10' km which are commonly and 
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conveniently divided into the following bands: long electrical oscillations, radio waves, microwaves, 
infrared, near infrared, visible light, ultraviolet, X-rays, gamma rays and cosmic rays. Further, three 
different processes characterise the interaction of an electromagnetic wave with an object, namely: 

• Reflection; 
• Absorption; 
• Transmission. 

When illuminating an object part of the radiation is reflected by the surface (specular reflection) and the 
remaining radiation is transmitted into the object. From the transmitted energy part is absorbed (i.e. the 
conversion from electromagnetic energy into other forms of energy such as heat, chemical changes or 
luminescence), part is reflected back to the surface (diffuse reflection) and part is transmitted through the 
object (see figure 3.1) (Heijden van der 1994, p. 9). The magnitude of these quantities, which vary with the 
wavelength, are dependent on the physical condition and the chemical composition of the object. 

Figure 3.1, A schematic diagram of the interaction of radiation and an object: (a) specular reflection; (b) diffuse 
reflection; (c) absorption 

The potential of some of the electromagnetic bands to generate useful images (for the detection of fruits 
within their environment) based on reflectance and transmission quantities (it is hoped that the fruits to be 
detected respond differently to the wavelength in comparison with their environment) is discussed in the 
next section. 

3.2.1.1 Radio wave detection and ranging (radar) 

'[...] In radar systems, a short duration electromagnetic pulse (in the frequency range of 3 kHz to 300 
MHz) is transmitted from an antenna. A proportion of the electromagnetic pulse will be reflected back to 
the antenna by discontinuities in the dielectric constant of the propagating media. The amplitude of these 
reflections are measured with respect to time and displayed graphically. If the antenna is subsequently 
moved it is possible to obtain an image of the reflecting discontinuities [...]' (Bull, 1993). This approach 
has been used for several agriculture related measurements. For example, in detecting and monitoring the 
movement of insects (Beerwinkle, 1995), mapping well defined discontinuities in the soil profile using 
ground penetrating radar (Weiler, 1995) and remote identification of crops (Holmes, 1990 and Buiten. 
1993). The latter may offer the most interesting opportunities for the detection of fruits. Furthermore, radar 
has its own source of radiation (is an active sensor) and is not largely affected by the natural variability of 
the illumination conditions during the day. Radar has also the advantage of being able to measure the 
distance or range to the object (using the principle of time-of-flight (TOF)). 
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In literature (Buiten 1993, p. 203-217; Holmes, 1990 and Skolnik, 1980) it can be found that, in 
general, the amount of reflected energy (the radar sensitivity) is determined by the type of the object, i.e. 
the physical and electrical properties (the electrical properties are described by means of the dielectric 
constant which is closely linked to the moisture content), the size, the roughness of the object and also the 
orientation of the object towards the antenna (the incident angle). Further, some research (Brakke, 1994; 
Buiten 1993, p. 34 and Chun, 1995) suggested that in addition to the foregoing aspect of reflected energy, 
the polarization characteristics of an object may also be important for detection applications. As the 
polarization and the phase of the impinging polarized wave will be changed by the object, pertaining to its 
specific structure (i.e. size, shape and roughness) and its physical and electrical properties. Depolarization 
may occur at a rough surface (rough with respect to the wavelength of the transmitted wave) for example. 
In addition, although few studies have been made to the use of this technique, undoubtedly polarimetry 
will become of great significance in the future, but the full potential still has to be assessed (Buiten 1993, 
p. 34 and 43). 

From the preceding generalizations and discussions made by Holmes et al. (1994) on parameters 
affecting the reflected energy from vegetation, it follows that with respect to the detection of fruit within 
its environment the crucial features in determining the proportion of the reflected energy are the biomass, 
the dielectric constant and the geometry of the plant and its components (stem, fruits and leaves), which in 
turn depend on the character of the plant of interest and its physiological age. 

However, research (Lewandowski, 1994) and field experiments (Holmes, 1990) have demonstrated that 
radar sensitivity (the reflected energy) from different objects become more distinct by using frequencies 
that span the natural electromagnetic resonance of these objects. For example, detection of a 10 cm tall 
object should be based on waves containing frequencies in the neighbourhood of 3 GHz. Because the 
wavelength range of radio waves is approximately from 1 m to 100 km this limits its use for the detection 
of the 'small' fruits. More research in this area is required to fully exclude the use of radio waves. 
However, radar also operates at lower wavelengths, the microwave range (which is discussed in the 
paragraph below), and it may be suggested that this range is likely to give more opportunities for the 
detection of fruits. As it will have the same interesting features, as discussed with radio waves, because of 
the generality of radar. Because of this, the use of radio waves for the detection of fruit within its 
environment is no longer investigated in this research. 

3.2.1.2 Microwaves 

First, it is important at this stage to discriminate between active and passive forms of microwave sensors. 
Active microwave sensors provide their own source of energy and measure the reflected (the radar 
sensitivity, as described in the above paragraph) or transmitted energy, whereas passive sensors measure 
the microwaves emitted by the objects. This paragraph restricts itself to active microwave sensors. In 
adJition. because of the very long integration time and the poor resolution of passive microwave sensors 
this imaging technique will not be considered at all (Buiten 1993, p. 49-60 and p. 155). 

Bull et al. (1993) found when microwave energy, with frequencies of 300 Mhz to 300 GHz, passes 
through agricultural objects the energy is strongly absorbed and reflected by water molecules. 
Transmission of microwave energy may therefore be useful to determine the quantity of water in an object 
between the microwave source and detector. However, this measurement can be ambiguous as a high 
density object of low moisture content will give the same response as a low density object of high moisture 
content. This limits the usefulness of microwave transmission as an imaging technique. For example, one 
investigation (Timm. 1989) which attempted to detect the presence of pits in tart cherries using microwave 
transmission found that the size difference in the cherries has a more profound effect on the transmission 
tli.m the presence or absence of fruit defects. Furthermore, the sensing of this imaging technique, is by 
phssical contact which precludes its use for fruit detection. 

However, microwave transmission techniques have been successfully used to determine the microwave 
permittivities of fruits and vegetables (Nelson. 1994). In general, the microwave permittivities or dielectric 
properties of objects are important because these properties determine the nature of interaction of 
electromagnetic energy with the objects at microwave frequencies. The object permittivity influences the 
propagation of electromagnetic waves through the object, reflections of waves from the surface of the 
object and the attenuation of the wave energy as it traverse the object. The permittivity is represented as e 
= c" - je" , where the real part e' is the dielectric constant and the imaginary part e " is the dielectric loss 


