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“I	observed	that	plants	not	only	have	a	faculty	to	correct	bad	air	in	six	to	ten	days,	by	growing	
in	it...	but	that	they	perform	this	important	office	in	a	complete	manner	in	a	few	hours;	that	
this	wonderful	operation	 is	by	no	means	owing	 to	 the	vegetation	of	 the	plant,	but	 to	 the	
influence	of	light	of	the	sun	upon	the	plant”	

Jan	Ingenhousz,	1779	

More	 than	 two	 centuries	 ago,	 the	Dutch-born	physician	 Jan	 Ingenhousz	 observed	 that	
green	organs	of	plants,	when	exposed	to	light,	were	able	to	restore	a	property	to	the	air	
that	was	destroyed	by	animals,	and	by	the	same	plants	in	darkness	(Ingenhousz,	1779).	
This	property	was	described	as	the	ability	of	air	to	sustain	a	flame,	and	would	later	be	
identified	as	molecular	oxygen.	This	early	description	of	light-dependent	O2	evolution	of	
leaves	led	to	general	interest	among	scientists	and	was	followed	by	a	series	of	discoveries	
throughout	 the	 19th	 century	 and	 first	 half	 of	 the	 20th	 century	 that	 established	 the	
fundamental	principles	of	oxygenic	photosynthesis	in	plants	(Tanaka	and	Makino,	2009).	
In	 the	 21st	 century,	 photosynthesis	 remains	 an	 important	 area	 of	 research	 and	 it	 is	
considered	one	of	the	most	important	processes	of	life	on	Earth.	

1.1 Photosynthesis	and	the	challenges	of	the	21st	century	
Photosynthesis	 is	 a	 fundamental	 process	 in	 the	 biosphere,	 as	 it	 is	 responsible	 for	 the	
growth	 and	maintenance	 of	 the	 lowest	 trophic	 levels	 across	 all	 ecosystems,	 with	 the	
exception	 of	 some	 deep-water	 habitats	 and	microbial	 communities	within	 the	 Earth’s	
crust	 that	 rely	 on	 chemosynthesis	 (Kiel	 and	 Tyler,	 2010;	 Lever	 et	 al.,	 2013).	 Rates	 of	
photosynthesis	are	related	to	the	maximum	productivity	of	an	ecosystem	(Melillo	et	al.,	
1993)	 and	 physiological	 adaptations	 of	 photosynthesis	may	 contribute	 to	 biodiversity	
(Sage	and	Stata,	2015).	

Photosynthesis	 also	 plays	 an	 important	 role	 in	 regulating	 the	 climate	 on	 Earth.	 The	
assimilation	of	CO2	into	biomass	and	stabilization	of	this	biomass	results	in	sequestration	
of	atmospheric	CO2,	which	aids	in	the	reduction	of	the	greenhouse	effect	(Bonan,	2008).	
Indeed,	in	the	1990s,	forests	represented	a	sink	equivalent	to	30%	of	anthropogenic	CO2	
emissions	(Pan	et	al.,	2011).	Also,	as	an	important	component	of	the	global	carbon	cycle,	
photosynthesis	has	a	strong	impact	on	predictions	of	future	climate	(Booth	et	al.,	2012).	
Despite	 its	 importance,	 the	 predictive	 modelling	 of	 photosynthesis	 is	 limited	 by	 the	
quality	of	the	models	used	to	describe	it	(Rogers	et	al.,	2014).	

As	part	of	the	biosphere,	humans	rely	ultimately	on	photosynthesis	for	nurture.	The	global	
population	is	expected	to	increase	in	the	future,	with	current	estimations	for	2050	placed	
at	9.7	billion	under	a	medium-growth	scenario	(U.N.	 ,	2015).	Covering	 the	demands	of	
such	 a	 population	 will	 require	 to	 increase	 agricultural	 production	 from	 60%	
(Alexandratos	and	Bruinsma,	2012)	to	110%	(Tilman	et	al.,	2002)	with	respect	to	current	
levels,	 with	 uncertainties	 in	 the	 estimations	 originating	 from	 uncertainties	 in	 the	
demographic	projections,	changes	in	diets,	and	future	increases	in	average	income.	These	
projections	indicate	that	food	security	is	one	of	the	main	challenges	of	the	21st	century.	

Humanity	is	also	facing	a	major	energy	crisis,	because	of	the	non-renewable	nature	of	the	
main	sources	of	energy	(WEC,	2016),	and	the	negative	aspects	that	the	use	of	fossil	fuels	
has	on	the	climate,	via	the	greenhouse	effect	(IPCC,	2007).	In	the	search	for	alternative	
sources	 of	 energy,	 bioenergy	 (i.e.,	 biofuels,	 forestry	 and	 agricultural	 residues)	 has	
emerged	as	an	important	alternative,	and	was	responsible	for	10%	of	the	global	energy	
supply	in	2016	(WEC,	2016).	However,	it	remains	a	challenge	to	avoid	competition	with	
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food	 production	while	 achieving	 a	 sustainable	 production	 of	 bioenergy	 (Tilman	 et	 al.,	
2009).	

Increasing	 the	 global	 production	 of	 biomass	 for	 food	 and	 energy	may	 be	 achieved	 by	
increasing	 the	 total	 area	 cultivated	 or	 by	 increasing	 the	 yields	 of	 plant	 production	
systems.	It	has	been	estimated	that	there	are	1.4	billion	ha	of	good	land	for	rain-fed	food	
and	 bioenergy	 production,	 compared	 to	 the	 current	 total	 of	 1.6	 billion	 ha	 under	
agricultural	use	(Alexandratos	and	Bruinsma,	2012).	Tapping	into	additional	land	would	
conflict	with	other	 land	usages,	 such	as	 conservation	of	 biodiversity,	 regulation	of	 the	
hydrological	cycle,	or	carbon	sequestration	(Balmford	et	al.,	2005).	Between	1961	and	
2013,	the	total	area	of	land	under	cultivation	only	increased	by	10.5%	(according	to	the	
database	FAOSTAT,	accessed	on	14th	November	2016)	so	there	might	be	some	practical	
limitations	 to	 how	 fast	 the	 agricultural	 land	 area	 can	 increase	 (Alexandratos	 and	
Bruinsma,	 2012).	 The	 increasing	 water	 scarcity	 may	 also	 limit	 the	 expansion	 of	
agricultural	land	area	(Falkenmark,	2013).	In	addition,	it	has	been	suggested	that	raising	
crop	yields	 in	 existing	 lands	may	be	a	more	 sustainable	approach	 to	maintaining	high	
levels	 of	 food	 production	 in	 the	 future	 (Foley	 et	 al.,	 2011),	 especially	 if	 the	 world’s	
population	will	continue	to	increase	beyond	2050	(U.N.	,	2015).	

If	the	extension	of	current	agricultural	land	is	not	sufficient	or	desirable	to	cover	the	global	
demand	for	food	and	bioenergy	in	the	future,	yields	per	unit	 land	should	be	increased.	
Part	 of	 the	 increase	may	be	 achieved	by	 closing	 the	 gap	between	actual	 and	potential	
yields	by	means	of	improvements	in	management	(van	Ittersum	et	al.,	2013).	A	study	by	
Pradhan	et	al.	(2015)	indicated	that	closing	yield	gaps	was	sufficient	for	several	countries	
to	meet	 their	 food	demand	by	2050.	However,	 these	estimations	should	be	 taken	with	
care,	due	to	the	limited	accuracy	of	models	and	methods	of	calculation,	and	the	lack	of	
suitable	 input	 data	 (van	 Ittersum	 et	 al.,	 2013).	 Furthermore,	 the	 law	 of	 diminishing	
returns	 may	 keep	 individual	 farmers	 from	 fully	 closing	 the	 gap,	 as	 it	 could	 result	 in	
suboptimal	economic	performance	(Lobell	et	al.,	2009),	although	historical	trends	in	yield	
and	nitrogen	use	efficiency	indicate	that	technological	development	and	synergies	among	
different	agronomic	factors	may	lead	to	higher	efficiencies	at	higher	yields	(de	Wit,	1992).	

Finally,	 the	 third	option	 is	 to	use	 genetic	 improvement	 to	 raise	 the	 yield	 of	 cultivated	
systems	under	different	soil,	climate	and	management	options.	The	yields	of	the	main	four	
crops	for	food	and	feed	(i.e.,	maize,	rice,	wheat	and	soybean),	responsible	for	66%	of	the	
food	calories	consumed	globally	(Ray	et	al.,	2013),	have	increased	progressively	in	the	last	
decades.	However,	their	current	rate	of	growth	(0.9−1.6%	per	year)	would	be	insufficient	
to	 cover	 future	global	 food	 and	 feed	demand,	which	would	 require	 an	average	annual	
increase	of	2.4%	(Ray	et	al.,	2013).	The	recent	improvements	in	crop	yields	is,	in	many	
cases,	 associated	 with	 increases	 in	 the	 fraction	 of	 total	 biomass	 allocated	 to	 grains,	
especially	 in	 wheat	 and	 rice	 (Hay,	 1995),	 whereas	 in	 maize,	 the	 improvements	 are	
associated	to	exploitation	of	hybrid	vigour	and	adaptation	of	the	crop	to	high	plant	density	
(Duvick,	 2005).	 Thus,	 improvements	 in	 photosynthesis	 have	 had	 a	 marginal	 role	 in	
increasing	the	yields	of	the	main	cereal	crops	(Zhu	et	al.,	2010)	and	maximum	rates	of	leaf	
photosynthesis	are	poorly	correlated	with	yield	across	historical	series	of	cultivars	(Long	
et	al.,	2006b).	

On	 the	 other	 hand,	 theoretical	 analyses	 predict	 that	 significant	 improvements	 in	 crop	
yield	and	bioenergy	production	could	be	achieved	by	improving	photosynthesis	(Long	et	
al.,	 2006b;	Zhu	et	 al.,	 2010;	Yin	 and	Struik,	 2015).	 In	 addition,	 experiments	 show	 that	
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elevated	CO2	levels	result	in	increases	of	yields	in	wheat,	rice	and	soybean	(Long	et	al.,	
2006a),	which	suggests	that	photosynthesis	may	limit	crop	yields	under	field	conditions.	
These	results	indicate	that	further	improvements	of	yields	could	be	achieved	via	genetic	
improvement	of	photosynthesis.	Some	success	has	already	been	achieved	in	this	respect,	
by	 manipulating	 the	 properties	 and	 content	 of	 photosynthetic	 enzymes	 in	 leaves	
(Woodrow,	2009;	Raines,	2011;	Rosenthal	et	al.,	2011;	Carmo-Silva	et	al.,	2015;	Simkin	et	
al.,	2015;	Kromdijk	et	al.,	2016),	although	many	of	these	improvements	have	not	yet	been	
transferred	to	economically	relevant	crops	and/or	tested	under	agronomically	relevant	
conditions.	 In	 addition,	 within	 a	 species,	 there	 may	 be	 a	 natural	 variation	 in	 leaf	
photosynthesis	that	could	be	translated	into	higher	biomass	production,	as	is	the	case	in	
Oryza	sativa	(Gu	et	al.,	2012b)	and	Triticum	aestivum	(Driever	et	al.,	2014)	

Achieving	 improvements	 in	 bioenergy	 and	 food	 production	 through	 enhancements	 of	
photosynthesis	would	benefit	from	(i)	identification	of	targets	for	improvement,	and	(ii)	
extrapolation	 of	 knowledge	 on	 photosynthesis	 physiology	 to	 agronomically	 relevant	
conditions.	Simulation	models	based	on	systems	thinking	can	play	a	fundamental	role	in	
this	process	(Yin	and	Struik,	2010;	Keurentjes	et	al.,	2011;	Zhu	et	al.,	2012)	as	they	are	
capable	of	 integrating	knowledge	 from	multiple	disciplines	 and	areas	of	 research,	 and	
make	quantitative	connections	between	individual	components	of	a	biological	system	and	
its	overall	behaviour.	For	example,	 such	models	can	be	used	 to	 link	specific	molecular	
components	of	the	system	to	overall	performance	under	different	environments	(Yin	and	
Struik,	2010).	

It	 is	 in	 this	 context	 that	 this	 dissertation	 proposes	 novel	 simulation	 models	 of	
photosynthesis	 that	 are	 used	 to	 analyse	 the	 performance	 of	 leaf	 and	 canopy	
photosynthesis	under	environmental	conditions	closer	to	those	experienced	in	the	field,	
with	 the	 aim	 of	 (i)	 providing	 new	 tools	 for	 photosynthesis	 research	 in	 silico,	 and	 (ii)	
quantifying	 the	 role	 of	 different	 photosynthetic	 processes	 in	 limiting	 photosynthesis	
under	different	environmental	conditions.	To	support	the	modelling	effort,	a	review	of	the	
literature,	as	well	as	a	comprehensive	experiment	tailored	to	the	needs	of	the	models	are	
also	 presented.	 In	 the	 rest	 of	 this	 introductory	 chapter,	 the	 relevant	 background	
knowledge	 on	 photosynthesis	 is	 provided,	 as	 well	 as	 an	 overview	 of	 the	 historical	
evolution	and	current	state-of-the-art	in	photosynthesis	modelling.	

1.2 The	physiology	of	photosynthesis	in	plants	
Photosynthesis	in	plants	is	a	process	by	which	a	fraction	of	the	solar	energy	absorbed	by	
a	photosynthetic	organ	(in	most	cases	a	leaf)	is	converted	into	sucrose	and	starch,	which	
can	 be	 used	 for	 synthesis	 of	 new	 biomass.	 Photosynthesis	 may	 also	 be	 used	 for	
assimilation	into	organic	form	of	nitrogen	and	sulfur	(Foyer	and	Noctor,	2002;	Takahashi	
et	al.,	2011),	and	it	plays	an	important	role	in	oxidative	stress	(Foyer	and	Shigeoka,	2011)	
and	redox	balance	(Taniguchi	and	Miyake,	2012).	In	this	dissertation,	the	focus	is	on	CO2	
assimilation,	while	other	roles	of	photosynthesis	are	considered	to	the	extent	that	they	
may	affect	CO2	assimilation.	

Photosynthesis	takes	place	inside	plastids	called	chloroplasts,	which	were	incorporated	
into	 early	 eukaryotes	 via	 endosymbiosis	 of	 photosynthetic	 cyanobacteria	 (Yoon	 et	 al.,	
2004).	 Chloroplasts	 are	 separated	 from	 the	 cellular	 medium	 (cytosol)	 by	 a	 double	
membrane	(chloroplast	envelope).	The	envelope	of	 the	chloroplast	contains	numerous	
transporters	 that	allow	the	exchange	of	specific	metabolites	with	 the	cytosol	 (Pottosin	
and	Shabala,	2016).	 Inside	the	chloroplasts,	 there	 is	a	membrane	of	complex	structure	
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called	thylakoid.	The	thylakoid	membrane	separates	the	 inner	space	of	 the	chloroplast	
into	 two	 compartments:	 the	 lumen	of	 the	 thylakoid	 and	 the	 stroma	of	 the	 chloroplast	
(hereafter,	 lumen	 and	 stroma,	 respectively).	 Embedded	 in	 the	 thylakoid	membrane,	 a	
series	of	proteins	 form	a	 light	harvesting	and	electron	 transport	 chain	 responsible	 for	
absorbing	 radiative	 energy	 (irradiance)	 and	 using	 that	 energy	 to	 drive	 the	
phosphorylation	 of	 ADP	 and	 reduction	 of	 NADP%	 in	 the	 stroma	 (Figure	 1.1).	 These	
molecules	are	used	by	the	Calvin	cycle	(Figure	1.2)	to	assimilate	molecules	of	CO2	 into	
simple	sugar	phosphates,	a	process	 that	begins	with	 the	carboxylation	of	 ribulose-1,5-
bisphosphate	(RuBP)	in	a	reaction	catalysed	by	RuBP	carboxylase/oxygenase	(Rubisco).	
These	 sugar	 phosphates	 are	 then	 used	 for	 sucrose	 synthesis	 in	 the	 cytosol,	 or	 are	
converted	into	starch	in	the	stroma.	CO2	diffuses	from	the	air	surrounding	the	leaf	into	the	
chloroplasts,	 resulting	 in	 gradients	 of	 CO2	 mole	 fractions	 ([CO2])	 across	 the	 different	
compartments	 of	 the	 leaf	 (Figure	 1.3).	 Some	 species	 possess	 special	 mechanisms	 to	
concentrate	[CO2]	in	the	chloroplasts	(Furbank	et	al.,	1989),	but	this	dissertation	will	only	
focus	on	the	so-called	C3	species,	which	lack	any	special	mechanisms	for	concentrating	
[CO2].	

Irradiance	 is	 absorbed	by	 two	photosystems:	 Photosystem	 I	 (PSI)	 and	Photosystem	 II	
(PSII).	The	absorption	of	irradiance	occurs	in	a	series	of	protein	complexes	associated	to	
PSI	 and	 PSII,	 known	 as	 the	 antenna	 complexes	 of	 PSI	 and	 PSII	 (PSIac	 and	 PSIIac,	
respectively).	 The	 antenna	 complexes	 are	 composed	 of	 proteins	 and	 pigments	
(chlorophylls	and	carotenoids)	located	in	the	core	and	periphery	of	the	photosystems.	The	
distinction	between	inner	and	outer	(or	core	and	peripheral)	antenna	complexes	is	often	
used	(Croce	and	van	Amerongen,	2013;	van	Amerongen	and	Croce,	2013;	Papageorgiou	
and	Govindjee,	2014).	While	this	distinction	is	important	when	studying	energy	transfer	
among	the	different	components	of	PSIac	and	PSIIac,	these	processes	may	be	assumed	to	
be	 in	rapid	equilibrium	at	the	scales	of	seconds	(Croce	and	van	Amerongen,	2013;	van	
Amerongen	and	Croce,	2013).	The	energy	absorbed	by	PSIIac	is	used	to	oxidise	a	molecule	
of	chlorophyll	in	the	reaction	centre,	which	drives	the	oxidation	of	water	into	O2,	H%	and	
electrons,	through	a	series	of	intermediate	reactions	that	constitute	the	oxygen	evolving	
complex,	 located	 on	 the	 lumenal	 side	 of	 the	 thylakoid	 membrane.	 The	 electrons	 are	
ultimately	transported	to	a	pool	of	plastoquinone	(PQ)	molecules	that	can	diffuse	through	
the	 thylakoid	 membrane	 acting	 as	 electron	 carriers.	 PQ	 is	 reduced	 into	 plastoquinol	
(PQH2),	taking	two	electrons	from	PSII	and	two	protons	(	H%)	from	the	stroma.	
PQH2	diffuses	through	the	thylakoid	membrane	to	the	oxidase	site	at	the	cytochrome	b6f	
complex	(cyt	b6f).	There,	it	is	oxidised	and	its	two	electrons	are	divided	over	two	electron	
transport	 chains:	 the	 high	 and	 low	 potential	 chains.	 The	 former	 uses	 the	 electron	 to	
reduce	a	molecule	of	plastocyanin	(Pc)	on	the	lumenal	side.	The	latter	reduces	a	molecule	
of	PQ	bound	on	the	reductase	site	(complete	reduction	to	PQH2	requires	two	turnovers	of	
cyt	b6f).	The	 two	H%	 of	 the	PQH2	being	oxidised	are	 released	 into	 the	 lumen.	The	 low	
potential	chain	is	also	known	as	the	Q	cycle	and	its	physiological	function	is	to	double	the	
number	of	H%	released	into	the	lumen	for	every	electron	produced	by	PSII.	
Reduced	Pc	 is	 then	oxidised	by	PSI.	The	 irradiance	 absorbed	by	PSI	 is	used	 to	 reduce	
ferredoxin	 (Fd),	 extracting	 the	 charge	 from	 Pc.	 Reduced	 Fd	 can	 reduce	 different	
metabolites	 in	the	stroma	(Figure	1.1).	Under	normal	physiological	conditions,	most	of	
the	electrons	will	be	used	for	NADPH	synthesis	by	ferredoxin-NADP%	reductase.	However,	
there	are	also	alternative	forms	of	electron	transport	that	either	do	not	lead	to	NADPH	
production	or	result	in	the	oxidation	of	NADPH	by	acceptors	outside	the	Calvin	cycle	and	
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photorespiration.	One	possibility	is	that	Fd	reduces	PQ,	in	what	is	known	as	cyclic	electron	
flow	around	PSI.	Also,	Fd	or	NADPH	may	be	oxidised	by	alternative	electron	sinks,	which	
include	the	reduction	of	O2	(Asada,	2000),	reduction	of	NO()	and	assimilation	of	NH*%	into	
an	 organic	 form	 (Foyer	 and	Noctor,	 2002),	 and	 reduction	 of	 oxaloacetate	 into	malate,	
coupled	to	export	of	malate	out	of	the	chloroplast	(Fridlyand	et	al.,	1998).	In	addition,	Fd	
may	 reduce	different	 forms	of	 thioredoxin	which	are	 involved	 in	 the	 regulation	of	 the	
activity	of	several	enzymes	in	the	stroma	(see	below).	

An	excess	of	energy	occurs	whenever	the	rate	of	excitation	of	PSIIac	exceeds	the	capacity	
of	the	electron	transport	chain	at	that	moment.	This	excess	can	cause	photoinhibition	of	
the	 reaction	 centres	 of	 PSII	 (Allahverdiyeva	 and	 Aro,	 2012).	While	 photoinhibition	 is	
reversible,	full	recovery	may	take	hours	(Campbell	and	Tyystjärvi,	2012)	and	can	inhibit	
CO2	assimilation	(Hikosaka	et	al.,	2004).	Different	strategies	may	be	used	by	the	system	to	
reduce	 photoinhibition	 (Allahverdiyeva	 and	 Aro,	 2012),	 of	 which	 non-photochemical	
quenching	(NPQ)	 is	considered	one	of	 the	most	 important	(Kramer	et	al.,	2004a).	NPQ	
consists	of	a	regulated	increase	in	the	dissipation	of	excitations	as	heat	in	PSIIac,	such	that	
a	smaller	fraction	of	the	energy	reaches	the	reaction	centre.	The	mechanisms	responsible	
for	 regulation	 of	 NPQ	 are	 still	 unclear,	 although,	 under	 many	 circumstances,	 NPQ	 is	
dominated	by	the	so-called	qE	mechanism	that	is	regulated	(indirectly)	by	the	pH	of	the	
lumen,	 thus	 establishing	 a	 link	with	 the	 fluxes	 of	H%	 across	 the	 thylakoid	membrane	
(Strand	 and	 Kramer,	 2014).	 Photoinhibition	 may	 also	 contribute	 to	 NPQ,	 as	 there	 is	
evidence	that	photoinhibited	PSII	units	remain	highly	quenched,	though	the	mechanism	
is	still	not	understood	(Krause,	1988;	Šetlík	et	al.,	1990;	Renger	et	al.,	1995;	Gilmore	et	al.,	
1996;	Matsubara	and	Chow,	2004).	Also,	multiple	 forms	of	slowly	reversible	NPQ	with	
similar	kinetics	to	photoinhibition	have	been	proposed	(Ruban	and	Belgio,	2014).	

	
Figure	1.1:	Schematic	representation	of	the	photosynthetic	electron	transport	chain	in	plants.	“PSII”	
and	“PSI”	stand	for	Photosystem	II	and	I,	respectively,	including	the	associated	antenna	complexes.	
“cyt	b6f”	stands	for	the	cytochrome	b6f	complex,	whereas	“ATPase”	stands	for	the	ATP	synthase.	The	
red,	dotted	lines	describe	the	different	fluxes	of	electrons:	linear	electron	flux,	Q	cycle	within	cyt	b6f,	
cyclic	electron	flux	around	PSI	and	reduction	of	alternative	electron	sinks	(+,(),	O2).	The	orange,	
solid	lines	describe	the	different	fluxes	of	-%	across	the	thylakoid	membrane.	“qE”	stands	for	energy-
dependent,	non-photochemical	quenching,	“qM”	for	chloroplast	movement,	“qT”	for	state	transitions,	
and	“qI”	for	photoinhibition	of	PSII	reaction	centres.	
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Figure	1.2:	Schematic	representation	of	the	Calvin	cycle.	Enzymes	inside	red	ellipses	are	regulated	
indirectly	 by	 irradiance.	 “PR”	 stands	 for	 photorespiration.	 The	 subscript	 “c”	 is	 used	 to	 denote	
metabolites	in	the	cytosol.	Additional	reactions	included	in	the	diagram	are	ATP	synthesis,	NADPH	
synthesis,	and	malate	dehydrogenase	(MDH).	

	

	
Figure	1.3:	Schematic	representation	of	CO2	diffusion	into	a	leaf,	coupled	to	the	flux	of	water	vapour	
out	of	the	leaf.	The	red	lines	represent	fluxes	of	CO2,	whereas	the	blue	line	represents	the	flux	of	water	
vapour.	Each	diffusion	barrier	is	represented	as	an	electrical	resistance.	The	mole	fractions	of	CO2	
and	partial	pressures	of	water	vapour	for	each	compartment	are	represented	by	the	symbols	“C”	and	
“e”,	respectively,	with	subscripts	that	denote	the	compartment	(“a”	=	air,	“b”	=	boundary	layer,	“i”	=	
intercellular	spaces	within	the	leaf,	“cyt”	=	cytosol,	and	“chl”	=	chloroplast).	

	

	



Chapter	1	

8	

Other	mechanisms	may	 also	 contribute	 to	 a	 reduction	of	 photoinhibition.	One	of	 such	
mechanisms	is	the	movement	of	chloroplasts	in	response	to	blue	irradiance.	This	results	
in	changes	of	the	optical	properties	of	leaves	(Haupt	and	Scheuerlein,	1990;	Davis	et	al.,	
2011).	 Its	 effects	 in	 reducing	photoinhibition	have	been	demonstrated	 for	Arabidopsis	
thaliana	(Kasahara	et	al.,	2002;	Davis	and	Hangarter,	2012),	but	chloroplast	movements	
are	not	significant	in	many	species	(Davis	et	al.,	2011).	Another	mechanism	consists	of	the	
so-called	 state	 transitions,	which	 involve	 transfer	of	 some	of	 the	protein	 complexes	 in	
PSIIac	 to	 PSIac,	 thus	 adjusting	 the	 relative	 distribution	 of	 irradiance	 between	 the	 two	
photosystems.	This	is	achieved	by	changes	in	the	phosphorylation	levels	of	PSIIac,	and	this	
phosphorylation	is	ultimately	dependent	on	the	redox	state	of	the	pools	of	PQ/PQH2	and	
thioredoxin	 (Rintamäki	 et	 al.,	 2000).	 Because	 of	 these	 interactions,	 state	 transitions	
operate	mainly	at	low	irradiance	(Mekala	et	al.,	2015)	or	in	response	to	changes	in	the	
spectrum	of	 irradiance	 (Hogewoning	 et	 al.,	 2012).	 In	 any	 case,	 the	 fraction	 of	 protein	
complexes	affected	by	state	transitions	appears	to	be	small	(Dietzel	et	al.,	2008).	

As	H%	 accumulate	 in	 the	 lumen,	 a	H%	 electrochemical	 gradient	 is	 formed	 across	 the	
thylakoid	 membrane.	 According	 to	 the	 chemiosmotic	 theory	 (Mitchell,	 2011),	 this	
gradient	 represents	a	H%	motive	 force	 (pmf)	 that	drives	ATP	synthesis.	That	 is,	 as	H%	
flows	 into	 the	 stroma	 through	 the	ATP	 synthase	 (ATPase),	 the	energy	 released	 in	 this	
transport	is	used	to	drive	ATP	synthesis.	In	addition	to	the	pmf,	the	rate	of	ATP	synthesis	
is	also	regulated	by	the	concentrations	of	substrates	and	products	in	the	stroma	(Pänke	
and	Rumberg,	1996),	and	reduction	by	thioredoxins	(Schwarz	et	al.,	1997).	Additionally,	
the	electrical	component	of	the	pmf	affects	the	internal	electron	transport	through	PSII	
(Lebedeva	et	al.,	2002),	whereas	the	pH	component	of	pmf	regulates	the	kinetics	of	PQH2	
oxidation	by	cyt	b6f	as	well	as	qE.	In	addition	to	H%,	other	ions	(Mg(%,	Cl),	and	K%,	among	
others)	 may	 also	 move	 across	 the	 thylakoid	 membrane	 through	 different	 channels	
(Pottosin	and	Shabala,	2016)	and	alter	the	partitioning	of	pmf	into	its	electrical	and	pH	
component	(Cruz	et	al.,	2001).	

In	the	stroma,	CO2	is	assimilated	into	organic	form	by	Rubisco,	which	converts	a	molecule	
of	 RuBP	 (5C)	 into	 two	 molecules	 of	 phosphoglycerate	 (3C,	 PGA).	 Rubisco	 may	 also	
assimilate	 a	 molecule	 of	 O2	 producing	 a	 molecule	 of	 PGA	 and	 a	 molecule	 of	
phosphoglycolate	(2C,	PGCA).	Two	molecules	of	PGCA	are	converted	into	one	molecule	of	
PGA,	with	the	release	of	a	molecule	of	CO2.	This	conversion	consists	of	several	steps	that	
take	 place	 in	 different	 cellular	 compartments	 and	 it	 is	 known	 as	 photorespiration.	
Experimental	 results	 (Harley	and	Sharkey,	1991)	suggest	 that	part	of	 the	 flux	 through	
photorespiration	may	be	diverted	towards	other	metabolic	pathways,	such	that	less	than	
half	of	PGCA	may	be	converted	into	PGA.	

In	 addition	 to	 Rubisco,	 the	 Calvin	 cycle	 consists	 of	 several	 enzymes	 responsible	 for	
regenerating	 RuBP	 from	 PGA	 and	 allocating	 some	 of	 the	 intermediate	 metabolites	
towards	sucrose	and	starch	synthesis	(Figure	1.2).	ATP	and	NADPH	are	consumed	in	some	
of	 these	 reactions,	 where	 the	 Calvin	 cycle	 is	 coupled	 to	 the	 electron	 transport	 chain.	
Although	 only	 1.5	 PGA	 is	 produced	 per	 oxygenation	 (instead	 of	 the	 2	 PGA	 per	
carboxylation),	 the	 reduction	of	PGCA	 into	PGA	consumes	additional	ATP	and	NADPH,	
such	that	an	increase	in	the	ratio	of	oxygenation	over	carboxylation	results	in	an	increase	
of	 the	 consumption	 of	 ATP	 relative	 to	 NADPH	 in	 the	 stroma	 (Farquhar	 et	 al.,	 1980).	
Assuming	that	the	stoichiometry	of	the	different	reactions	in	the	electron	transport	chain	
does	not	change	with	physiological	conditions,	an	increase	in	the	stromal	demand	of	ATP	
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relative	 to	 NADPH	 requires	 an	 increase	 in	 alternative	 electron	 transport	 in	 order	 to	
increase	the	flux	of	H%	released	into	the	lumen.	
Several	of	the	enzymes	in	the	Calvin	cycle	are	redox	sensitive	and	their	activities	increase	
when	reduced	by	thioredoxins	(Nikkanen	and	Rintamäki,	2014).	As	thioredoxins	become	
increasingly	reduced	at	higher	irradiances,	the	activities	of	the	redox-sensitive	enzymes	
in	the	Calvin	cycle	increase	with	irradiance,	allowing	for	a	better	coupling	between	the	
electron	transport	chain	and	the	Calvin	cycle.	The	activities	of	enzymes	may	also	be	co-
regulated,	as	for	the	case	of	GAPDH	and	PRK	(Figure	1.2),	which	are	controlled	by	binding	
to	the	CP12	protein,	which	itself	is	also	redox	sensitive	(Howard	et	al.,	2008).	In	addition,	
the	activities	of	enzymes	like	FBPase	and	SBPase	(Figure	1.2)	are	also	affected	by	stromal	
pH	and	concentration	of	Mg(%	ions	(Gardemann	et	al.,	1986;	Cadet	and	Meunier,	1988).	
The	activity	of	Rubisco	is	also	dependent	on	irradiance,	as	well	as	CO2	(von	Caemmerer	
and	Edmondson,	 1986).	 The	 catalytic	 sites	 of	Rubisco	 are	 not	 active	 until	 they	 bind	 a	
molecule	of	CO2	and	Mg(%,	 in	a	process	called	carbamylation	(Mate	et	al.,	1996).	When	
RuBP	binds	a	carbamylated	site,	it	will	become	carboxylated	or	oxygenated.	However,	if	
RuBP	binds	an	inactive	site,	catalysis	is	not	possible	and	the	RuBP	molecule	will	remain	
tightly	bound	to	the	site,	effectively	acting	as	an	inhibitor	by	preventing	carbamylation.	
Under	physiologically	relevant	conditions,	Rubisco	becomes	inhibited	in	the	presence	of	
RuBP	(Mate	et	al.,	1996).	In	addition,	there	are	some	specific	Rubisco	inhibitors	that	do	
not	take	part	in	catalysis,	and	some	others	that	are	the	result	of	catalytic	misfires	during	
carboxylation	or	oxygenation	(McNevin	et	al.,	2006;	Parry	et	al.,	2013).	In	order	to	restore	
activity	 to	 the	catalytic	sites,	 the	 tightly	bound	 inhibitors	must	be	released,	and	 this	 is	
achieved	by	a	chaperone	called	Rubisco	activase.	Although	the	details	on	how	Rubisco	
activase	operates	are	still	unclear,	it	is	known	that	its	activity	depends	on	reduction	by	
thioredoxin	and	the	concentrations	of	ATP	and	ADP	in	the	stroma	(Hazra	et	al.,	2015).	

To	maintain	the	rates	of	CO2	assimilation,	a	rapid	supply	of	CO2	to	Rubisco	is	required.	
Transport	across	membranes	may	be	facilitated	by	aquaporins	(Flexas	et	al.,	2008),	but	it	
is	assumed	to	be	energetically	passive	(i.e.,	no	energy	is	consumed	directly	to	transport	
CO2	 across	 barriers).	 A	 passive	 diffusion	 requires	 the	 creation	 of	 a	 gradient	 of	 [CO2]	
between	the	carboxylation	sites	and	the	air	surrounding	the	leaf.	The	magnitude	of	such	
a	 gradient	 depends	 on	 the	 diffusivity	 of	 CO2	molecules	 through	 the	 different	 barriers	
within	the	leaf.	Using	an	electrical	circuit	as	analogy,	these	barriers	may	be	grouped	into	
two	 components:	 the	 stomatal	 and	mesophyll	 conductances.	 The	 former	 refers	 to	 the	
diffusion	of	CO2	through	the	stomatal	pores	on	the	surface	of	the	leaf.	The	opening	and	
closing	of	these	pores	is	highly	regulated	and	responds	to	environmental	conditions	as	
well	 as	 internal	 physiological	 signals	 (Mott,	 2009;	 Lawson	 et	 al.,	 2011;	 Lawson	 et	 al.,	
2014).	 The	 mesophyll	 conductance	 refers	 to	 the	 internal	 barriers,	 between	 the	
intercellular	 space	 (which	 is	 air-filled)	 and	 the	 vicinity	 of	 Rubisco	 in	 the	 stroma.	
Mesophyll	conductance	is	highly	dependent	on	leaf	anatomy	(Berghuijs	et	al.,	2015)	and	
appears	to	respond	to	environmental	conditions	(Flexas	et	al.,	2008),	although	some	of	
these	apparent	 responses	may	be	 the	 result	of	methodological	artefacts	 (Tholen	et	al.,	
2012;	Gu	and	Sun,	2014).	

1.3 Photosynthesis	in	its	natural	environment	
As	part	of	a	canopy,	a	 leaf	may	be	exposed	 to	strong	 temporal	 fluctuations	 in	 incident	
irradiance.	The	best-known	type	of	fluctuations	are	so-called	“sunflecks”,	which	consist	of	
brief	 increases	 in	 irradiance	on	a	 low	background	 irradiance	 (Way	and	Pearcy,	2012).	
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Generally,	 a	 sunfleck	 is	 associated	with	 direct	 exposure	 to	 the	 sun	 of	 a	 leaf	 that	 was	
previously	 in	 the	 shade.	 This	 is	 possible	 because	 of	 gaps	 in	 the	 structure	 of	 canopies,	
either	 permanent	 or	 created	 transiently	 by	 wind	 (Roden,	 2003).	 Some	 general	
characterization	of	sunflecks	has	been	performed,	 in	 terms	of	amplitude,	duration	and	
frequency	 (Pearcy,	 1990;	 Smith	 and	Berry,	 2013),	 and	general	patterns	have	emerged	
from	these	analyses:	(i)	for	a	given	leaf,	sunflecks	tend	to	be	clustered	in	time,	separated	
by	longer	periods	of	no	sunflecks,	(ii)	sunflecks	are	usually	short	(<	10	seconds),	and	(iii)	
tend	to	increase	irradiance	by	at	least	100	μmol	m−2	s−1.	The	study	of	sunflecks	is	further	
complicated	by	the	penumbra	effect	(Denholm,	1981),	and	by	non-isotropic	scattering	of	
irradiance	by	leaves	(Grant,	1987).	

Another	 source	 of	 fluctuations	 in	 irradiance	 that	 has	 received	 comparatively	 less	
attention	is	the	transient	shading	of	a	leaf	that	was	previously	exposed	to	the	sun	because	
of	passing	clouds	or	the	structure	of	the	canopy.	Whereas	shading	by	canopy	structure	
can	be	seen	as	a	phenomenon	complementary	to	sunflecks	(i.e.,	the	creation	of	a	sunfleck	
in	 one	 point	 results	 in	 shading	 of	 another	 location),	 shading	 by	 clouds	 (“cloudflecks”)	
should	be	treated	separately	as	(i)	cloudflecks	are	less	dependent	on	the	structure	of	the	
canopy,	(ii)	cloudflecks	can	affect	leaves	on	the	top	of	the	canopy,	and	(iii)	may	result	in	
very	different	 temporal	distributions.	For	example,	Knapp	and	Smith	 (1988)	observed	
that,	on	days	with	intermittent	cloudiness	on	a	subalpine	meadow,	the	average	length	of	
a	cloudfleck	was	3.8	minutes,	an	order	of	magnitude	longer	than	a	typical	sunfleck.	While	
the	effect	of	sunflecks	on	CO2	assimilation	has	been	studied	extensively	in	the	last	decades	
(Pearcy	and	Way,	2012),	few	studies	are	available	on	the	effect	of	intermittent	cloudiness	
on	CO2	assimilation	(see	Fay	and	Knapp	1995,	and	references	therein).	

Osterhout	 and	 Haas	 (1918)	 reported	 one	 of	 the	 earliest	 studies	 on	 dynamic	
photosynthesis,	 by	measuring	 the	 rate	 at	which	 the	 pH	 of	 a	medium	 increased	 in	 the	
presence	of	filaments	of	Ulva	rigida	after	a	change	in	irradiance	from	darkness	to	a	direct	
exposure	to	 the	sun.	This	experiment	revealed	that	changes	were	slow	(in	 the	scale	of	
minutes)	and	followed	(approximately)	first-order	kinetics.	Soon	after,	experiments	were	
published	where	dynamic	CO2	assimilation	and	chlorophyll	fluorescence	were	measured	
(Warburg,	1920;	Kautsky	and	Hirsch,	1931;	McAlister	and	Myers,	1940).	The	behaviour	
of	 photosynthesis	 during	 these	 dark-to-light	 transients	 became	 known	 as	 “induction	
phenomena”	 (van	 der	 Veen,	 1949).	 It	 was	 proposed	 that	 the	 “induction	 state”	 of	
photosynthesis	 determined	 how	 fast	 it	 could	 reach	 the	 steady-state,	 and	 that	 this	
induction	 state	 decreased	 with	 exposure	 to	 darkness	 (Warburg,	 1920;	 van	 der	 Veen,	
1949).	 Measurements	 of	 photosynthetic	 induction	 have	 played	 an	 important	 role	 in	
elucidating	 the	 mechanisms	 of	 photosynthesis,	 and	 in	 the	 development	 of	 dynamic	
models	(Walker,	1973;	Govindjee,	1995;	Pearcy	et	al.,	1996).	It	is	now	generally	accepted	
that	induction	of	photosynthesis	(at	the	scale	of	minutes)	is,	at	least,	limited	by	activation	
of	Rubisco	 (Mott	 and	Woodrow,	2000)	 and	opening	of	 the	 stomata	 (Allen	and	Pearcy,	
2000a;	 Vialet-Chabrand	 et	 al.,	 2016).	 Other	 potential	 effects	 may	 be	 associated	 with	
activation	of	other	enzymes	in	the	Calvin	cycle	(Sassenrath-Cole	et	al.,	1994),	build-up	of	
metabolites	 in	 the	 Calvin	 cycle	 (Walker,	 1973),	 and	 activation	 of	 sucrose	 phosphate	
synthase	(Stitt	and	Grosse,	1988).	

Under	natural	conditions,	leaves	are	not	exposed	to	darkness	during	the	diurnal	period.	
Hence,	 when	 the	 research	 objective	 is	 to	 understand	 the	 dynamics	 of	 photosynthesis	
under	 the	 natural	 environment,	 low	 irradiance	 instead	 of	 darkness	 should	 be	 used	 to	
study	 induction	 phenomena	 (McCree	 and	 Loomis,	 1969).	 Much	 of	 the	 induction	
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phenomena	 are	 still	 observed	when	 using	 low	 irradiance	 (McCree	 and	 Loomis,	 1969;	
Pearcy	et	al.,	1985;	Sharkey	et	al.,	1986b;	Yamori	et	al.,	2012),	but	the	magnitude	of	the	
effects	tends	to	be	lower	as	the	induction	state	increases	with	irradiance.	

With	 the	 development	 of	 gas	 exchange	 measurement	 systems	 for	 leaves,	 additional	
phenomena	were	observed	after	decreases	in	irradiance.	Decker	(1955)	observed	that	the	
apparent	rates	of	leaf	respiration	in	darkness	were	transiently	larger	after	illumination	
than	in	the	steady-state.	A	more	complex	pattern	has	been	revealed	for	CO2	assimilation	
after	 a	 transition	 from	 high	 to	 low	 irradiance,	 whereby	 (i)	 CO2	 assimilation	 remains	
transiently	higher	than	in	the	final	steady-state	for	a	few	seconds	(Chazdon	and	Pearcy,	
1986),	 followed	by	(ii)	values	transiently	 lower	than	 in	the	 final	steady-state	 for	a	 few	
minutes	(Vines	et	al.,	1982).	Multiple	hypotheses	have	been	postulated	to	explain	these	
phenomena,	 including	 delays	 in	 CO2	 release	 by	 photorespiration	 (Vines	 et	 al.,	 1983),	
enhancement	of	mitochondrial	respiration	after	illumination	(Azcón-Bieto	et	al.,	1983),	
an	 overshoot	 in	 sucrose	 synthesis	 (Prinsley	 et	 al.,	 1986b),	 and	 relaxation	 of	 non-
photochemical	quenching	(Armbruster	et	al.,	2014;	Kromdijk	et	al.,	2016).	

Other	 processes	 in	 photosynthesis	 are	 known	 to	 respond	 dynamically	 to	 changes	 in	
irradiance,	 such	 as	 the	movement	 of	 chloroplasts	 (Haupt	 and	 Scheuerlein,	 1990)	 that	
affect	 leaf	 optical	 properties	 (Davis	 et	 al.,	 2011),	 and	 changes	 in	 apparent	 mesophyll	
conductance	 (Flexas	et	al.,	2007a).	However,	 to	my	knowledge,	 the	potential	effects	of	
these	phenomena	on	CO2	assimilation	under	fluctuating	irradiance	have	not	been	tested	
experimentally	or	analysed	in	silico.	

As	indicated	in	the	previous	sections,	the	photosystems	need	to	be	protected	from	any	
excess	of	energy	that	could	result	in	photoinhibition.	During	photosynthetic	induction,	the	
excess	of	energy	is	higher	than	in	the	steady-state,	due	to	lower	activity	of	enzymes	in	the	
Calvin	cycle.	 In	addition,	 the	effects	of	photoinhibition	on	rates	of	CO2	assimilation	are	
higher	 at	 low	 irradiance	 (Hikosaka	 et	 al.,	 2004),	 such	 that	 the	 slow	 reversibility	 of	
photoinhibition	may	limit	time-integrated	CO2	assimilation	under	fluctuating	conditions	
(Zhu	et	al.,	2004).	Indeed,	evidence	shows	that	leaves	become	significantly	photoinhibited	
during	the	day	(Long	et	al.,	1994;	Murchie	et	al.,	1999),	and	experiments	with	mutants	
deficient	in	qE	display	higher	rates	of	photoinhibition	and	have	lower	biomass	production	
under	fluctuating	irradiance	compared	to	their	wildtype	(Külheim	et	al.,	2002;	Hubbart	et	
al.,	2012).	

Another	difficulty	faced	by	photosynthesis	when	exposed	to	fluctuating	irradiance	is	how	
to	efficiently	couple	the	production	and	consumption	of	ATP	and	NADPH.	Furthermore,	
the	 dynamic	 decoupling	 of	 CO2	 diffusion	 and	 CO2	 assimilation	 results	 in	 strong	
fluctuations	of	[CO2]	within	leaves	(Allen	and	Pearcy,	2000a;	Vialet-Chabrand	et	al.,	2016),	
which	will	affect	the	ratio	at	which	ATP	and	NADPH	are	consumed,	due	to	alteration	of	
the	ratio	between	rates	of	oxygenation	and	carboxylation.	Hence,	the	electron	transport	
chain	requires	a	high	degree	of	flexibility	to	dynamically	alter	the	rate	of	H%	release	in	the	
lumen	relative	 to	production	of	NADPH	(Kramer	et	al.,	2004a).	 In	addition,	alternative	
electron	 sinks	may	act	 as	 a	 safety	valve	 to	dissipate	 transient	 excess	of	 energy	and	 to	
acidify	 the	 lumen	 to	 induce	 NPQ,	 especially	 during	 photosynthetic	 induction	
(Igamberdiev	et	al.,	1998;	Makino	et	al.,	2002;	Fan	et	al.,	2007).	
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1.4 Modelling	of	photosynthesis	
The	word	 “model”	 is	 perhaps	 one	 of	 the	most	 ambiguous	 and	 abused	 terms	 in	 plant	
sciences.	A	model	may	be	a	diagram	of	a	metabolic	pathway,	a	verbal	hypothesis	on	how	
a	 biological	 mechanism	 works,	 a	 species	 that	 is	 used	 in	 multiple	 experiments	 and	
considered	 a	 reference	 in	 the	 field,	 a	 digital	 or	 physical	 representation	 of	 a	 plant	 or	
protein,	a	statistical	algorithm	that	captures	relationships	between	variables	in	a	dataset,	
or	a	set	of	equations	that	describes	how	a	biological	system	may	work	at	a	certain	level	of	
abstraction.	It	is	only	the	last	definition	that	is	of	interest	for	this	dissertation.	

Even	after	narrowing	the	definition	of	the	term	model,	there	is	still	a	wide	range	of	models	
of	photosynthesis,	depending	on	the	spatial	and	temporal	scales	being	described,	the	type	
of	 research	questions	being	addressed,	 and	 the	 level	of	detail	 at	which	 the	underlying	
mechanisms	are	described.	A	detailed	review	of	all	these	models	is	beyond	the	scope	of	
this	introduction,	but	an	overview	is	given	of	the	main	types	of	models	that	are	relevant	
for	this	dissertation,	in	the	form	of	a	historical	perspective	leading	to	the	current	state-of-
the-art.	

1.4.1 Steady-state	models	of	photosynthesis	
One	 of	 the	 earliest	mathematical	models	 of	 photosynthesis	 that	 included	 the	 effect	 of	
environmental	 conditions	 was	 proposed	 by	 Blackman	 (1905).	 He	 challenged	 the	
dominant	 paradigm,	 in	 his	 time,	 that	 there	 was	 an	 optimal	 irradiance	 and	 [CO2]	 for	
photosynthesis.	Instead,	he	proposed	that	the	rate	of	CO2	assimilation	“is	conditioned	as	
to	its	rapidity	by	a	number	of	separate	factors	[...],	the	rate	of	the	process	is	limited	by	the	
pace	of	the	‘slowest’	factor”	(Blackman,	1905).	This	statement	became	known	as	the	“law	
of	limiting	factors”	and	has	influenced	many	of	the	models	of	CO2	assimilation	published	
afterwards.	

Decades	 later,	 a	 model	 of	 Rubisco	 kinetics	 was	 proposed	 by	 Farquhar	 (1979)	 which	
remains	fundamental	to	all	modern	models	of	CO2	assimilation.	A	year	later,	Farquhar	et	
al.	 (1980)	applied	 the	 law	of	 limiting	 factors	 to	 couple	a	 simplification	of	 this	Rubisco	
model	to	an	empirical	expression	that	calculated	the	potential	rate	of	RuBP	regeneration	
as	limited	by	the	production	of	NADPH	or	ATP.	This	model	(hereafter	“FvCB	model”)	is	
one	of	the	most	important	models	in	the	history	of	photosynthesis	research,	and	it	gave	
rise	to	an	entire	family	of	models	of	CO2	assimilation	with	a	broad	range	of	applications	
(von	Caemmerer,	2013).	

Notable	extensions	of	the	FvCB	model	include	the	coupling	to	resistance-based	models	of	
CO2	diffusion	(Farquhar	and	Sharkey,	1982;	Berghuijs	et	al.,	2015),	the	inclusion	of	a	third	
limiting	factor	associated	with	availability	of	free	phosphate	in	the	chloroplast	(Sharkey,	
1985),	the	generalization	of	the	stoichiometries	assumed	in	the	coupling	of	the	electron	
transport	chain	to	the	Calvin	cycle	(Yin	et	al.,	2006),	or	the	extension	of	the	model	to	C4	
metabolism	(von	Caemmerer,	2000;	Yin	and	Struik,	2012).	

However,	 under	 natural	 conditions,	 photosynthesis	 is	 not	 always	 in	 steady	 state,	 and	
predictions	made	with	models	that	assume	a	quasi-steady	state	(i.e.,	that	photosynthesis	
responds	instantly	to	changes	in	environmental	conditions),	result	in	overestimations	of	
measured	CO2	assimilation	(Pearcy	et	al.,	1997;	Stegemann	et	al.,	1999;	Naumburg	et	al.,	
2001a;	Naumburg	and	Ellsworth,	2002).	Therefore,	dynamic	models	of	photosynthesis	
are	required.	
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1.4.2 Dynamic	models	of	photosynthesis	
Several	 simple,	 phenomenological	 models	 of	 photosynthesis	 were	 constructed	 in	 the	
1980s	and	1990s	to	quantify	the	effect	of	enzyme	activation	and	stomatal	conductance	
kinetics	on	CO2	assimilation.	The	general	approach	was	to	use	an	analytical,	steady-state	
model	of	photosynthesis,	and	to	modify	some	of	 the	parameters	during	 the	simulation	
according	 to	 phenomenological	 descriptions	 of	 their	 dynamics.	 This	 approach	 was	
successful	 in	 reproducing	 experimental	 observations	 and	 useful	 in	 generating	 a	
consistent	paradigm	that	explained	CO2	assimilation	under	sunflecks	 in	 terms	of	a	 few	
processes.	 Gross	 (1982)	 modelled	 CO2	 assimilation	 by	 Rubisco,	 which	 activity	 was	
dependent	on	irradiance	and	changed	in	time	with	first-order	kinetics.	This	approach	was	
extended	by	Woodrow	and	Mott	 (1989),	who	distinguished	between	 two	 components	
with	 different	 kinetics,	 the	 slowest	 of	 which	 was	 associated	 to	 Rubisco	 and	 its	 rate	
constant	of	activation	was	proportional	 to	 the	amount	of	Rubisco	activase.	Gross	et	al.	
(1991)	linked	the	fast	component	to	activation	of	other	enzymes	in	the	Calvin	cycle,	and	
combined	 this	 approach	with	 the	 FvCB	model	 by	 explicitly	 simulating	 the	 amounts	 of	
triose	phosphate	and	RuBP	in	leaves.	This	model	was	later	refined	by	Pearcy	et	al.	(1997)	
and	Kirschbaum	et	al.	(1998).	The	model	by	Pearcy	et	al.	(1997)	has	been	used	in	several	
studies	 (Naumburg	 et	 al.,	 2001a;	 Naumburg	 and	 Ellsworth,	 2002;	 Roden,	 2003;	
Montgomery	and	Givnish,	2008)	and	may	be	considered	a	reference	model	for	studies	of	
dynamic	CO2	assimilation	under	fluctuating	irradiance.	

Other	dynamical	models	have	focused	on	understanding	the	Calvin	cycle	by	describing	
each	 reaction	according	 to	 its	kinetics	 in	 vitro	 (Pettersson	and	Ryde-Pettersson,	1988;	
Laisk	et	al.,	1989;	Woodrow	and	Mott,	1993;	Fridlyand	and	Scheibe,	1999b;	Poolman	et	
al.,	 2000;	 Zhu	 et	 al.,	 2007).	 Most	 of	 these	 models	 were	 analysed	 under	 steady-state	
conditions	with	 the	 objective	 of	 quantifying	 the	 effect	 of	 the	 different	 enzymes	 in	 the	
Calvin	cycle	on	the	rate	of	CO2	assimilation.	The	approach	followed,	which	is	known	as	
“metabolic	control	analysis”	(Heinrich	and	Rapoport,	1974),	assumes	that	there	is	no	rate-
limiting	step	in	a	pathway,	but	rather	that	all	enzymes	share	different	degrees	of	control	
on	 the	 flux	 through	 the	pathway.	This	approach	 is	generally	 considered	more	realistic	
than	the	law	of	limiting	factors.	However,	to	my	knowledge,	none	of	these	models	have	
been	 tested	 with	 measurements	 of	 CO2	 assimilation	 under	 different	 environmental	
conditions.	 One	 important	 limitation	 of	 these	 models	 is	 the	 large	 number	 of	 kinetic	
parameters	that	have	to	be	determined.	In	addition,	it	is	not	clear	whether	in	vivo	kinetics	
can	be	predicted	by	models	based	on	in	vitro	kinetics	(Harris	and	Königer,	1997).	

Regarding	the	electron	transport	chain,	there	is	a	long	tradition	of	modelling	the	kinetics	
of	 energy	 transfer	 and	 electron	 transport	 associated	 to	 PSII.	 Much	 of	 the	 early	 work	
focused	on	modelling	sub-components	of	the	network	of	reactions	within	PSII,	including	
the	 oxygen	 evolving	 complex	 (Kok	 et	 al.,	 1970),	 the	 two	 electron-gate	 model	 of	 QB	
reduction	(Velthuys	and	Amesz,	1974),	and	 the	exciton-radical-pair	equilibrium	model	
(Lavergne	 and	 Trissl,	 1995).	 Recent	models	 aim	 at	 integrating	 these	 approaches	 into	
comprehensive	 models,	 often	 used	 to	 analyse	 fluorescence	 induction	 at	 the	 scale	 of	
microsecods	to	seconds	(Stirbet	et	al.,	1998;	Lebedeva	et	al.,	2002;	Lazár,	2003;	Zhu	et	al.,	
2005;	Xin	et	al.,	2013).	

The	rest	of	the	components	of	the	electron	transport	chain	are	generally	not	modelled	in	
isolation	 but	 as	 parts	 of	 models	 of	 the	 whole	 electron	 transport	 chain.	 Simplified	
representations,	usually	in	the	form	of	rate	equations,	are	used	to	describe	them.	Notable	
exceptions	 include	the	modelling	of	cyt	b6f	 to	study	possible	bypass	reactions	of	 the	Q	
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cycle	(Berry	and	Rumberg,	2001;	Schumaker	and	Kramer,	2011),	and	kinetic	models	of	
ATPase	 built	 to	 understand	 the	 effects	 of	 pmf,	 reduction	 by	 thioredoxin,	 and	
concentration	of	substrates	on	ATP	synthesis	(Kramer	et	al.,	1990;	Pänke	and	Rumberg,	
1996).	 Although	 some	 early	 work	 was	 published	 by	 Laisk	 and	 Walker	 (1989),	 most	
detailed	models	of	the	electron	transport	chain	are	rather	recent	(Berry	and	Rumberg,	
2001;	Lebedeva	et	al.,	2002;	Laisk	et	al.,	2009a;	Ebenhöh	et	al.,	2011;	Zaks	et	al.,	2012;	Zhu	
et	al.,	2013;	Tikhonov	and	Vershubskii,	2014;	Matuszyńska	et	al.,	2016).	The	models	by	
Zhu	 et	 al.	 (2013)	 and	 Laisk	 et	 al.	 (2009a)	 also	 include	 detailed	 descriptions	 of	 the	
reactions	 in	 the	 stroma	 and	 cytosol,	which	makes	 them	 the	 two	most	 comprehensive	
dynamic	models	of	photosynthesis	published	so	far.	

1.4.3 Scaling	photosynthesis	to	the	canopy	
Although	 photosynthesis	 takes	 place	 within	 chloroplasts,	 calculations	 of	 biomass	
production	require	to	scale	it	up	to	the	canopy	level.	Scaling	photosynthesis	to	the	canopy	
usually	 focuses	on	modelling	 the	 spatio-temporal	distribution	of	 irradiance	within	 the	
canopy,	although	 in	principle	 the	whole	microclimate	 (i.e.,	wind	velocity,	 temperature,	
humidity	and	[CO2])	should	be	taken	into	account	(Baldocchi	et	al.,	2002;	Zhu	et	al.,	2012).	
The	first	model	of	canopy	photosynthesis	is	attributed	to	Monsi	and	Saeki	(1953),	who	
proposed	the	use	of	the	Lambert-Beer	law	to	describe	the	distribution	of	irradiance	within	
a	canopy,	where	the	extinction	coefficient	is	determined	by	the	distribution	of	leaf	angles.	
This	 approximation	 is	 known	 as	 the	 “turbid	 medium”	 approach	 (Chelle	 and	 Andrieu,	
2007).	This	model	was	later	expanded	into	more	detailed	multi-layer	models	of	irradiance	
distribution	within	 canopies	 (Norman	 and	 Jarvis,	 1975;	 Goudriaan,	 1977),	 taking	 into	
account	the	optical	properties	of	the	leaves	and	separating	irradiance	into	direct,	diffuse	
and	scattered	components.	

These	multilayer	models	were	later	extended	to	3D	canopies,	such	as	the	crowns	of	trees	
(Norman	and	Welles,	1983;	Wang	and	Jarvis,	1990;	Cescatti,	1997),	and	2D	canopies,	such	
as	row	crops	(Gijzen	and	Goudriaan,	1989).	De	Pury	and	Farquhar	(1997)	demonstrated	
that,	 for	 calculations	 of	 steady-state	 canopy	 photosynthesis,	 the	 multilayer	 model	 by	
Goudriaan	(1977)	could	be	simplified	into	a	two-leaf	model	that	only	considered	sunlit	
and	shaded	fractions	of	the	total	leaf	area.	These	different	canopy	models	based	on	the	
assumption	of	turbid	medium	have	been	used	in	the	simulation	of	canopy	photosynthesis	
and	plant	biomass	production	(Baumann	et	al.,	2002;	Yin	and	van	Laar,	2005;	Morales	et	
al.,	2016).	

One	important	limitation	of	models	based	on	the	concept	of	turbid	medium	is	that	they	
cannot	track	in	time	the	irradiance	absorbed	by	individual	leaves.	When	CO2	assimilation	
is	assumed	to	be	in	quasi-steady	state,	this	does	not	affect	the	results,	provided	that	the	
integration	 over	 time	 and	 space	 is	 performed	 accurately.	 However,	 as	 soon	 as	 it	 is	
assumed	that	CO2	assimilation	depends	on	the	past	values	of	irradiance,	due	to	the	effects	
on	enzyme	activity,	NPQ,	photoinhibition,	 etc.,	 the	assumption	of	 turbid	medium	 is	no	
longer	useful.	Therefore,	simulations	of	dynamic	canopy	CO2	assimilation	make	use	of	ray-
tracers	 (Chelle	 and	 Andrieu,	 2007)	 and	 3D	 canopies	 where	 the	 individual	 leaves	 are	
described	 explicitly	 (Pearcy	 and	 Yang,	 1996;	 Naumburg	 et	 al.,	 2001b;	 Roden,	 2003;	
Retkute	et	al.,	2015).	

1.5 Goals	and	outline	of	this	dissertation	
This	dissertation	aims	to	answer	the	following	questions:	
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Q1.	 How	 does	 CO2	 assimilation	 respond	 to	 fluctuating	 irradiance,	 under	 different	
temperature,	[CO2]	and	air	humidity?	

Q2:	What	is	the	importance	of	different	photosynthetic	processes	in	limiting	dynamic	CO2	
assimilation	at	the	leaf	and	canopy	level?	

Q3:	 How	 is	 the	 electron	 transport	 chain,	 coupled	 to	 the	 Calvin	 cycle,	 regulated	 under	
steady-state	and	fluctuating	irradiance?	

Q4:	 What	 are	 potential	 targets	 for	 improvement	 of	 photosynthesis	 under	 fluctuating	
irradiance?	

Chapter	 2	 reviews	 the	 existing	 literature	 on	 how	 different	 environmental	 conditions	
modulate	 CO2	 assimilation	 of	 leaves	 under	 fluctuating	 irradiance.	 The	 review	 also	
identifies	those	areas	where	more	effort	is	needed	in	terms	of	experimental	research	and	
modelling.	

Chapter	 3	 describes	 an	 experiment	 in	 which	 several	 photosynthetic	 mutants	 of	
Arabidopsis	 thaliana	 are	used	 to	 test	 the	 effects	of	 some	of	 the	processes	 identified	 in	
Chapter	2	on	dynamic	CO2	assimilation.	The	diffusional	and	biochemical	 limitations	 to	
dynamic	 CO2	 assimilation	 are	 also	 quantified,	 using	 different	 indices	 adapted	 from	
previous	studies.	

Chapter	4	proposes	a	novel	dynamic	model	of	CO2	assimilation	at	the	leaf	level	that	takes	
into	account	the	different	photosynthetic	processes	discussed	in	Chapters	2	and	3.	The	
model	 is	calibrated	and	validated	with	published	data	as	well	as	 the	data	presented	 in	
Chapter	3.	The	use	of	photosynthetic	mutants	allows	testing	whether	the	model	captures	
the	effect	of	different	processes	in	a	realistic	manner.	After	calibration	and	validation	of	
the	model,	simulations	are	performed	to	quantify	the	limitations,	at	the	leaf	and	canopy	
levels,	imposed	by	the	different	photosynthetic	processes,	under	different	environmental	
conditions.	

Chapter	5	goes	deeper	into	the	mechanisms	of	photosynthesis	and	focuses	on	the	electron	
transport	chain,	while	still	conserving	most	of	the	processes	from	Chapter	4.	The	objective	
of	this	model	is	to	study	the	metabolic	regulation	of	electron	transport	under	steady-state	
and	fluctuating	irradiance.	The	model	is	calibrated	and	validated	with	published	data,	and	
simulations	 are	 performed	 to	 quantify	 the	 potential	 contributions	 of	 different	
mechanisms	to	the	regulation	of	electron	transport.	

Finally,	Chapter	6	summarises	the	findings	in	this	dissertation	and	answers	the	research	
questions	formulated	above.	Potential	applications	and	extensions	of	the	models	are	also	
discussed,	and	knowledge	gaps	are	identified.	
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Abstract	

Irradiance	 incident	 on	 plant	 leaves	 often	 fluctuates,	 causing	 dynamic	 photosynthesis.	
Whereas	 steady-state	 photosynthetic	 responses	 to	 environmental	 factors	 have	 been	
extensively	studied,	knowledge	of	dynamic	modulation	of	photosynthesis	remains	scarce	
and	scattered.	This	review	addresses	this	discrepancy	by	summarizing	available	data	and	
by	 identifying	 the	 research	 questions	 necessary	 to	 advance	 our	 understanding	 of	
interactions	between	environmental	 factors	and	dynamic	behaviour	of	photosynthesis,	
using	a	mechanistic	 framework.	Firstly,	dynamic	photosynthesis	 is	separated	 into	sub-
processes	 related	 to	 proton	 and	 electron	 transport,	 non-photochemical	 quenching,	
control	of	metabolite	flux	through	the	Calvin	cycle	(activation	states	of	Rubisco	and	RuBP	
regeneration,	 post-illumination	 metabolite	 turnover)	 and	 control	 of	 CO2	 supply	 to	
Rubisco	 (stomatal	 and	 mesophyll	 conductance	 changes).	 Secondly,	 the	 modulation	 of	
dynamic	 photosynthesis	 and	 its	 sub-processes	 by	 environmental	 factors	 is	 described.	
Increases	in	ambient	CO2	concentration	and	temperature	(up	to	approx.	35	°C)	enhance	
rates	of	photosynthetic	induction	and	decrease	its	loss,	facilitating	more	efficient	dynamic	
photosynthesis.	 Depending	 on	 the	 sensitivity	 of	 stomatal	 conductance,	 dynamic	
photosynthesis	may	additionally	be	modulated	by	air	humidity.	Major	knowledge	gaps	
exist	regarding	environmental	modulation	of	loss	of	photosynthetic	induction,	dynamic	
changes	 in	mesophyll	 conductance,	 and	 the	 extent	 of	 limitations	 imposed	by	 stomatal	
conductance	for	different	species	and	environmental	conditions.	The	study	of	mutants	or	
genetic	 transformants	 for	 specific	 processes	 under	 various	 environmental	 conditions	
could	 provide	 significant	 progress	 in	 understanding	 the	 control	 of	 dynamic	
photosynthesis.	

2.1 Introduction	
Photosynthesis	 is	 mostly	 studied	 using	 controlled,	 steady-state	 conditions.	 In	 nature,	
steady	states	are	rare,	and	environmental	factors,	especially	irradiance,	change	rapidly.	
Assimilation	 rates	 in	 nature	 result	 from	 those	 factors	 that	 limit	 steady-state	
photosynthesis	as	well	as	those	that	constrain	the	speed	of	response	to	environmental	
fluctuations	(Naumburg	and	Ellsworth,	2002;	Way	and	Pearcy,	2012).	So,	to	understand	
photosynthesis	in	natural	conditions	we	need	to	understand	photosynthesis	in	fluctuating	
irradiance,	i.e.	dynamic	photosynthesis.		

Previous	 research	 on	 dynamic	 photosynthesis	 has	 focused	 on	 kinetics	 of	 underlying	
processes	and	 interspecific	variation	 in	 response	 to	 fluctuating	 irradiance	(Pearcy	and	
Way,	 2012).	 In	 contrast,	 no	 clear	 picture	 of	 the	 effects	 of	 ambient	 CO2	 concentration	
([CO2]),	 temperature	 and	 leaf-to-air	 vapour	 pressure	 deficit	 (VPDleaf-air)	 on	 dynamic	
photosynthesis	exists	(Way	and	Pearcy,	2012).	These	environmental	factors	influence	the	
rate	 constants	 and	 rates	 of	 processes	 that	 limit	 the	 response	 of	 photosynthesis	 to	
fluctuating	 irradiance.	As	 leaf	 temperature	 and	VPDleaf-air	 often	 change	 in	parallel	with	
irradiance	(Peak	and	Mott,	2011;	Schymanski	et	al.,	2013),	transient	photosynthesis	rates	
are	affected	by	simultaneous	changes	in	several	factors.	Atmospheric	[CO2]	changes	more	
slowly,	 currently	 rising	 by	 approx.	 2	 μmol	 mol-1	 year-1	 (IPCC,	 2013).	 Apart	 from	
influencing	 photosynthesis	 on	 its	 own,	 this	 increase	 in	 [CO2]	 is	 likely	 to	 affect	 air	
temperature	and	humidity	(IPCC,	2013).	Knowledge	of	dynamic	photosynthesis	is	solid	
with	respect	to	responses	to	changing	irradiance,	but	much	less	developed	regarding	the	
modulation	of	dynamic	photosynthesis	by	other	environmental	factors,	even	when	these	
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factors	 are	 held	 constant	 while	 irradiance	 fluctuates.	 This	 weakness	 impacts	 upon	
photosynthetic	models.	

Vegetation	and	crop	science	relies	heavily	on	models	to	predict	photosynthesis.	Steady-
state	photosynthesis	models	are	often	sophisticated	and	useful,	but	tend	to	overestimate	
integrated	 photosynthesis	 in	 fluctuating	 irradiance	 (Naumburg	 and	 Ellsworth,	 2002;	
Timm	et	al.,	2004).	The	degree	of	overestimation	depends	on	average	irradiance	intensity	
and	species-specific	responses	to	fluctuating	irradiance	(Pearcy	et	al.,	1997;	Naumburg	et	
al.,	 2001a;	 Naumburg	 and	 Ellsworth,	 2002),	 but	 can	 be	 as	 much	 as	 35%	 per	 day	
(Naumburg	and	Ellsworth,	2002).	Dynamic	photosynthesis	models,	on	 the	other	hand,	
account	 for	 the	 kinetics	 of	 photosynthesis	 as	 it	 responds	 to	 fluctuating	 light.	 Of	 the	
dynamic	models	that	exist,	none	account	for	all	environmental	factors	mentioned,	while	
some	account	for	the	effects	of	[CO2]	(Kirschbaum	et	al.,	1998;	Naumburg	et	al.,	2001a;	
Vico	et	al.,	2011),	leaf	temperature	(Pepin	and	Livingston,	1997;	Ozturk	et	al.,	2012)	and	
air	 humidity	 (Pepin	 and	 Livingston,	 1997;	 Vico	 et	 al.,	 2011).	 To	 improve	 dynamic	
photosynthesis	 models,	 we	 need	 better	 understanding	 of	 how	 environmental	 factors	
other	than	irradiance,	even	when	they	are	constant,	modulate	the	kinetics	of	responses	to	
changes	in	irradiance.	

Patterns	 of	 fluctuating	 irradiance	 can	 be	 classified	 as	 lightflecks	 and	 sunflecks.	While	
lightflecks	 are	 artificial	 increases	 in	 irradiance	 with	 defined	 intensity,	 duration	 and	
spectrum	 (Pearcy	 et	 al.,	 1996),	 sunflecks	 are	 natural	 increases	 in	 irradiance	 above	 a	
threshold	intensity,	with	great	temporal,	spatial	and	spectral	heterogeneity	(Smith	and	
Berry,	2013).	

Steady-state	responses	of	photosynthesis	to	[CO2],	leaf	temperature	and	VPDleaf-air	are	well	
understood,	which	makes	 analysing	 gas	 exchange	dynamics	 in	 response	 to	 fluctuating	
irradiance	easier.	In	this	review,	we	consider	environmental	factors	besides	irradiance	to	
be	constant	when	we	look	at	their	role	as	modulators	of	dynamic	photosynthesis,	because	
a)	 there	are	empirical	data	available	on	 this	 situation	and	b)	considering	 two	or	more	
factors	 as	 changing	 dynamically	 would	 make	 this	 already	 complex	 process	 overly	
complicated.	 We	 review	 the	 modulation	 of	 dynamic	 photosynthesis	 by	 [CO2],	 leaf	
temperature	and	VPDleaf-air,	by	a)	building	a	framework	of	all	processes	that	may	affect	
dynamic	photosynthesis	on	the	levels	of	electron	transport,	flux	of	metabolites	through	
the	 Calvin	 cycle	 and	 leaf	 CO2	 diffusion	 and	 b)	 examining	 the	 effects	 of	 [CO2],	 leaf	
temperature	 and	 VPDleaf-air	 on	 underlying	 processes	 and	 on	 dynamic	 gas	 exchange	
parameters.	 Using	 this	 structure,	 the	 reader	 is	 first	 introduced	 to	 the	 “machinery”	 of	
dynamic	 photosynthesis	 in	 a	 mechanistic	 way,	 making	 the	 following	 analysis	 of	
modulation	 of	 dynamic	 photosynthesis	 by	 environmental	 factors	 much	 simpler	 to	
understand.	

2.2 Dynamic	control	of	photosynthetic	gas	exchange	
The	complex	process	of	dynamic	photosynthesis	can	be	deconstructed	into	three	major	
processes:	photosynthetic	induction,	post-illumination	CO2	fixation	and	post-illumination	
CO2	burst	(Figure	2.1).	Photosynthetic	induction	itself	is	driven	by	sub-processes	such	as	
RuBP	 regeneration,	Rubisco	 activation	 and	 stomatal	movement.	 Changes	of	mesophyll	
conductance	(gm)	and	non-photochemical	quenching	(NPQ)	in	response	to	irradiance	may	
further	modulate	dynamic	photosynthesis,	and	are	affected	by	[CO2]	and	leaf	temperature.	
All	 of	 these	processes	are	described	below,	 in	 a	 framework	 (Figure	2.2)	 that	will	help	
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understand	modulation	of	dynamic	photosynthesis	by	[CO2],	leaf	temperature	and	VPDleaf-
air.	

2.2.1 Control	of	electron	transport	
2.2.1.1 Electron	and	proton	transport	
Light	 driven	 charge	 separation	 in	 the	 reaction	 centres	 of	 photosystems	 (PS)	 I	 and	 II	
initiates	 an	 electron	 transport	 process	 that	 results	 in	 the	 oxidation	 of	 water	 on	 the	
lumenal	side	and	reduction	of	ferredoxin	on	the	stromal	side	of	the	thylakoid,	reducing	
NADP+	to	NADPH	(Cruz	et	al.,	2001;	Foyer	et	al.,	2012).	Electron	transport	processes	are	
coupled	to	proton	transport	across	the	thylakoid	membrane.	Proton	transport	builds	up	
the	 proton	motive	 force	 (pmf),	which	 after	 dark-light	 transitions	mainly	 consists	 of	 a	
trans-thylakoid	electrical	potential	(ΔΨ),	but	partitions	into	ΔΨ	and	a	pH	gradient	across	
the	thylakoid	membrane	(ΔpH)	after	several	seconds	(Cruz	et	al.,	2001).	The	pmf	affects	
1)	ATP	synthesis,	2)	NPQ	via	ΔpH,	3)	maximum	electron	transport	rates	(ETR)	through	
the	 cytochrome	 b6f	 complex	 and	 4)	 movement	 of	 Mg2+-ions	 across	 the	 thylakoid	
membrane	into	the	stroma	due	to	ΔΨ	(Cruz	et	al.,	2001;	Foyer	et	al.,	2012).	Regulatory	
mechanisms	of	electron	and	proton	 transport	 currently	 receive	much	attention	due	 to	
their	 pivotal	 role	 in	 protecting	 the	 photosynthetic	 apparatus	 and	 in	 balancing	
ATP/NADPH	 ratios	 in	 fluctuating	 light.	 They	 are	 dealt	 with	 in	 great	 detail	 in	 recent	
reviews	 (Kramer	and	Evans,	2011;	Foyer	et	al.,	2012;	Tikkanen	et	al.,	2012;	Kono	and	
Terashima,	 2014;	 Shikanai,	 2014).	 In	 the	 context	 of	 this	 review,	 electron	 and	 proton	
transport	are	mostly	important	in	regulating	NPQ	and	the	thioredoxin-ferredoxin	system,	
which	in	turn	activates	several	of	the	light-regulated	Calvin	cycle	enzymes.	

2.2.1.2 Non-photochemical	quenching	
Protecting	PSII	from	damage	by	absorbed	excess	energy,	NPQ	is	the	result	of	up	to	four	
processes	 that	 operate	 at	 different	 time	 scales.	 These	 processes	 include	 energy-
dependent	 quenching	 (qE),	 state	 transitions,	 zeaxanthin-dependent	 quenching,	 and	
photoinhibition	(Nilkens	et	al.,	2010;	Jahns	and	Holzwarth,	2012;	Ruban	et	al.,	2012).	The	
most	important	process	with	regards	to	fluctuating	irradiance	is	qE,	as	it	responds	most	
quickly	to	changes	in	irradiance.	Additionally,	it	normally	accounts	for	the	largest	fraction	
of	NPQ	(Ruban	et	al.,	2012).	The	formation	of	qE	is	strictly	dependent	on	the	build-up	of	
ΔpH	and	its	sensing	by	the	PSII	protein	PsbS	(Li	et	al.,	2000b;	Li	et	al.,	2004).	PsbS	is	most	
likely	 a	 catalyst	 of	 qE	 (Goral	 et	 al.,	 2012;	 Hubbart	 et	 al.,	 2012).	 Furthermore,	 qE	 is	
modulated	 by	 the	 amount	 of	 zeaxanthin	 and	 antheraxanthin	 (Johnson	 et	 al.,	 2011),	
carotenoids	that	are	formed	from	violaxanthin	in	the	xanthophyll	cycle;	the	exact	role	of	
the	xanthophyll	cycle	in	qE	is	still	under	debate	(Jahns	and	Holzwarth,	2012).	

Half-times	for	induction	and	relaxation	of	qE	are	between	15	and	60	seconds	(Walters	and	
Horton,	1991;	Nilkens	et	al.,	2010;	Peguero-Pina	et	al.,	2013).	Because	relaxation	kinetics	
of	qE	are	slower	than	the	rate	of	change	of	irradiance,	qE	transiently	competes	with	ETR	
after	 lightflecks	 and	 could	 decrease	 integrated	 daily	 photosynthesis	 by	 13-32%,	
compared	 to	 the	 hypothetical	 situation	 of	 instant	 relaxation	 of	 qE	 (Zhu	 et	 al.,	 2004).	
Relative	 losses	 due	 to	 downregulated	 ETR	 are	 greater	 in	 low	 irradiance	 (Tausz	 et	 al.,	
2005).	 Furthermore,	 Zhu	 et	 al.	 (2004)	 assumed	 qE	 to	 be	 strongly	 affected	 by	 leaf	
temperature,	making	it	a	process	that	could	impact	on	dynamic	photosynthesis	and	be	
modulated	 by	 other	 environmental	 factors.	 In	 transgenic	 Oryza	 sativa	 plants	
overexpressing	 PsbS,	 photosynthetic	 induction	was	 slower	 because	 of	 decreased	 ETR	
(Hubbart	et	al.,	2012).	Unfortunately,	no	data	were	presented	that	linked	qE	relaxation	
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kinetics	after	decreases	in	irradiance	to	photosynthesis	rates.	Considering	the	extent	of	
hypothesized	effects	of	slow	qE	relaxation	kinetics	on	plant	productivity	(Zhu	et	al.,	2004),	
it	seems	worthwhile	to	underpin	those	with	experimental	evidence.	

2.2.2 Control	of	metabolite	flux	through	the	Calvin	cycle	
2.2.2.1 RuBP	regeneration	activation	state	
At	low	irradiance,	pools	of	RuBP	and	its	precursors	are	small	(Sassenrath-Cole	and	Pearcy,	
1992),	but	increase	in	higher	irradiance.	It	is	assumed	that	RuBP	concentrations	are	non-
limiting	when	they	are	1.5-2	times	the	active	site	concentration	of	Rubisco	(Woodrow	and	
Mott,	 1989;	 Sassenrath-Cole	 and	 Pearcy,	 1992;	 Pearcy	 et	 al.,	 1996),	 a	 level	 which	 is	
reached	or	exceeded	one	minute	after	illumination	(Sassenrath-Cole	and	Pearcy,	1992).	
Measured	half-times	of	activation	and	deactivation	of	RuBP	regeneration	are	in	the	range	
of	2-3	minutes	 (Kirschbaum	et	al.,	1988;	Sassenrath-Cole	and	Pearcy,	1994a).	 In	dark-
adapted	 leaves,	 the	 overall	 limitation	 due	 to	 inactive	 RuBP	 regeneration	 is	 small,	
compared	 to	 limitations	 imposed	 by	 inactive	 Rubisco	 and	 closed	 stomata.	 However,	
because	 RuBP	 regeneration	 deactivates	 more	 quickly	 in	 low	 irradiance	 than	 Rubisco	
(Sassenrath-Cole	 and	 Pearcy,	 1992),	 it	 can	 impose	 large	 limitations	 on	 integrated	
photosynthesis	rates	in	naturally	fluctuating	irradiance.	

Chloroplast	 FBPase	 (fructose-1,6-bisphosphatase)	 and	 SBPase	 (sedoheptulose-1,7-
bisphosphatase)	activity	limit	RuBP-regeneration	activation	(Stitt	et	al.,	1980;	Prinsley	et	
al.,	1986b;	Sassenrath-Cole	and	Pearcy,	1992;	Sassenrath-Cole	and	Pearcy,	1994a).	Also,	
PRK	(phosphoribulokinase)	may	limit	the	activation	of	RuBP-regeneration	(Sassenrath-
Cole	and	Pearcy,	1992;	Sassenrath-Cole	and	Pearcy,	1994a).	Activation	of	PRK	saturated	
at	much	 lower	 irradiance	than	FBPase	(Sassenrath-Cole	and	Pearcy,	1994a).	Also,	PRK	
	

	

Figure	 2.1:	 Schematic	 of	 transient	 net	 photosynthesis	 phenomena	upon	 increase	 and	decrease	 in	
irradiance:	Photosynthetic	induction	in	a	dark-adapted	leaf	during	lightfleck	(high	irradiance,	e.g.	
1000	µmol	m-2	s-1,	white	bar),	followed	by	post-illumination	CO2	fixation	and	post-illumination	CO2	
burst	after	lightfleck	(low	irradiance,	e.g.	200	µmol	m-2	s-1,	grey	bar).	t50,	t90:	time	required	to	reach	
50	and	90%	of	full	photosynthetic	induction,	respectively.	Inset:	a)	post-illumination	CO2	fixation,	b)	
post-illumination	CO2	burst	and	c)	new	steady-state	photosynthesis	after	lightfleck.	
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Figure	2.2:	Depiction	of	major	components	and	processes	of	dynamic	photosynthesis	(grey	circles),	
and	main	effects	of	 environmental	 factors	 (blue	 clouds).	Material	 flows	are	 shown	as	green	 solid	
arrows,	 information	 flows	 between	 processes	 as	 dotted	 arrows	 and	 information	 flows	 from	
environmental	factors	towards	processes	as	blue,	dashed	arrows.	Depending	on	its	location,	CO2	is	
named	 either	 Ca	 (ambient	 CO2	 concentration),	 Ci	 (substomatal	 cavity	 CO2	 concentration)	 or	 Cc	
(chloroplast	 CO2	 concentration).	 Further	 abbreviations:	 ADP,	 adenosine	 diphosphate;	 ATP,	
adenosine	triphosphate;	ETC,	electron	transport	chain;	Fd,	ferredoxin;	gm,	mesophyll	conductance;	
gs,	stomatal	conductance;	I,	irradiance;	NADPH,	nicotinamide	adenine	dinucleotide	phosphate;	NPQ,	
non-photochemical	 quenching;	 O2,	 oxygen;	 PGA,	 3-phosphoglycerate;	 PGCA,	 2-phosphoglycolate;	
Rca,	 Rubisco	 activase;	 Rubisco,	 ribulose-1,5-bisphosphate	 carboxylase	 oxygenase;	 RuBP,	 ribulose-
1,5-bisphosphate;	T,	temperature;	VPD,	leaf-to-air	vapour	pressure	deficit.	

activated	more	quickly	than	FBPase	and	SBPase	in	lightflecks	(Champigny	and	Bismuth,	
1976;	Laing	et	al.,	1981;	Kobza	and	Edwards,	1987)	and	deactivated	comparably	slowly	
thereafter	(Avron	and	Gibbs,	1974).	Altogether,	FBPase	and	SPBase	limit	the	activation	of	
RuBP	regeneration	more	strongly	than	PRK.	

FBPase	and	SBPase	are	directly	regulated	by	the	thioredoxin-ferredoxin	system	(Raines	
et	 al.,	 1999;	 Ruelland	 and	 Miginiac-Maslow,	 1999).	 They	 are	 oxidized,	 and	 therefore	
inactive,	 in	 the	 dark.	 Upon	 illumination,	 reducing	 power	 is	 transferred	 from	 PSI	 via	
ferredoxin	to	thioredoxin,	which	reduces	and	thus	activates	the	enzymes	(Ruelland	and	
Miginiac-Maslow,	 1999).	 FBPase	 is	 further	 stabilised	 and	 positively	 regulated	 by	 its	
substrate	FBP	(fructose-1,6-bisphosphate;	Scheibe,	2004),	stromal	pH	and	Mg2+	(Ishijima	
et	al.,	2003),	and	inhibited	by	glycerate	and	its	product	fructose-6-phosphate	(Gardemann	
et	al.,	1986;	Schimkat	et	al.,	1990).	Also,	SBPase	activity	is	positively	regulated	by	Mg2+,	
stromal	pH	and	its	substrate	sedoheptulose-1,7-bisphosphate	(Schimkat	et	al.,	1990),	and	
negatively	 by	 inorganic	 phosphate,	 glycerate,	 RuBP	 and	 its	 product	 sedoheptulose-7-
phosphate	(Schimkat	et	al.,	1990;	Ishijima	et	al.,	2003).	

PRK	can	 form	a	complex	with	 the	enzyme	glyceraldehyde-3-phosphate	dehydrogenase	
(GAPDH)	and	a	chloroplast	protein,	CP12,	in	darkness	(Wedel	et	al.,	1997;	Howard	et	al.,	
2008).	In	Pisum	sativum	leaves,	the	complex	dissociated	within	minutes	of	illumination;	
the	 extent	 of	 dissociation	 increased	 with	 irradiance	 between	 up	 to	 300	 μmol	 m-2	 s-1	
(Howard	 et	 al.,	 2008),	 providing	 flexible	 regulation	 of	 PRK.	However,	 in	 dark-adapted	
leaves	 of	 other	 species	 (Vicia	 faba,	 Solanum	 tuberosum,	 Solanum	 lycopersicum	 and	
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Spinacia	oleracea),	enzymes	existed	both	bound	by	the	PRK/GAPDH/CP12	complex	and	
as	free	enzymes,	while	in	others	(Phaseolus	vulgaris,	Nicotiana	tabacum	and	Arabidopsis	
thaliana)	 the	 enzymatic	 complex	 was	 almost	 absent	 (Howard	 et	 al.,	 2011).	 Thus,	 the	
regulation	of	PRK	and	GAPDH	activity	by	CP12	is	far	from	universal	among	species.	It	is	
not	 clear	 whether	 the	 interspecific	 differences	 in	 PRK	 regulation	 impact	 on	 RuBP	
regeneration	activation.	

2.2.2.2 Rubisco	activation	state	
To	fix	carbon,	Rubisco	must	be	carbamylated,	 i.e.	Rubisco	(E)	needs	to	form	a	complex	
(ECM)	 with	 CO2	 and	 Mg2+	 (Woodrow	 et	 al.,	 1996).	 For	 carboxylation,	 RuBP	 (R)	 and	
another	CO2	molecule	need	to	bind	to	ECM.	Several	inhibitory	sugar	phosphates	can	bind	
to	Rubisco,	preventing	ECM	formation,	or	to	ECM,	preventing	carboxylation	(Salvucci	and	
Crafts-Brandner,	2004):	Firstly,	RuBP	can	bind	 to	uncarbamylated	Rubisco	and	 form	a	
stable	but	inactive	ER	complex	(Salvucci	and	Crafts-Brandner,	2004);	it	may	also	bind	to	
EC	(McNevin	et	al.,	2006).	Secondly,	by	misprotonation	of	RuBP	during	carboxylation	or	
oxygenation,	inhibitory	sugar	phosphates	such	as	PDBP	(D-glycero-2,3-pentodiulose-1,5-
bisphosphate),	 3KABP	 (3-ketoarabinitol	 bisphosphate)	 or	 XuBP	 (xylulose-1,5-
bisphosphate;	collectively	abbreviated	as	‘X’)	are	formed,	which	can	bind	to	carbamylated	
Rubisco	(Salvucci	and	Crafts-Brandner,	2004;	Andralojc	et	al.,	2012).	They	might	also	bind	
to	E	and	EC	complexes	(McNevin	et	al.,	2006).	Thirdly,	CA1P	(2-carboxy-D-arabinitol	1-
phosphate)	can	bind	to	ECM	instead	of	RuBP	in	low	irradiance	or	darkness	(Parry	et	al.,	
2013).	CA1P	is	probably	present	in	most	species,	but	not	always	in	concentrations	high	
enough	to	take	effect	(Andralojc	et	al.,	2012).	In	darkness,	the	activation	state	of	Rubisco	
can	be	strongly	[CO2]-dependent,	as	long	as	Rubisco	is	unaffected	by	CA1P.	Namely,	the	
Rubisco	activation	state	can	be	higher	 in	darkness	 than	 in	 low	 irradiance,	 since	newly	
formed	 RuBP	 in	 low	 irradiance	 can	 bind	 to	 uncarbamylated	 Rubisco	 sites,	 while	 in	
darkness	 no	 RuBP	 is	 formed	 and	 CO2	 binds	 instead,	 keeping	 Rubisco	 carbamylated	
(Carmo-Silva	and	Salvucci,	2013).	

To	keep	ECM	catalytically	competent	and	to	free	inactive	ER,	EX,	ECR	and	ECX	complexes,	
the	chaperone	Rubisco	activase	(Rca)	is	required	(Salvucci	et	al.,	1985;	Portis	et	al.,	1986).	
Rca	 is	 inactive	 in	darkness	 and	 is	 activated	on	 illumination	 (Portis,	 2003).	Alternative	
splicing	of	the	Rca	gene	results	in	two	isoforms:	The	α-isoform	in	A.	thaliana	is	regulated	
by	the	thioredoxin-ferredoxin	system,	while	regulation	of	the	smaller	β-Rca	is	unclear	and	
differs	across	species	(Portis,	2003;	Carmo-Silva	and	Salvucci,	2013).	When	both	isoforms	
are	present,	α-Rca	controls	β-Rca	(Zhang	and	Portis,	1999).	Rca	requires	ATP	for	catalytic	
activity	and	 is	 inhibited	by	ADP	(Zhang	and	Portis,	1999;	Portis,	2003).	However,	 in	a	
recent	study	using	A.	thaliana	mutants,	plants	containing	only	β-Rca	did	not	exhibit	ADP	
sensitivity,	and	kept	Rubisco	almost	 fully	activated	 in	 low	 irradiance	(Carmo-Silva	and	
Salvucci,	2013).	Consequently,	photosynthetic	induction	was	much	faster.	In	transgenic	
N.	tabacum	plants	with	substantially	decreased	Rca	levels,	no	decreases	in	steady-state	
Rubisco	activation	state	were	found	(Mate	et	al.,	1993).	It	was	inferred	that	theoretically,	
a	 concentration	 of	 Rca	 200	 times	 lower	 than	 Rubisco	 could	 suffice	 to	 keep	 Rubisco	
activated	 (Mate	 et	 al.,	 1993),	 although	 this	 would	 slow	 down	 the	 rate	 of	 activation	
significantly.	Naturally	occurring	Rca	concentrations	are	much	higher	 than	 that,	which	
may	help	to	use	fluctuating	irradiance	more	efficiently.	The	optimal	allocation	of	nitrogen	
between	Rubisco	and	Rca	could	 therefore	depend	on	a	plant’s	microclimate	(Mott	and	
Woodrow,	 2000).	 For	 more	 extensive	 reviews	 of	 Rubisco	 activation,	 see	 Parry	 et	 al.	
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(2013)	 and	 (Tcherkez,	 2013).	 For	 kinetics	 of	 Rubisco	 activation	 and	 deactivation,	 see	
Pearcy	et	al.	(1996).	

Generally,	 the	 irradiance-dependent	 regulation	 of	 Rubisco	 is	 pivotal	 to	 dynamic	
photosynthesis.	The	activation	state	of	Rubisco	is	strongly	dependent	on	the	functioning	
of	Rca	and	is	further	modulated	by	[CO2]	and	temperature.	

2.2.2.3 Post-illumination	CO2	fixation	
After	decreases	in	irradiance,	it	can	be	observed	in	rapid	gas	exchange	measurements	that	
assimilation	rates	do	not	directly	“fall”	to	a	new	steady	state,	but	that	their	decrease	lags	
behind	for	a	few	seconds	(Figure	2.1a).	This	phenomenon,	termed	post-illumination	CO2	
fixation,	 increases	 integrated	 carbon	 assimilation	 of	 a	 lightfleck	 and	 can	 substantially	
increase	 average	photosynthesis	 rates	of	 leaves	 in	 sunfleck	 environments	 (Pons	 et	 al.,	
1992;	Roden	and	Pearcy,	1993;	Roden,	2003).	Post-illumination	CO2	fixation	is	driven	by	
pools	of	Calvin	cycle	intermediates	as	well	as	NADPH,	ATP	and	the	pmf	(Laisk	et	al.,	1984;	
Sharkey	et	al.,	1986b).	These	pools	build	up	within	seconds	(Sharkey	et	al.,	1986b)	and	
their	size	increases	with	irradiance	intensity	in	parallel	to	photosynthesis	rates	(Laisk	et	
al.,	 1984),	 creating	 a	 linear	 relationship	 between	 photosynthesis	 rates	 and	 post-
illumination	 CO2	 fixation	 (Kirschbaum	 et	 al.,	 2005).	 Integrated	 post-illumination	 CO2	
fixation	 has	 been	 shown	 to	 correlate	 well	 with	 RuBP	 pools	 over	 various	 [CO2]	 levels	
(Ruuska	et	al.,	1999),	and	has	been	used	to	estimate	RuBP	pools	(Osmond	et	al.,	1988;	
Kirschbaum	 et	 al.,	 1998).	 As	 metabolite	 pool	 sizes	 are	 often	 proportional	 to	
photosynthetic	 capacity,	 so	 are	 rates	 of	 post-illumination	 CO2	 fixation	 (Sharkey	 et	 al.,	
1986b;	Osmond	et	al.,	1988;	Pearcy	et	al.,	1996).	Effects	of	post-illumination	CO2	fixation	
on	 integrated	photosynthesis	are	often	negligible	(Pearcy	et	al.,	1996).	However,	as	 its	
fraction	 of	 integrated	 dynamic	 photosynthesis	 is	 inversely	 related	 to	 lightfleck	 length	
(Roden	 and	 Pearcy,	 1993),	 it	 could	 increase	 photosynthesis	 in	 species	 with	 strongly	
fluttering	 leaves	(by	5-15%,	as	estimated	by	Roden,	2003),	as	 leaf	 flutter	can	 facilitate	
extremely	short	lightflecks.	

2.2.2.4 Post-illumination	CO2	burst	
After	 post-illumination	 CO2	 fixation,	 a	 dip	 in	 net	 photosynthesis	 rates,	 termed	 post-
illumination	CO2	burst	(Decker,	1955)	may	be	visible	in	gas	exchange	data	(Figure	2.1b).	
Post-illumination	CO2	bursts	of	different	kinetics	occur	 in	C3,	CAM	and	some	C4	plants.	
Different	origins	of	these	bursts,	related	to	photorespiration	in	C3	and	CAM	plants	(Crews	
et	al.,	1975;	Vines	et	al.,	1983),	overshoots	in	sucrose	synthesis	in	C3	plants	(Prinsley	et	
al.,	 1986b),	 phosphoenolpyruvate	 carboxykinase	 activity	 in	 CAM	 plants	 (Crews	 et	 al.,	
1975),	 and	differences	 in	 the	activity	of	malate	dehydrogenase	 in	C4	plants	 (Downton,	
1970)	have	been	reported.	 In	 this	 review,	only	 the	photorespiratory	CO2	burst	will	be	
considered,	 as	 it	 is	 most	 pronounced	 and	 most	 strongly	 modulated	 by	 [CO2]	 and	
temperature.	

The	 photorespiratory	 post-illumination	 CO2	 burst	 is	 caused	 by	 a	 transient	 rise	 in	
photorespiratory	CO2	production	(Vines	et	al.,	1983;	Prinsley	et	al.,	1986b).	This	is	usually	
explained	 by	 a	 lag-time	 between	 adjustment	 of	 photorespiratory	 2-phosphoglycolate	
(PGCA)	recycling	relative	to	Calvin	cycle	cycling.	After	lightflecks,	PGCA	is	recycled	into	3-
phosphoglycerate	(PGA)	at	a	rate	which	is	temporarily	higher	than	at	steady	state;	the	
corresponding	consumption	of	ATP	and	reductant	as	well	as	CO2	evolution	during	glycine	
decarboxylation	 cause	 the	 burst	 (Rawsthorne	 and	 Hylton,	 1991).	 In	 Pelargonuim	 x	
hortorum,	lightflecks	of	at	least	5	minutes	duration	were	required	to	maximise	the	burst	
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(Vines	et	al.,	1983).	Further,	a	positive	correlation	of	photosynthesis	rates	after	lightflecks	
and	burst	magnitude	suggests	that	this	phenomenon	requires	energy	(Vines	et	al.,	1983).	

2.2.3 Control	of	CO2	supply	to	Rubisco	

2.2.3.1 Stomatal	conductance	
Stomatal	conductance	(gs)	often	decreases	in	low	irradiance,	which,	together	with	slow	
stomatal	 opening	 during	 lightflecks,	 may	 limit	 dynamic	 photosynthesis.	 Stomatal	
limitation	 during	 induction	 can	 be	 calculated	 by	 correcting	 assimilation	 rates	 for	 the	
change	in	concentration	of	CO2	in	the	substomatal	cavity	(Ci)	(Woodrow	and	Mott,	1989;	
Tinoco-Ojanguren	and	Pearcy,	1993b;	Allen	and	Pearcy,	2000b).	It	is	often	assumed	that	
gs	always	limits	induction,	despite	reports	to	the	contrary	(Ögren	and	Sundin,	1996;	Tausz	
et	 al.,	 2005;	 Tomimatsu	 and	 Tang,	 2012).	 There	may	 be	 two	 reasons	 for	 this.	 Firstly,	
stomatal	 limitations	 have	 often	 not	 been	 analysed,	 even	 though	 the	 necessary	 data	
(dynamic	CO2	exchange	and	gs)	were	available	(Chazdon	and	Pearcy,	1986;	Roden	and	
Pearcy,	1993;	Pearcy	et	al.,	1997;	Pepin	and	Livingston,	1997;	Naumburg	and	Ellsworth,	
2000;	Leakey	et	al.,	2002;	Leakey	et	al.,	2003).	Secondly,	many	studies	 focus	on	 forest	
understory	species,	which	may	not	be	representative	of	other	plant	functional	types.	Re-
evaluation	 of	 published	 datasets	 and	 genotypes	 with	 contrasting	 stomatal	 behaviour	
(Tomimatsu	 and	 Tang,	 2012)	 may	 help	 to	 quantify	 stomatal	 limitations	 on	 dynamic	
photosynthesis.	

Rates	 of	 stomatal	 opening	 and	 closure	 after	 changes	 in	 irradiance	 are	 highly	
heterogeneous	between	species,	environmental	conditions	and	plant	functional	types.	In	
several	 closely	 related	 Banksia	 trees,	 smaller	 stomata	 opened	 and	 closed	 faster	 in	
response	to	lightflecks	than	larger	stomata,	possibly	due	to	their	larger	membrane	surface	
area	 to	 volume	 ratio	 (Drake	 et	 al.,	 2013).	 Two	meta-analyses	 found	 that	 on	 average,	
stomatal	opening	in	 lightflecks	was	faster	than	stomatal	closure	after	 lightflecks	(Ooba	
and	Takahashi,	2003;	Vico	et	al.,	2011).	However,	there	was	large	variation	in	these	traits.	
In	 fact,	 several	 datasets	 showed	 faster	 stomatal	 closure	 than	 opening	 (Ooba	 and	
Takahashi,	 2003;	 Vico	 et	 al.,	 2011),	 which	 could	 be	 due	 to	 different	 environmental	
conditions	between	experiments.	

Stomata	 respond	 to	 a	 myriad	 of	 intrinsic	 and	 extrinsic	 factors,	 among	 them	 all	
environmental	 factors	 discussed	 in	 this	 review.	 For	 changes	 in	 a	 single	 factor,	 the	
response	is	often	well	known.	Far	less	work	has	been	done	on	the	kinetics	of	the	response	
(Lawson	and	Blatt,	2014)	or	simultaneous	changes	in	several	factors,	which	are	likely	in	
nature	 (e.g.	 increase	 in	 irradiance	 and	 leaf	 temperature,	 decrease	 in	Ci	 and	VPDleaf-air).	
Recently,	Merilo	et	al.	(2014)	have	shown	that	effects	of	different	environmental	factors	
on	 gs	 are	 non-multiplicative,	 rarely	 predictable	 and	 strongly	 species-dependent.	 This	
challenges	 the	 often-held	 model	 assumption	 that	 effects	 of	 single	 factors	 are	
multiplicative	and	uniform	across	species	(Damour	et	al.,	2010).	

2.2.3.2 Mesophyll	conductance	
Mesophyll	 conductance	 (gm),	 mediating	 CO2	 diffusion	 from	 the	 substomatal	 cavity	 to	
chloroplast,	can	be	a	substantial	limitation	to	photosynthesis.	It	can	vary	within	minutes,	
and	 is	 affected	 by	 changes	 in	 irradiance,	 [CO2]	 and	 temperature	 (Flexas	 et	 al.,	 2007a;	
Flexas	et	al.,	2008;	Tholen	et	al.,	2008;	Evans	and	Von	Caemmerer,	2013),	making	 it	 a	
potentially	 important	 process	 within	 the	 framework	 of	 this	 review.	 The	 possible	
components	 of	 gm,	 its	 short-term	variability	 in	 response	 to	 environmental	 factors	 and	
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possible	 artefacts	 of	 methods	 used	 for	 its	 estimation	 are	 under	 ongoing	 discussion	
(Tholen	et	al.,	2012;	Griffiths	and	Helliker,	2013).	Relevant	factors	that	may	potentially	
contribute	to	variations	in	gm	are	carbonic	anhydrase,	aquaporins,	anatomical	properties	
of	 leaves	and	cells	(Flexas	et	al.,	2012)	and	the	area	of	chloroplasts	facing	intercellular	
spaces	(Tholen	et	al.,	2008).	Of	these,	all	but	the	basic	anatomical	properties	of	leaves	and	
cells	 may	 be	 affected	 by	 short-term	 changes	 in	 environmental	 factors.	 Estimating	 gm	
correctly	 is	 difficult,	 and	 every	 method	 has	 different	 drawbacks	 and	 underlying	
assumptions.	 Therefore,	 using	 at	 least	 two	 methods	 simultaneously	 is	 recommended	
(Flexas	et	al.,	2013).	Two	methods	are	currently	available	for	measuring	rapidly	changing	
gm:	the	‘variable	J	method’,	using	simultaneous	gas	exchange	and	chlorophyll	fluorescence	
(Harley	et	al.,	1992a)	and	online	carbon	isotope	discrimination,	using	tunable	diode	laser	
absorption	spectroscopy	(Evans	and	Von	Caemmerer,	2013).	Combining	these	methods	
under	various	environmental	factors	should	be	of	great	use	to	determine	the	dynamics	of	
gm	in	fluctuating	irradiance	and	to	underpin	theories	regarding	its	regulation.	

2.3 Environmental	 factors	 influencing	 dynamic	
photosynthesis	

In	the	remainder	of	this	review,	the	effects	of	[CO2],	leaf	temperature	and	VPDleaf-air	on	the	
processes	driving	dynamic	photosynthesis	are	discussed;	they	are	summarized	in	Table	
2.1.	While	changes	in	[CO2]	are	normally	gradual,	leaf	temperature	and	VPDleaf-air	fluctuate	
almost	 as	 rapidly	 as	 irradiance	 itself.	 Thus,	 findings	 with	 regards	 to	 [CO2]	 effects	
presented	here	may	be	used	for	future	climate	change	scenarios,	while	findings	regarding	
the	other	two	factors	can	be	used	with	regards	to	current	natural	conditions.	

2.3.1 CO2	concentration	

Increased	 [CO2]	 generally	 stimulates	 rates	 of	 photosynthetic	 induction,	 and	 enhances	
photosynthesis	 and	 growth	 in	 fluctuating	 irradiance	 (Leakey	 et	 al.,	 2002).	 In	 previous	
work,	[CO2]	was	manipulated	either	during	measurements	(Chazdon	and	Pearcy,	1986)	
or	continuously	during	plant	growth	(Naumburg	and	Ellsworth,	2000;	Leakey	et	al.,	2002;	
Holišová	et	al.,	2012;	Tomimatsu	and	Tang,	2012).	In	three	out	of	five	studies,	elevated	
[CO2]	 led	 to	 faster	photosynthetic	 induction	 (Chazdon	and	Pearcy,	1986;	Leakey	et	al.,	
2002;	Tomimatsu	and	Tang,	2012).	Naumburg	and	Ellsworth	(2000)	found	no	differences	
in	induction	rates,	while	Holišová	et	al.	(2012)	reported	faster	induction	for	one	of	two	
species	in	elevated	[CO2].	The	difference	in	outcomes	between	studies	may	be	explained	
by	 [CO2]	 treatment	 levels	 (Naumburg	and	Ellsworth	 (2000)	and	Holišová	et	al.	 (2012)	
used	 the	 narrowest	 range	 between	 [CO2]	 treatments	 of	 the	 studies	 mentioned),	
experimental	procedures	or	species	differences.	

Combining	data	from	several	experiments	(Chazdon	and	Pearcy,	1986;	Leakey	et	al.,	2002;	
Tomimatsu	and	Tang,	2012)	revealed	that	the	time	required	to	reach	90%	of	full	induction	
(t90,	visualized	in	Figure	2.1)	decreased	with	increasing	[CO2]	(Figure	2.3;	R2=0.51).	This	
effect	was	more	pronounced	between	200	and	600	μmol	mol-1.	Because	average	t90	was	
16	minutes,	this	indicates	positive	effects	of	[CO2]	on	stomatal	limitations.	No	trend	was	
observed	for	the	time	to	reach	50%	of	full	induction	(t50;	Figure	2.3).	As	average	t50	was	3	
minutes,	a	time	range	in	which	Rubisco	activity	is	normally	most	limiting,	this	suggests	
that	[CO2]	did	not	affect	this	limitation.	The	overall	effect	of	[CO2]	on	t90	was	visible	for	
every	 dataset	 in	 Figure	 2.3,	 suggesting	 that	 decreasing	 t90	 with	 increasing	 [CO2]	 is	 a	
general	response	among	plants.	Induction	data	from	Naumburg	and	Ellsworth	(2000)	and	
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Holišová	et	al.	(2012)	were	not	included	here,	as	they	were	not	provided	in	the	original	
studies.	

In	S.	oleracea	 leaves,	 after	 small	 increases	 in	 irradiance,	Rubisco	activation	was	highly	
sensitive	 to	 [CO2].	 However,	 after	 large	 irradiance	 increases,	 it	 was	 [CO2]-insensitive	
([CO2]	 range:	 100-300	 μmol	mol-1;	Woodrow	 et	 al.	 (1996)).	Woodrow	 and	 colleagues	
assumed	that	[CO2]-sensitive	activation	reflected	a	limitation	by	Rubisco	carbamylation,	
while	[CO2]-insensitive	activation	reflected	Rca	limitation.	Elevated	[CO2]	reduced	the	loss	
of	 induction	(i.e.	 the	deactivation	of	Calvin	cycle	enzymes	and	stomatal	closure)	in	 low	
irradiance	 after	 5	 (Leakey	 et	 al.,	 2002),	 6	 and	 12	minutes	 (Naumburg	 and	 Ellsworth,	
2000),	 probably	 slowing	 down	 Rubisco	 deactivation.	 The	 relationship	 between	 low	
irradiance	 and	 [CO2]	 affecting	 the	 loss	 of	 induction	 needs	 further	 exploration,	 as	
deactivation	of	Rubisco	can	be	different	between	low	irradiance	and	darkness.	

High	[CO2]	generally	reduces	gs.	However,	effects	of	[CO2]	on	gs	dynamics	in	fluctuating	
irradiance	are	less	clear:	While	stomatal	opening	rates	during	lightflecks	in	elevated	[CO2]	
were	increased	in	Naumburg	et	al.	(2001a)	and	Leakey	et	al.	(2002),	they	were	decreased	
in	Tomimatsu	and	Tang	(2012).	Stomata	closed	faster	after	lightflecks	in	elevated	[CO2]	
(Naumburg	et	 al.,	 2001a).	Elevated	 [CO2]	 also	 appears	 to	decrease	gm	 in	various	plant	
species	(Flexas	et	al.,	2007b;	Flexas	et	al.,	2008),	however	this	apparent	change	may	be	
due	 to	 changes	 in	 reassimilation	of	 CO2	 emitted	 from	 the	mitochondria	 (Tholen	 et	 al.,	
2012).	Elevated	[CO2]	decreased	steady-state	NPQ	at	various	irradiance	levels	in	Quercus	
ilex	(Arena	et	al.,	2005),	and	during	long-term	exposure	in	Betula	pendula	(Riikonen	et	al.,	
2005).	Additionally,	elevated	[CO2]	increased	the	overall	efficiency	of	electron	transport	
through	PSII	(Riikonen	et	al.,	2005),	which	should	lead	to	smaller	transient	limitations	of	
ETR	 after	 decreases	 in	 irradiance.	 Increasing	 [CO2]	 decreases	 post-illumination	 CO2	
fixation	 (Laisk	 et	 al.,	 1984;	 Ruuska	 et	 al.,	 1999;	 Sun	 et	 al.,	 1999)	 and	 suppresses	
photorespiration	and	associated	post-illumination	CO2	burst	(Vines	et	al.,	1983;	Leakey	et	
al.,	2002).	

To	summarize,	elevated	[CO2]	increases	photosynthetic	induction	rates	in	C3	plants,	and	
leads	 to	 slower	 loss	 of	 induction.	 More	 work	 is	 needed	 to	 confirm	 prior	 data	 on	 gm	
dynamics	as	affected	by	both	irradiance	and	[CO2]	(Flexas	et	al.,	2007b),	and	to	quantify	
interactions	between	irradiance	and	[CO2]	during	loss	of	induction.	

2.3.2 Temperature	
The	 temperature	 response	 of	 net	 photosynthesis	 generally	 follows	 a	 parabolic	 curve,	
often	with	an	optimum	at	the	growth	temperature	(Yamori	et	al.,	2014).	Leaf	temperature	
affects	dynamic	photosynthesis	on	many	levels,	due	to	temperature	sensitivity	of	Rca	and	
of	the	enzymes	involved	(Rubisco,	FBPase,	SBPase	and	PRK).	Between	5	and	30	°C,	net	
photosynthesis	 rates	 (Bernacchi	 et	 al.,	 2013)	and	enzyme	 turnover	generally	 increase.	
Increased	 turnover	 possibly	 reduces	 limitations	 due	 to	 the	 activation	 of	 RuBP-
regeneration	and	Rubisco.	

Combining	 data	 from	 photosynthetic	 induction	 experiments	 with	 various	 leaf	
temperatures	 during	 measurements	 (Küppers	 and	 Schneider,	 1993;	 Pepin	 and	
Livingston,	1997;	Leakey	et	al.,	2003;	Yamori	et	al.,	2012;	Carmo-Silva	and	Salvucci,	2013)	
revealed	 that	 the	 response	 of	 t90	 and	 t50	 to	 leaf	 temperature	 was	 best	 described	 by	
parabolic	relationships	(Figure	2.4),	albeit	with	strong	scatter.	The	optimum	temperature	
for	 rate	 of	 photosynthetic	 induction	 was	 approx.	 30	 °C	 (Figure	 2.4).	 However,	 some	
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datasets	 did	 not	 follow	 this	 trend	 (e.g.	 increasing	 t90	 between	 15	 and	 25	 °C,	 closed	
diamonds	 in	 Figure	 2.4),	 leading	 to	 a	 less	 uniform	 response	 of	 induction	 rates	 to	
temperature	 than	 to	 [CO2]	 (Figure	 2.3).	 Interestingly	 though,	 the	 parabolic	 effects	 of	
temperature	on	induction	rates	found	here	matched	those	for	rates	of	Rubisco	activation	
by	Rca	for	A.	thaliana,	Camelina	sativa,	N.	tabacum	and	Gossypium	hirsutum	(Carmo-Silva	
and	 Salvucci,	 2011).	 At	 38	 °C	 compared	 to	 28	 °C,	 S.	 leprosula	 showed	 faster	 loss	 of	
photosynthetic	induction,	and	photosynthesis	was	more	strongly	reduced	in	fluctuating	
(59%	reduction)	than	in	constant	irradiance	(40%	reduction)	(Leakey	et	al.,	2003).	

At	moderately	high	temperatures	(above	30-35	°C),	Rubisco	activity	decreases	(Eckardt	
et	 al.,	 1997),	 due	 to	 lowered	 Rca	 activity	 and	 faster	 formation	 of	 inhibitory	 sugar	
phosphates	(Feller	et	al.,	1998;	Salvucci	and	Crafts-Brandner,	2004;	Yamori	et	al.,	2006).	
In	most species, Rca forms high-molecular-weight aggregates that are catalytically incompetent 
above 30-35 °C (Feller	 et	 al.,	 1998). However, examples of functioning photosynthesis at 
higher temperatures exist: The desert plant Rhazya stricta maintained irradiance- and CO2-
saturated net photosynthesis rates up to 43 °C, which may be due to differences between the 
two isoforms of the plant’s Rca (Lawson et al., 2014). Transgenic O. sativa plants with 
increased Rca contents showed faster photosynthetic induction at 15, 25 and 40 °C due to higher 
Rubisco activation state at low irradiance (Yamori et al., 2012). Thus, increased Rca contents 
or different Rca isoforms can enhance (dynamic) photosynthesis greatly in a large temperature 
range. 

Table	2.1:	Effects	of	environmental	 factors	on	processes	controlling	dynamic	photosynthesis	after	
increases	 or	 decreases	 in	 irradiance.	 Environmental	 factors	 considered	 are:	 ambient	 CO2	
concentration	([CO2]),	leaf	temperature	and	leaf-to-air	vapour	pressure	deficit	(VPDleaf-air)	

	
	

Environmental	factor	

[CO2]	 Temperature	 VPDleaf-air	

Change	in	
irradiance	 Process	 	 Mediuma	 Highb	 	

Increase	

RuBP-regeneration	
activation	

−	c	 ↑	 ⤴	 −	

Rubisco	activation	 ~	 ↑	 ↓	 ⤵	
Stomatal	opening	 ~	 ~	 ~	 ↓	

qE	buildup	 ⤵	 ⤵	 ⤵	 −	

Mesophyll	conductance	
increase	

?	 ↑	 ~	 ~	

Decrease	

	

RuBP-regeneration	
deactivation	

−	 ?	 ?	 −	

Rubisco	deactivation	 ↓	 ?	 ↑	 ⤴	
Stomatal	closure	 ↑	 ?	 ?	 ↑	

Post-illumination	CO2	
fixation	

↓	 ↑	 ↓	 ?	

Post-illumination	CO2	
burst	

↓	 ↑	 ↑	 ?	

a	Temperature	range:	5	to	approx.	30	°C	
b	Temperature	range:	>30	°C	
c	Symbols:	↑,	↓:	increase	or	decrease	in	rate	of	the	process	when	environmental	factor	increases;	

⤴,	⤵:	hypothesized	 increase	and	decrease;	−	 :	no	effect;	~	 :	conflicting	relationship	throughout	
literature;	?:	unknown	relationship	



	 	 Review	dynamic	photosynthesis	

29	

Photorespiration, and hence the post-illumination CO2 burst, increases with temperature 
(Peterson, 1983), because the ratio [CO2]/[O2] in the chloroplast decreases, and because 
Rubisco specificity for O2 increases (Foyer et al., 2009). In O. sativa, post-illumination CO2 
fixation showed a parabolic response to leaf temperature, increasing in the range 10-30 °C and 
decreasing at higher leaf temperatures (Sun et al., 1999). 

No straightforward relationship exists between gs and temperature. While rising temperatures 
increase net photosynthesis rates and guard cell metabolic activity (stimulating stomatal 
opening), increased Ci from higher respiration and photorespiration may have a diminishing 
effect on stomatal opening (Willmer and Fricker, 1996). Additionally, VPDleaf-air increases 
concomitantly with leaf temperature, which is likely to decrease gs. Thus, there is strong 
variation in optimum temperatures for maximum gs (Willmer and Fricker, 1996). Mesophyll 
conductance, on the other hand, increases in many plant species between 5 and 20 °C and is 
either constant or decreases at higher temperatures (Flexas et al., 2008). However, in N. 
tabacum, gm and temperature were linearly correlated up to 40 °C (Evans and Von Caemmerer, 
2013). 

In irradiance above 1000 µmol m-2 s-1, there was no relationship between NPQ and temperature 
(Bilger et al., 1991; Clarke and Johnson, 2001), while in lower irradiances, steady-state NPQ 
decreased with increasing temperature (Clarke and Johnson, 2001). Furthermore, relaxation of 
NPQ after light-dark transitions was severely slowed down at temperatures below 20 °C (Bilger 
et al., 1991; Gilmore and Björkman, 1995). Overall, this suggests small initial and quickly 
relaxing NPQ with increasing temperatures, and therefore reduced limitation of ETR after 
lightflecks. 

	

Figure	2.3:	Time	(minutes)	required	to	reach	50%	(t50,	open	symbols)	and	90%	(t90,	closed	symbols)	
of	 full	 photosynthetic	 induction	 after	 a	 step	 increase	 in	 irradiance,	 as	 affected	 by	 ambient	 CO2	
concentration	 (μmol	 mol-1).	 Data	 by	 Chazdon	 and	 Pearcy	 (1986)	 (circles);	 Leakey	 et	 al.	 (2002)	
(squares)	 and	 Tomimatsu	 and	 Tang	 (2012)	 (triangles).	 Species	 included	 Alocasia	 macrorriza	
(circles),	 Shorea	 leprosula	 (squares)	 and	 Populus	 koreana	 x	 trichocarpa	 as	 well	 as	 Populus	
euramericana	 (triangles).	Error	bars	 (±SE)	are	shown	 if	 supplied	 in	 the	original	publication.	The	
negative	exponential	relationship	(R2	=	0.51)	between	t90	and	[CO2]	 is	described	by:	 t90	=	22.7e-7E-
04[CO2].	No	relationship	between	t50	and	[CO2]	was	found.	
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Figure	2.4:	Time	(min)	required	to	reach	50%	(t50,	open	symbols)	and	90%	(t90,	closed	symbols)	of	
full	photosynthetic	induction	after	a	step	increase	in	irradiance,	as	affected	by	leaf	temperature	(T,	
°C).	Data	by	Küppers	and	Schneider	(1993)	(circles);	Pepin	and	Livingston	(1997)	(squares);	Leakey	
et	 al.	 (2003)	 (triangles);	 Yamori	 et	 al.	 (2012)	 (diamonds)	 and	 Carmo-Silva	 and	 Salvucci	 (2013);	
(Lever	et	al.,	2013)	 (bars).	 Species	 included	F.	 sylvatica	 (circles),	Thuja	plicata	 (squares),	Shorea	
leprosula	(triangles),	Oryza	sativa	(diamonds)	and	Arabidopsis	thaliana	(bars).	Error	bars	(±SE)	
are	shown	if	supplied	in	the	original	publication.	2nd	order	polynomials	were	fitted.	 	t90	=	0.06T2	–	
3.55T	+	60.19;	R2	=	0.34	and	t50	=	0.023T2	–	1.47T	+	25.41;	R2	=	0.19.	

Currently, knowledge lacks on how Rubisco deactivation, and decreases in gs and gm after 
lightflecks, are influenced by temperature. Furthermore, it is unclear how activation of RuBP 
regeneration and Rubisco are affected and which of these processes might consequently limit 
dynamic photosynthesis more strongly at a given temperature. This knowledge is especially 
important between 10 and 30 °C, as in this temperature range most global plant productivity 
takes place. 

To summarize, photosynthetic induction rates follow a parabolic response to temperature, with 
the fastest induction occurring around 30 °C, despite large variation between studies. Above 35 
°C, photosynthesis suffers more from high temperature in fluctuating than in constant 
irradiance. Knowledge is lacking regarding the effects of temperature on the loss of 
photosynthetic induction and the temperature dependencies of RuBP-regeneration activation 
and Rubisco activation in fluctuating irradiance. 

2.3.3 Air	Humidity	
Air	humidity	can	affect	photosynthesis	indirectly	through	Ci,	as	stomata	tend	to	close	in	
dry	air.	Even	though	gs	generally	decreases	with	increasing	VPDair,	the	extent	of	stomatal	
control	 over	 transpiration	 rates	 differs	 strongly	 between	 species	 (Monteith,	 1995).	
Whether	changes	in	VPDair	affect	rates	of	dynamic	photosynthesis	depends	on	the	extent	
to	which	gs,	and	consequently	Ci,	change	in	response	to	VPDair,	which	in	turn	depends	on	
species	 and	 leaf	water	 status.	 The	 only	 study	 on	 VPDleaf-air	 in	 dynamic	 photosynthesis	
(using	Piper	aequale	and	Piper	auritum)	showed	that	decreases	in	gs	and	Ci	 in	elevated	
VPDleaf-air	coincided	with	lowered	photosynthetic	induction	rates,	and	increased	stomatal	
limitation	during	induction	(Tinoco-Ojanguren	and	Pearcy,	1993a).	Of	course,	this	may	
not	be	representative	for	all	plants	and	growth	conditions.	Upon	illumination,	stomata	of	
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P.	aequale	and	P.	auritum	in	elevated	VPDleaf-air	exhibited	longer	lag	times	in	opening,	and	
shorter	 lag	 times	 for	 closure,	 thus	 following	 a	 ‘water	 conservation’	 response	 (Tinoco-
Ojanguren	and	Pearcy,	1993b;	Tinoco-Ojanguren	and	Pearcy,	1993a).	In	Sambucus	nigra	
and	Aegopodium	podagraria	 leaves,	stomata	both	opened	and	closed	 faster	 in	elevated	
VPDleaf-air;	additionally,	stomatal	aperture	showed	stronger	oscillations	during	lightflecks	
in	elevated	VPDleaf-air	(Kaiser	and	Kappen,	2000,	2001).	

Decreased	 Ci	 between	 subsequent	 lightflecks	 might	 reduce	 Rubisco	 activation	 state,	
which	 would	 lead	 to	 slower	 Rubisco	 activation	 during	 lightflecks,	 as	 well	 as	 reduced	
carboxylation	rates	due	to	lower	substrate	availability.	Very	little	is	known	about	VPDleaf-
air	effects	on	gm,	and	some	of	the	existing	data	are	inconsistent	(Flexas	et	al.,	2008).	We	
hypothesize	that	VPDleaf-air	does	not	affect	the	other	sub-processes	in	our	framework.	

In	summary,	elevated	VPDleaf-air	 lowers	gs	to	a	variable	extent,	which	might	decrease	Ci,	
affecting	 both	 carboxylation	 rates	 and	 Rubisco	 activation	 in	 fluctuating	 irradiance.	
Knowledge	 is	most	 strongly	 lacking	 on	 sensitivity	 of	 dynamic	 gs	 changes	 to	 VPDleaf-air	
between	species	and	its	consequences	for	dynamic	photosynthesis.	

2.4 Conclusions	
The	sub-processes	of	dynamic	photosynthesis	are	differently	affected	by	the	climate:	the	
activation	 state	 of	 RuBP-regeneration	 is	 only	 influenced	 by	 temperature,	 while	 the	
activation	state	of	Rubisco	is	directly	affected	by	[CO2]	and	temperature,	and	indirectly	
(via	Ci)	by	VPDleaf-air.	 Steady-state	gs	 is	 affected	by	all	 environmental	 factors.	However,	
reported	 [CO2]	 effects	 on	 gs	 in	 fluctuating	 light	 are	 contradictory.	 In	 the	 case	 of	
temperature	 and	 VPDleaf-air	 effects	 on	 dynamic	 gs,	 almost	 no	 knowledge	 exists.	
Additionally,	understanding	 the	roles	of	gm	and	NPQ	 in	dynamic	photosynthesis	needs	
more	work.	

Leaf	 temperature	 and	 [CO2]	 affect	 dynamic	 photosynthesis	 rates	 more	 strongly	 than	
VPDleaf-air,	however	leaf	temperature	and	[CO2]	effects	have	been	studied	more	often,	such	
that	 this	 conclusion	 may	 shift	 with	 more	 experimental	 evidence.	 Data	 comparison	
revealed	 similar	 directionality	 for	 [CO2]	 effects	 across	 studies	 (Figure	 2.3),	 while	 leaf	
temperature	effects	were	more	 scattered	and	non-uniform	 (Figure	2.4).	VPDleaf-air	may	
affect	 dynamic	 photosynthesis	 indirectly	 through	 Ci.	 However,	 its	 relative	 impact	 on	
photosynthetic	gas	exchange	likely	depends	on	the	sensitivity	of	gs	to	VPDleaf-air.	Further,	
in	 order	 to	 fully	 understand	 and	 quantify	 dynamic	 photosynthesis,	 loss	 is	 just	 as	
important	 as	 gain	of	photosynthetic	 induction.	Much	 less	 literature	 is	 available	on	 the	
former,	 as	 loss	 of	 induction	 studies	 are	more	 time	 consuming.	 Loss	 of	 induction	was	
diminished	 in	 elevated	 [CO2],	 and	 enhanced	 in	 elevated	 temperatures,	while	 effects	 of	
VPDleaf-air	have	not	been	reported.	

Large	leaps	in	knowledge	were	recently	made	by	using	genetic	transformants	or	mutants	
of	 underlying	 processes	 of	 dynamic	 photosynthesis,	 e.g.	 Rubisco	 activation	 by	 Rca	
(Yamori	et	al.,	2012;	Carmo-Silva	and	Salvucci,	2013)	and	the	regulation	of	NPQ	(Hubbart	
et	al.,	2012;	Suorsa	et	al.,	2012).	Affecting	one	sub-process	of	dynamic	photosynthesis	at	
a	time,	as	can	be	done	using	mutants	or	genetic	transformants,	can	help	understand	the	
regulation	of	 the	system	and	quantify	 the	effects	 that	one	sub-process	has	on	dynamic	
photosynthesis,	possibly	in	various	environmental	conditions.	
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Abstract	

A	better	understanding	of	the	metabolic	and	diffusional	limitations	of	photosynthesis	in	
fluctuating	 irradiance	 can	 help	 identify	 targets	 for	 improving	 crop	 yields.	 We	 used	
different	 genotypes	 of	Arabidopsis	 thaliana	 to	 characterise	 the	 importance	 of	 Rubisco	
activase	(Rca),	stomatal	conductance	(gs),	non-photochemical	quenching	of	chlorophyll	
fluorescence	 (NPQ)	 and	 sucrose	 phosphate	 synthase	 (SPS)	 on	 photosynthesis	 in	
fluctuating	irradiance.	Leaf	gas	exchange	and	chlorophyll	fluorescence	were	measured	in	
leaves	 exposed	 to	 stepwise	 increases	 and	 decreases	 in	 irradiance.	 rwt43,	which	 has	 a	
constitutively	 active	 Rubisco	 enzyme	 in	 different	 irradiance	 intensities	 (except	 in	
darkness),	 showed	 faster	 increases	 than	 the	 wildtype,	 Colombia-0,	 in	 photosynthesis	
rates	 after	 step	 increases	 in	 irradiance.	 rca-2,	 having	 decreased	 Rca	 concentration,	
showed	 lower	 rates	 of	 increase.	 In	 aba2-1,	 high	 gs	 increased	 the	 rate	 of	 change	 after	
stepwise	irradiance	increases,	while	in	C24,	low	gs	tended	to	decrease	it.	Differences	in	
rates	of	change	between	Colombia-0	and	plants	with	low	levels	of	NPQ	(npq1-2,	npq4-1)	
or	SPS	(spsa1)	were	negligible.	In	Colombia-0,	the	regulation	of	Rubisco	activation	and	of	
gs	were	therefore	limiting	for	photosynthesis	in	fluctuating	irradiance,	while	levels	of	NPQ	
or	SPS	were	not.	This	suggests	Rca	and	gs	as	targets	for	improvement	of	photosynthesis	
of	plants	in	fluctuating	irradiance.	

3.1 Introduction	
In	 physiological	 research,	 plants	 are	 often	 studied	 under	 constant	 environmental	
conditions.	However,	plants	grow	in	a	variable	environment,	with	changes	occurring	in	
the	time	range	of	seconds	or	less	(Pearcy	et	al.,	1990).	Of	the	factors	important	for	net	
photosynthesis	 (An),	 irradiance	 changes	 most	 quickly	 (Pearcy,	 1990),	 causing	 a	 lag	
between	 changes	 in	 irradiance	 and	 changes	 in	 An,	 due	 to	 the	 slower	 regulation	 of	
photosynthesis	(Pearcy	et	al.,	1996).	This	lag	decreases	light-use	efficiency	relative	to	the	
steady	 state	 and	 transiently	 increases	 excess	 irradiance,	 possibly	 harming	 the	
photosynthetic	 apparatus	 (Kono	 and	 Terashima,	 2014).	 Leaves	 engage	 various	
mechanisms	in	response	to	 fluctuating	 irradiance.	Among	the	best	known	mechanisms	
are	 the	 regulation	 of	 enzymes	 of	 carbon	 fixation	 and	 sucrose	 metabolism,	 non-
photochemical	 energy	 dissipation	 and	 stomatal	 conductance,	 gs	 (Pearcy	 et	 al.,	 1996;	
Kaiser	 et	 al.,	 2015).	 Although	 difficult	 to	 measure,	 cyclic	 electron	 transport	 may	 be	
another	important	mechanism	(recently	reviewed	by	Yamori	and	Shikanai	(2016)),	due	
to	a	potential	regulatory	role	and	the	balance	of	ATP	versus	NADPH	production.	During	
induction	of	photosynthesis	 in	 leaves	adapted	 to	darkness	or	 low	 irradiance,	 the	 slow	
regeneration	 of	 ribulose-1,5-bisphosphate	 (RuBP)	 is	 typically	 most	 limiting	 until	 60	
seconds	after	illumination	(Sassenrath-Cole	and	Pearcy,	1992).	Thereafter,	both	the	slow	
carboxylation	due	to	partially	inactive	Rubisco	(time	to	full	activation:	~10	minutes)	and	
slow	 stomatal	 opening	 (10-60	 minutes)	 can	 limit	 the	 rate	 at	 which	 photosynthesis	
increases	(Way	and	Pearcy,	2012).	Thus,	 the	slow	rate	of	change	of	 these	mechanisms	
results	 in	 the	 lag	between	changes	 in	 irradiance	and	An	and	 the	resulting	reduction	of	
plant	 productivity	 (Küppers	 and	 Pfiz,	 2009).	 Reductions	 in	 assimilation	 due	 to	 these	
physiological	 limitations	 can	 be	 up	 to	 35%	per	 day,	 subject	 to	 light	 environment	 and	
genotype	(Naumburg	and	Ellsworth,	2002),	and	understanding	them	better	may	pave	the	
road	towards	higher	yields	(Murchie	and	Niyogi,	2011;	Carmo-Silva	et	al.,	2015).	

Our	 understanding	 of	 the	 metabolic	 constraints	 of	 photosynthesis	 in	 fluctuating	
irradiance	 (hereafter:	 ‘dynamic	 photosynthesis’)	 have	 mainly	 come	 from	 biochemical	
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studies	(Seemann	et	al.,	1988;	Stitt	and	Grosse,	1988;	Sassenrath-Cole	and	Pearcy,	1992),	
with	 less	use	being	made	of	genetic	diversity.	Naturally	occurring	ecotypes,	mutations,	
cultivars	 and	 genetically	modified	 accessions	 offer	 a	 range	 of	 genotypes	with	 specific	
properties,	 that	 could	 be	 used	 to	 study	 dynamic	 photosynthesis	 (Kaiser	 et	 al.,	 2015).	
Arabidopsis	thaliana	possesses	a	wide,	well	documented	genotypic	diversity,	which	has	
been	extended	by	selecting	for	mutations	and	by	transgenic	modifications.		

Rubisco	catalyses	CO2	assimilation	and	its	activation	limits	An	after	irradiance	increases	
(Seemann	 et	 al.,	 1988;	Woodrow	 and	Mott,	 1989).	 In	 the	 chloroplast	 stroma,	 several	
inhibitory	compounds	are	present	and	bind	to	Rubisco.	To	maintain	sufficient	Rubisco	
activity,	these	inhibitors	must	be	removed	from	the	active	sites	by	the	ATPase	Rubisco	
activase,	Rca	(Salvucci	et	al.,	1985).	In	Arabidopsis	thaliana,	there	are	two	isoforms	of	Rca,	
the	larger	α-isoform	and	the	smaller	β-isoform	(Salvucci	et	al.,	1987).	In	plants	containing	
both	 isoforms,	 redox-regulation	 of	 the	 α-isoform	 affects	 the	 ADP	 sensitivity	 of	 the	
holoenzyme,	composed	of	both	isoforms	(Zhang	and	Portis,	1999;	Zhang	et	al.,	2002).	In	
low	irradiance	(i.e.	high	ADP/ATP	ratio),	the	α-isoform	is	less	active	and	the	rate	of	overall	
Rubisco	activation	is	low.	Since	Rca	is	a	central	regulator	of	Rubisco	activity,	how	these	
isoforms,	 or	 their	 concentration	 affect	 dynamic	 photosynthesis	 is	 an	 important	 yet	
unresolved	question.	

After	 CO2	 assimilation	 by	 Rubisco,	 a	 fraction	 of	 the	 triose	 phosphates	 leaves	 the	
chloroplast	 in	exchange	for	orthophosphate	(Pi)	 from	the	cytosol.	 In	the	cytosol,	 triose	
phosphate	is	converted	to	sucrose,	and	sucrose	phosphate	synthase	(SPS)	plays	a	central	
role	in	this	pathway	(Stitt	et	al.,	2010).	In	certain	circumstances,	such	as	photosynthetic	
induction	in	saturating	CO2,	 irradiance-dependent	activation	of	SPS	can	be	slower	than	
that	 of	 Calvin	 cycle	 enzymes,	making	 the	 Calvin	 cycle	 transiently	 Pi-limited	 (Stitt	 and	
Grosse,	1988).	Furthermore,	after	irradiance	decreases,	an	overshoot	in	sucrose	synthesis	
can	 transiently	 drain	 metabolites	 from	 the	 Calvin	 cycle,	 transiently	 decreasing	 An	
(Prinsley	 et	 al.,	 1986b).	 Plants	with	 reduced	 SPS	 concentration	may	 therefore	 exhibit	
slower	increases	in	An	after	irradiance	increases,	and	a	smaller	transient	dip	in	An	after	
irradiance	decreases.	

Leaves	protect	themselves	from	absorbed	irradiance	that	is	in	excess	of	the	capacity	of	
photochemistry	 using	 non-photochemical	 quenching	 (NPQ).	 This	 protection,	 however,	
may	come	at	a	price.	Sustained	high	levels	of	NPQ	after	irradiance	decreases	may	result	
in	transient	limitations	of	the	quantum	efficiency	of	photosystem	II	for	electron	transport	
(ΦPSII).	Model	 calculations	 indicate	 that	 slow	relaxation	of	NPQ	could	decrease	canopy	
photosynthesis	 by	 ~13-24%	 (Zhu	 et	 al.,	 2004).	 NPQ	 has	 been	 shown	 to	 limit	 An	 in	
genotypes	with	 faster	NPQ	buildup	after	 irradiance	 increases	(Hubbart	et	al.,	2012)	or	
slower	 NPQ	 relaxation	 after	 irradiance	 decreases	 (Armbruster	 et	 al.,	 2014).	 Thus,	
genotypes	 with	 constitutively	 low	 NPQ	 may	 have	 increased	 dynamic	 photosynthesis	
rates,	principally	as	a	result	of	less	limitation	on	An	following	a	decrease	in	irradiance.	

In	many	plants,	stomata	open	when	irradiance	increases.	Typically,	stomatal	opening	is	
slow,	transiently	limiting	An	during	the	irradiance	increase	(Vico	et	al.,	2011).	Genotypes	
with	constitutively	high	gs	may	not	experience	this	limitation	(Allen	and	Pearcy,	2000b),	
and	 may	 therefore	 be	 more	 productive	 in	 environments	 with	 a	 high	 proportion	 of	
fluctuating	irradiance,	provided	that	water	is	not	limiting.	

We	used	several	genotypes,	i.e.	plants	containing	point	mutations,	transformants,	T-DNA	
insertion	lines	(SALK	lines	(Alonso	et	al.,	2003))	and	naturally	occurring	accessions	of	A.	
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thaliana,	 to	 analyse	 how	 metabolic	 (Rubisco	 activation,	 sucrose	 synthesis,	 NPQ)	 and	
diffusional	(gs)	limitations	affect	dynamic	photosynthesis.	In	addition	to	measuring	their	
steady-state	photosynthetic	irradiance	and	CO2	responses,	we	exposed	these	genotypes	
to	 stepwise	 increases	 and	 decreases	 in	 irradiance,	while	measuring	 gas	 exchange	 and	
chlorophyll	 fluorescence.	 To	 investigate	 the	 effects	 of	 Rca	 regulatory	 properties	 or	
concentrations,	we	used	the	transformant	rwt43	 that	 lacks	the	α-isoform	of	Rca	and	 is	
therefore	ADP-insensitive	(Zhang	et	al.,	2002)	and	 the	mutant	rca-2,	which	 is	due	 to	a	
leaky	allele	mutation	that	decreases	Rca	concentration	(Shan	et	al.,	2011).	To	analyze	the	
effect	of	SPS,	we	studied	the	T-DNA	mutant	line	spsa1	with	80%	reduction	in	maximum	
SPS	activity	(Sun	et	al.,	2011).	The	effect	of	low	NPQ	was	investigated	by	using	npq4-1	that	
lacks	PsbS,	greatly	diminishing	NPQ	(Li	et	al.,	2000b))	and	npq1-2	that	lacks	zeaxanthin	
deepoxidase	and	therefore	violaxanthin,	diminishing	NPQ	(Niyogi	et	al.,	1998).	Effects	of	
high	 and	 low	 gs	 were	 analyzed	 by	 using	 aba2-1	 with	 impaired	 abscisic	 acid	 (ABA)	
synthesis,	leading	to	constitutively	high	gs	(Léon-Kloosterziel	et	al.,	1996)	and	the	natural	
accession	C24	with	low	gs	(Brosche	et	al.,	2010),	respectively.	The	accession	Col-0	is	the	
wildtype	background	to	all	mutants	and	transformants	used	in	this	study	and	acts	as	a	
control	line.	This	study	indicates	that	wildtype	isoform	composition	and	amount	of	Rca,	
as	well	as	gs	limit	dynamic	photosynthesis	in	A.	thaliana,	while	wildtype	levels	of	SPS	and	
NPQ	do	not.	

3.2 Results	
3.2.1 Steady-state	responses	to	 irradiance	and	CO2	confirm	genotypic	
effects	 on	 Rubisco	 activation	 state,	 sugar	 metabolism	 and	 stomatal	
conductance	
To	 characterize	 the	 steady-state	 behaviour	 of	 the	 different	 A.	 thaliana	 genotypes	 we	
measured	their	responses	to	irradiance	and	leaf	internal	CO2	concentration	(Ci).	Rates	of	
An	 in	 Col-0	 were	 comparable	 to	 studies	 using	 plants	 grown	 under	 similar	 conditions	
(Veljovic-Jovanovic	et	al.,	2001;	Flexas	et	al.,	2007b;	Xing	et	al.,	2011;	Bates	et	al.,	2012).	
In	the	mutant	containing	less	Rca,	rca-2,	irradiance-saturated	An	was	lower	than	for	Col-
0,	and	saturation	occurred	around	600	μmol	m-2	s-1	(Figure	3.1a).	The	lower	Ci	response	
on	An	in	rca-2	(Figure	3.1b)	resulted	in	significantly	decreased	maximum	carboxylation	
rate	 by	 Rubisco	 (Vcmax;	 -23%),	 maximum	 rate	 of	 electron	 transport	 (Jmax;	 -14%)	 and	
maximum	rate	of	triose	phosphate	utilisation	(TPU;	-7%)	compared	to	Col-0	(Table	3.1).	
Assimilation	 in	 the	 transformant	 lacking	 the	α-isoform	of	Rca,	rwt43,	exhibited	similar	
irradiance	and	Ci	responses	as	in	Col-0	(Figure	3.1).	In	the	mutant	with	less	SPS	(spsa1),	
An	 did	not	 differ	 from	Col-0	 in	 its	 irradiance	 response	 (Figure	3.1a),	 but	was	 strongly	
reduced	at	high	Ci	(Figure	3.1b),	resulting	in	decreased	Jmax	(-14%)	and	TPU	(-23%).	The	
ABA-deficient	 mutant,	 aba2-1,	 showed	 larger	 irradiance-	 and	 CO2-saturated	
photosynthesis	rates	compared	to	Col-0,	while	 the	accession	C24	showed	the	opposite	
(Figure	3.1c,	d).	Some	parameters	derived	from	Ci	response	curves	were	therefore	larger	
in	aba2-1	(Jmax:	+18%,	TPU:	+19%),	while	they	were	smaller	in	C24	(Vcmax:	-17%,	Jmax:	-
20%,	 TPU:	 -22%).	 The	 supply	 lines	 (Farquhar	 and	 Sharkey,	 1982)	 (Figure	 3.1d)	
emphasize	differences	 in	gs	between	C24,	Col-0	and	aba2-1:	 the	 steeper	 the	 slope,	 the	
smaller	the	difference	between	external	CO2	concentration	(Ca)	and	Ci,	and	the	larger	gs.	
Irradiance	and	Ci	responses	of	photosynthesis	of	low-NPQ	mutants	(npq1-2,	npq4-1)	were	
similar	to	Col-0	(Figure	3.1e,	 f),	except	 for	 lower	Jmax	 in	npq4-1	 (-7%).	The	response	of	
quantum	 yield	 of	 photosystem	 II	 (ɸPSII)	 to	 Ci	 largely	 paralleled	 that	 of	 An,	 with	 the		
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Table	3.1:	Parameters	derived	from	Ci	response	curves	of	An.	Vcmax,	maximum	caboxylation	rate	by	
Rubisco	(μmol	CO2	m−2	s−1);	 Jmax,	maximum	rate	of	electron	transport	in	the	absence	of	regulation	
(μmol	electrons	m-2	s-1);	TPU,	maximum	rate	of	triose	phosphate	utilisation	(μmol	CO2	m−2	s−1).	The	
root	mean	 squared	error	 (RMSE,	μmol	CO2	m−2	 s−1)	 of	 the	differences	between	measurement	and	
model	during	curve	fitting	(Sharkey	et	al.,	2007)	is	shown	as	an	estimation	of	the	overall	goodness	of	
fit.	Averages	±	SEM,	n	=	5-15.	Stars	within	columns	denote	significance	levels	compared	to	Col-0:	***	
=	P<0.0001,	**	=	P<0.01,	*	=	P<0.05.	Absence	of	stars	denotes	lack	of	significant	difference	with	Col-0	
(P>0.05).	

	 Vcmax	 Jmax	 TPU	 RMSE	
Col-0	 53	±	1	 100	±	2	 7.1	±	0.1	 0.93	±	0.04	
rca-2	 40	±	1	***	 86	±	2	***	 6.7	±	0.1	n.s.	 0.95	±	0.11	n.s.	
rwt43	 57	±	3	n.s.	 105	±	5	n.s.	 7.5	±	0.2	n.s.	 0.98	±	0.07	n.s.	
spsa1	 54	±	4	n.s.	 86	±	5	**	 5.5	±	0.3	***	 0.85	±	0.06	n.s.	
aba2-1	 58	±	3	n.s.	 118	±	6	***	 8.5	±	0.6	**	 1.12	±	0.11	n.s.	
C24	 44	±	2	**	 79	±	4	***	 5.5	±	0.4	***	 0.76	±	0.07	*	

npq1-2	 52	±	3	n.s.	 101	±	5	n.s.	 7.4	±	0.4	n.s.	 0.95	±	0.08	n.s.	
npq4-1	 53	±	1	n.s.	 92	±	2	*	 6.8	±	0.2	n.s.	 0.98	±	0.03	n.s.	

	

exception	that	ɸPSII	decreased	at	high	Ci	in	many	genotypes	(except	rca-2	and	npq4-1;	see	
Figure	3.S1).	This	decrease	in	ɸPSII	was	most	marked,	and	started	at	a	lower	Ci,	in	spsa1	
(Figure	3.S1a).	

3.2.2 Larger	Rubisco	activation	state	and	gs	accelerate	photosynthetic	
induction,	while	lower	NPQ	does	not	
Next,	 we	 characterised	 the	 dynamic	 behaviour	 of	 leaf	 gas	 exchange	 by	 inducing	
photosynthesis	in	dark-adapted	leaves	using	a	stepwise	increase	to	saturating	irradiance	
(1000	µmol	m-2	s-1).	Rates	of	photosynthetic	induction	were	initially	similar	between	all	
genotypes	(except	rwt43)	until	~60%	induction	was	reached	(Figure	3.2).	rwt43	reached	
50%	 of	 photosynthetic	 induction	 (tA50)	 significantly	 faster	 than	 Col-0	 (Table	 3.2).	
Induction	remained	faster	in	rwt43	until	it	reached	~80%	(Figure	3.2a).	In	rca-2,	the	rate	
of	induction	slowed	after	60%	completion	and	then	increased	in	a	nearly	linear	fashion	
rather	than	the	more	exponential	 increase	shown	by	all	other	genotypes	(Figure	3.2a).	
This	increased	the	time	to	reach	90%	of	photosynthetic	induction	(tA90)	by	~10	minutes	
compared	to	Col-0.	spsa1	showed	slightly	slower	induction	rates	(Figure	3.2a),	increasing	
tA90	by	~5	min	compared	to	Col-0.	aba2-1	exhibited	faster	induction,	halving	the	tA90	of	
Col-0,	while	 induction	 in	C24	was	 identical	 to	 that	of	Col-0	 (Figure	3.2b).	 Induction	 in	
npq1-2	and	npq4-1	was	identical	to	Col-0	(Figure	3.2c).	

To	 explain	 the	 differences	 between	 genotypes	 affecting	 Rubisco	 activation	 and	 gs,	we	
looked	at	the	time	courses	of	Ci,	diffusional	limitation	and	biochemical	limitation.	While	
Ci	in	Col-0	and	rwt43	dropped	by	~130	ppm	within	10	minutes	and	then	increased	by	30-
40	ppm	following	stomatal	opening,	in	rca-2	it	never	dropped	below	its	final	value	(Figure	
3.3a).	Diffusional	limitation	reached	its	maximum	within	~10	minutes	in	Col-0	and	rwt43	
and	then	relaxed,	while	in	rca-2	its	increase	was	much	slower	and	levelled	off	after	~30	
minutes	(Figure	3.3c).	Biochemical	limitation	during	induction	relaxed	almost	completely	
within	~10	minutes	in	Col-0	and	rwt43,	while	in	rca-2	 it	was	generally	greater	and	the	
same	extent	of	relaxation	took	~40	minutes	(Figure	3.3e).	Comparing	Col-0	and	C24,	the		
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Figure	3.1:	Irradiance	and	CO2	response	of	net	photosynthesis	rates	in	rca-2,	rwt43	and	spsa1	(a,	b),	
aba2-1	 and	 C24	 (c,	 d)	 and	 npq1-2	 and	 npq4-1	 (e,	 f).	 Col-0	 is	 included	 in	 each	 panel	 for	 ease	 of	
comparison.	 In	 d),	 supply	 lines	 (Farquhar	 and	 Sharkey,	 1982)	 between	 Ca	 =	 500	 and	 the	
corresponding	Ci	response	curve	of	An	are	shown	to	emphasize	stomatal	effects	of	aba2-1,	C24	and	
Col-0	on	Ci.	Averages	±	SEM,	n	=	5-15.	

responses	of	Ci	were	almost	indistinguishable,	while	in	aba2-1	the	initial	decrease	in	Ci	
was	 smaller,	 ranging	 from	 50-60%	 of	 that	 found	 in	 Col-0	 (Figure	 3.3b).	 Buildup	 and	
relaxation	 of	 diffusional	 limitation	 were	 much	 smaller	 in	 aba2-1	 (Figure	 3.3d),	 while	
relaxation	of	biochemical	limitation	was	similar	between	Col-0,	aba2-1	and	C24	(Figure	
3.3f).	

Next	to	the	dark-light	transition	discussed	above,	we	also	exposed	leaves	that	had	been	
adapted	 to	 low	 irradiance	 (hereafter:	 background	 irradiance)	 to	 stepwise	 increases	 in	
irradiance,	 namely	 70→800	 and	 130→600	 μmol	m-2	 s-1.	 The	 responses	 of	 An	 to	 these	
increases	were	qualitatively	similar	to	those	seen	after	the	dark-light	transition	(Figure	
3.S2).	 rwt43	 exhibited	 a	 faster	 increase,	 and	 rca-2	 a	much	 slower	 increase	 than	 Col-0	
(Figure	3.S2a,	b).	This	reduced	tA50,	but	not	tA90,	in	rwt43,	while	tA50	and	tA90	in	rca-2	were	
larger	 than	 Col-0	 (Table	 3.2).	 C24	 tended	 to	 increase	 photosynthesis	 more	 slowly	
compared	to	Col-0	(Figure	3.S2c,	d),	leading	to	a	larger	tA50	after	the	70→800	μmol	m-2	s-1	
step	 increase	 and	 larger	 tA50	 and	 tA90	 after	 the	 130→600	 μmol	 m-2	 s-1	 step	 increase.		
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Table	3.2:	Time	(minutes)	to	reach	50	and	90%	of	steady-state	photosynthesis	rates	(tA50,	tA90)	after	
step	 increases	 in	 irradiance.	Averages	±	 SEM,	n	=	5-15.	 Stars	within	 columns	denote	 significance	
levels	compared	to	Col-0:	***	=	P<0.0001,	**	=	P<0.01,	*	=	P<0.05.	Absence	of	stars	denotes	lack	of	
significant	difference	with	Col-0	(P>0.05).	

	 0→1000	μmol	m-2	s-1	 70→800	μmol	m-2	s-1	 130→600	μmol	m-2	s-1	
Genotyp

e	 tA50	 tA90	 tA50	 tA90	 tA50	 tA90	

Col-0	 1.6	±	0.1	 14.7	±	1.2	 1.3	±	0.1	 10.2	±	1.1	 0.6	±	0.0	 9.0	±	2.2	

rca-2	 1.5	±	0.2	
25.5	±	1.5	

***	
6.3	±	0.4	
***	

30.9	±	2.0	
***	

4.0	±	0.7	
***	

29.8	±	1.7	
***	

rwt43	 1.2	±	0.1	
**	

14.2	±	2.6	
0.5	±	0.0	
***	

16.2	±	6.1	
0.3	±	0.0	
***	

18.8	±	6.1	

spsa1	 1.6	±	0.1	 19.5	±	1.3	*	 1.3	±	0.1	 14.1	±	7.2	 0.6	±	0.1	 13.7	±	6.9	

aba2-1	 1.4	±	0.1	 7.3	±	0.5	**	 1.3	±	0.1	 7.7	±	2.6	 0.8	±	0.1	 15.1	±	5.8	

C24	 1.9	±	0.1	 15.0	±	3.2	 1.7	±	0.3	*	 13.3	±	2.7	 0.9	±	0.2	*	
29.4	±	5.1	

***	
npq1-2	 1.4	±	0.1	 11.7	±	1.7	 1.3	±	0.1	 10.7	±	2.9	 0.7	±	0.0	 14.6	±	8.6	

npq4-1	 1.5	±	0.1	 14.8	±	2.6	 1.1	±	0.1	 6.1	±	0.7	 0.6	±	0.0	 15.3	±	11.0	

	

	
Figure	3.2:	Photosynthetic	induction	after	a	step	increase	in	irradiance	from	0	to	1000	μmol	m-2	s-1	
in	rca-2,	rwt43	and	spsa1	(a),	aba2-1	and	C24	(b)	and	npq1-2	and	npq4-1	(c).	Col-0	is	included	in	
each	panel	for	ease	of	comparison.	Averages	±	SEM,	n	=	5-15.	
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Figure	3.3:	Leaf	 internal	CO2	concentration	 (Ci),	diffusional	 limitation	and	biochemical	 limitation	
after	a	step	increase	in	irradiance	from	0	to	1000	μmol	m-2	s-1	in	Col-0,	rca-2	and	rwt43	(a,	c,	e)	and	
Col-0,	aba2-1	and	C24	(b,	d,	f).	Averages	±	SEM,	n	=	5-15.	

Assimilation	 responses	 in	 NPQ	 and	 SPS	 mutants	 to	 those	 intermediate	 irradiance	
increases	were	similar	to	Col-0.	

Apart	from	gas	exchange	dynamics,	we	also	characterised	changes	in	electron	transport	
parameters	 after	 the	 stepwise	 0-1000	 µmol	m-2	 s-1	 transition.	 Changes	 in	ɸPSII	 largely	
paralleled	those	of	An	(Figure	3.4).	In	rwt43,	the	increase	in	ɸPSII	was	slightly	faster	than	
in	 Col-0,	 while	 in	 rca-2,	 it	 was	 slower	 and	 steady-state	ɸPSII	 was	 lower	 (Figure	 3.4a),	
paralleling	its	lower	steady-state	An	(Figure	3.1a).	Despite	slightly	larger	ɸPSII	throughout	
induction	in	spsa1,	final	values	were	not	significantly	different	from	Col-0	(P	=	0.09,	Figure	
3.4a).	aba2-1	showed	increased	steady-state	ɸPSII	levels,	while	in	C24	they	were	reduced	
compared	 to	Col-0	 (Figure	3.4c),	 similar	 to	 the	differences	 in	steady-state	assimilation	
(Figure	3.1c).	In	npq4-1,	ɸPSII	was	slightly	lower	during	induction	than	in	npq1-2	and	Col-
0	(npq1-2	had	similar	ɸPSII	trends	and	values	during	induction	as	Col-0;	Figure	3.4e).	NPQ	
in	rca-2	increased	more	quickly	to	its	steady-state	level,	which	was	larger	than	that	of	Col-
0,	spsa1	and	rwt43	(Figure	3.4b).	NPQ	in	aba2-1	was	lower	than	in	Col-0	and	C24	(which	



	 	 Dynamic	CO2	assimilation	

41	

were	not	significantly	different	 from	each	other,	Figure	3.4d).	As	expected,	npq1-2	and	
npq4-1	 developed	 much	 lower	 NPQ	 levels	 than	 Col-0,	 and	 NPQ	 buildup	 was	 slower	
compared	 to	Col-0,	 but	 similar	 in	both	npq1-2	 and	npq4-1	 (Figure	3.4f).	Dark-adapted	
Fv/Fm	was	0.805	±	0.002	(Avg	±	standard	error	of	the	mean,	SEM)	in	Col-0.	In	rca-2,	C24	
and	 npq4-1,	 Fv/Fm	 was	 marginally,	 but	 significantly,	 smaller,	 possibly	 due	 to	
photoinhibition	 that	was	not	 completely	 removed	by	dark	adaptation.	 In	 spsa1,	 it	was	
slightly	but	significantly	higher	than	in	Col-0	(Figure	3.S3).	

3.2.3 Isoform,	amount	and	initial	activation	state	of	Rca	affect	the	rate	
of	Rubisco	activation	
The	apparent	 time	 constants	of	Rubisco	activation	 (!" ,	 the	 time	 to	 reach	63%	of	 total	
change	 in	 Rubisco	 activation	 state),	 decreased	with	 increasing	 background	 irradiance	
(Figure	 3.5).	 Genotypes	 differing	 in	 gs,	 NPQ	 and	 SPS	 did	 not	 differ	 from	 Col-0	 in	 !" .	
However,	!" 	tended	to	be	17-28%	larger	in	spsa1	than	in	Col-0;	P-values	ranged	from	0.07	
to	0.09.	Of	the	genotypes	affecting	Rca	regulation,	rca-2	exhibited	the	biggest	differences	
in	 !" ,	 both	 compared	 with	 Col-0	 (P<0.001	 in	 all	 cases)	 and	 between	 background	
irradiances,	with	a	!" 	of	~22	minutes	in	dark-adapted	leaves	decreasing	to	~4	minutes	in	
leaves	adapted	to	an	 irradiance	of	130	μmol	m-2	s-1	(Figure	3.5a).	 In	rwt43,	!" 	of	dark-
adapted	leaves	(2.3	min)	was	not	significantly	different	to	that	of	Col-0	(3.0	min;	P	=	0.08),	
but	was	significantly	(P<0.001)	smaller	at	70	and	130	μmol	m-2	s-1	background	irradiance	
(Figure	3.5b).	

3.2.4 Increases	 in	 initial	 gs	 up	 to	 a	 threshold	 value	 accelerate	
photosynthetic	induction	
Before	and	after	stepwise	increases	in	irradiance,	gs	was	considerably	higher	in	aba2-1	
than	 in	 Col-0	 and	 C24	 (Figure	 3.S4).	 In	 dark-adapted	 leaves	 of	 Col-0	 and	 C24,	 gs	was	
similar,	but	in	leaves	adapted	to	70	or	130	μmol	m-2	s-1,	it	was	almost	twice	as	high	in	Col-
0	compared	to	C24.	This	spread	in	gs	was	used	to	explore	the	threshold	between	a	limiting	
and	a	non-limiting	initial	gs	for	the	subsequent	rates	of	An	increase.	For	example,	after	the	
0→1000	μmol	m-2	s-1	increase,	tA90	was	lower	in	plants	with	initially	higher	gs	up	to	~0.13	
mol	m-2	s-1,	but	above	0.13	mol	m-2	s-1	there	was	no	further	decrease	in	tA90	(Figure	3.6).	
This	shows	that	an	initial	gs	>	0.13	mol	m-2	s-1	was	non-limiting	in	this	case.	We	also	looked	
at	various	time	points	(tA10,	tA20,	etc.)	after	different	low-to-high	irradiance	transitions	(i.e.	
0→1000,	 70→800	 and	 130→600	 µmol	m-2	 s-1)	 and	 found	 that	 the	 threshold	 between	
limiting	 and	 non-limiting	 initial	 gs	 was	 between	 0.09	 and	 0.17	 mol	 m-2	 s-1,	 with	 no	
discernible	trend	between	time	points	or	background	irradiance	levels.	

Apart	from	the	effect	of	initial	gs	on	the	rate	of	An	increase,	we	also	analysed	the	effects	of	
gs	 increase	 after	 stepwise	 increases	 in	 irradiance	 (Figure	 3.S4).	 In	 C24	 and	 Col-0,	 the	
increase	in	gs	after	the	0→1000	μmol	m-2	s-1	increase	(until	60	minutes	after	the	start	of	
illumination)	and	tA90	correlated	positively	(Figure	3.S5).	Because	initial	gs	in	aba2-1	was	
high,	it	was	non-limiting	to	rates	of	increase	in	photosynthesis	after	irradiance	increases,	
and	stomatal	opening	did	not	correlate	with	tA90	(data	not	shown).	

3.2.5 Lower	NPQ	and	SPS	do	not	increase	transient	photosynthesis	after	
a	decrease	in	irradiance	
After	step	decreases	in	irradiance	(600→200,	800→130	μmol	m-2	s-1),	relative	changes	in	
An	were	similar	for	all	genotypes	(Figure	3.S6),	and	there	were	no	significant	differences	
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in	either	post-illumination	CO2	fixation	or	the	post-illumination	CO2	burst,	including	the	
NPQ	mutants	and	spsa1	(Figure	3.S7).	

3.3 Discussion	
Making	use	of	the	genetic	diversity	available	for	A.	thaliana,	we	explored	several	possible	
physiological	limitations	of	dynamic	photosynthesis.	This	analysis	revealed	that	altered	
Rubisco	activation	kinetics	or	stomatal	conductance	affect	photosynthesis	in	a	dynamic	
irradiance	 environment	 greatly,	 while	 alterations	 in	 non-photochemical	 quenching	 or	
sucrose	synthesis	do	not.	

Changes	affecting	Rca	concentration	(rca-2)	or	regulation	(rwt43)	had	strong	effects	on	
dynamic	photosynthesis.	The	observed	effects	were	likely	caused	by	different	kinetics	of	
Rubisco	activation,	as	the	initial	increase	in	assimilation	after	dark-light	transitions	(first	
minute	in	Figure	3.2a)	was	similar	between	genotypes,	implying	a	similar	limitation	due	
to	 activation	 of	 RuBP	 regeneration	 (Sassenrath-Cole	 and	 Pearcy	 (1992)	 provided		
	

	
Figure	3.4:	Quantum	yield	of	photosystem	II	(ɸPSII)	and	non-photochemical	quenching	(NPQ)	after	a	
step	increase	in	irradiance	from	0	to	1000	μmol	m-2	s-1	in	rca-2,		rwt43	and	spsa1	(a,	b),	aba2-1	and	
C24	 (c,	 d)	 and	 npq1-2	 and	 npq4-1	 (e,	 f).	 Col-0	 is	 included	 in	 each	 panel	 for	 ease	 of	 comparison.	
Averages	±	SEM,	n	=	5-15.	
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biochemical	evidence	for	this).	Furthermore,	these	genotypes	had	similar	gs	(Figure	3.S8).	
Lower	 steady-state	 irradiance	 and	CO2	responses	 in	 rca-2	may	have	been	 caused	by	 a	
reduced	steady-state	activation	of	Rubisco	(Mate	et	al.,	1993).	Based	on	the	dependency	
between	maximum	Rubisco	activation	state	and	Rca	concentration	reported	by	Mott	and	
Woodrow	(2000)	and	our	estimation	of	Vcmax	for	rca-2	(Table	3.1),	we	estimate	that	rca-2	
contains	~22%	of	wildtype	Rca	levels	(Supplementary	Text).	The	effects	on	the	rate	of	
Rubisco	activation	of	such	low	Rca	content	are	apparent.	In	antisense	or	overexpressors	
of	Rca	 in	rice,	a	positive	 linear	relationship	between	Rca	concentration	and	the	rate	of	
photosynthetic	 induction	 was	 shown	 for	 various	 temperatures	 (Yamori	 et	 al.,	 2012),	
demonstrating	 the	 role	 of	 Rca	 concentration	 in	 controlling	 dynamic	 photosynthesis.	
Intriguingly,	 in	our	study	!" 	decreased	with	background	irradiance	(Figure	3.5).	While	
this	decrease	was	linear	in	Col-0,	it	resembled	a	negative	exponential	in	rwt43.	This	is	in	
agreement	with	data	of	Carmo-Silva	and	Salvucci	(2013)	(Figure	3.5b).	Previous	studies	
have	shown	that	Rubisco	activation	in	Col-0	increased	linearly	with	irradiance	(Brooks	et	
al.,	 1988;	Carmo-Silva	and	Salvucci,	 2013;	 Scales	et	 al.,	 2014),	while	 in	rwt43,	Rubisco	
activation	 state	 did	 not	 change	 with	 increasing	 irradiance	 (Carmo-Silva	 and	 Salvucci,	
2013);	it	was	similar	to	Col-0	in	dark-adapted	leaves,	but	close	to	full	activation	in	low	
irradiance	(Zhang	et	al.,	2002;	Carmo-Silva	and	Salvucci,	2013;	Scales	et	al.,	2014).	Most	
likely	differences	in	the	activation	state	of	Rca,	rather	than	that	of	Rubisco,	caused	!"	to	
decrease	with	background	irradiance.	Rca	activity	increased	linearly	between	0	and	300	
μmol	m-2	s-1	in	intact	spinach	leaves	(Lan	et	al.,	1992),	and	should	be	high	in	rwt43	except	
in	darkness	(see	above).	

Compared	to	natural	fluctuations	in	irradiance,	stomata	open	and	close	slowly	(Fay	and	
Knapp,	1993).	Low	initial	gs	can	become	a	limitation	to	carbon	fixation	after	a	step	change	
in	 irradiance	 (Pearcy,	 1990),	 because	 of	 comparably	 rapid	 activation	 of	 RuBP	
regeneration	 and	Rubisco.	 The	 peak	 of	 this	 limitation	 is	 typically	 reached	within	~10	
minutes	due	to	Rubisco	activation	without	similarly	large	increases	in	gs,	after	which	it	
relaxes	 due	 to	 stomatal	 opening	 (Figure	 3.3d).	 We	 note	 that	 the	 index	 of	 diffusional	
limitation	 should	 be	 refined	 with	 respect	 to	 changes	 in	 Rubisco	 activation	 during	
photosynthetic	 induction,	 as	 well	 as	 possible	 changes	 in	 mesophyll	 conductance	 (gm)	
during	 transients.	 With	 respect	 to	 gm,	 contrasting	 responses	 to	 irradiance	 have	 been	
reported	(Flexas	et	al.,	2008;	Tholen	et	al.,	2008);	we	therefore	refrain	from	speculations	
on	how	it	may	have	changed	in	our	measurements	but	note	that	it	may	have	affected	the	
index	 of	 diffusional	 limitation.	 Nevertheless,	 we	 believe	 that	 diffusional	 limitation	
provides	 a	 useful	 qualitative	 tool	 to	 analyse	 the	 differences	 between	 the	 genotypes	
affecting	Rubisco	activation	kinetics	and	gs.		

The	mutant	with	high	initial	gs	(aba2-1)	did	not	show	such	large	differences	in	stomatal	
opening	(i.e.	difference	between	initial	and	final	gs;	Figure	3.S4),	but	still	had	much	higher	
rates	of	An	increases	when	irradiance	was	raised.	Therefore,	we	argue	that	increasing	the	
initial	gs	is	a	simpler	route	to	increasing	dynamic	photosynthesis	than	is	increasing	the	
rate	of	stomatal	opening.	Stomatal	closure	in	low	irradiance	is	an	adaptive	response	to	
changing	water	supply	and	logical	under	non-irrigated	field	conditions,	however	for	crops	
in	well-watered	situations,	increasing	gs	at	the	expense	of	water	use	may	be	a	reasonable	
target	to	increase	rates	of	dynamic	photosynthesis.	Also,	the	threshold	between	limiting	
and	non-limiting	gs	 for	rates	of	photosynthesis	 increase	could	be	used	as	a	phenotypic	
marker	 for	 breeding	 of	 cultivars	with	 non-limiting	 gs	 in	 fluctuating	 irradiance.	 In	 our	
analysis,	 this	 threshold	 proved	 to	 be	 consistent	 independent	 of	 the	 time	 point	 after	
stepwise	 increases	 in	 irradiance	and	 level	of	background	 irradiance.	Previous	 findings	
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indicate	 that	 this	 threshold	shows	no	diurnal	variation	(Allen	and	Pearcy,	2000b),	and	
that	it	is	unchanged	by	water	stress	(Allen	and	Pearcy,	2000b)	or	growth	light	conditions	
(Valladares	 et	 al.,	 1997).	 An	 open	 question	 that	 remains	 is	 whether	 the	 threshold	 is	
species-specific	(Allen	and	Pearcy,	2000b)	or	not	(Valladares	et	al.,	1997).	It	is	likely	that	
a	high	initial	gs	correlates	with	constitutively	high	gs	(i.e.	stomata	are	more	open	and	less	
sensitive	to	changes	in	irradiance),	and	faster	responses	of	An	to	an	increasing	irradiance	
could	be	reached	at	the	expense	of	lower	intrinsic	water	use	efficiency.	Rapid	screening	
for	high	gs	could	be	achieved	by	thermal	imaging	(McAusland	et	al.,	2013).	

	
Figure	3.5:	Apparent	time	constant	of	Rubisco	activation	in	rca-2	(a)	and	rwt43	(b),	compared	to	
Col-0.	Note	the	different	scales	of	Y-axes	in	a)	and	b).	Averages	±	SEM,	n	=	5-15.	Bars	in	b)	at	30	μmol	
m-2	 s-1	 background	 irradiance	 included	 from	 Carmo-Silva	 and	 Salvucci	 (2013).	 Stars	 denote	
significance	levels	of	single	genotypes	compared	to	Col-0:	***	=	P<0.001.	

	

	
Figure	3.6:	Relationship	between	initial	gs	and	the	time	to	reach	90%	of	final	photosynthesis	rates	
after	a	step	increase	in	irradiance	(0-1000	μmol	m-2	s-1)	in	single	replicates	of	Col-0,	aba2-1	and	C24.	
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In	Col-0,	rates	of	NPQ	buildup	after	a	dark-light	transition	were	similar	to	those	seen	in	
previous	 studies	 (Li	 et	 al.,	 2002;	 Nilkens	 et	 al.,	 2010),	 while	 mutants	 npq1-2,	 lacking	
violaxanthin	de-epoxidase	(Niyogi	et	al.,	1998)	and	npq4-1,	lacking	PsbS	(Li	et	al.,	2000b)	
exhibited	a	much	lower	buildup	of	NPQ.	However,	they	showed	negligible	differences	in	
gas	 exchange	 to	 Col-0,	 neither	 in	 their	 steady-state	 responses	 to	 irradiance	 and	 CO2	
(Figure	3.1e,	f)	nor	in	their	responses	to	step	increases	in	irradiance	(Figure	3.2c,	Figure	
3.S2e,	f).	Similar	to	our	findings,	reduced	PsbS	content	in	transgenic	rice	plants	strongly	
reduced	NPQ	 but	 had	 limited	 effects	 on	 carbon	 gain	 during	 a	 5-min	 induction	 period	
(Hubbart	et	al.,	2012).	In	contrast,	overexpressors	with	2-4	fold	increases	in	PsbS	showed	
~15%	lower	An	during	 induction,	demonstrating	that	 increased	energy	dissipation	can	
have	 adverse	 effects	 on	 assimilation	 (Hubbart	 et	 al.,	 2012).	 Antisense	 mutants	 with	
reduced	thylakoid	membrane	K+	flux	capacities	showed	less	rapid	relaxation	of	NPQ	after	
irradiance	 decreases,	 reducing	 electron	 transport	 and	 assimilation	 (Armbruster	 et	 al.,	
2014).	Our	data	revealed	no	differences	between	npq1-2,	npq4-1	and	Col-0	with	respect	
to	post-illumination	CO2	fixation	(Figure	3.S7),	and	therefore	show	that	unlike	the	rate	of	
NPQ	relaxation	(Zhu	et	al.,	2004;	Armbruster	et	al.,	2014),	an	initially	low	level	of	NPQ	
does	not	increase	carbon	gain	directly	after	decreases	in	irradiance.	

Irradiance-dependent	activation	of	SPS	is	genotype-specific,	and	A.	thaliana	belongs	to	a	
group	of	species	without	low	light/dark	modulation	of	the	enzyme	(Huber	et	al.,	1989).	
This	suggests	that	in	the	wildtype,	SPS	activity	does	not	limit	photosynthetic	induction	-	
however,	 in	 a	 plant	with	 strongly	 reduced	 SPS	 concentration	 it	might.	We	 tested	 this	
possibility	in	the	T-DNA	mutant	spsa1,	which	has	a	80%	lower	maximum	SPS	activity	than	
Col-0	(Sun	et	al.,	2011).	Similar	to	our	findings,	Sun	et	al.	(2011)	found	no	photosynthetic	
differences	between	spsa1	and	Col-0,	except	for	a	strong	reduction	in	CO2-saturated	An	(-
23%).	 Importantly,	 the	 decrease	 in	 SPS	 hardly	 affected	 photosynthetic	 responses	 to	
fluctuating	irradiance.	The	only	significant	difference	was	a	longer	time	to	reach	90%	of	
full	induction	after	dark-light	transitions	(Table	3.2).	However,	no	such	differences	were	
observed	 in	 transitions	 from	 low	 to	 higher	 irradiance.	 spsa1	 would	 probably	 show	
decreased	rates	of	dynamic	photosynthesis	in	elevated	CO2	concentrations.	Furthermore,	
it	may	be	that	the	absence	of	a	measurable	effect	of	spsa1	on	the	post-illumination	CO2	
burst,	which	is	partly	affected	by	the	rate	of	sucrose	synthesis	(Prinsley	et	al.,	1986b),	was	
masked	by	the	photorespiratory	portion	of	the	CO2	burst,	which	is	most	pronounced	in	C3	
plants	 (Kaiser	 et	 al.,	 2015).	 Also,	 reduced	 levels	 of	 SPS	 in	 species	 that	 exhibit	 strong	
light/dark	modulation	 of	 SPS	 (e.g.	 barley,	maize,	 spinach	 and	 sugarbeet	 (Huber	 et	 al.,	
1989))	would	probably	have	a	stronger	negative	effect	on	photosynthetic	induction	than	
shown	here	for	A.	thaliana.	

The	relationship	between	ɸPSII	and	Ci	in	C3	photosynthesis	contains	three	phases:	When	
An	 is	 a)	 limited	 by	 Rubisco,	 ɸPSII	 increases	 with	 Ci;	 when	 An	 is	 b)	 limited	 by	 RuBP	
regeneration,	ɸPSII	is	constant	with	increases	in	Ci	and	when	An	is	c)	limited	by	TPU,	ɸPSII	

decreases	 with	 increasing	 Ci	 (Long	 and	 Bernacchi,	 2003;	 Sharkey	 et	 al.,	 2007).	 Most	
genotypes	in	our	study	did	not	show	the	plateau	in	ɸPSII	that	would	signify	a	phase	of	RuBP	
regeneration	limitation,	with	spsa1	showing	an	extreme	form	of	that	behaviour	(Figure	
3.S1).	This	suggests	that	a)	TPU	occurs	at	a	lower	Ci	than	visible	from	gas	exchange,	b)	
different	limitations	occur	simultaneously	within	different	layers	of	the	leaf,	c)	changes	in	
the	rate	of	cyclic	electron	transport	around	photosystem	I	and/or	strength	of	alternative	
electron	sinks	or	d)	with	increasing	Ci	during	the	phase	of	limitation	by	RuBP	regeneration	
photosynthetic	electron	transport	is	sometimes	restricted,	and	ɸPSII	is	reduced,	due	to	the	
increased	 inhibition	 of	 starch	 synthesis	 following	 the	 inhibition	 of	
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phosphoglucoisomerase	 by	 phosphoglycerate	 (Sharkey,	 2015).	 However,	 these	 results	
have	to	be	interpreted	with	caution	because	the	number	of	data	points	between	the	end	
of	Rubisco	limitation	and	the	onset	of	TPU	was	limited	and	more	data	may	lead	to	different	
conclusions.		

In	conclusion,	in	A.	thaliana,	the	presence	of	the	redox-regulated	α-isoform	of	Rca	in	the	
wildtype,	and	wildtype	levels	of	gs,	are	limiting	for	dynamic	photosynthesis.	Furthermore,	
reductions	 in	 Rca	 strongly	 decrease	 (dynamic)	 photosynthesis.	 We	 also	 show	 that	
wildtype	levels	of	NPQ	and	SPS	are	not	limiting	in	A.	thaliana.	This	suggests	Rca	and	gs	as	
targets	for	improvement	of	photosynthesis	in	fluctuating	irradiance.	

3.4 Methods	
3.4.1 Plant	material	
Seeds	of	npq4-1,	spsa1	(SALK_148643C)	and	rca-2	(SALK_003204C)	were	obtained	from	
NASC	(University	of	Nottingham,	Loughborough,	UK	(Scholl	et	al.,	2000)).	C24	(CS76106)	
was	 obtained	 from	 the	 Arabidopsis	 Biological	 Resource	 Center	 (ABRC,	 Ohio	 State	
University,	 USA).	 Seeds	 of	 Col-0	 and	 aba2-1	 were	 obtained	 from	 Corrie	 Hanhart	
(Wageningen	 University,	 the	 Netherlands),	 npq1-2	 was	 obtained	 from	 Dr.	 Shizue	
Matsubara	 (Forschungszentrum	 Jülich,	 Germany)	 and	 rwt43	 was	 obtained	 from	 Dr.	
Elizabete	Carmo-Silva	(Rothamsted	Research,	UK).		

3.4.2 Growth	conditions	
Plants	were	grown	 in	0.37	L	pots	using	soil	with	a	4:1	peat:perlite	mixture.	Pots	were	
placed	 on	 irrigation	mats,	 and	mats	were	 saturated	 daily	 to	 full	 capacity.	 Plants	were	
fertilized	 weekly	 using	 a	 nutrient	 solution	 especially	 developed	 for	 Arabidopsis	 (van	
Rooijen	et	al.,	2015).	To	inhibit	algal	growth,	the	soil	was	covered	with	black	plastic	film.	
Plants	were	grown	in	a	growth	chamber	in	short-day	conditions	(8	hours	of	light)	to	delay	
flowering	(Gibeaut	et	al.,	1997)	and	thus	ensure	that	leaves	were	large	enough	for	gas-
exchange	measurements.	Irradiance	was	172	±	4	µmol	m-2	s-1	as	supplied	by	LED	lights	
(GreenPower	 LED	 production	 module	 deep	 red/white	 120;	 Philips,	 Eindhoven,	 the	
Netherlands).	Temperature	was	23/18	°C	(day/night)	and	relative	humidity	was	70%.	
Mutants	lacking	ABA	(aba2-1)	were	sprayed	with	an	aqueous	solution	containing	10	μmol	
mol-1	ABA	(Sigma,	St.	Louis,	U.S.A.)	when	plants	were	2,	4	and	6	weeks	old.	This	increases	
rosette	 growth	 compared	 to	 untreated	 aba2-1	 plants	 (data	 not	 shown).	 There	 was	 a	
period	of	15	days	between	 the	 last	 application	of	ABA	and	 the	 first	measurements	on	
aba2-1	plants.	

Single	genotypes	were	grown	sequentially	(approx.	one	batch	per	week).	Five	plants	per	
batch	were	used	 for	measurements.	To	monitor	 the	quality	of	 the	growth	system	over	
time,	 Col-0	 was	 grown	 in	 three	 batches,	 each	 batch	 separated	 by	 several	 weeks.	 The	
number	of	replicates	was	therefore	15	for	Col-0,	and	5	for	all	other	genotypes.	The	growth	
system	produced	very	reproducible	photosynthetic	phenotypes	of	Col-0	(Figure	3.S10).	

3.4.3 Measurements		
Measurements	were	performed	using	 the	LI-6400	portable	photosynthesis	system	(Li-
Cor	Biosciences,	 Lincoln,	Nebraska,	USA)	 equipped	with	 the	 leaf	 chamber	 fluorometer	
(Part	No.	6400-40)	on	single	leaves	of	plants	that	were	6-8	weeks	old.	Leaves	large	enough	
to	cover	the	leaf	chamber	gasket	(area:	2	cm2,	diameter:	1.6	cm)	were	used.	Conditions	in	
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the	 cuvette	 were	 as	 follows:	 23	 °C	 air	 temperature,	 70%	 relative	 humidity,	 90/10%	
red/blue	 light	mixture	 and	 500	 µmol	 s-1	 air	 flow	 rate.	 The	 choice	 of	 flow	 rate	 was	 a	
compromise	between	getting	a	fast	time	response	of	the	measuring	system	(necessary	in	
dynamic	gas	exchange	studies),	and	the	difference	in	CO2	concentration	between	sample	
and	 reference	 air	 stream.	 Except	 for	 the	 CO2-response	 curves,	 the	 external	 CO2	 mole	
fraction	was	kept	at	400	ppm.	The	oxygen	mole	fraction	was	always	21%.	

3.4.3.1 Stepwise	increases	in	irradiance	
Leaves	were	adapted	to	several	background	irradiances	(0,	70	or	130	µmol	m-2	s-1)	for	30-
60	minutes	(until	An	and	gs	had	visibly	reached	a	steady	state),	and	then	exposed	to	single-
step	increases	in	irradiance,	namely	0→1000,	70→800	and	130→600	µmol	m-2	s-1.	These	
intensities	 were	 chosen,	 after	 preliminary	 irradiance-response	 curves	 on	 Col-0	 had	
shown	that	all	but	the	highest	(1000	µmol	m-2	s-1)	intensity	were	in	the	sub-saturating	
range	 (Figure	 3.S11).	 Gas	 exchange	was	 logged	 nominally	 every	 second.	 Logging	was	
stopped	 when	 gs	 reached	 a	 new	 steady	 state	 (this	 was	 assessed	 visually,	 and	 took	 a	
minimum	of	30	minutes	after	the	step	increase),	or	60	minutes	after	switching	to	1000	
μmol	m-2	 s-1.	 Before	 and	 after	 the	 0→1000	 μmol	m-2	 s-1	 increase,	 ɸPSII	 and	NPQ	were	
measured,	using	a	measuring	beam	intensity	of	~1	µmol	m-2	s-1	and	a	saturating	pulse	of	
~7600	µmol	m-2	s-1	intensity	and	1	s	duration.	In	preliminary	measurements	on	Col-0,	the	
saturating	 pulse	was	 sufficient	 to	 saturate	 Fm’	 in	 leaves	 adapted	 to	 1000	 µmol	m-2	 s-1	
(assessed	following	the	manufacturer’s	recommendations	for	calibrating	the	saturating	
pulse:	Fm’	was	not	increased	when	using	saturating	pulses	of	intensity	higher	than	7600	
µmol	m-2	s-1).	The	Fo	and	Fm	relative	fluorescence	yields	were	measured	in	dark-adapted	
leaves.	After	the	increase	in	irradiance,	the	Fm’	relative	fluorescence	yield	was	measured	
every	minute	 for	 the	 first	 ten	minutes,	 and	every	 two	minutes	 thereafter.	The	 regular	
application	of	saturating	flashes	transiently	increased	the	leaf	temperature	by	0.4	-	0.7	°C	
across	genotypes	(temperature	traces	of	Col-0	are	representative	of	all	genotypes,	Figure	
3.S12).	Also,	our	data	(Kaiser	et	al.,	unpublished)	indicate	that	the	regular	application	of	
saturating	flashes	of	similar	intensity	and	frequency	in	tomato	(Lycopersicon	esculentum)	
had	no	 effects	 on	 leaf	 gas	 exchange	during	photosynthetic	 induction.	The	 steady-state	
relative	fluorescence	yield,	Fs,	was	measured	continuously.	Dark-adapted	Fv/Fm,	ɸPSII	and	
NPQ	were	calculated	as	Fv/Fm	=	(Fm-Fo)/Fm,	ɸPSII	=	(Fm’-Fs)/Fm’	and	NPQ	=	(Fm	–	Fm')/Fm',	
respectively.	

During	transients,	gm	and	mitochondrial	respiration	(Rd)	were	assumed	to	be	constant	
because,	to	our	knowledge,	changes	in	gm	and	Rd	have	never	been	assessed	for	irradiance	
transients.	 Rd	 in	 the	 light	 was	 considered	 similar	 to	 genotype-specific	 steady-state	
respiration	in	the	dark;	this	assumption	is	supported	by	measurements	on	several	species	
(Yin	et	al.,	2011).	For	gm,	a	value	of	0.2	mol	m-2	s-1	was	assumed	for	all	genotypes,	which	
is	an	average	of	three	values	determined	on	Col-0	of	comparable	photosynthetic	capacity	
(Flexas	et	al.,	2007b;	Walker	et	al.,	2013).		

The	time	to	reach	50	and	90%	(i.e.	t50	and	t90)	of	steady-state	An	was	calculated	for	each	
irradiance	 increase.	To	 increase	robustness	of	 these	 indices	 to	experimental	noise	and	
outliers,	time	series	were	smoothed	using	a	local	polynomial	regression	(Cleveland	et	al.,	
1992)	with	a	span	of	5%.	This	means	that,	for	each	point	in	the	time	series,	a	polynomial	
of	degree	two	was	fitted	using	weighted	least	squares	to	a	data	window	of	size	equal	to	
5%	of	the	total	size	of	the	time	series;	the	weight	assigned	to	each	point	decreases	with	
the	distance	from	the	central	point.	
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3.4.3.2 Calculation	 of	 diffusional	 limitation,	 biochemical	 limitation	 and	 the	
apparent	time	constant	of	Rubisco	activation	
To	calculate	several	parameters,	An	was	corrected	for	transient	changes	in	chloroplast	CO2	
concentration	 (Cc).	For	diffusional	 limitation,	An	was	multiplied	by	 the	relative	 rate	by	
which	An	would	increase	if	Cc	during	induction	was	equal	to	ambient	CO2	concentration,	
Ca	($%&'

∗ ):	

$%&'
∗ = $% ∗

*(,-)
*(,/)

, 3.1 	

Where	*(,-)	is	the	steady-state	value	of	An	at	Ca	(i.e.	at	400	ppm),	and	*(,/)	is	the	steady-
state	value	of	An	at	Cc.	The	relative	effects	of	Cc	on	An	were	taken	from	steady-state	An/Cc	
response	curves	by	fitting	local	polynomial	regressions	(LOESS)	in	the	range	50-500	ppm	
(Figure	3.S13).	Diffusional	limitation	was	then	determined	as:	

45**67589:;	;5<5=:=589 = 	
$%&'

∗ − $%
$%&' − $%?

· 100, 3.2 	

Where	$%&' 	is	the	steady-state	value	of	An	at	Ca	and	Ani	is	the	initial	steady-state	rate	of	An.	
Diffusional	limitation	is	therefore	a	combination	of	possible	limitations	due	to	gs	and	gm	
during	induction	and	in	the	steady	state	(i.e.	it	does	not	decrease	to	0%	at	the	end	of	the	
time	course).	For	biochemical	limitation	and	!" ,	An	was	multiplied	($%&C

∗ )	by	the	relative	

rate	by	which	An	would	increase	if	transient	Cc	was	equal	to	final,	steady-state	Cc	(,/D),	
following	Woodrow	and	Mott	(1989):	

$%&C
∗ = $% ∗

*(,/D)

*(,/)
, 3.3 	

Where	*(,/D)	 is	 the	 solution	 for	An	 at	,/D .	Biochemical	 limitation	was	 calculated	after	
Allen	and	Pearcy	(2000a):	

E58FℎH<5F:;	;5<5=:=589 = 	
$%D − $%&C

∗

$%D − $%?
· 100, 3.4 	

Throughout	induction,	biochemical	limitation	decreases	from	100	to	0%,	and	therefore	
indicates	the	additional	limitation	imposed	on	An	due	to	incomplete	activation	of	several	
enzymes.	Biochemical	and	diffusional	limitations	do	not	sum	up	to	100%,	and	are	distinct.	
The	apparent	time	constant	of	Rubisco	activation	(!")	was	calculated	after	Woodrow	and	
Mott	(1989):	

!" =
Δ=5<H

Δ ln	·	 	($%D 	− 	$%&C
∗ )

, 3.5 	

The	 range	 of	 timepoints	 (Δ=5<H)	 for	 calculating	 !" 	 differed	 between	 background	
irradiances	 (Figure	 3.S14),	 and	 in	 some	 cases	 between	 genotypes.	 This	 was	 due	 to	
differences	in	the	rate	of	change	of	photosynthesis,	and	included	120	data	points	in	the	
case	of	0→1000	µmol	m-2	s-1	(all	genotypes)	and	40	(for	rwt43)	or	60	(all	other	genotypes)	
in	the	case	of	70→800	and	130→600	µmol	m-2	s-1.	These	ranges	were	selected	by	visual	
inspection.	The	average	root	mean	squared	error	of	the	linear	fits	was	1.2	µmol	m-2	s-1	
(range:	1.0	–	3.0	µmol	m-2	s-1).	
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3.4.3.3 Stepwise	decreases	in	irradiance	
Irradiance	was	decreased	 in	the	 following	steps:	800→130	and	600→200	µmol	m-2	s-1.	
From	the	CO2	exchange	data,	post-illumination	CO2	fixation	(Pons	et	al.,	1992)	and	post-
illumination	 CO2	 bursts	 (Vines	 et	 al.,	 1983)	 were	 quantified.	 The	 former	 implies	 that	
photosynthesis	is	above	the	final	steady-state	value	during	the	transient,	while	the	latter	
implies	 a	 lower	 assimilation	 rate	 than	 at	 steady	 state.	 Values	 were	 estimated	 by	
integrating	 the	difference	between	 time	 series	 of	 photosynthesis	 and	 the	 final	 steady-
state	value	(Tomimatsu	et	al.,	2014).	

3.4.3.4 Irradiance	response	curves	
When	An	was	at	a	steady	state,	 i.e.	before	step	changes	 in	 irradiance	or	at	the	end	of	a	
measurement	 sequence,	 120	 data	 points	 were	 used	 to	 extract	 average	 An	 at	 a	 given	
irradiance.	The	resulting	values	were	used	to	construct	steady-state	irradiance	response	
curves.		

3.4.3.5 CO2	response	curves	
Leaves	were	 adapted	 to	1000	µmol	m-2	 s-1	 for	~30	min	 and	500	ppm	Ca.	 Ca	was	 then	
decreased	stepwise	until	50	ppm,	each	step	taking	2-3	minutes.	Thereafter,	Ca	was	raised	
to	500	ppm,	and	after	waiting	for	~15	minutes,	leaves	were	exposed	to	stepwise	increases	
in	Ca	until	1500	ppm,	each	step	taking	~4	minutes.	Values	were	logged	every	5	s	and	the	
last	 60	 s	 of	 every	 CO2	 step	 used	 to	 calculate	 average	 ±	 SEM	 of	 Ci	 and	 An.	 ɸPSII	 was	
determined	at	the	end	of	each	step	as	described	above.	Photosynthesis	in	all	genotypes	
was	 corrected	 for	 CO2	 leaks	 using	 dried	 leaves	 of	 Col-0	 (Long	 and	 Bernacchi,	 2003).	
Parameters	Vcmax,	Jmax,	and	TPU	were	calculated	after	Sharkey	et	al.	(2007).	

3.4.4 Statistical	analysis	
Each	genotype	was	compared	to	Col-0	using	a	Student’s	t-test	(Microsoft	Excel,	function	
t.test,	assuming	2-tailed	distribution	and	two-sample	equal	variance).	
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3.6 Supplementary	Material	
	

	
Figure	3.S1:	CO2	response	of	ɸPSII	in	Arabidopsis	genotypes.	Averages	±	SEM,	n	=	5-15.	
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Figure	3.S2:	Relative	responses	of	net	photosynthesis	rates	to	increases	in	irradiance,	from	70	to	800	
(left	panel:	a,	c,	e,	g)	and	from	130	to	600	μmol	m-2	s-1	(right	panel:	b,	d,	f,	h).	Averages	±	SEM,	n	=	5-
15.	
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Figure	3.S3:	Dark-adapted	Fv/Fm	in	Arabidopsis	genotypes	after	60	minutes	of	dark	adaptation.	Stars	
denote	significant	difference	from	Col-0,	as	P<0.05	(*)	and	P<0.01	(**).	Averages	±	SEM,	n	=	5-15.	

	

	
Figure	 3.S4:	 Increases	 in	 stomatal	 conductance	 in	 Col-0,	 aba2-1	 and	 C24	 after	 step	 increases	 in	
irradiance,	a)	0→1000,	b)	70→800	and	c)	130→600	μmol	m-2	s-1.	Averages	±	SEM,	n	=	5-15.	
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Figure	3.S5:	Relationship	between	the	increase	in	gs	and	the	time	to	reach	90%	of	final	photosynthesis	
rates	after	a	step	increase	in	irradiance	(0-1000	μmol	m-2	s-1)	in	single	replicates	of	Col-0	and	C24	
(R2	=	0.75).	
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Figure	3.S6:	Responses	of	net	photosynthesis	rates	to	step	decreases	in	irradiance,	from	600	to	200	
(left	panel:	a,	c,	e,	g)	and	from	800	to	130	μmol	m-2	s-1	(right	panel:	b,	d,	f,	h).	Averages	±	SEM,	n	=	5-
15.	
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Figure	3.S7:	Relative	post-illumination	CO2	fixation	in	Col-0,	npq1-2,	npq4-1	and	spsa1.	Values	are	
expressed	relative	to	Col-0,	which	was	52	±	5	μmol	m-2	after	600→200	μmol	m-2	s-1	step	decreases	
(white	bars)	and	76	±	3	μmol	m-2	after	800→130	μmol	m-2	s-1	step	decreases	(black	bars).	Averages	
±	SEM,	n	=	5-15.	

	
Figure	3.S8:	Increases	in	stomatal	conductance	in	genotypes	differing	in	Rubisco	activation	rate	after	
a	0-1000	µmol	m-2	s-1	step	increase.	

	
Figure	3.S9:	Irradiance	spectrum	in	the	growth	chamber.	Average	±	SEM,	n	=	4.	
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Figure	3.S10:	CO2	response	 (a),	 irradiance	response	 (b)	and	photosynthetic	 induction	 (c)	 in	 three	
batches	 of	 Col-0,	 grown	 sequentially	 in	 the	 same	growth	 system.	Batch	 1,	 blue	 symbols;	 batch	 2,	
orange	symbols;	batch	3,	black	symbols.	Average	±	SEM,	n	=	5.	
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Figure	3.S11:	Irradiance	response	curves	of	net	photosynthesis	rate	determined	on	leaves	of	Col-0	
prior	to	starting	the	main	experiment.	These	data	were	used	to	determine	the	irradiance	levels	to	be	
used	during	for	stepwise	increases	and	decreases	in	irradiance.	

	

	

	

	

	

	

	
Figure	3.S12:	Time	course	of	leaf	temperature	on	a	leaf	of	Col-0	after	a	stepwise	increase	from	0	to	
1000	 µmol	 m-2	 s-1.	 The	 spikes	 in	 leaf	 temperature	 are	 the	 results	 of	 the	 regular	 application	 of	
saturating	flashes	used	to	determine	Fm’,	and	are	representative	of	all	genotypes	tested.	
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Figure	 3.S13:	 Local	 polynomial	 regression	 fits	 through	 data	 depicting	 the	 steady-state	 An/Cc	
response.	 The	 fits	 were	 used	 for	 correcting	 the	 effects	 of	 changes	 in	 Cc	 during	 photosynthetic	
induction.	
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Figure	3.S14:	Example	of	data	used	to	calculate	the	apparent	time	constant	of	Rubisco	activation	
(!")	after	step	increases	in	irradiance	a)	0→1000,	b)	70→800	and	c)	130→600	μmol	m-2	s-1.	Red	dots	
indicate	the	data	points	used	to	calculate	!" ,	which	is	equal	to	the	inverse	of	the	slope	of	the	green	
line.	 Explanation	 of	 abbreviations	 on	 Y-axis:	 ln,	 natural	 logarithm;	 Anf,	 steady-state	 net	
photosynthesis	rate	at	full	photosynthetic	induction;	A*Cc,	transient	net	photosynthesis	rate	during	
induction,	corrected	for	changes	in	Cc.	
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3.7 Supplementary	 Text:	 Calculation	 of	 Rubisco	 activase	
content	
Mott	and	Woodrow	(2000)	calculated	the	maximum	fraction	of	Rubisco	activation	(fRB,	
achieved	at	ambient	CO2	concentration	and	saturating	irradiance)	from	the	amount	of	Rca	
(mg	m-2)	in	a	non-linear	manner	as	follows:	

*"N =
OF:

OF: + QR
"/- , 3.6 	

where	QR
"/-	 (mg	m-2)	 is	 the	amount	of	Rubisco	activase	at	which	half	of	 the	maximum	

fraction	of	Rubisco	activation	is	achieved.	Carmo-Silva	and	Salvucci	(2013)	reported,	for	
leaves	of	A.	thaliana	Col-0,	grown	at	similar	conditions	to	the	plants	in	our	experiments,	a	
maximum	fraction	of	Rubisco	activation	of	0.91	(i.e.	Rubisco	is	never	fully	activated).	With	
the	value	of	QR

"/-=	12.3	mg	m-2	reported	by	Mott	and	Woodrow	(2000)	we	can	derive	that	
the	amount	of	Rubisco	activase	in	Col-0	is	124.4	mg	m-2.	Assuming	that	the	total	amount	
of	Rubisco	in	Col-0	and	rca-2	is	the	same,	we	deduce	the	amount	of	Rubisco	activase	using	
Equation	3.6	and	our	values	of	Vcmax	in	Col-0	(53±1	µmol	m-2	s-1)	and	rca-2	(40±1	µmol	m-

2	s-1),	which	results	in	a	value	of	27	mg	m-2,	that	is,	22%	of	the	wildtype	level.	
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Abstract	

A	dynamic	model	of	leaf	CO2	assimilation	was	developed	as	an	extension	of	an	existing	
steady-state	model	of	CO2	assimilation,	by	adding	the	effects	of	energy-dependent	non-
photochemical	 quenching	 (qE),	 chloroplast	 movement,	 photoinhibition,	 enzyme	
activities,	 metabolite	 concentrations	 in	 the	 stroma,	 and	 dynamic	 CO2	 diffusion.	 The	
model	 was	 calibrated	 to	 published	 data,	 including	 a	 comprehensive	 experiment	 on	
Arabidopsis	 thaliana	 ecotype	 Columbia-0	 (Col-0),	 and	 associated	 mutants	 in	 Rubisco	
activase	 (rca-2),	 qE	 (npq4-1),	 abscisic	 acid	 (aba2-1)	 and	 sucrose-phosphate	 synthase	
(spsa1).	 The	model	 reproduced	 the	measurements	 on	 Col-0	 accurately,	 as	well	 as	 the	
effects	of	mutants	by	only	adjusting	the	values	of	the	parameters	specifically	affected	by	
the	mutations.	Furthermore,	predictions	of	CO2	assimilation	under	fluctuating	irradiance	
were	 successfully	 validated	 with	 measurements	 from	 the	 same	 experiment.	 The	
limitations	 on	 dynamic	 CO2	 assimilation	 by	 different	 photosynthetic	 processes	 were	
analysed	at	the	leaf	and	canopy	level.	The	analysis	showed	that	several	processes	can	be	
limiting,	depending	on	whether	irradiance	is	increased	or	decreased,	the	most	relevant	
being	the	kinetics	of	Rubisco	activation,	photoinhibition,	qE,	chloroplast	movement,	and	
stomatal	 and	 mesophyll	 conductance.	 The	 regulation	 of	 electron	 transport	 chain	 and	
enzymes	 in	 the	 Calvin	 cycle	 and	 the	 dynamics	 of	 stomatal	 conductance	 decreased	
canopy	 CO2	 assimilation	 between	 5.0%	 and	 9.2%	 for	 different	 diurnal	 weather	
conditions.	
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Abbreviations	

ABA:	 Abscisic	 acid,	 Acan:	 Canopy	 CO2	 assimilation,	 ADP:	 Adenosine	 diphosphate,	 ATP:	
Adenosine	 triphosphate,	DOY:	Day	of	year,	FBPase:	Fructose-1,6-bisphosphatase,	FvCB	
model:	Model	by	Farquhar	 et	 al.,	 (1980),	 gsw:	 Stomatal	 conductance	 to	 fluxes	of	water	
vapour,	IRGA:	Infrared	gas	analyser,	LAI:	Leaf	area	index,	NADPH:	Nicotinamide	adenine	
dinucleotide	phosphate,	NIR:	Near	infrared,	NPQ:	Non-photochemical	quenching,	NSPD:	
Normalized	spectral	photon	distribution,	PAR:	Photosynthetically	active	radiation,	PGA:	
Phosphoglycerate,	PRK:	Phosphoribulokinase,	PSI:	Photosystem	I,	PSII:	Photosystem	II,	
QA:	 Quinone	 A,	 qE:	 Energy-dependent	 non-photochemical	 quenching,	 Rca:	 Rubisco	
activase,	 RMSE:	 Root	 mean	 square	 error,	 Rubisco:	 Ribulose-1,5-bisphosphate	
carboxylase	 oxygenase,	 RuBP:	 Ribulose-1,5-bisphosphate,	 SBPase:	 Sedoheptulose-1,7-
bisphosphatase,	 SPS:	 Sucrose	 phosphate	 synthase,	 TPU:	 Triose	 phosphate	 utilisation,	
UV:	Ultraviolet,	VPD:	Vapour	pressure	difference.	

4.1 Introduction	
Most	published	models	of	CO2	assimilation	in	C3	plants	focus	on	steady-state	behaviour	
and	are	derived	from	the	equations	proposed	by	Farquhar	et	al.	 (1980).	These	models	
have	proven	to	be	successful	and	have	been	used	for	a	wide	range	of	applications	(von	
Caemmerer,	 2013).	 However,	 inside	 a	 canopy,	most	 leaves	 are	 exposed	 to	 fluctuating	
irradiance	due	 to	 transient	exposure	 to	 the	sun	caused	by	gaps	 in	 the	canopy	and	 leaf	
movement	by	wind	and	 transient	shading	by	clouds	(Pearcy,	1990).	Although	much	of	
the	 research	 on	 CO2	 assimilation	 under	 fluctuating	 irradiance	 has	 focused	 on	 the	
understorey	 of	 forests	 (Way	 and	 Pearcy,	 2012),	 it	 is	 also	 relevant	 to	 annual	 plants	
growing	 at	 high	 densities	 such	 as	 crops	 (Pons	 et	 al.,	 1992).	 Under	 these	 fluctuating	
conditions,	 the	 rate	 at	 which	 CO2	 assimilation	 responds	 to	 changes	 in	 the	 physical	
environment,	as	well	as	the	temporal	uncoupling	of	the	different	processes	involved	in	
photosynthesis	(due	to	differences	in	their	time	response)	can	have	a	strong	impact	on	
CO2	assimilation	(Pearcy,	1990).	Integration	of	this	effect	over	time	and	space	requires	
the	use	of	models	specifically	designed	for	this	purpose,	since	steady-state	models	tend	
to	overestimate	measurements	under	 fluctuating	 irradiance	and	have	 lower	predictive	
power	than	dynamic	models	(Pearcy	et	al.,	1997;	Stegemann	et	al.,	1999;	Naumburg	et	
al.,	2001a;	Naumburg	and	Ellsworth,	2002).	

Mechanistic	models	 that	 describe	 in	 detail	 the	metabolism	 of	 C3	 photosynthesis	 have	
been	published	(Laisk	et	al.,	2009a;	Zhu	et	al.,	2013),	but,	to	best	of	our	knowledge,	these	
models	have	not	been	used	to	study	CO2	assimilation	under	fluctuating	irradiance.	While	
these	models	are	useful	 for	gaining	insight	 into	the	mechanisms	of	photosynthesis,	 the	
large	 number	 of	 parameters	 involved	 has	 obstructed	 their	 calibration	 against	 specific	
genotypes	or	growth	conditions	and	these	models	thus	remain	largely	theoretical.	This	
prevents	their	application	to	problems	such	as	scaling	of	CO2	fluxes	to	the	canopy	level,	
plant	growth	modelling,	or	studies	on	interactions	between	genotype	and	environment.	

Several	 phenomenological	 dynamic	 models	 of	 CO2	 assimilation	 have	 been	 published,	
including	the	model	by	Gross	et	al.	 (1991),	 later	 improved	by	Pearcy	et	al.	 (1997)	and	
Kirschbaum	et	al.	(1998),	as	well	as	the	simpler	models	by	Stegemann	et	al.	(1999)	and	
Noe	 and	Giersch	 (2004).	 These	models	 contain	 fewer	 parameters	 than	 in	mechanistic	
models,	most	of	which	can	be	estimated	from	leaf-level	measurements	of	gas	exchange.	
Of	 these	 models,	 the	 one	 by	 Pearcy	 et	 al.	 (1997)	 has	 been	 used	 in	 several	 studies	
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(Naumburg	 et	 al.,	 2001a;	 Naumburg	 and	 Ellsworth,	 2002;	 Roden,	 2003;	 Montgomery	
and	Givnish,	2008).	

However,	the	model	by	Pearcy	et	al.	(1997)	ignores	some	relevant	processes	including,	
among	 others,	 energy-dependent	 non-photochemical	 quenching	 (qE),	 chloroplast	
movement,	 and	mesophyll	 conductance.	 Recent	 studies	 indicate	 that	 qE	 can	 limit	 CO2	
assimilation	under	fluctuating	irradiance	(Hubbart	et	al.,	2012;	Armbruster	et	al.,	2014;	
Ikeuchi	et	al.,	2014;	Kromdijk	et	al.,	2016).	Similar	effects	have	been	proposed	for	non-
photochemical	 quenching	 associated	with	photoinhibition	based	on	 a	modelling	 study	
(Zhu	et	al.,	2004).	In	addition,	chloroplast	movements	may	also	affect	CO2	assimilation,	
by	decreasing	the	irradiance	absorbed	by	leaves	(Davis	et	al.,	2011),	reducing	the	rates	
of	 photoinhibition	 (Kasahara	 et	 al.,	 2002)	 and	 affecting	 CO2	 diffusion	 (Tholen	 et	 al.,	
2008;	Ho	et	al.,	2016).	

Other	studies	have	revealed	the	need	to	include	additional	processes	into	models	of	CO2	
assimilation,	 such	 as	 the	 limitation	 due	 to	 phosphate	 recycling	 (Sharkey,	 1985)	 or	
mesophyll	 conductance	 to	 fluxes	 of	 CO2	 (Flexas	 et	 al.,	 2008).	 Furthermore,	 leaf	
temperature	 also	 needs	 to	 be	 taken	 into	 account	 because	 of	 it	 affects	 photoinhibition	
(Greer	et	al.,	1986),	Rubisco	activity	(Yamori	et	al.,	2012),	electron	transport	(Yamori	et	
al.,	2008)	and	stomatal	and	mesophyll	conductances	(von	Caemmerer	and	Evans,	2015).	
Calculating	 the	 temperature	 of	 a	 leaf	 requires	 a	 complete	 energy	 balance	 (Gutschick,	
2016).	

In	this	study,	a	novel,	phenomenological,	dynamic	model	of	CO2	assimilation	is	proposed.	
It	is	similar	to	the	model	by	Pearcy	et	al.	(1997),	but	includes	additional	processes	(i.e.,	
qE,	 chloroplast	 movement,	 photoinhibition,	 phosphate	 recycling,	 mesophyll	
conductance,	effects	of	 leaf	temperature	and	energy	balance).	It	also	improves	some	of	
the	 equations	 used	 by	 Pearcy	 et	 al.	 (1997),	 specifically,	 on	 the	 regulation	 of	 Rubisco	
activity	and	coupling	of	the	Calvin	cycle	to	the	electron	transport	chain.	

The	 parameters	 of	 the	 model	 were	 estimated	 by	 fitting	 the	 individual	 equations	 or	
subsets	of	equations	in	the	model	to	published	data,	with	an	emphasis	on	A.	thaliana.	In	
addition,	the	model	was	fitted	to	an	extensive	dataset	published	by	Kaiser	et	al.	(2016),	
which	 includes	 measurements	 of	 CO2	 assimilation	 and	 chlorophyll	 fluorescence	 of	 A.	
thaliana	 Col-0	 and	 several	 associated	 photosynthetic	 mutants.	 The	 use	 of	 mutants	
allowed	testing	some	of	the	assumptions	in	the	model	regarding	the	role	of	the	different	
photosynthetic	processes	in	constraining	CO2	assimilation	under	fluctuating	conditions.	
In	addition,	unpublished	measurements	from	the	same	experiment	described	by	Kaiser	
et	 al.	 (2016)	 were	 used	 to	 validate	 predictions	 of	 CO2	 assimilation	 under	 fluctuating	
irradiance.	 Once	 the	 model	 was	 properly	 calibrated	 and	 validated,	 several	 in	 silico	
scenarios	were	simulated	at	 the	 leaf	and	canopy	 level	 in	order	 to	quantify	 the	relative	
importance	of	the	different	processes	in	limiting	CO2	assimilation.	

4.2 Model	description	
This	model	 is	an	extension	of	 the	steady-state	model	of	CO2	assimilation	 for	C3	plants	
proposed	 by	 Farquhar	 et	 al.	 (1980).	 In	 that	 model,	 the	 rates	 of	 carboxylation	 and	
oxygenation	were	 calculated	 according	 to	 a	mechanistic	model	 of	 Rubisco	 (Farquhar,	
1979)	under	the	assumption	that	RuBP	concentration	is	saturating	in	vivo.	In	addition,	it	
is	 considered	 that	 carboxylation	 could	 also	 be	 limited	 by	 the	 potential	 rate	 of	 RuBP	
regeneration	which	itself	would	be	limited	by	NADPH	or	ATP	production	and	thus	by	the	
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potential	rate	of	electron	transport.	Sharkey	(1985)	proposed	a	third	 limitation	due	to	
the	release	of	free	phosphate	associated	with	the	consumption	of	triose	phosphates	(this	
limitation	is	generally	known	as	“triose	phosphate	utilisation”	or	TPU).	The	approach	of	
calculating	 CO2	 assimilation	 as	 the	 minimum	 of	 several	 potential	 rates	 resembles	
Blackman’s	 law	 of	 limiting	 factors	 (Blackman,	 1905)	 and	 allows	 a	 strong	 predictive	
power	under	steady-state	conditions	without	having	to	consider	explicitly	the	metabolic	
regulation	of	photosynthesis.	

Because	 the	 model	 by	 Farquhar	 et	 al.	 (1980),	 with	 the	 addition	 of	 TPU,	 focuses	 on	
steady-state	CO2	assimilation,	it	does	not	consider	how	CO2	assimilation	changes	during	
transitions	between	steady	states,	nor	what	happens	to	processes	that	are	not	limiting	in	
the	steady	state.	To	incorporate	these	aspects	into	the	model,	several	assumptions	were	
made.	 Under	 fluctuating	 conditions,	 and	when	 potential	 electron	 transport	 limits	 CO2	
assimilation,	the	actual	rate	of	carboxylation	by	Rubisco	is	assumed	to	be	adjusted	such	
that	 production	 and	 consumption	 of	 NADPH	 and	 ATP	 are	 equal.	 This	 may	 occur	 by	
downregulating	 Rubisco	 or	 by	 sub-saturating	 RuBP	 concentrations.	 Similarly,	 NADPH	
and	ATP	production	are	assumed	to	be	down-regulated	when	their	metabolic	demand	is	
lower	 than	 their	 potential	 production,	 as	 otherwise	 the	 enzymes	 responsible	 for	 their	
production	 (i.e.,	 Ferredoxin-NADP+	 reductase	 and	 ATP	 synthase)	 would	 run	 out	 of	
substrate	 (Noctor	 and	 Foyer,	 2000).	 These	 adjustments	 do	 not	 occur	 instantaneously	
and	the	dynamics	of	these	regulatory	mechanisms	are	assumed	to	limit	CO2	assimilation	
under	 fluctuating	 conditions	 (Figure	 4.1).	 Therefore,	 the	 first	 step	 in	 constructing	 the	
model	was	 to	 incorporate	dynamic	changes	 in	 the	potential	 rates	of	each	process	 (see	
equations	in	Section	4.2.1).	In	addition,	there	is	empirical	evidence	that	the	rate	at	which	
enzymes	in	the	regeneration	phase	of	the	Calvin	cycle	are	activated	after	an	increase	in	
irradiance	 can	 limit	 CO2	 assimilation	 (Sassenrath-Cole	 and	 Pearcy,	 1992;	 Sassenrath-
Cole	et	al.,	1994).	There	is	also	evidence	that,	in	the	steady-state,	some	of	these	enzymes	
have	 a	 high	 control	 coefficient	 on	 CO2	 assimilation	 (Raines,	 2003;	 Woodrow,	 2009).	
These	two	effects	are	achieved	by	reducing	the	concentration	of	RuBP	(Section	4.2.1).	

In	 order	 to	 scale	 CO2	 assimilation	 to	 the	 leaf	 level,	 CO2	 diffusion	 into	 the	 chloroplasts	
must	 be	 taken	 into	 account.	 The	 diffusion	 of	 CO2	 from	 the	 air	 into	 the	 chloroplast	 is	
modelled	in	analogy	with	an	electrical	circuit	that	obeys	Ohm’s	law.	The	net	flux	of	CO2	
between	 the	 leaf	 and	 its	 environment	 is	 also	 dependent	 on	mitochondrial	 respiration	
and	photorespiration.	The	equations	describing	CO2	diffusion	and	the	calculation	of	the	
net	flux	of	CO2	are	described	in	Section	4.2.2.	

Additionally,	 several	 processes	 in	 photosynthesis	 are	 sensitive	 to	 temperature.	 Leaf	
temperature	 is	 the	 result	 of	 the	 balance	 between	 net	 absorbed	 solar	 and	 thermal	
radiation	 and	 its	 dissipation	 as	 latent	 and	 sensible	 heat	 fluxes	 (Gutschick,	 2016).	
Stomatal	 conductance	 affects	 this	 balance	 through	 its	 effect	 on	 leaf	 transpiration.	 The	
equations	for	the	dynamic	leaf	energy	balance	are	given	in	Section	4.2.3.	The	absorption	
of	 incident	 irradiance	 and	 the	 different	 spectral	 responses	 of	 photosynthesis	 and	 leaf	
energy	balance	are	detailed	in	Section	4.2.4.	

Finally,	when	 comparing	 simulations	 of	 dynamic	CO2	 assimilation	with	measurements	
performed	 with	 an	 open	 gas	 exchange	 system,	 it	 is	 important	 to	 take	 into	 account	
artefacts	introduced	into	the	measurements	due	to	the	time	response	of	the	instrument.	
To	 account	 for	 this,	 the	physical	 processes	within	 the	measurement	 system	 that	 gives		
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Figure	 4.1:	 Conceptual	 diagram	 of	 the	 model.	 The	 rate	 of	 carboxylation	 is	 limited	 by	 Rubisco	
kinetics	(RB)	and	the	rate	of	PGA	conversion	into	RuBP	is	limited	either	by	the	activity	of	enzymes	
in	the	regeneration	phase	of	the	Calvin	cycle	(E),	triose	phosphate	utilization	(TPU)	or	the	potential	
rate	 of	 electron	 transport	 passing	 Photosystem	 II	 (J2).	 Non-photochemical	 quenching	 (NPQ)	 is	
calculated	 from	 irradiance	 (I)	 and	actual	 electron	 transport,	which	may	be	 limited	by	metabolic	
demand.	CO2	diffuses	from	the	air	(!"),	into	the	chloroplast	(!#)	as	mediated	by	the	conductances	
of	the	leaf	boundary-layer	($%),	the	stomata	($&),	cell	walls	($')	and	chloroplast	($().	CO2	emitted	
due	to	consumption	of	photorespiratory	intermediates	(PR)	is	assumed	to	be	delayed	with	respect	
to	their	production	by	RuBP	oxygenation.	

rise	 to	 these	 artefacts	was	 simulated,	 and	 the	 output	was	 calculated	 according	 to	 the	
equations	 used	 to	 derive	 fluxes	 and	 conductances	 from	 gas	 exchange	 measurements.	
Details	on	these	corrections	are	given	in	Section	4.2.5.	

The	equations	given	 in	the	 following	sections	are	sufficient	 to	 implement	the	model	 in	
any	 programming	 language	 or	 simulation	 software.	 All	 simulations	 were	 performed	
using	 the	CVODE	numerical	 solver	provided	by	 the	Sundials	 library	 (Hindmarsh	et	 al.,	
2005)	wrapped	by	 the	R	 package	RcppSundials	 (source	 code	 available	 upon	 request).	
Other	 ODE	 solvers	 may	 be	 used,	 however	 the	 model	 is	 a	 stiff	 system	 of	 differential	
equations	 (i.e.,	 the	 time	 constants	 associated	 to	 the	 different	 processes	 span	 several	
timescales)	and	thus	ODE	solvers	suitable	for	stiff	problems	are	required.	

4.2.1 Rubisco	and	RuBP	regeneration	
The	rate	of	RuBP	regeneration	(VR,	mol	m–2	s–1)	is	calculated	as:	

	 )* = min )*,0, )*,123, )*,4 	,	 (4.1)	

where	 VR,J,	 VR,TPU	 and	 VR,E	 are	 the	 potential	 rates	 (mol	 m–2	 s–1)	 of	 RuBP	 regeneration	
limited	by	the	potential	rate	of	electron	transport	(Section	4.2.1.2),	 low	concentrations	
of	 stromal	 free	 phosphate,	 as	 affected	 by	 the	 rate	 of	 triose	 phosphate	 utilisation	
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(Sharkey	and	Vanderveer,	1989),	described	in	Section	4.2.1.3,	and	the	maximum	activity	
of	enzymes	in	the	regeneration	phase	of	the	Calvin	cycle	(Section	4.2.1.4),	respectively.	

In	order	 to	 couple	 the	 reactions	of	 carboxylation	and	oxygenation	with	 the	 rest	of	 the	
Calvin	 cycle,	 the	 amounts	 of	 PGA	 and	 RuBP	 per	 unit	 of	 leaf	 area	 are	 simulated	
dynamically	as:	

	 ;<=>
;?

= )# 2 + 1.5C − )*	,	 (4.2)	

	 ;EFG<
;?

= )*
1 + C
2 + 1.5C

	− )# 1 + C ,	 (4.3)	

where	 ϕ	 is	 the	 ratio	 between	 oxygenation	 and	 carboxylation	 and	 VC	 is	 the	 rate	 of	
carboxylation	 (mol	 m–2	 s–1).	 The	 coefficient	 (2	 +	 1.5ϕ)	 is	 the	 stoichiometric	 ratio	
between	the	rates	of	PGA	production	and	RuBP	carboxylation,	taking	into	account	that	ϕ	
oxygenations	occur	per	 carboxylation.	The	coefficient	 (1	+	ϕ)	 is	 the	 ratio	between	 the	
rates	 of	 RuBP	 consumption	 and	 carboxylation.	 Thus,	 the	 terms	 )# 2 + 1.5C 	 and	
)# 1 + C 	 represent	 total	production	and	consumption	of	PGA	and	RuBP,	respectively.	
The	value	of	C	can	be	calculated	as:	

	
C =

IJ(KLMN
IJOK#!#

	,	 (4.4)	

where	 KL	 and	 K# 	 (s–1)	 are	 the	 rate	 constants	 of	 oxygenation	 and	 carboxylation,	
respectively,	!# 	 (mol	mol–1)	 is	 the	CO2	mole	 fraction	 ([CO2])	 inside	 the	chloroplast,	MN	
(mol	mol–1)	 is	 the	O2	mole	 fraction,	 and	IJ( 	 (mol	mol–1)	and	IJO	 (mol	mol–1)	are	 the	
Michaelis-Menten	constants	of	Rubisco	with	respect	to	CO2	and	O2,	respectively.	

4.2.1.1 Kinetics	of	carboxylation	and	oxygenation	
4.2.1.1.1 Potential	rate	of	carboxylation	

The	 rate	 of	 carboxylation	 (VC,	 mol	 m–2	 s–1)	 is	 calculated	 by	 modifying	 the	 equations	
proposed	by	Farquhar	(1979),	such	that	in	addition	to	the	effects	of	[CO2],	O2	and	RuBP	
on	Rubisco	kinetics,	the	effect	of	partially	active	Rubisco	is	also	included:	

)# =
K(!#EG

!# + IJ( 1 + MN
IJO

P*QP*RQ2	,	 (4.5)	

P*RQ2 =

EG + EFG<
)&S

+ IJ"TT,*RQ2 −
EG + EFG<

)&S
+ IJ"TT,*RQ2

N

−
4EG	EFG<

)&S
N

2
EG
)&S

	,	
(4.6)	

	
IJ"TT,*RQ2 = IJ,*RQ2 1 +

<=>
)&SIV,2WX

,	 (4.7)	

where	RB	 is	the	amount	of	Rubisco	catalytic	sites	per	unit	of	leaf	area	(mol	m–2),	P*Q 	 is	
the	 fraction	 of	 Rubisco	 catalytic	 sites	 that	 are	 carbamylated	 and	 not	 occupied	 by	
inhibitors,	)&S	(m)	is	the	volume	of	the	stroma	per	unit	of	leaf	area,	IJ,*RQ2	(mol	m−3)	is	
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the	Michaelis-Menten	constant	of	Rubisco	with	respect	to	free	RuBP,	IV,2WX	(mol	m−3)	is	
the	competitive	 inhibition	constant	of	PGA	against	RuBP	binding,	and	EFG<	 (mol	m–2)	
and	PGA	(mol	m–2)	are	the	total	RuBP	and	PGA	content	per	unit	of	leaf	area.	

When	 calibrated	 with	 the	 parameters	 reported	 by	 Farquhar	 (1979),	 Equation	 4.6	
resulted	 in	 saturation	 of	 Rubisco	 kinetics	 when	 RuBP/Rubisco	 >	 1	 and	 this	 is	 well	
supported	 by	 experimental	 results	 (Figure	 4.2).	 However,	 values	 of	 steady-state	
RuBP/Rubisco	 ratios	 in	 vivo	 are	 sometimes	 higher	 (von	 Caemmerer	 and	 Edmondson,	
1986;	Sharkey,	1989)	possibly	due	to	chelation	of	RuBP	with	Mg2+	ions	(von	Caemmerer	
and	 Edmondson,	 1986)	 or	 regulation	 of	 phosphoribulokinase	 (Servaites	 et	 al.,	 1991).	
These	processes	are	not	taken	into	account	in	the	model,	with	the	effect	that	simulations	
may	underestimate	the	RuBP/Rubisco	ratio.	

An	 increase	 in	 leaf	 temperature	 (TL,	K)	affects	 the	values	of	K( ,	KO ,	IJ( ,	 and	IJO .	This	
effect	is	well	described	by	the	so-called	Arrhenius	law	normalized	by	the	value	at	25	°C	
(Figures	4.3	and	4.4):	

	
K( = K(,NZ[

1\]N^_.`Z ab,cd
N^_.`Z*1\ ,	 (4.8)	

	
KO = KO,NZ[

1\]N^_.`Z fb,gh
N^_.`Z*1\ ,	 (4.9)	

	
IJ( = IJ(,NZ[

1\]N^_.`Z ab,jkd
N^_.`Z*1\

,	 (4.10)	

	
IJO = IJO,NZ[

1\]N^_.`Z ab,jkm
N^_.`Z*1\ ,	

(4.11)	

where	K(,NZ	(s–1),	KO,NZ	(s–1),	IJ(,NZ	(mol	mol–1)	and	IJO,NZ	(mol	mol–1)	are	the	values	of	
K( ,	KO ,	IJ( ,	and	IJO	 at	 25	 °C	 (298.15	K),	 respectively,	n",o( 	 (J	mol–1),	n",oO	 (J	mol–1),	
n",pJ( 	(J	mol–1),	and	n",pJO	(J	mol–1)	are	the	activation	energies	of	K( ,	KO ,	IJ( ,	and	IJO ,	
respectively,	and	R	is	the	universal	gas	constant	(8.31	J	mol–1	K–1).	

4.2.1.1.2 Regulation	of	Rubisco	activity	

The	 values	 of	 fRB	 are	 simulated	 dynamically,	 assuming	 that	 Rubisco	 activation	 follows	
first-order	kinetics	with	different	rates	of	activation	and	deactivation	(Figure	4.5).	The	
rate	 constant	 of	 activation	 is	 assumed	 to	 be	 proportional	 to	 the	 amount	 of	 Rubisco	
activase	(Figure	4.6)	such	that:	

	 ;P*Q
;?

=
P*Q&& − P*Q K*#XEqrP*(" if	P*Q < P*Q&&

P*Q&& − P*Q Ku*Q if	P*Q ≥ P*Q&&
	.	 (4.12)	

Here,	 P*Q&&	 is	 the	 steady	 state	 value	 of	 P*Q ,	 K*("	 (m2	 g–1	 s–1)	 is	 a	 second-order	 rate	
constant	of	Rubisco	activation	by	Rubisco	activase,	Rca	(g	m–2)	is	the	amount	of	Rubisco	
activase	per	unit	of	leaf	area,	P*("	is	a	factor	capturing	the	effect	of	temperature	on	Rca	
activity,	and	Ku*Q 	(s−1)	is	the	rate	constant	of	Rubisco	deactivation.	The	value	of	P*Q&&	is	
computed	as:	

	 P*Q&& = min P*Q&&,w, P*Q&&,xw ,	 (4.13)	
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Figure	 4.2:	 Measured	 (symbols)	 and	 predicted	 (lines)	 effect	 of	 RuBP	 content	 on	 the	 rate	 of	
carboxylation	()#).	Measurements	from	Price	et	al.	(1995)	for	GAPDH	antisense	Nicotiana	tabacum	
transformants.	Predictions	made	with	Equations	4.5−	4.7.	The	black,	solid	line	was	calculated	with	
RB	=	2.5×10−5	mol	m–2	(i.e.,	average	measurement	at	high	RuBP	levels)	and	the	red,	dashed	line	was	
calculated	with	RB	=	1.5×10−5	mol	m–2	(i.e.,	average	measurement	at	low	RuBP	levels).	Additional	
inputs	were	IV,2WX	=	8.4×10−4	mol	m−3,	IJ,*RQ2	=	2.2×10−2	mol	m−3,	)&S	=	1.8×10−5	m,	and	PGA	=	10−4	
mol	m–2.	R2	=	0.88	and	RMSE	=	2.37	μmol	m−2	s−1.	

	

	
Figure	 4.3:	 Measured	 (symbols)	 and	 predicted	 (lines)	 effect	 of	 leaf	 temperature	 (yz)	 on	 rate	
constants	of	carboxylation	(K()	and	oxygenation	(KO).	Measurements	from	Walker	et	al.	(2013)	for	
Arabidopsis	thaliana.	Predictions	made	with	Equations	4.8	and	4.9	assuming	K(,NZ	=	4.16	s–1,	n",o( 	
=	4.18×104	J	mol–1,	KO,NZ	=	1.26	s–1,	and	n",oO	=	5.51×104	J	mol–1.	R2	=	0.96	(K()	and	0.96	(KO)	and	
RMSE	=	0.38	s–1	(K()	and	0.16	s–1	(KO).	
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Figure	 4.4:	 Measured	 (symbols)	 and	 predicted	 (lines)	 effect	 of	 leaf	 temperature	 (yz)	 on	 the	
Michaelis-Menten	 constants	 of	 Rubisco	 with	 respect	 to	 CO2	 (A)	 and	 O2	 (B).	 Measurements	 from	
Walker	 et	 al.	 (2013)	 for	 Arabidopsis	 thaliana.	 Predictions	 made	 with	 Equations	 4.10	 and	 4.11	
assuming	IJ(,NZ	=	2.62×10−4	mol	mol–1,	n",pJ( 	=	4.94×104	 J	mol–1,	IJO,NZ	=	1.98×10−1	mol	mol–1,	
and	n",pJO	=	2.91×104	J	mol–1.	R2	=	0.96	(A)	and	0.92	(B),	and	RMSE	=	29.4	μmol	mol–1	(A)	and	18.1	
mmol	mol–1	(B).	

where	P*Q&&,w 	 is	 the	 steady-state	 value	 of	 fRB	when	 carboxylation	 is	 limited	 by	NADPH	
production	or	TPU	and	P*Q&&,xw 	 quantifies	 the	 reduction	of	Rubisco	activity	at	 low	CO2	
due	to	reduced	carbamylation.	P*Q&&,w 	is	calculated	by	inverting	Equation	4.5	(see	below	
for	details)	under	conditions	where	the	potential	rates	of	electron	transport	or	TPU	limit	
the	regeneration	of	RuBP:	

	

P*Q&&,w =

PEG,{ if	|} = 0

min

PRcamin )E,Å, )E,y<Ç !! + I{q 1 +
M2
I{É

2 + 1.5C K!!!EG
, PEG,Ñ if	|} > 0	

.	 (4.14)	

Here,	 VR,J	 and	 VR,TPU	 are	 the	 potential	 rates	 of	 PGA	 conversion	 into	 RuBP	 (mol	 m–2)	
limited	 by	 potential	 electron	 transport	 and	 TPU,	 respectively.	P*Q,J	 and	P*Q,Ü	 are	 the	
fractions	of	Rubisco	that	remain	active	in	darkness	and	the	maximum	fraction	of	Rubisco	
that	can	be	activated	in	vivo,	respectively,	and	|2	(mol	m–2	s–1)	is	the	irradiance	absorbed	
by	the	leaf	that	may	be	used	for	photosynthesis.	

The	 reasoning	 behind	 Equation	 4.14	 is	 as	 follows.	 First,	 it	 is	 assumed	 that	 Rubisco	
activity	is	determined	by	the	activity	of	Rubisco	activase.	This	activity	is	itself	regulated	
by	changes	 in	 the	ratio	between	ATP	and	ADP	 in	 the	stroma	of	 the	chloroplast	and,	 in	
some	 species,	 reduction	 by	 thioredoxin	 (Zhang	 et	 al.,	 2002;	 Carmo-Silva	 and	 Salvucci,	
2013).	 It	 is	 assumed	 that	when	 there	 is	 a	 deficit	 of	 electron	 transport	 relative	 to	 the	
potential	demand	of	stromal	metabolism	(if	Rubisco	was	fully	active),	the	ATP/ADP	ratio	
will	 fall,	which	 leads	 to	 a	 decrease	 in	 the	 activity	 of	Rubisco	 activase	 and,	with	 it,	 the	
activation	 state	 of	 Rubisco.	 The	 potential	 demand	 of	 stromal	 metabolism	 is,	 by	
definition,	 independent	 of	 RuBP	 concentration	 (Farquhar	 et	 al.,	 1980),	 hence	 the	
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exclusion	 of	 this	 term	 in	 the	 derivation	 of	 Equation	 4.14.	 There	 is	 empirical	 evidence	
indicating	 that	 when	 RuBP	 regeneration	 is	 limited	 by	 TPU,	 the	 activation	 state	 of	
Rubisco	decreases	(Sharkey	et	al.,	1986a;	Sharkey,	1989).	This	is	also	assumed	to	occur	
due	 to	 a	 reduction	 in	 the	ATP/ADP	 ratio	 occurring	 as	 a	 result	 of	 the	 decrease	 in	 free	
phosphate	 that	 characterizes	 TPU-limited	 conditions	 (Sharkey	 et	 al.,	 1986a;	 Sharkey,	
1989).	

The	 activity	 of	 Rubisco	 activase	 changes	 with	 temperature,	 displaying	 an	 optimum	
(Carmo-Silva	and	Salvucci,	2011).	As	no	published	 formula	was	 found	 to	describe	 this	
relationship,	 the	 following	 general	 expression	 was	 used,	 as	 it	 reproduced	 accurately	
existing	measurements	(Figure	4.7):	

	

P*(" =
nu,*("[

1\]1m,ádb ab,ádb
1m,ádb*1\

nu,*(" − n",*(" 1 − [
1\]1m,ádb aà,ádb

1m,ádb*1\

	,	 (4.15)	

where	 yO,*("	 (K)	 is	 the	 optimal	 temperature	 for	 Rca	 activity,	 n",*("	 (J	 mol–1)	 is	 an	
apparent	 activation	 energy	 of	 Rca	 activity,	 and	 nu,*("	 (J	 mol–1)	 is	 an	 apparent	
deactivation	energy	of	Rca	activity.	

For	a	catalytic	site	of	Rubisco	to	be	active,	it	has	to	bind	a	molecule	of	CO2	and	a	molecule	
of	 Mg2+,	 undergoing	 structural	 changes	 (Stec,	 2012).	 The	 effects	 of	 Mg2+	 on	 Rubisco	
activity	 is	 beyond	 the	 scope	 of	 this	 model,	 but	 the	 effects	 of	 CO2	 as	 an	 activator	 are	
included	 in	 an	 empirical	 manner.	 Using	 data	 from	 von	 Caemmerer	 and	 Edmondson	
(1986),	the	following	linear	relationship	was	deduced	(Figure	4.8):	

	
Figure	4.5:	Measured	(symbols)	and	predicted	(line)	dynamics	of	the	fraction	of	active	Rubisco	after	
a	stepwise	increase	in	irradiance	(A,	35	→	1500	μmol	m–2	s–1)	or	a	stepwise	decrease	in	irradiance	
(B,	1500	→	35	μmol	m–2	s–1).	Measurements	from	Sassenrath-Cole	and	Pearcy	(1994b)	for	Glycine	
max.	Predictions	made	with	Equation	4.12	assuming	Rca	=	6.76×10−2	g	m–2,	K*("	=	8.72×10−2	m2	g–1	
s–1,	and	Ku*Q 	=	6.80×10−4	s–1.	R2	=	0.95	(A)	and	0.67	(B),	and	RMSE	=	0.07	(panel	A)	and	0.07	(panel	
B).	
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Figure	 4.6:	Measured	 (symbols)	 and	 predicted	 (line)	 dependency	 of	 the	 rate	 constant	 of	 Rubisco	
activation	 (K*("Eqr)	 to	Rubisco	 activase	 content	 (Rca).	Measurements	 from	Mott	 and	Woodrow	
(2000)	 using	 Rca	 antisense	Nicotiana	 tabacum	 transformants.	 Predictions	 made	 with	 Equation	
4.12	assuming	K*#X	=	8.72×10−2	m2	g–1	s–1.	R2	=	0.96	and	RMSE	=	9.64×10–4	s–1.	

	 P*Q&&,xw = min 1	, r# + â#!# 	,	 (4.16)	

where	r# 	and	â# 	(mol	mol–1)	are	empirical	coefficients.	The	value	of	P*Q,Ü	is	determined	
by	 the	amount	of	Rubisco	activase	 (E!>,	 g	m−2)	 according	 to	 the	 following	hyperbolic	
relationship	(Figure	4.9):	

	
P*Q,Ü =

P*#XEqr
P*("Eqr + IX,*("

	,	 (4.17)	

where	IX,*("	(g	m–2)	is	the	amount	of	Rubisco	activase	at	which	P*Q,Ü	=	0.5.	

4.2.1.2 Electron	transport	chain	
According	 to	 the	paradigm	of	 limiting	 factors,	 the	 electron	 transport	 chain	 only	 limits	
CO2	assimilation	when	it	reaches	its	potential	rate	of	electron	transport	given	a	certain	
temperature	 and	 irradiance	 (see	 Section	 4.2.1.2.1).	 However,	 the	 rate	 of	 electron	
transport	 in	vivo	 is	highly	regulated	 in	order	 to	 (i)	couple	 the	rate	of	NADPH	and	ATP	
production	 to	 the	 metabolic	 demand	 and	 (ii)	 to	 protect	 the	 photosystems	 in	 the	
thylakoid	from	excess	energy	that	results	in	photoinhibition.	The	equations	to	calculate	
photoinhibition	 are	 described	 in	 Section	 4.2.1.2.4.	 Part	 of	 the	 excess	 energy	 may	 be	
dissipated	 as	 heat	 to	 protect	 the	 reaction	 centres	 from	 excessive	 excitation.	 Under	
steady-state	conditions,	this	energy-dependent	non-photochemical	quenching	of	energy	
(qE)	 is	 assumed	 not	 to	 limit	 the	 potential	 rate	 of	 electron	 transport	 as	 the	 loss	 of	
quantum	yield	in	the	antenna	complexes	can	be	compensated	by	increasing	the	fraction	
of	open	reaction	centres.	Evidence	of	 this	compensation	comes	 from	measurements	of	
CO2	 assimilation	 on	 non-photochemical	 quenching	 (NPQ)	 mutants.	 However,	
experimental	evidence	shows	that,	after	a	stepwise	decrease	in	irradiance,	excessive	qE	
can	transiently	limit	the	rates	of	electron	transport	(Armbruster	et	al.,	2014;	Kromdijk	et	
al.,	2016).	The	equations	employed	to	simulate	qE	are	given	in	Section	4.2.1.2.2.	
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Figure	 4.7:	Measured	 (symbols)	 and	 predicted	 (line)	 effect	 of	 leaf	 temperature	 on	 the	 activity	 of	
Rubisco	activase.	Measurements	 from	Carmo-Silva	and	Salvucci	 (2011)	 for	Arabidopsis	 thaliana.	
Predictions	made	with	 Equation	 4.15	 assuming	yO,*("	 =	 300.4	 K,	n",*("	 =	 3.00×104	 J	mol–1,	 and	
nu,*("	=	2.90×10−5	J	mol–1.	R2	=	0.98	and	RMSE	=	0.04.	

The	 absorptance	 of	 irradiance	 by	 a	 leaf	 in	 the	 photosynthetically	 active	 region	 of	 the	
spectrum	varies	with	blue	irradiance,	due	to	the	movements	of	chloroplasts	(Haupt	and	
Scheuerlein,	 1990).	 This	 phenomenon	 is	 included	 in	 the	 model	 using	 an	 empirical	
approach	described	in	Section	4.2.1.2.3.	

Section	 4.2.1.2.5	 describes	 how	 to	 calculate	 the	 maximum	 rate	 of	 RuBP	 regeneration	
limited	by	potential	 electron	 transport	 as	well	 as	 the	 actual	 rate	of	 electron	 transport	
when	 the	potential	demand	of	 stromal	metabolism	 is	 limiting.	 In	 Section	4.2.1.2.6,	 the	
Stern-Volmer	 NPQ	 coefficient	 and	 other	 fluorescence	 coefficients	 are	 calculated	 to	
facilitate	comparisons	of	simulations	with	measurements	of	fluorescence	on	leaves.		

4.2.1.2.1 Potential	rate	of	electron	transport	

The	 following	 non-rectangular	 hyperbola	 is	 used	 to	 calculate	 the	 potential	 rate	 of	
electron	transport	(ÅT,	mol	m–2	s–1)	as	a	function	of	absorbed	irradiance:	

	

ÅT =
|TN + ÅJ"ä − |TN + ÅJ"ä

N
− 4|TNÅJ"äã

2ã
	,	

(4.18)	

where	 |TN	 is	 the	 value	 of	 ÅT	 at	 low	 irradiance	 (mol	m–2	 s–1),	 ÅJ"ä	 (mol	m–2	 s–1)	 is	 the	
maximum	 value	 that	 ÅT	 can	 achieve,	 and	 θ	 is	 a	 parameter	 that	 characterises	 the	
curvature	of	 the	 transition	 from	 |TN	 to	 ÅJ"ä .	Equation	4.18	was	proposed	by	Farquhar	
and	Wong	 (1984)	 as	 a	 simplification	 of	 the	 analytical	model	 of	 steady-state	 potential	
electron	 transport	 derived	 from	 first	 principles	 by	 Farquhar	 and	 von	 Caemmerer	
(1981).	 The	 concept	 of	 ÅT	 is	 empirical	 (von	 Caemmerer,	 2013)	 and	 should	 not	 be	
interpreted	 mechanistically.	 |TN	 represents	 the	 rate	 of	 electron	 transport	 through	
Photosystem	 II	 (PSII)	 at	 low	 irradiance	 and	moderate	 lumen	 pH.	 ÅJ"ä	 is	 a	 theoretical	
value	 that	 can	 only	 be	 reached	 when	 irradiance	 is	 infinite	 and	 for	 an	 uncoupled	
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thylakoid	(Farquhar	and	von	Caemmerer,	1981),	that	is,	when	the	electron	transport	is	
not	 downregulated	 by	 low	 lumen	 pH.	 In	 a	 coupled	 thylakoid	 system	 (i.e.,	 in	 vivo),	 as	
irradiance	increases,	the	electron	transport	chain	becomes	increasingly	more	regulated	
by	 decreases	 in	 lumen	 pH,	 even	 when	 metabolism	 is	 not	 limiting.	 This	 is	 captured,	
empirically,	 by	 the	 term	θ	 in	 Equation	 4.18.	 Although	mechanistic	models	 of	 electron	
transport	 exist	 (see	 Chapter	 5	 of	 this	 dissertation),	 Equation	 4.18	 has	 been	 used	
successfully	to	calculate	CO2	assimilation	as	part	of	the	FvCB	model	under	a	wide	range	
of	 environmental	 conditions	 and	 species	 (von	 Caemmerer,	 2013)	 and	 it	 is	 highly	
parsimonious.	Whereas	the	parameter	θ	remains	largely	empirical,	the	variable	|TN		can	
be	related	to	underlying	physiological	processes	as	proposed	by	Yin	and	Struik	(2009):	

	 |TN = åNCVVT|T	,	 (4.19)	

where	 σ2	 is	 the	 fraction	 of	 absorbed	 irradiance	 by	 photosynthetic	 and	 accessory	
pigments	 associated	 with	 the	 antenna	 complexes	 of	 PSII	 and	 CVVT	 is	 the	 maximum	
quantum	yield	of	PSII	in	the	presence	of	photoinhibition.	Equation	4.19	implies	that,	at	
low	irradiances	and	ambient	CO2,	when	CO2	assimilation	is	limited	by	potential	rates	of	
electron	 transport,	 the	 apparent	 quantum	 yield	 of	 CO2	 assimilation	 decreases	
proportionally	 to	CVVT.	 This	 linear	 relationship	 has	 been	 observed	 in	 several	 species,	
using	measurements	of	CO2	assimilation	and	O2	evolution	(Demmig-Adams	et	al.,	1989;	
Somersalo	 and	Krause,	 1989;	Hikosaka	 et	 al.,	 2004).	The	 effective	maximum	quantum	
yield	of	the	population	of	PSII	in	the	leaf	is	calculated	as:	

	
CVVT =

çJ,"TT − çO,"TT
çJ,"TT

	,	 (4.20)	

where	çJ,"TT	and	çO,"TT	are	apparent	maximum	and	minimum	fluorescence	yields	of	PSII		
	

	
Figure	4.8:	Measurements	(symbols)	and	predicted	(line)	effect	of	chloroplast	CO2	(Cc)	on	Rubisco	
activity	 due	 to	 carbamylation	 (P*Q&&,xw).	 Measurements	 from	 von	 Caemmerer	 and	 Edmondson	
(1986)	corrected	by	mesophyll	conductance	measured	by	von	Caemmerer	and	Evans	(1991)	using	
Raphanus	sativus.	Predictions	made	with	Equation	4.16	assuming	r# 	=	0.27	and	â# 	=	1.4×104	mol	
mol–1.	R2	=	0.92	and	RMSE	=	0.05.	
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Figure	4.9:	Measured	(symbols)	and	predicted	(line)	effect	of	Rubisco	activase	content	(Rca)	on	the	
maximum	fraction	of	active	Rubisco	(P*Q,Ü).	Measurements	from	Mott	and	Woodrow	(2000)	using	
Rca	antisense	Nicotiana	 tabacum	 transformants.	 Predictions	made	with	Equation	4.17	assuming	
IX,*#X	=	1.02×10−2	g	m–2.	R2	=	0.59	and	RMSE	=	0.12.	

at	 the	 leaf	 level	 in	 the	 absence	 of	 qE	 and	 chloroplast	 movement.	 These	 apparent	
fluorescence	 yields	 are	 the	 result	 of	 weighting	 the	 contributions	 of	 functional	 and	
photoinhibited	PSII	units	as:	

	 çJ,"TT = çJ 1 − PVVu + çJuPVVu	,	 (4.21)	

and	

	 çO,"TT = çO 1 − PVVu + çOuPVVu	,	 (4.22)	

where	 PVVu 	 is	 the	 fraction	 of	 PSII	 units	 that	 are	 photoinhibited,	 çJ	 and	 çO	 are	 the	
maximum	and	minimum	fluorescence	yields	of	functional	PSII	units	and	çJu 	and	çOu 	are	
the	 maximum	 and	 minimum	 fluorescence	 yields	 of	 photoinhibited	 PSII	 units.	
Experimental	results	indicate	that	photoinhibited	PSII	units	remain	in	a	highly	quenched	
state	and	 thus	have	relatively	 lower	maximum	fluorescence	yields	 than	expected	 from	
reaction	centres	that	cannot	perform	photochemistry	(Krause,	1988;	Šetlík	et	al.,	1990).	
This	 phenomenon	 has	 also	 been	 confirmed	 by	measurements	 of	 fluorescence	 lifetime	
(Renger	 et	 al.,	 1995;	 Gilmore	 et	 al.,	 1996;	 Matsubara	 and	 Chow,	 2004).	 These	
fluorescence	yields	are	defined	as:	

	
çJ =

Ké
Ké + Kèê

	,	 (4.23)	

	
çO =

Ké
Ké + Kèê + KT

	,	 (4.24)	

	
çJu =

Ké
Ké + Kèëxí

	 ,	 (4.25)	

and	
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çOu =

Ké
Ké + Kèëxí

	 ,	 (4.26)	

where	Ké	(s–1)	is	a	rate	constant	of	energy	dissipation	as	fluorescence,	Kèê	(s–1)	is	a	basal	
rate	 constant	 of	 energy	 dissipation	 as	 heat,	 KT	 (s–1)	 is	 a	 rate	 constant	 of	 energy	
quenching	 by	 net	 charge	 separation	 in	 the	 reaction	 centre	 and	 Kèëxí	 (s−1)	 is	 a	 rate	
constant	 of	 heat	 dissipation	 associated	 to	 photoinhibited	 PSII	 units.	 çJu = çOu 	 as	
photoinhibited	PSII	units	are,	by	definition,	not	capable	of	performing	photochemistry.	

This	 model	 explicitly	 does	 not	 take	 into	 account	 the	 effect	 of	 charge	 recombination	
within	 PSII	 reaction	 centres	 (de	 Wijn	 and	 van	 Gorkom,	 2002;	 Laisk	 et	 al.,	 2012)	 or	
contributions	 from	 Photosystem	 I	 to	 fluorescence	 yield	 (Pfündel	 et	 al.,	 2013).	 The	
variable	CVVT	 should	 be	 taken	 as	 an	 apparent	 quantum	 yield	 that	 includes,	 implicitly,	
these	 effects.	Despite	 such	 simplifications,	 Equations	4.18	 and	4.19	have	proven	 to	be	
highly	useful	 in	predicting	CO2	assimilation	at	 low	irradiance	and	at	the	 leaf	 level	(von	
Caemmerer,	 2000;	 Farquhar	 et	 al.,	 2001;	 Yin	 and	 Struik,	 2009)	 and	 is	 considered	
sufficient	for	the	purpose	of	this	model.	

This	model	does	not	consider	changes	in	the	value	of	åN	due	to	state	transitions	(Dietzel	
et	al.,	2008).	State-transitions	become	suppressed	at	high	irradiance	due	to	reduction	of	
thioredoxin	 (Rintamäki	 et	 al.,	 2000;	 Breitholtz	 et	 al.,	 2005;	 Nikkanen	 and	 Rintamäki,	
2014).	Also,	state	transitions	can	become	significant	when	a	leaf	is	exposed	to	changes	in	
the	 irradiance	 spectrum	 that	 excites	 preferentially	 one	 type	 of	 photosystem	
(Hogewoning	et	al.,	2012),	but	not	when	only	irradiance	intensity	changes	(Mekala	et	al.,	
2015).	 Furthermore,	measurements	 on	 the	 state	 transition	mutant	 stn7	 of	A.	 thaliana	
show	similar	fluorescence	parameters	compared	with	the	wildtype	(Nilkens	et	al.,	2010;	
Dall'Osto	 et	 al.,	 2014).	 Therefore,	 state	 transitions	may	play	 a	more	 important	 role	 in	
response	 to	 changes	 in	 the	 spectrum	 of	 irradiance,	 like	 a	 reduction	 in	 the	 red:far-red	
ratio	by	shading	(McTavish,	1988),	than	in	response	to	changes	in	irradiance	levels.	Such	
changes	in	the	spectrum	are	beyond	the	scope	of	this	model.	

The	photosynthetically	active	irradiance	absorbed	by	a	leaf	(|2)	is	calculated	as:	

	 |T = ìw |%ì%T + |îìîT + |wìwT 	,	 (4.27)	

where	 αr	 is	 the	 relative	 absorptance	 with	 respect	 to	 a	 dark-adapted	 leaf	 due	 to	
chloroplast	movement,	|% ,	|î	and	|w 	are	 the	 irradiances	 incident	on	 the	 leaf	surface	 for	
blue,	 green	 and	 red	 wavebands	 (400	 –	 500	 nm,	 500	 –	 600	 nm	 and	 600	 –	 700	 nm,	
respectively),	 and	ì%T,	ìîT,	 and	ìwT	 are	 the	 leaf-level	 fractions	 of	 irradiance	 that	 are	
available	for	photosynthesis	for	blue,	green	and	red	irradiance,	respectively	(see	Section	
4.2.4	for	details).	

The	value	of	ÅJ"ä	is	assumed	to	vary	with	temperature	(Medlyn	et	al.,	2002;	Bernacchi	et	
al.,	2003)	according	to	the	expression	(Figure	4.10):	

	

ÅJ"ä =
ÅJ"ä,NZ[

1\]N^_.`Z ab,ïkbñ
N^_.`Z*1\ 1 + [

N^_.`Zóïkbñ]aà,ïkbñ
N^_.`Z*

1 + [
1\óïkbñ]aà,ïkbñ

*1\

	,	 (4.28)	
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where	ÅJ"ä,NZ	 is	 the	value	of	ÅJ"ä	at	25	°C	(298.15	K),	n",0J"ä	 (J	mol–1)	 is	an	apparent	
activation	energy	of	ÅJ"ä ,	ò0J"ä	(J	mol–1	K–1)	is	the	apparent	entropy	coefficient	of	ÅJ"ä ,	
and	nu,0J"ä	(J	mol–1)	is	an	apparent	deactivation	energy	of	ÅJ"ä .	

4.2.1.2.2 Energy-dependent	non-photochemical	quenching	

It	is	known	that	qE	increases	with	protonation	of	the	PsbS	protein	(Niyogi	et	al.,	2005)	
and	 de-epoxidation	 of	 xanthophyll	 pigments	 (Demmig-Adams	 and	William	 III,	 1996),	
both	of	which	depend	on	lumen	pH	(Zaks	et	al.,	2013).	These	two	processes	appear	to	be	
regulators	of	the	pH	sensitivity	of	qE	and	are	not	strictly	required	to	induce	qE	if	lumen	
pH	 is	 sufficiently	 low	 (Johnson	 and	 Ruban,	 2011;	 Johnson	 et	 al.,	 2012).	 However,	 the	
exact	mechanisms	underlying	qE	are	still	under	debate	(Horton	et	al.,	2008;	Zaks	et	al.,	
2013).	 Given	 these	 uncertainties	 a	 mechanistic	 description	 of	 qE	 is	 not	 used	 in	 this	
model.	 Instead,	 a	 “teleonomic”	 (i.e.	 goal-seeking)	 approach	 is	 followed,	 where	 it	 is	
assumed	 that	 the	goal	of	qE	 is	achieved	 if,	 for	 the	same	rate	of	electron	 transport,	 the	
first	 stable	 electron	 acceptor	 (i.e.,	 QA)	 becomes	 more	 oxidised,	 as	 this	 reduces	 the	
probability	 of	 acceptor-side	 photoinhibition	 (Tyystjärvi	 et	 al.,	 2005).	 As	 a	 proxy	 for	
oxidised	QA,	the	so-called	qP	parameter	was	used,	calculated	as	

	
ô< =

min ÅT, ÅJ
CVVT|TN

	,	 (4.29)	

where	ÅJ	(mol	m–2	s–1)	is	the	rate	of	electron	transport	limited	by	metabolism	(Section	
4.2.1.2.5).	ô<	 is	 not	 equal	 to	 the	 redox	 state	 of	QA	 (Kramer	 et	 al.,	 2004b),	 but	 it	 is	 an	
useful	index,	as	it	is	a	monotonic	function	of	the	QA	redox	state	(i.e.,	as	QA	becomes	more	
oxidised,	ô<	increases),	and	it	is	equal	to	QA	at	the	extremes	(i.e.,	0	and	1).	It	is	assumed	
that,	 in	 the	steady	state,	 the	 increase	 in	ô<	due	 to	qE	 is	proportional	 to	 the	difference	
between	ô<	(in	the	absence	of	qE)	and	the	theoretical	maximum	value.	Since	ô<	varies	
between	0	and	1,	its	steady-state	value	as	affected	by	qE	 ô<&& 	can	be	written	as:	

	 ô<&& = ô<+Pö4 1 − ô< 	,	 (4.30)	

where	Pö4 ,	which	also	varies	between	0	and	1,	 is	 an	empirical	parameter.	The	 steady-
state	 maximum	 PSII	 quantum	 yield	 CVV&& ,	 for	 the	 same	 rate	 of	 electron	 transport,	
assuming	ô<&&,	is	defined	as:	

	
CVV&& =

min ÅT, ÅJ
ô<&&|TN

	.	 (4.31)	

Therefore,	the	reduction	in	maximum	PSII	quantum	yield	can	be	calculated	as:	

	 Cö4&& = min CVVT − CVV&&, Cö4J 	,	 (4.32)	

where	Cö4J	is	the	maximum	loss	of	maximum	PSII	quantum	yield	that	can	be	achieved	
by	 qE.	 The	 equations	 in	 the	 above	 result	 in	 an	 increase	 of	 qE	 with	 irradiance	 and	 a	
decrease	with	CO2	and	the	patterns	obtained	from	the	simulations	(Figure	4.11)	are	 in	
agreement	 with	 those	 obtained	 experimentally	 on	A.	 thaliana	 and	Nicotiana	 tabacum	
(Kanazawa	and	Kramer,	2002;	Avenson	et	al.,	2005;	van	Rooijen	et	al.,	2015).	

Changes	 in	 the	 loss	 of	maximum	PSII	 quantum	yield	due	 to	qE	 are	 assumed	 to	 follow	
first-order	kinetics:	
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Figure	 4.10:	 Measured	 (symbols)	 and	 predicted	 (line)	 values	 of	 ÅJ"ä 	 as	 a	 function	 of	 leaf	
temperature	(yz).	Measurements	from	Yamori	et	al.	(2008)	for	Spinacia	oleracea.	Predictions	made	
with	Equation	4.28	assuming	n",0J"ä 	 =	 3.62×104	 J	mol–1,	ò0J"ä 	 =	 690	 J	mol–1	K–1,	 and	nu,0J"ä 	 =	
2.16×105	J	mol–1.	R2	=	0.98	and	RMSE	=	3.75×10–2.	

	 ;Cö4
;?

=
Cö4&& 	− Cö4 Këö4 if	Cö4&& > Cö4
Cö4&& − Cö4 Kuö4 if	Cö4&& ≤ Cö4

	,	 (4.33)	

where	Këö4 	and	Kuö4 	(s–1)	are	the	rate	constants	of	 induction	and	relaxation	of	qE.	The	
actual	 maximum	 PSII	 quantum	 yield,	 once	 qE	 and	 photoinhibition	 are	 taken	 into	
account,	becomes:	

	 CVV = CVVT − Cö4	.	 (4.34)	

As	 described	 in	 the	 previous	 section,	 qE	 is	 assumed	 not	 to	 limit	 the	 actual	 rate	 of	
electron	transport	under	steady-state	conditions.	However,	there	is	evidence	that,	after	
a	 stepwise	 decrease	 in	 irradiance,	 qE	 can	 be	 transiently	 limiting	 (Armbruster	 et	 al.,	
2014;	Kromdijk	et	al.,	2016).	This	phenomenon	has	been	implemented	by	assuming	that,	
whenever	 the	 actual	maximum	PSII	 quantum	 yield	 (CVV)	 is	 higher	 than	 in	 the	 steady-
state	(CVV&&),	the	rate	of	electron	transport	will	be	reduced	proportionally	as:	

	
Åö4 =

ÅT if	CVV&& > CVV
1 − CVV&& − CVV CVV&& ÅT if	CVV&& ≤ CVV

	,	 (4.35)	

where	 Åö4 	 is	 the	 potential	 rate	 of	 electron	 transport	 taking	 into	 account	 the	 possible	
limitation	 by	 excess	 qE.	 This	 equation	 does	 not	 imply	 that	 photosynthesis	 is	 always	
reduced	whenever	CVV&& > CVV .	 This	will	 only	 occur	 if	 Åö4 	 becomes	 low	 enough	 that	 it	
limits	the	rate	of	RuBP	regeneration	(Equation	4.44).	

4.2.1.2.3 Chloroplast	movement	

Chloroplast	movement	is	the	mechanism	by	which	chloroplasts	respond	to	irradiance	in	
the	blue	region	of	the	spectrum	by	moving	towards	the	anticlinal	walls	of	the	mesophyll		
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Figure	4.11:	Simulated	steady-state	qE	as	a	function	of	the	actual	rate	of	electron	transport	(A)	and	
the	ratio	between	actual	rate	of	electron	transport	and	irradiance	absorbed	by	PSII,	equivalent	to	
the	operational	efficiency	of	PSII	(B)	 for	different	air	 [CO2].	Simulation	performed	with	the	whole	
model	with	parameters	as	in	Table	4.7.	

	
Figure	4.12:	Measured	fraction	of	irradiance	that	is	transmitted	(τ)	or	reflected	(ρ)	at	the	leaf	level,	
at	 high	 and	 low	 irradiance	 (HI	 and	 LI,	 respectively)	 as	 a	 function	 of	 wavelength	 in	 the	
photosynthetically	 active	 region	 of	 the	 spectrum.	 Measurements	 from	 Davis	 et	 al.	 (2011)	 for	
Arabidopsis	thaliana.	

cells	 at	 high	 blue	 irradiance	 and	 periclinal	 walls	 at	 low	 blue	 irradiance	 (Haupt	 and	
Scheuerlein,	 1990).	 This	movement	 results	 in	 changes	 of	 the	 optical	 properties	 of	 the	
leaves	(Davis	and	Hangarter,	2012),	with	an	increase	in	the	absorptance	of	irradiance	at	
the	 leaf	 level	 at	 low	 blue	 irradiance	 (chloroplast	 accumulation	 response)	 and	 a	 net	
decrease	 at	higher	 levels	 (chloroplast	 light	 avoidance	 response).	Measurements	of	 the	
spectral	 distribution	 of	 absorptance	 of	 leaves	 in	 different	 species	 (Brugnoli	 and	
Björkman,	 1992;	 Davis	 et	 al.,	 2011)	 indicate	 that	 the	 relative	 spectral	 distribution	 of	
absorptance	of	the	leaf	does	not	change	significantly	with	chloroplast	movement	(Figure	
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4.12).	 In	 some	 species	 and/or	 growth	 conditions,	 changes	 in	 absorptance	 due	 to	
chloroplast	movement	are	negligible	(Davis	et	al.,	2011;	Higa	and	Wada,	2016).	For	such	
species,	 the	 effect	 of	 chloroplast	 movement	 can	 be	 “turned	 off”	 by	 setting	 adequate	
values	to	the	relevant	parameters	in	the	equations	below.	

Based	on	published	results	(Brugnoli	and	Björkman,	1992;	Kasahara	et	al.,	2002;	Davis	
and	 Hangarter,	 2012;	 Łabuz	 et	 al.,	 2015),	 the	 following	 empirical	 expression	 was	
constructed	(Figure	4.13):	

ìw&& =

1 +
|%
|"(

ìw"( if	|% ≤ |"(

1 + ìw"( −
ìúw|% + ìw"ù − ìúw|% + ìw"ù N − 4ìúw|%ãúwìw"ù

2ãúw
if	|% > |"(

,	 (4.36)	

where	ìw&&	 is	the	steady-state	absorptance	of	irradiance	at	the	leaf	level	relative	to	the	
dark-adapted	 state,	 	|"( 	 (mol	 m–2	 s–1)	 is	 the	 blue	 irradiance	 at	 which	 the	 chloroplast	
accumulation	 response	 is	 maximised,	 ìw"( 	 is	 the	 maximum	 relative	 increase	 in	
absorptance	 due	 to	 the	 chloroplast	 accumulation	 response,	 ìw"ù	 is	 the	 difference	
between	 maximum	 (accumulation	 response)	 and	 minimum	 (avoidance	 response)	
relative	 absorptance	 of	 the	 leaf,	 and	ìúw 	 (mol–1	m2	 s)	 and	ãúw 	 are	 the	 apparent	 initial	
slope	 and	 curvature	 of	 the	 dependency	 of	 ìw&&	 on	 irradiance,	 respectively.	 From	
measurements	by	Łabuz	et	al.	(2015),	it	can	be	deduced	that	the	value	of	ìúw 	increases	
with	 leaf	 temperature	 (Figure	 4.13)	 and	 the	 Arrhenius	 law	 is	 used	 to	 describe	 this	
dependency	as:	

	
ìúw = ìúw,NZ[

1\]N^_.`Z ab,ûûü
N^_.`Z*1\ ,	 (4.37)	

where	ìúw,NZ	 is	the	value	of	ìúw 	at	25	°C	(298.15	K)	and	n",úûü 	(J	mol–1)	is	an	apparent	
activation	 energy	 of	 ìúw .	 Changes	 in	 absorptance	 due	 to	 chloroplast	 movement	 are	
assumed	to	follow	first-order	kinetics	(Figure	4.13):	

	 ;ìw
;?

=
ìw&& − ìw Këú if	ìw&& > ìw
ìw&& − ìw Kuú if	ìw&& ≤ ìw

	,	 (4.38)	

where	 Këú 	 and	 Kuú 	 (s–1)	 are	 the	 rate	 constants	 at	 which	 absorptance	 increases	 and	
decreases,	respectively.	Based	on	published	experiments	(Brugnoli	and	Björkman,	1992;	
Łabuz	et	al.,	2015),	these	rate	constants	are	calculated	as	a	function	of	leaf	temperature	
(Figure	4.14),	and	the	following	expressions	are	used:	

	

Këú =
Këú,NZ[

1\]N^_.`Z ab,cû
N^_.`Z*1\ 1 + [

N^_.`Zócû]aà,cû
N^_.`Z*

1 + [
1\ócû]aà,cû

*1\

,	 (4.39)	

	

Kuú =
Kuú,NZ[

1\]N^_.`Z ab,cû
N^_.`Z*1\ 1 + [

N^_.`Zócû]aà,cû
N^_.`Z*

1 + [
1\ócû]aà,cû

*1\

,	 (4.40)	
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Figure	 4.13:	 Measured	 (symbols)	 and	 predicted	 (lines)	 changes	 in	 red	 light	 absorptance	 as	 a	
function	 of	 time	 (A)	 for	 three	 different	 constant	 leaf	 temperatures	 (see	 legend)	 and	 three	 blue	
irradiance	levels	applied	consecutively	(1.6,	20	and	120	μmol	m–2	s–1),	and	changes	in	steady-state	
red	light	absorptance	as	a	function	of	blue	irradiance	at	25	°C	(B).	Measurements	in	panel	A	from	
Łabuz	et	al.	(2015)	and	in	panel	B	from	Davis	and	Hangarter	(2012),	in	both	cases	for	Arabidopsis	
thaliana	at	25	°C.	Predictions	made	with	Equations	4.36	–	4.40	assuming	|"( 	=	1.60	μmol	m–2	s–1,	
ìw"( 	=	0.05,	ìw"ù	=	0.24	(A)	or	0.15	(B),	ãúw 	=	0.36,	ìúw,NZ	=	4.35×10–3	mol−1	m2	s,	n",úûü 	=	−7.46×104	
J	mol–1,	Këú,NZ	=	2.50×10–3	s–1,	Kuú,NZ	=	3.84×10–3	s–1,	n",oú 	=	9.05×104	J	mol–1,	òoú 	=	1.08×103	J	mol–1	
K−1,	 and	nu,oú 	 =	 3.28×105	 J	 mol–1.	 R2	 =	 0.99	 (A)	 and	 0.99	 (B),	 and	 RMSE	 =	 1.29×10–2	 (A)	 and	
4.62×10–3	(B).	

where	Këú,NZ	and	Kuú,NZ	(s–1)	are	the	values	of	Këú 	and	Kuú 	at	25	°C,	n",oú 	(J	mol–1)	is	the	
apparent	activation	energy	of	both	Këú 	and	Kuú ,	òoú 	(J	mol–1	K−1)	is	the	apparent	entropy	
coefficient	of	both	Këú 	and	Kuú ,	and	nu,oú 	(J	mol–1)	is	the	apparent	deactivation	energy	of	
both	Këú 	and	Kuú .	

	

4.2.1.2.4 Photoinhibition	

Photoinhibition	 is	 the	process	 in	which	PSII	reaction	centres	become	damaged,	cannot	
perform	photochemistry	and	have	to	be	repaired	in	order	to	recover	their	functionality.	
There	 are	 several	mechanisms	 that	 can	 contribute	 to	 photoinhibition	 of	 PSII	 reaction	
centres	(Tyystjärvi	et	al.,	2005)	and	several	biochemical	steps	to	repair	a	damaged	PSII	
reaction	centre	(Aro	et	al.,	1993).	However,	empirical	evidence	indicates	that	the	rate	of	
photoinhibition	 is	 proportional	 to	 incident	 irradiance	 (Figure	 4.15),	 with	 corrections	
due	to	changes	 in	absorptance	(Kasahara	et	al.,	2002;	Davis	and	Hangarter,	2012)	and	
photoprotection	by	qE	(Li	et	al.,	2002).	This	proportionality	allows	defining	a	quantum	
efficiency	 of	 photodamage	 (Këxí ,	 m2	 mol–1).	 The	 repair	 process	 of	 photodamaged	
reaction	 centres	 is	 also	 assumed	 to	 follow	 first-order	 kinetics	 (Kw†T,	 s–1),	 as	 originally	
proposed	 by	 Kok	 (1956).	 Thus,	 the	 dynamics	 of	 PVVu 	 are	 determined	 by	 the	 balance	
between	photodamage	and	repair	of	PSII	units	according	to	the	expression:	

	 ;PVVu
;?

= 1 − PVVu Këxí|T − PVVuKw†T.	 (4.41)	
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Figure	4.14:	Measured	(symbols)	and	predicted	(line)	changes	 in	 the	rate	constant	of	chloroplast	
movement	(Këú)	relative	to	the	value	at	25	°C.	Measurements	from	Brugnoli	and	Björkman	(1992)	
for	Oxalis	oregana.	Predictions	made	with	Equation	4.39	assuming	n",oú 	=	9.05×104	J	mol–1,	òoú 	=	
108	J	mol–1	K–1,	and	nu,oú 	=	3.28×105	J	mol–1.	
The	quantum	efficiency	of	photodamage	decreases	with	increasing	photoprotection,	and	
a	linear	relationship	with	Cö4 	is	assumed:	

	 Këxí = max Këxíê − PTwOSCö4, 0 ,	 (4.42)	

where	 Këxíê	 (m2	 mol–1)	 is	 the	 quantum	 yield	 of	 photoinhibition	 in	 the	 absence	 of	
photoprotection	and	PTwOS	is	an	empirical	coefficient	that	measures	the	efficiency	of	qE	in	
protecting	the	PSII	reaction	centres	from	photoinhibition.	Temperature	has	a	significant	
effect	on	the	rate	of	PSII	repair	(Figure	4.16).	This	effect	is	calculated	as	proposed	by	Yu	
et	al.	(2001):	

	

Kw†T =
Kw†T,NZ[

1\]N^_.`Z ab,cü¢£
N^_.`Z*1\ 1 + [

N^_.`Zócü¢£]aà,cü¢£
N^_.`Z*

1 + [
1\ócü¢£]aà,cü¢£

*1\

	,	 (4.43)	

where	 Kw†T,NZ	 (s–1)	 is	 the	 rate	 of	 repair	 at	 25	 °C	 (298.15	 K),	n",ow†T	 (J	 mol–1)	 is	 an	
apparent	activation	energy	of	Kw†T,	òow†T	(J	mol–1	K−1)	is	the	apparent	entropy	coefficient	
of	Kw†T,	and	nu,ow†T	(J	mol–1)	is	an	apparent	deactivation	energy	of	Kw†T.	

4.2.1.2.5 Coupling	of	electron	transport	chain	to	Calvin	cycle	

When	the	rate	of	electron	transport	through	PSII	achieves	the	maximum	rate	supported	
by	the	photosynthetic	system,	the	rate	of	RuBP	regeneration	can	no	longer	increase,	as	
further	increases	in	ATP	or	NADPH	production	are	not	possible	(Farquhar	et	al.,	1980).	

It	 is	 possible	 to	 calculate	 the	 rate	 of	 RuBP	 regeneration	 either	 from	 ATP	 or	 NADPH	
production.	Both	methods	differ	 in	the	stoichiometric	coefficients	used	to	calculate	the	
number	 of	 RuBP	 molecules	 that	 can	 be	 produced	 per	 electron.	 When	 modelling	 C3	
photosynthesis,	 it	 is	 common	 to	 assume	 NADPH	 limitation	 because	 some	 of	 the	
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stoichiometric	coefficients	involved	in	ATP	synthesis	(e.g.,	the	fraction	of	linear	electrons	
that	engage	in	the	Q	cycle	of	the	cytochrome	b6f	complex	and	the	effective	H+/ATP	ratio	
of	the	ATP	synthase)	remain	uncertain	(von	Caemmerer,	2000).	These	calculations	also	
include	the	fact	that	a	certain	fraction	of	the	electrons	will	be	consumed	by	alternative	
electron	sinks,	or	cycled	around	Photosystem	I	(PSI).	These	alternative	forms	of	electron	
transport	are	incorporated	following	the	approach	by	Yin	and	Struik	(2009).	The	rate	of	
RuBP	 regeneration	 limited	 by	 potential	 electron	 transport	 ()*,0,	 mol	 m–2	 s–1)	 is	 thus	
calculated	as:	

	

)*,0 =
min ÅT, Åö4 1 −

PT&†RuO
1 − P(§(

2 + 1.5C

4 + 4C
	,	 (4.44)	

where	 PT&†RuO	 and	 P(§( 	 are	 the	 fractions	 of	 electron	 transport	 through	 PSI	 that	 are	
allocated	to	alternative	electron	sinks	and	cyclic	electron	transport,	respectively.	

When	the	potential	rate	of	electron	transport	does	not	limit	the	flux	through	the	Calvin	
cycle	 (i.e.,	 the	 actual	 rate	 of	 electron	 transport	 is	 below	 its	 potential),	 the	 electron	
transport	chain	has	to	be	down-regulated	such	that	the	production	and	consumption	of	
ATP	and	NADPH	match.	Under	such	conditions,	the	potential	rate	of	electron	transport	
limited	 by	metabolism	 (ÅJ,	mol	m–2	 s–1)	 can	 be	 calculated	 by	 inverting	 Equation	 4.44	
combined	with	Equation	4.1	and	replacing	min ÅT, Åö4 	by	ÅJ:	

	
ÅJ =

min )*,4, )*,123 4 + 4C

1 −
PT&†RuO
1 − P(§(

2 + 1.5C
	.	 (4.45)	

No	 assumptions	 are	made	 regarding	 the	mechanism	 by	 which	 the	 electron	 transport	
chain	is	down-regulated	except	that	this	mechanism	must	be	sufficiently	fast,	such	that	it	
can	be	considered	to	be	in	quasi-steady	state	at	the	time	scale	of	seconds.	The	actual	rate	
of	electron	transport	(Å,	mol	m–2	s–1)	is	calculated	as:	

	 Å = min ÅT, Åö4, ÅJ = min Åö4, ÅJ 	.	 (4.46)	

4.2.1.2.6 Components	of	non-photochemical	quenching	

To	 compare	 simulations	 with	 experimental	 data,	 it	 is	 necessary	 to	 compute	 the	
coefficients	that	are	generally	reported	by	fluorimeters.	The	exact	values	of	fluorescence	
yields	are	not	important	(they	are	often	reported	in	“arbitrary	units”)	and	the	relevant	
coefficients	 are	 always	 relative	 indices	 (Maxwell	 and	 Johnson,	 2000;	 Kramer	 et	 al.,	
2004b).	

The	maximum	and	minimum	fluorescence	yields	of	functional	PSII	units	in	the	presence	
of	chloroplast	movement	and	qE	(çJ"• 	and	çO"• )	are	calculated	as:	

	
çJ"• =

ìwKé
Ké + Kè

	,	 (4.47)	

	
çO"• =

ìwKé
Ké + Kè + KT

	,	 (4.48)	
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Figure	4.15:	Measured	 (symbols)	and	predicted	 (lines)	quantum	yield	of	PSII	after	30	minutes	 in	
darkness	 as	 a	 function	 of	 time	 for	 constant	 irradiance	 (A)	 or	 after	 1	 hour	 exposure	 to	 different	
irradiance	 levels	 of	 a	 dark-adapted	 leaf	 (B).	 The	 time	 series	 corresponds	 to	 a	 dark-adapted	 leaf	
exposed	 to	1400	μmol	m–2	 s–1	 (open	circles,	 solid	black	 line)	or	a	 leaf	 exposed	 to	70	μmol	m–2	 s–1	
after	 1	 hour	 exposure	 to	 1400	 μmol	 m–2	 s–1	 (triangles,	 dashed	 red	 line).	 Measurements	 from	
Kasahara	et	al.	(2002)	for	Arabidopsis	thaliana	at	25	°C.	Predictions	made	with	Equations	4.20	–	
4.26	and	Equations	4.41	–	4.43	with	Këxí	=	0.36	m2	mol–1,	Kw†T,NZ	=	1.10×10–4	s–1,	Ké 	=	6.9×107	s−1,	
Kèê	=	4.5×108	s−1,	and	Kèëxí	=	5.0×109	s−1.	R2	=	1.00	(A)	and	0.94	(B),	and	RMSE	=	5.84×10–3	(A)	and	
2.01×10–2	(B).	

	

	
Figure	4.16:	Measured	(symbols)	and	predicted	(line)	values	of	Kw†T.	Measurements	from	Greer	et	
al.	 (1986)	 for	 Phaseolus	 vulgaris.	 Predictions	 made	 with	 Equation	 4.43	 assuming	 	n",ow†T	 =	
1.61×105	 J	mol–1,	òow†T	 =	 780	 J	mol–1	 K–1	 and	nu,ow†T	 =	 2.33×105	 J	mol–1.	 R2	 =	 1.00	 and	 RMSE	 =	
1.93×10–2.	
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where	 Kè	 (s–1)	 is	 the	 rate	 constant	 of	 energy	 dissipation	 from	 excited	 chlorophyll	
pigments	as	heat	 in	 the	antenna	complexes	associated	with	PSII,	 in	 the	presence	of	qE	
(by	definition	Kè > Kèê,	from	Equation	4.23).	Knowing	that	the	maximum	quantum	yield	
of	a	functional	PSII	unit	is	defined	as:	

	
CVVu =

çJ − çO
çJ

	,	 (4.49)	

where	çJ	and	çO	were	defined	in	Equations	4.23	and	4.24,	and	further	knowing	that	the	
maximum	quantum	yield	of	a	functional	PSII	unit	in	the	presence	of	qE	is:	

	
CVV" = CVVu − Cö4 =

çJ"• − çO"•

çJ"•
,	 (4.50)	

the	value	of	kD	can	be	calculated	as:	

	
Kè =

KT
CVV"

− Ké − KT.	 (4.51)	

The	maximum	fluorescence	yield	of	photoinhibited	PSII	units	in	the	presence	of	qE	and	
chloroplast	movement	is	assumed	to	be:	

	

	 çJu
• = ìwçJu		 (4.52)	

And	the	apparent	maximum	fluorescence	yield	of	PSII	at	the	leaf	level	in	the	presence	of	
photoinhibition,	qE	and	chloroplast	movement	is:	

	 çJ• = 1 − PVVu çJ"• + PVVuçJu
• 	.	 (4.53)	

Finally,	the	Stern-Volmer	NPQ	coefficient	is	defined	as:	

	
¶<ß&ù =

çJ
çJ′

− 1 =
1

ìw Ké + Kèê
1 − PVVu
Ké + Kè

+
PVVu

Ké + Kèëxí

− 1	
(4.54)	

This	equation	includes	the	dependency	of	¶<ß&ù	on	three	processes:	

	 1.	¶<ß&ù	increases	as	absorptance	decreases,	due	to	chloroplast	movement.	

	 2.	 Photoinhibition	 contributes	positively	 to	¶<ß&ù	 due	 to	 up-regulation	of	 heat	
dissipation	in	photoinhibited	PSII	units	(if	Kèëxí > Kè).	

	 3.	¶<ß&ù	increases	as	Cö4 	increases.	

Three	 additive	 components	 are	 used	 to	 quantify	 the	 effects	 of	 photoinhibition	 (qI),	
chloroplast	movement	(qM)	and	qE	on	¶<ß&ù:	

	
ô| =

çJ
1 − PVVu çJ + PVVuçJu

− 1	,	 (4.55)	

	
ôÑ = ¶<ß&ù −

çJ
çJb

′
ìw − 1 	,	 (4.56)	
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	 ô© = ¶<ß&ù − ô| − ôÑ	.	 (4.57)	

ô|	represents	the	value	of	¶<ß&ù	 in	the	absence	of	qE	or	chloroplast	movement,	ôÑ	 is	
the	additional	¶<ß&ù	that	is	generated	due	to	chloroplast	movement	(in	the	presence	of	
photoinhibition	and	qE),	and	ô©	 is	calculated	as	the	residual	¶<ß&ù	 in	order	to	ensure	
that	 the	 terms	 are	 additive.	 It	 is	 important	 to	 emphasize	 that	 other	 indices	 could	 be	
proposed	(e.g.,	qM	 could	be	calculated	as	¶<ß&ù	 in	 the	absence	of	photoinhibition	and	
qE)	but	these	indices	do	no	influence	the	simulations	of	the	model:	they	are	functions	of	
the	outputs	of	a	simulation	that	can	be	used	to	quantify	the	relative	contribution	of	each	
process	to	¶<ß&ù .	

4.2.1.3 Triose	phosphate	utilisation	
The	 rate	 of	 RuBP	 regeneration	 limited	 by	 triose	 phosphate	 utilisation	 is	 calculated	 as	
(Sharkey,	1985):	

	
)*,123 =

3y<Ç 2 + 1.5C

1 − C2

	,	 (4.58)	

where	 TPU	 (mol	 m–2	 s–1)	 is	 the	 maximum	 rate	 of	 triose	 phosphate	 utilisation	 which	
varies	 with	 leaf	 temperature	 (Figure	 4.17).	 The	 sensitivity	 of	 TPU	 to	 temperature	 is	
calculated	as	proposed	by	Sharkey	et	al.	(2007):	

	

y<Ç =
y<ÇNZ[

1\]N^_.`Z ab,™´¨
N^_.`Z*1\ 1 + [

N^_.`Zó™´¨]aà,™´¨
*N^_.`Z

1 + [
1\ó™´¨]aà,™´¨

*1\

	,	 (4.59)	

where	y<ÇNZ	 is	 the	 value	 of	y<Ç	 at	 25	 °C	 (298.15	K),	n",123	 (J	mol–1)	 is	 an	 apparent	
activation	energy	of	y<Ç,	ò123	 (J	mol–1	K–1)	 is	 the	apparent	entropy	coefficient	of	y<Ç	
and	nu,123	(J	mol–1)	is	an	apparent	deactivation	energy	of	y<Ç.	

4.2.1.4 Enzyme	activity	in	regeneration	phase	of	Calvin	cycle	
The	rate	of	RuBP	synthesis	limited	by	enzyme	activity	is	calculated	as:	

	
)*,4 =

P*)wJ"ä<=>
<=> + IJ,2WX

	,	 (4.60)	

where	P* 	is	the	activation	state	of	the	limiting	enzyme	in	the	regeneration	phase	of	the	
Calvin	cycle,	)wJ"ä	(mol	m–2	s–1)	is	the	maximum	rate	of	PGA	conversion	into	RuBP,	<=>	
(mol	m–2)	is	the	total	amount	of	stromal	PGA	per	unit	of	leaf,	and	IJ,2WX	is	the	apparent	
Michaelis-Menten	 constant	 for	 PGA	 at	 the	 leaf	 level	 (mol	 m–2).	 In	 order	 to	 derive	
Equation	4.60,	there	is	no	need	to	assume	which	specific	enzyme	is	limiting,	as	long	as	it	
is	 regulated,	 indirectly,	 by	 irradiance.	 Although	 experiments	 with	 mutants	 and	
transformants	 have	 revealed	 a	 high	 control	 coefficient	 for	 sedoheptulose-1,7-
bisphosphatase	(SBPase)	in	the	 	steady	state	(Raines,	2003),	studies	on	photosynthetic	
induction	 (Sassenrath-Cole	 and	 Pearcy,	 1994b)	 have	 suggested	 that	 the	 limiting	 steps	
during	 light	 transients	 could	 be	 either	 fructose-1,6-bisphosphatase	 (FBPase)	 or	
phosphoribulokinase	(PRK).	Although	activation	of	sedoheptulose-1,7-bisphosphatase	is		
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Figure	4.17:	Measured	(symbols)	and	predicted	(line)	values	of	y<Ç.	Measurements	from	Harley	et	
al.	 (1992b)	 for	 Gossypium	 hirsutum.	 Predictions	 made	 with	 Equation	 4.59	 assuming	 	n",123 	 =	
5.75×104	J	mol–1,	ò123 	=	790	J	mol–1	K–1,	and	nu,123 	=	2.47×105	J	mol–1.	R2	=	0.92	and	RMSE	=	0.06.	

another	likely	candidate	(Pearcy	et	al.,	1996),	no	direct	experimental	evidence	exists,	as	
Sassenrath-Cole	and	Pearcy	(1994b)	only	measured	the	activities	of	FBPase	and	PRK.		

The	activity	of	either	of	these	two	enzymes	increases	with	irradiance	(Figure	4.18)	and	
the	following	relationship	is	assumed:	

	

P*&& = P*,ê +
ìéá|2 + 1 − P*,ê − ìéá|2 + 1 − P*,ê

N
− 4ìéá|2ãéá 1 − P*,ê

2ãéá
	,	 (4.61)	

where	P*,ê	 is	 the	minimum	 fraction	 of	 the	 enzyme	 that	 is	 active	 in	 the	 darkness,	ìéá 	
(mol–1	m2	s)	is	initial	slope	of	the	response	of	enzyme	activity	to	incident	irradiance	and	
ãéá 	is	the	curvature	of	this	response.	

The	 kinetics	 of	 changes	 in	 enzyme	 activity	 follow	 first-order	 kinetics,	 according	 to	
published	observations	(Figure	4.19):	

	 ;P*
;?

=
P*&& − P* Kë* if	P*&& > P*
P*&& − P* Ku* if	P*&& ≤ P*

	,	 (4.62)	

where	 Kë* 	 (s–1)	 and	 Ku* 	 (s–1)	 are	 the	 rate	 constants	 of	 enzyme	 activation	 and	
deactivation,	respectively.	

4.2.2 CO2	diffusion	

The	[CO2]	inside	the	chloroplast	is	computed	assuming	a	two-compartment	resistance-
based	approach	that	separates	the	cytosol	(Ccyt,	mol	mol–1)	and	chloroplast	stroma	(Cc,	
mol	mol–1).	The	equations,	adapted	from	the	model	by	Berghuijs	et	al.	(2015)	are:	

	 ;!(§S
;?

=
!ë − !(§S $' + ET + EJ − !(§S − !( $( yzE

)w<
	,	 (4.63)	
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Figure	4.18:	Measured	(symbols)	and	predicted	(lines)	effect	of	irradiance	on	the	fraction	of	active	
FBPase	 (black	 solid	 line,	 circles)	 and	 PRK	 (red	 dashed	 line,	 triangles).	 Measurements	 from	
Sassenrath-Cole	et	al.	(1994)	for	Glycine	max.	Predictions	made	using	Equation	4.61	assuming	for	
FBPase,	ìéá 	=	2.31×103	mol–1	m2	s,	ãéá 	=	1.00	and	P*,ê	=	0.06,	and	for	PRK,	ìéá 	=	8.64×103	mol–1	m2	
s,	ãéá 	=	0.85	and	P*,ê	=	0.20.	R2	=	0.97	(FBPase)	and	0.86	(PRK),	and	RMSE	=	0.07	(FBPase)	and	=	
0.09	(PRK).	

	 ;!(
;?

=
!(§S − !( $( − )# yzE

)w<
	,	

(4.64)	

where	$' 	(mol	m–2	s–1)	and	$( 	(mol	m–2	s–1)	are	the	wall	and	chloroplast	conductances	
to	fluxes	of	CO2,	respectively,	EJ	(mol	m–2	s–1)	and	ET	(mol	m–2	s–1)	are	the	rates	of	CO2	
released	from	the	mitochondria	due	to	respiration	and	photorespiration,	respectively,	!ë 	
and	!(§S	(mol	mol–1)	represent	[CO2]	in	the	intercellular	spaces	and	cytosol,	respectively,	
P	 is	 the	pressure	of	 the	air	(1.01×105	Pa),	and	)w 	 is	 the	 leaf	volume	per	unit	of	surface	
(i.e.,	 leaf	 thickness).The	 term	 $' 	 includes	 diffusion	 of	 CO2	 through	 the	 cell	 wall	 and	
membrane,	 and	 part	 of	 the	 cytosol	 diffusion	 pathway,	 whereas	 $( 	 includes	 the	
remainder	of	the	cytosol	diffusion	pathway,	the	envelope	of	the	chloroplast	and	diffusion	
through	stroma	into	the	catalytic	sites	of	Rubisco	(Berghuijs	et	al.,	2015).	EJ	is	assumed	
to	increase	with	temperature	(Figure	4.20)	and	the	Arrhenius	law	is	used		

	
EJ = EJ,NZ[

1\]N^_.`Z ab,ák
N^_.`Z*1\ ,	 (4.65)	

where	EJ,NZ	(mol	m–2	s–1)	is	the	rate	of	mitochondrial	respiration	and	n",*J	(J	mol–1)	is	
an	 apparent	 activation	 energy	 of	 EJ.	 Although	 experimental	 evidence	 indicates	 that	
mitochondrial	 respiration	 is	 partially	 inhibited	 in	 the	 light	 (Kromer,	 1995;	 Yin	 et	 al.,	
2011),	 the	 absolute	 changes	 that	 have	 been	 estimated	 using	 various	methods	 and	 C3	
species	are	small	(<	1	μmol	m–2	s–1)	compared	to	typical	rates	of	CO2	assimilation	in	C3	
species	(Yin	et	al.,	2011).	Therefore,	EJ	was	assumed	to	be	independent	of	irradiance.	
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Figure	4.19:	Measured	 (symbols)	 and	predicted	 (lines)	 dynamics	 of	 the	 fraction	of	 active	 FBPase	
(black	solid	line,	circles)	and	PRK	(red	dashed	line,	triangles)	after	a	stepwise	increase	in	irradiance	
(A,	35	μmol	m–2	s–1	–	1500	μmol	m–2	s–1),	and	a	stepwise	decrease	in	irradiance	(B,	1500	μmol	m–2	s–
1	 –	 35	 μmol	m–2	 s–1).	 Measurements	 from	 Sassenrath-Cole	 and	 Pearcy	 (1994b)	 for	Glycine	max.	
Predictions	made	with	Equation	4.62	assuming	for	FBPase	Kë* 	=	6.28×10–3	s–1	and	Ku* 	=	7.50×10–3	
s–1,	and	for	PRK	Kë* 	=	7.88×10–3	s–1	and	Ku* 	=	2.16×10–3	s–1.	R2	=	0.96	(FBPase,	A),	0.91	(FBPase,	B),	
0.81	(PRK,	A)	and	0.35	(PRK,	B),	and	RMSE	=	0.06	(FBPase,	A),	0.09	(FBPase,	B),	0.09	(PRK,	A)	and	
0.36	(PRK,	B).	

After	 a	 transition	 from	 light	 to	 darkness,	 the	 amounts	 of	 glycine	 in	 leaves	 decrease	
following	 first-order	 kinetics	 (Figure	 4.21).	 Thus,	 the	 effect	 of	 photorespiration	 on	
dynamic	 CO2	 assimilation	 is	modelled	 using	 a	 first-order	 approximation	 (Pearcy	 et	 al.	
(1997):	

	
ET =

K2*<E
2

,	 (4.66)	

where	 <E	 (mol	 m–2)	 represents	 the	 pool	 of	 photorespiration	 intermediates	 between	
phosphoglycolate	and	glycine,	and	K2* 	(s–1)	is	the	apparent	rate	constant	at	which	these	
photorespiration	 intermediates	 are	 consumed	 (dependent	 on	 the	 activity	 of	 glycine	
decarboxylase).	A	low	value	of	K2* 	introduces	a	delay	between	oxygenation	of	RuBP	and	
the	release	of	CO2	from	glycine	decarboxylase.	This	delay	will	affect	the	net	flux	of	CO2	
into	the	chloroplasts	(Kaiser	et	al.,	2015).	Changes	in	<E	are	derived	from	mass	balance	
as:	

	 ;<E
;?

= )#C − K2*<E.	 (4.67)	

Changes	in	intercellular	[CO2]	(Ci,	mol	mol–1)	are	computed	as:	
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Figure	4.20:	Measured	(symbols)	and	predicted	(lines)	values	of	EJ .	Measurements	from	Walker	et	
al.	 (2013)	 for	 Arabidopsis	 thaliana.	 Predictions	 made	 with	 Equation	 4.65	 assuming	 EJ,NZ	 =	
9.9×10−7	mol	m–2	s–1	and	n",*J	=	5.62×104	J	mol–1.	R2	=	0.95	and	RMSE	=	1.4×10−7	mol	m–2	s–1.	

	
Figure	 4.21:	 Measured	 (symbols)	 and	 predicted	 (line)	 relative	 leaf	 glycine	 content	 of	 a	 light-
adapted	leaf	after	a	transition	to	darkness.	Measurements	from	Rawsthorne	and	Hylton	(1991)	for	
Moricandia	moricandioides.	 Prediction	made	with	Equation	4.66	assuming	K2* 	 =	 0.024	 s–1.	 R2	 =	
0.96	and	RMSE	=	6.73×10–2.	

	

;!ë
;?

=

!" − !ë
1
$&(

+ 1
$%(

− !ë − !(§S $' yzE

)w<
	,	

(4.68)	

where	 $&( 	 (mol	 m–2	 s–1)	 and	 $%( 	 (mol	 m–2	 s–1)	 are	 the	 stomatal	 and	 boundary	 layer	
conductances	 to	 fluxes	 of	 CO2,	 respectively,	 and	 Ca	 (mol	 mol–1)	 represents	 air	 [CO2].	
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Finally,	the	net	rate	of	CO2	assimilation	(A,	mol	m–2	s–1)	is	defined	as	the	net	flux	of	CO2	
that	enters	the	leaf	according	to	Ohm’s	law:	

	
> = 	

!" − !ë
1
$&(

+ 1
$%(

	 (4.69)	

4.2.2.1 Boundary	layer	conductance	
The	boundary	layer	conductance	for	heat	transfer	($%a ,	m	s–1)	is	calculated	as	(Monteith	
and	Unsworth,	2013):	

	
$%a = 2

¶F ⋅ Æ
;

	,	 (4.70)	

where	Nu	is	the	Nusselt	number,	κ	is	the	thermal	diffusivity	of	dry	air	(2.0×10–5	m2	s–1)	
and	d	 (m)	 is	 the	characteristic	 length	of	 the	surface,	 in	 this	case,	 the	shortest	distance	
between	 opposite	 borders	 of	 a	 leaf	 (usually	 leaf	width).	 The	 coefficient	 2	 is	 required,	
because	heat	 transfer	occurs	 through	both	sides	of	 the	 leaf	 (Leuning	et	al.,	1995).	The	
value	of	Nu	depends	on	whether	the	exchange	of	heat	with	the	air	occurs	via	forced	or	
free	convection	(Monteith	and	Unsworth,	2013).	Heat	transfer	due	to	forced	convection	
occurs	 through	 a	 boundary	 layer	 in	 the	 presence	 of	 a	 moving	 fluid	 and	 the	 rate	 of	
transfer	 is	 dependent	on	 the	 velocity	of	 the	 fluid.	Heat	 transfer	under	 free	 convection	
depends	 on	 the	 upward	 movement	 of	 warm	 air	 in	 the	 atmosphere	 due	 to	 the	
temperature	 dependency	 of	 air	 density.	 Under	 forced	 convection	 conditions,	 Nu	 is	
calculated	as	(Monteith	and	Unsworth,	2013):	

	 ¶FéOw(†u = >E[x	,	 (4.71)	

where	A	=	0.60	and	n	=	0.5	are	empirical	coefficients	and	Re	is	the	Reynolds	number.	Re	
is	calculated	as	

	
E[ =

Ø;
∞
	,	 (4.72)	

where	ω	(m	s–1)	is	wind	velocity	and	υ	(1.5×10–5	m2	s–1)	is	the	kinematic	viscosity	of	the	
air.	 Under	 free	 convection	 conditions,	 Nu	 is	 calculated	 as	 (Monteith	 and	 Unsworth,	
2013)	

	 ¶Féw†† = GGrJ	,	 (4.73)	

where	B	 =	 0.5	 and	m	 =	 0.25	 are	 empirical	 coefficients	 and	Gr	 is	 the	 Grashof	 number,	
calculated	as	(Monteith	and	Unsworth,	2013):	

	 =≥ = !;¥ yz − y" 	,	 (4.74)	

where	C	=	1.57×108	K–1	m–3	is	an	empirical	coefficient	and	y"	(K)	is	the	air	temperature.	

Both	 free	 and	 forced	 convection	 occur	 around	 a	 leaf	 and	 their	 relative	 importance	
depends	 on	 the	 wind	 velocity	 and	 the	 difference	 between	 leaf	 and	 air	 temperature.	
Under	 such	 conditions,	 the	 total	 value	 of	Nu	may	 be	 approximated	 as	 (Leuning	 et	 al.,	
1995):	
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	 ¶F = ¶Féw†† + ¶FéOw(†u.	 (4.75)	

Wind	 velocity	 has	 a	 larger	 effect	 on	 the	 boundary	 layer	 conductance	 than	 the	
temperature	 difference	 between	 leaf	 and	 air,	 but	 omitting	 free	 convection	 from	 the	
calculations	 could	 result	 in	 underestimations	 of	 $%a 	 for	 leaves	 in	 the	 bottom	 of	 the	
canopy	exposed	to	sunflecks	(Leuning	et	al.,	1995).	The	boundary	layer	conductance	to	
fluxes	of	CO2	($%( ,	mol	m–2	s–1)	and	H2O	($%' ,	m	s–1)	are	proportional	to	$%a 	(Farquhar	
and	Sharkey,	1982;	Leuning	et	al.,	1995):	

	 $%' =
$%a
Pí0.93

	,	 (4.76)	

	 $%( =
$%'

Pí1.37)J
	,	 (4.77)	

where	)J	(m3	mol–1)	is	the	volume	per	mol	of	air	at	ambient	temperature,	calculated	as	
)J = Ey"/<,	and	Pí	=	1	for	amphistomatous	leaves	(i.e.,	stomatal	pores	on	both	sides	of	
the	leaf),	or	Pí	=	2	for	hypostomatous	leaves	(i.e.,	stomatal	pores	only	on	one	side	of	the	
leaf).	

4.2.2.2 Stomatal	conductance	
Most	published	models	of	steady-state	stomatal	conductance	are	based	on	the	work	by	
Ball	et	al.	(1987),	who	assumed	that	stomatal	conductance	was	linearly	proportional	to	
CO2	assimilation	and	the	slope	was	modulated	by	environmental	factors	such	as	CO2	or	
humidity.	However,	several	experiments	on	genetically	transformed	plants	showed	that	
this	 correlation	 is	 not	 causal,	 as	 reductions	 of	 CO2	 assimilation	 by	 transforming	 the	
Calvin	cycle	did	not	affect	stomatal	conductance	(Lawson	et	al.,	2011)	Furthermore,	the	
exact	nature	of	the	metabolic	regulation	of	stomatal	conductance	is	still	unclear	(Lawson	
et	 al.,	 2014).	 Thus,	 an	 empirical	 approach	 that	 captures	 the	 response	 of	 stomatal	
conductance	 to	 environmental	 conditions	 is	 used.	When	 exposed	 to	 a	 rapid	 change	 in	
irradiance,	the	temporal	evolution	of	stomatal	conductance	follows	a	sigmoidal	pattern	
(Figure	 4.22).	 The	 empirical	 model	 of	 Vialet-Chabrand	 et	 al.	 (2013)	 was	 used	 to	
reproduce	the	dynamics	of	stomatal	conductance	to	fluxes	of	water	vapour	($&' ,	mol	m–2	
s–1)	when	exposed	to	changes	in	environmental	conditions:	

	 d$&'
d?

= Kî& $&' − ≥êP∑2è\ ln
$&',&& − ≥êP∑2è\
$&' − ≥êP∑2è\

	,	 (4.78)	

where	$&',&&	 (mol	m–2	 s–1)	 is	 the	 steady-state	 value	 of	$&' 	 calculated	 as	 a	 function	 of	
environmental	variables,	Kî&	(s–1),	is	a	rate	constant	and	≥ê	(mol	m–2	s–1)	is	an	empirical	
parameter	 that	 affects	 the	 sigmoidicity	 of	$&' 	 transients.	 Equation	 4.78	 predicts	 that,	
after	a	rapid	change	in	irradiance,	the	initial	rates	of	change	of	stomatal	conductance	are	
higher	 for	 higher	 initial	 values	 of	$&' ,	 for	 both	 increases	 and	 decreases	 in	 irradiance.	
Equation	4.78	was	modified	with	respect	to	the	original	to	take	into	account	the	effect	of	
VPD	 as	 ≥ê	 should	 always	 be	 lower	 than	 $&',&&.	 Due	 to	 the	 differences	 between	 the	
diffusivities	of	CO2	and	water	vapour	through	air	(Farquhar	and	Sharkey,	1982),	$&( =
	$&'/1.6.A	multiplicative	model	that	captures	the	effects	of	most	relevant	environmental	
conditions	is	used	to	calculate	$&',&&:	

	 $&',&& = $&'JPVP∑2è\	,	 (4.79)	
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where	$&'J	(mol	m–2	s–1)	is	the	maximum	value	of	$&' ,	and	PV 	and	P∑2è\ 	are	empirical	
factors	 that	 capture	 the	 relative	 effect	 of	 irradiance	 and	 leaf-to-air	 vapour	 pressure	
difference	 ()<πz)	 on	 $&',&&,	 respectively.	 The	 effect	 of	 irradiance	 on	 $&',&&	 can	 be	
described	by	a	hyperbolic	relationship	(Figure	4.23A):	

PV = PV,ê +
1 − PV,ê + ìé∫|2 − 1 − PV,ê + ìé∫|2

N
− 4ãé∫ìé∫|2 1 − PV,ê

2ãé∫
	,	 (4.80)	

where	PV,ê	 is	 the	minimum	value	 of	PV ,	ìé∫(mol–1	m2	 s)	 is	 the	 initial	 slope,	 and	ãé∫ 	 is	 a	
parameter	describing	the	curvature	of	the	relationship.	

The	relative	effect	of	VPD	on	$&',&&	can	be	described	by	a	hyperbolic	relationship	(Figure	
4.23),	such	as	the	one	proposed	by	Lohammar	et	al.	(1980):	

	
P∑2è\ =

1
1 + )<πz/πê

	,	 (4.81)	

where	πê	(Pa)	is	the	value	of	)<πz	at	which	P∑2è\=	0.5.	)<πz ,	defined	as:	

	 )<πz = [&,z − [",	 (4.82)	

where	[&,z	(Pa)	is	the	saturating	partial	pressure	of	water	vapour	at	the	leaf	temperature	
and	["	(Pa)	is	the	partial	pressure	of	water	vapour	in	the	air.	The	value	of	[&,z	increases	
with	 leaf	 temperature	 as	 described	 by	 the	 following	 empirical	 expression	 (Murray,	
1967)	

	

	
Figure	 4.22:	 Measured	 (black,	 solid	 line)	 and	 predicted	 (red,	 dashed	 line)	 dynamics	 of	 stomatal	
conductance	 to	 fluxes	 of	 water	 vapour	 for	 a	 light	 transient	 from	 darkness	 to	 130	 μmol	 m–2	 s–1	
followed	 by	 a	 return	 to	 darkness.	 Measurements	 from	 De	 Angeli	 et	 al.	 (2013)	 for	 Arabidopsis	
thaliana.	Predictions	made	with	Equation	4.78	assuming	Kî&	=	1.14	10–3	s–1,	≥ê	=	2.36	10–2	mol	m–2	
s–1.	Values	for	$&',&&	were	calculated	directly	from	the	data.	R2	=	0.97	and	RMSE	=	6.36	mmol	m–2	s–
1.	
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Figure	4.23:	A.	Measured	(symbols)	and	predicted	(line)	steady-state	stomatal	conductance	($&')	
as	a	function	of	irradiance.	Measurements	from	Matrosova	et	al.	(2015)	for	Arabidopsis	thaliana	at	
a	leaf-to-air	vapour	pressure	deficit	()<πz)	of	1.0	kPa.	Predictions	made	with	Equations	4.79	and	
4.80	assuming	$&'J	=	0.48	mol	m–2	s–1,	PV,ê	=	0.39,	ìé∫ 	=	7.67×102	mol–1	m2	s	and	ãé∫ 	=	0.88.	R2	=	
1.00	and	RMSE	=	1.41	mmol	m–2	 s–1.	B.	Measured	 (symbols)	and	predicted	 (line)	 relative,	 steady-
state	 stomatal	 conductance	 as	 a	 function	 of	 )<πz .	 Measurements	 from	 Dai	 et	 al.	 (1992)	 for	
Nicotiana	 tabacum.	 Predictions	made	with	 Equation	 4.81	 assuming	πê	 =	 740	 Pa.	 R2	 =	 0.99	 and	
RMSE	=	0.02.	

	

	
[&,z = 0.61[

`ª.Nª 1\]Nª¥.`Z
N¥ª.`Zº	 1\]Nª¥.`Z

	
.	 (4.83)	

4.2.2.3 Mesophyll	conductance	
In	leaves	of	A.	thaliana,	chloroplast	movements	decrease	the	area	of	chloroplast	surface	
per	unit	of	leaf	area	that	is	exposed	to	intercellular	spaces	(ò()	which	leads	to	a	decrease	
in	apparent	mesophyll	 conductance	 (Tholen	et	al.,	2008).	Assuming	 that	changes	 in	ò( 	
are	proportional	to	changes	in	absorptance	due	to	chloroplast	movement,	the	following	
linear	relationship	between	ò( 	and	ìw 	is	proposed:	

	 ò( = ò(JPúó(ìw,	 (4.84)	

where	 ò(J	 is	 the	 value	 of	 ò( 	 for	 dark-adapted	 leaves	 and	 Púó( 	 is	 the	 proportionality	
coefficient	between	changes	in	ìw 	and	ò( .	Tholen	et	al.	(2008)	only	measured	ò( 	at	two	
chloroplast	positions,	so	only	a	linear	relationship	can	be	assumed.	From	the	equations	
by	Berghuijs	 et	 al.	 (2015)	 it	 can	 be	 deduced	 that	 changes	 in	ò( 	 result	 in	 proportional	
changes	in	$(:	

	
$( =

$(J	ò(
òJ

	,	 (4.85)	

where	òJ	 is	the	area	of	mesophyll	surface	per	unit	of	leaf	area	exposed	to	intercellular	
spaces	 and	$(J	 (mol	m–2	 s–1)	 is	 the	maximum	chloroplast	 conductance	 for	ò(/òJ = 1.	
The	 apparent	 mesophyll	 conductance	 varies	 with	 leaf	 temperature	 (Figure	 4.24),	
although	 there	 are	 important	 variations	 across	 species	 (von	 Caemmerer	 and	 Evans,	
2015).	The	 temperature	dependency	of	 the	chloroplast	and	wall	 conductances	depend	
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on	 the	 temperature	 dependency	 of	 CO2	 diffusion	 through	 the	 liquid	 phases	 of	 cytosol	
and	stroma	and	across	the	cellular	and	chloroplast	membranes.	This	would	predict	the	
existence	of	an	optimal	temperature	(Evans	and	Von	Caemmerer,	2013).	The	following	
equations	suffice	to	reproduce	the	different	observed	patterns:	

	

$(J =
$(J,NZ[

1\]N^_.`Z ab,Ωd
N^_.`Z*1\ 1 + [

N^_.`ZóΩd]aà,Ωd
N^_.`Z*

1 + [
1\óΩd]aà,Ωd

*1\

	,	

(4.86)	

	

$' =
$',NZ[

1\]N^_.`Z ab,Ωæ
N^_.`Z*1\ 1 + [

N^_.`ZóΩæ]aà,Ωæ
N^_.`Z*

1 + [
1\óΩæ]aà,Ωæ

*1\

	,	 (4.87)	

where	$(J,NZ	and	$',NZ	are	the	values	of	$(J	and	$' 	at	25	°C	(298.15	K),	n",î( 	and	n",î'	
(J	mol–1)	are	apparent	activation	energies	of	$(J	and	$' ,	òî( 	and	òî' 	(J	mol–1	K–1)	are	the	
apparent	entropy	coefficients	of	$(J	and	$' ,	and	nu,î( 	and	nu,î' 	(J	mol–1)	are	apparent	
deactivation	energies	of	$(J	and	$' .	For	simplification,	and	due	to	the	lack	of	available	
data,	the	same	temperature	dependency	for	$(J	and	$' 	is	assumed.	

4.2.3 Leaf	energy	balance	
The	temperature	of	a	leaf	is	determined	by	the	balance	between	net	radiation	absorbed	
by	the	leaf	(Rn,	W	m–2),	the	exchange	of	energy	with	the	environment	as	sensible	heat	(H,	
W	m–2)	and	latent	heat	(L,	W	m–2),	and	the	heat	capacity	of	the	leaf	(åz ,	J	m–2	K–1):		

	 dyz
d?

=
Ex − n − ø

åz
	.	 (4.88)	

The	net	radiation	absorbed	by	a	leaf	is	calculated	as	(Monteith	and	Unsworth,	2013):	

	
Ex = ìR|R +

ì%|%
©%

+
ìî|î
©î

+
ìw|w
©w

+ ìx|x + 2¿åQ y"¡ − yz¡ 	,	 (4.89)	

where	ìR,	ì% ,	ìî,	ìw ,	and	ìx	are	the	fractions	of	irradiance	absorbed	by	a	leaf	in	the	UV-
A	(320	–	400	nm),	blue	(400	–	500	nm),	green	(500	–	600	nm),	red	(600	–	700	nm)	and	
near	infrared	(NIR,	700	–	2500	nm)	wavebands,	respectively.	|R	(W	m–2),	|%	(mol	m–2	s–
1),	|î	(mol	m–2	s–1),	|w 	(mol	m–2	s–1)	and	|x	(W	m–2)	are	the	irradiances	in	the	UV-A,	blue,	
green,	red	and	NIR	wavebands,	respectively,	©% ,	©î	and	©w 	(J	mol–1)	are	the	energies	of	a	
μmol	 of	 photons	 in	 the	 blue,	 green	 or	 red	 wavebands,	 respectively,	 ¿	 =	 0.95	 is	 the	
emissivity	of	a	leaf	for	the	thermal	waveband	(i.e.	3	–	10	μm),	and	åQ 	=	5.67×10–8	W	m–2	
K–4	is	the	Stefan-Boltzmann	constant.	The	flux	of	sensible	heat	exchanged	between	leaf	
and	environment	is	defined	as	(Monteith	and	Unsworth,	2013):	

	 n = ¬"qT$%a yz − y" 	,	 (4.90)	

where	¬"	 (1.2×103	 g	m–3)	 is	 the	 air	 density	 and	 qT	 (1.1	 J	 g–1	 K–1)	 is	 the	 specific	 heat	
capacity	 of	 the	 air.	 Latent	 heat	 refers	 to	 the	 energy	 lost	 from	 the	 leaf	 due	 to	 water	
evaporation	via	 transpiration	 (y≥,	mol	m–2	 s–1).	 It	 is	 proportional	 to	 the	 latent	heat	 of	
vaporization	(√	=	4.4×104	J	mol–1):	
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	 ø = √y≥.	 (4.91)	

Transpiration	is	calculated	as	(Farquhar	and	Sharkey,	1982):	

	
y≥ =

)<πz

< −
[&,z + ["

2
1
$&'

+ 1
$%'

.		
(4.92)	

4.2.4 Irradiance	and	leaf	optical	properties	
4.2.4.1 Spectral	composition	of	solar	radiation	
The	 fractions	of	 energy	or	photons	 associated	 to	 the	different	 components	depend	on	
the	light	source.	In	solar	irradiance,	it	also	depends	on	the	atmospheric	conditions	and	
whether	it	is	direct	or	diffuse	(Bird	and	Riordan,	1986).	The	absorptance	of	a	leaf	in	each	
waveband	 (i.e.	ìR,	ì% ,	ìî,	ìw 	 and	ìx)	will	 depend	 on	 the	 spectral	 distribution	 of	 leaf	
absorptance	 and	 irradiance	 for	 each	waveband.	The	 simulations	 in	 this	 study	emulate	
either	 solar	 irradiance	 or	 an	 artificial	 LED	 light	 source	 with	 10%	 blue	 and	 90%	 red	
(proportion	of	photons).	Here,	the	fractions	of	irradiance	in	each	waveband	and	for	each	
light	source	are	calculated.	

A	 reference	 spectrum	 for	 direct	 and	 diffuse	 solar	 irradiance	 was	 generated	 with	 the	
model	 of	 Bird	 and	 Riordan	 (1986).	 The	 calculations	 were	 performed	 with	 the	 Excel	
implementation	 of	 the	 model	 (http://rredc.nrel.gov/solar/models/spectral/)	 for	 solar	
noon	 on	 June	 21th	 in	 The	 Netherlands	 under	 clear-sky	 conditions	 (Figure	 4.25).	 The	
separation	 between	 direct	 and	 diffuse	 irradiance	 is	 important,	 because	 Rayleigh	
scattering	 in	the	atmosphere	 is	wavelength-dependent,	so	that	diffuse	 irradiance	has	a	
higher	 fraction	 of	 blue	 and	 less	 of	 NIR.	 The	 normalized	 spectral	 photon	 distribution	
(NSPD)	 is	 different	 from	 the	 normalized	 spectral	 power	 distribution	 (not	 shown)	
because	 the	 energy	 per	 photon	 is	 also	 wavelength	 dependent	 as	 described	 by	 the	
Planck-Einstein	relation.	

By	 integrating	over	the	NSPD,	 it	was	calculated	that	56%	of	the	direct	solar	 irradiance	
(expressed	as	power	per	unit	of	area,	W	m–2)	is	in	the	form	NIR,	but	only	27%	for	diffuse	
solar	 irradiance	 (Table	 4.1).	 Since	 diffuse	 solar	 irradiance	 accounted	 for	 24%	 of	 total	
solar	irradiance,	this	resulted	in	50%	of	total	solar	irradiance	being	in	the	form	of	NIR,	
which	 is	 in	 agreement	with	 experimental	 observations	 (Szeicz,	 1974).	 The	 fraction	 of	
solar	 irradiance	 in	 the	 UV-A	 range	was	 5%,	 but	 differed	 strongly	 between	 direct	 and	
diffuse	components	(Table	4.1).	Finally,	45%	of	the	total	solar	irradiance	was	in	the	form	
of	 photosynthetically	 active	 radiation	 (PAR;	 400−700	 nm).	 Whereas	 the	 leaf	 energy	
balance	requires	irradiance	to	be	expressed	as	power	per	unit	of	area	(Equation	4.89),	
calculations	of	CO2	assimilation	require	a	 flux	of	photons	as	 input	(Equation	4.19)	and	
the	conversion	is	performed	using	the	Planck-Einstein	relation.	The	energy	per	μmol	of	
photons	for	each	waveband	was	calculated	taking	into	account	the	spectral	distribution,	
resulting	in	similar	values	for	direct	and	diffuse	solar	irradiance	(Table	4.2).	
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Figure	4.24:	Normalized	spectral	quanta	distribution	(NSQD)	of	direct	and	diffuse	solar	irradiance	
generated	with	 the	model	of	Bird	and	Riordan	(1986)	and	 for	an	artificial	LED	 light	 source	with	
10%	 blue	 and	 90%	 red	 (proportion	 of	 photons).	 The	 distributions	 for	 solar	 radiation	 have	 been	
amplified	by	a	factor	of	1000	and	the	distribution	for	the	artificial	light	source	has	been	amplified	
by	a	factor	of	100.	

4.2.4.2 Optical	properties	of	leaves	
The	fraction	of	irradiance	absorbed	by	a	leaf	varies	with	wavelength	and	the	spectrum	
depends	on	pigment	content	and	composition	as	well	as	leaf	water	content.	In	a	typical	
green	leaf,	chlorophyll	pigments	absorb	mostly	blue	and	red	irradiance	(and,	to	a	small	
degree,	 also	UV	 and	 infrared),	 carotenoids	 absorb	blue	 and	 green	 irradiance,	whereas	
phenolic	 compounds	 and	 extra-thylakoid	 carotenoids	 absorb	 from	 UV-B	 to	 green	
irradiance	(Solovchenko,	2010).	Absorptance	of	NIR	is	mostly	due	to	leaf	water	content	
(Jacquemoud	and	Ustin,	2001).	Using	measurements	of	transmittance	and	reflectance	in	
the	 PAR	 region	 for	 A.	 thaliana	 (de	 Wit	 et	 al.,	 2012),	 measurements	 of	 the	 same	
properties	for	poplar	in	the	NIR	region	(Jacquemoud	and	Ustin,	2001)	and	for	different	
leaves	 in	 UV-A	 region	 (McCree,	 1972),	 a	 reference	 spectrum	 of	 optical	 properties	 for	
fresh	green	leaves	(Figure	4.26)	was	constructed.		

By	 integrating	 the	 spectral	 distribution	 of	 leaf	 optical	 properties	 weighted	 by	 the	
spectral	distribution	of	solar	radiation,	the	fractions	of	irradiance	within	each	waveband	
that	 are	 reflected,	 transmitted	 and	 absorbed	 by	 the	 leaf	 were	 obtained	 (Table	 4.3).	
Differences	 in	 transmittance,	 reflectance	 and	 absorptance	 for	 direct	 and	 diffuse	
irradiance	were	always	below	0.5%	for	PAR	and	UV-A	wavebands,	and	between	1%	and	
3.4%	 for	NIR	 (results	 not	 shown).	 Differences	 between	weighting	 absorptance	 by	 the	
spectral	distribution	of	photons	or	power	were	below	0.5%	except	for	NIR	(but	in	that	
case,	only	the	power	spectrum	is	relevant).	The	absorptance	of	PAR	was	81%	in	direct	
and	diffuse	solar	irradiance	and	85%	for	the	artificial	light	source.	

Across	22	species,	McCree	(1972)	observed	that	the	relative	low-light	quantum	yield	of	
CO2	 assimilation	 at	 different	 wavelengths,	 even	 when	 corrected	 for	 the	 absorptance	
spectra,	was	 lower	 for	 the	 green	 and	 blue	wavebands	 compared	 to	 red	 (Figure	 4.27).		
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Figure	4.25:	Optical	properties	of	a	typical	green	leaf.	Reconstructed	from	several	sources	(see	text	
for	details).	The	area	between	the	two	curves	represents	the	spectral	distribution	of	absorptance.	

	
Figure	4.26:	Average	 spectrum	of	 the	 relative	 low-light	quantum	yield	of	photosynthesis	 from	22	
species.	 The	 continuous	 line	 is	 the	 result	 of	 fitting	 a	 local	 polynomial	 regression	 to	 the	
measurements.	Measurements	from	McCree	(1972).	

This	 decrease	 in	 efficiency	 can	be	 caused	by	 (i)	 absorptance	 from	non-photosynthetic	
pigments,	 (ii)	 low	efficiency	of	 transfer	 from	accessory	 carotenoids	 to	 chlorophylls,	 or	
(iii)	 imbalances	 in	 the	 excitation	 of	 PSII	 and	 PSI	 due	 to	 the	 different	 pigment	
composition	of	the	associated	antenna	complexes	(Terashima	et	al.,	2009;	Hogewoning	
et	 al.,	 2012;	Laisk	et	 al.,	 2014).	Accounting	 for	 imbalances	 in	 the	excitation	of	PSI	 and	
PSII	 is	 beyond	 the	 scope	of	 this	 study,	 but	 the	 effects	 of	 non-photosynthetic	pigments	
and	 limited	 efficiency	 in	 energy	 transfer	 from	 carotenoids	 can	 be	 incorporated	 by	
defining	 fractions	of	 absorbed	 irradiance	 that	become	available	 for	photosynthesis	 for	
each	 wavelength.	 To	 obtain	 these	 fractions,	 the	 relative	 quantum	 yield	 distribution		
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Table	4.1:	Fraction	of	direct	and	diffuse	 solar	 irradiance	and	artificial	 light	 (10%	blue,	90%	red,	
proportion	of	photons)	associated	with	each	waveband.	For	direct	and	diffuse	solar	radiation,	the	
values	 inside	 parentheses	 correspond	 to	 the	 integration	 of	 the	 normalized	 spectral	 photon	
distribution,	whereas	the	main	values	correspond	to	integration	of	the	normalized	spectral	power	
distribution.	For	the	artificial	light	source,	all	values	correspond	to	the	normalized	spectral	photon	
distribution.	UV-A	=	320	–	400	nm,	Blue	=	400	–	500	nm,	Green	=	500	–	600	nm,	Red	=	600	–	700	
nm,	PAR	=	400	–	700	nm,	NIR	=	700	nm	–	2500	nm.	

	
Waveband	

UV-A	 Blue	 Green	 Red	 PAR	 NIR	

Direct	 0.03	(0.01)	 0.12	(0.06)	 0.16	(0.09)	 0.13	(0.09)	 0.40	(0.25)	 0.56	(0.74)	
Diffuse	 0.13	(0.07)	 0.25	(0.18)	 0.22	(0.19)	 0.13	(0.13)	 0.60	(0.50)	 0.27	(0.43)	
Artificial	 0.0	 0.10	 0.0	 0.90	 -	 0.0	
	

Table	4.2:	Energy	per	μmol	of	photons	(J	μmol–1)	for	different	wavebands	of	direct	and	diffuse	solar	
radiation	and	artificial	light	source	with	10%	blue	and	90%	red	light.	UV-A	=	320	–	400	nm,	Blue	=	
400	–	500	nm,	Green	=	500	–	600	nm,	Red	=	600	–	700	nm,	PAR	=	400	–	700	nm,	NIR	=	700	nm	–	
2500	nm.	

	 Waveband	

UV-A	 Blue	 Green	 Red	 PAR	 NIR	

Direct	 0.327	 0.263	 0.217	 0.184	 0.216	 0.105	
Diffuse	 0.332	 0.265	 0.219	 0.185	 0.226	 0.122	
Artificial	 0.000	 0.256	 0.000	 0.180	 0.187	 0.000	

	

Table	 4.3:	 Optical	 properties	 of	 a	 leaf	 based	 on	 spectral	 distribution	 of	 transmittance,	 reflection	
and	absorptance	at	different	wavebands	of	the	solar	spectrum	and	for	an	artificial	light	with	10%	
blue	and	90%	red	 light	 (proportion	of	photons).	Values	are	weighted	by	 the	normalized	 spectral	
power	distribution	of	direct	solar	radiation	and	by	the	normalized	spectral	quanta	distribution	of	
artificial	light.	UV-A	=	320	–	400	nm,	Blue	=	400	–	500	nm,	Green	=	500	–	600	nm,	Red	=	600	–	700	
nm,	PAR	=	400	–	700	nm,	NIR	=	700	nm	–	2500	nm.	

	
Solar	spectrum	

Artificial	light	
UV-A	 Blue	 Green	 Red	 NIR	 PAR	

Transmittance	 0.03	 0.02	 0.13	 0.07	 0.45	 0.08	 0.04	
Reflectance	 0.03	 0.06	 0.15	 0.09	 0.37	 0.11	 0.07	
Absorptance	 0.94	 0.92	 0.72	 0.83	 0.18	 0.81	 0.89	

	

Table	4.4:	Fraction	of	absorbed	and	 incident	 irradiance	available	 for	photosynthesis	 (see	 text	 for	
details)	at	different	wavebands	of	 the	 solar	 spectrum	and	 for	an	artificial	 light	 source	with	10%	
blue	and	90%	red	 light	 (proportion	of	photons).	Values	are	weighted	by	 the	normalized	 spectral	
power	distribution	of	direct	solar	irradiance	and	by	the	normalized	spectral	quanta	distribution	of	
artificial	light,	as	well	as	the	absorptance	spectrum	of	the	leaf.	UV-A	=	320	–	400	nm,	Blue	=	400	–	
500	nm,	Green	=	500	–	600	nm,	Red	=	600	–	700	nm,	PAR	=	400	–	700	nm,	NIR	=	700	nm	–	2500	nm.	

	 Solar	spectrum	
Artificial	Light	

Reference	 UV-A	 Blue	 Green	 Red	 PAR	 NIR	

Absorbed	 0.0	 0.72	 0.85	 0.95	 0.86	 0.0	 0.91	
Incident	 0.0	 0.66	 0.60	 0.80	 0.73	 0.0	 0.80	
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(Figure	 4.27)	 weighted	 by	 the	 spectrum	 of	 absorbed	 irradiance	 was	 integrated	 per	
waveband.	These	calculations	indicated	that	28%	of	the	absorbed	blue	irradiance	is	not	
used	for	photosynthesis	(Table	4.4),	similar	to	the	30%	estimated	by	Laisk	et	al.	(2014),	
whereas	losses	for	green	and	red	irradiance	amount	to	12%	and	5%,	respectively.	This	
means	that	the	fraction	of	incident	PAR	that	is	available	for	photosynthesis	is	73%	and	
72%	for	direct	and	diffuse	 irradiance,	 respectively,	and	becomes	80%	for	 the	artificial	
light	source.	

4.2.5 Open	gas	exchange	systems	
Measurements	of	CO2	assimilation	and	stomatal	conductance	are	often	performed	with	
open	 gas	 exchange	 systems	 (Farquhar	 and	 Sharkey,	 1982).	 In	 an	 open	 gas	 exchange	
system,	inflow	of	air	with	known	properties	is	modified	inside	a	leaf	cuvette	by	exchange	
of	 gases	 and	 energy	 with	 the	 leaf	 surface.	 Because	 the	 cuvette	 has	 a	 non-negligible	
volume,	changes	in	the	properties	of	the	outflow	are	delayed	with	respect	to	changes	in	
fluxes	of	gas	and	energy	through	the	leaf	surface.	This	mixing	time	introduces	artefacts	
into	measurements	of	the	dynamics	of	CO2	assimilation	and	stomatal	conductance.	

In	order	to	account	for	these	artefacts,	equations	are	included	to	simulate	the	mixing	of	
the	air	inside	the	cuvette,	based	on	Farquhar	and	Sharkey	(1982).	Given	an	air	flow	(FL,	
mol	s–1)	that	enters	the	cuvette	with	a	known	[CO2]	(!w ,	mol	mol–1),	the	[CO2]	of	the	air	
leaving	the	cuvette	can	be	calculated	from	the	expression:	

	 ;!&
;?

=
− çz + ƒzyw !ó + çz!w + ƒz> Ey"

)(í<
		,	 (4.93)	

where	ƒz	(m2)	is	the	leaf	surface	in	the	cuvette,	yw 	(mol	m−2	s−1)	is	the	transpiration	flux	
and	)(í	 (m3)	 is	 the	 volume	 of	 the	 chamber	where	 the	 air	 is	mixed.	)(í	 is	 an	 effective	
volume	that	may	include	tubing	and	volume	of	IRGA	chambers,	and	should	be	calculated	
or	obtained	from	the	manufacturer.	Equation	4.93	relies	on	the	assumption	that	the	air	
within	 the	 system	 is	 well-mixed.	 Similarly,	 the	 water	 vapour	mole	 fraction	 of	 the	 air	
leaving	 the	cuvette	 (Ø&,	mol	mol−1)	depends	on	 the	same	property	 for	 the	air	entering	
the	cuvette	(Øw ,	mol	mol−1),	according	to	the	expression:	

	 ;Ø&
;?

=
− çz + ƒzyw Ø& + çzØw + ƒzyw Ey"

)(í<
	.	 (4.94)	

Given	 the	 true	 values	 of	 CO2	 assimilation	 and	 transpiration,	 the	 apparent	 CO2	
assimilation	 (>"TT,	 mol	m−2	 s−1)	 and	 transpiration	 (y≥"TT,	 mol	m−2	 s−1)	 are	 calculated	
from	the	simulated	properties	of	inflow	and	outflow	air,	according	to	the	expressions:	

	
>"TT =

çz!w − çz + ƒzy≥ !ó
ƒz

			 (4.95)	

and	

	
y≥"TT =

çz Ø& − Øw
ƒz 1 − Ø&

.			 (4.96)	

Similarly,	the	apparent	stomatal	conductance	to	fluxes	of	water	vapour	($&',"TT,	mol	m−2	
s−1)	is	calculated	as		
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$&',"TT =

1
[&z − ["

y≥"TT < − [&z + ["2

− 1
$%'

.			
(4.97)	

Equations	4.93	−	4.97	are	only	used	when	comparing	simulations	with	measurements.	
They	introduce	two	new	state	variables	(!ó	and	Ø&)	and	two	dynamic	inputs	(!w 	and	Øw)	
to	the	model.	

Table	4.5:	State	variables	of	the	model.	

Variable	 Definition	 Units	 Equation	

<=>	 Amount	of	PGA	per	unit	of	leaf	area	 mol	m–2	 4.2	
EFG<	 Amount	of	RuBP	per	unit	of	leaf	area	 mol	m–2	 4.3	

P*Q 	
Fraction	of	Rubisco	catalytic	sites	that	are	
carbamylated	and	not	occupied	by	inhibitors	 	 4.12	

Cö4 	 Loss	of	quantum	yield	of	PSII	due	to	qE	 	 4.33	

ì* 	
Relative	change	in	absorptance	of	irradiance	at	
the	leaf	level	with	respect	to	dark-adapted	state	
due	to	chloroplast	movement	

	 4.38	

PVVu 	 Fraction	of	photoinhibitied	PSII	units	 	 4.41	

P* 	
Activation	state	of	limiting	enzyme	in	the	
regeneration	phase	of	the	Calvin	cycle	 	 4.62	

!(§S	 [CO2]in	the	cytosol	 mol	mol–1	 4.63	
!# 	 [CO2]	in	the	stroma	 mol	mol–1	 4.64	
!ë 	 [CO2]	in	the	intercellular	spaces	 mol	mol–1	 4.68	
<E	 Amount	of	photorespiratory	intermediates	 mol	m–2	 4.67	
$&' 	 Stomatal	conductance	to	fluxes	of	water	vapour	 mol	m–2	s–1	 4.78	
yz 	 Leaf	temperature	 K	 4.88	
!&	 [CO2]	of	the	air	inside	a	cuvette	 mol	mol–1	 4.93	

Ø&	
Water	vapour	mole	fraction	of	the	air	inside	a	
cuvette	 mol	mol–1	 4.94	

	

Table	4.6:	Dynamic	inputs	of	the	model.	

Variable	 Definition	 Units	

|R 	 Incident	ultraviolet	A	irradiance	(320	–	400	nm)	 W	m–2	
|% 	 Incident	blue	irradiance	(400	–	500	nm)	 mol	m–2	s–1	
|î	 Incident	green	irradiance	(500	–	600	nm)	 mol	m–2	s–1	
|w 	 Incident	red	irradiance	(600	–	700	nm)	 mol	m–2	s–1	
|x	 Incident	near	infrared	irradiance	(700	–	2500	nm)	 W	m–2	
!" 	 [CO2]	in	the	air	 mol	mol–1	
y" 	 Temperature	of	the	air	 K	
[" 	 Partial	pressure	of	water	vapour	of	the	air	 Pa	
Ø	 Wind	velocity	 m	s–1	
!w 	 [CO2]	of	the	inflow	air	in	a	cuvette	 mol	mol–1	

Øw 	
Water	vapour	mole	fraction	of	the	of	the	inflow	air	in	a	
cuvette	 mol	mol–1	
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Table	 4.7:	 Parameter	 values	 of	 the	 model	 with	 sources	 from	 where	 they	 were	 estimated.	 Most	
parameters	 were	 obtained	 by	 fitting	 the	 model	 (or	 specific	 equations	 within	 the	 model)	 to	
published	data.	A	few	parameter	values	were	taken	from	published	data	or	calculated	from	other	
published	parameter	values.	Details	on	the	calculations	and	fitting	procedures	are	given	in	the	text.	

Parameter	 Value	 Source	

r(	 0.27	 Fitted	to	data	from	von	Caemmerer	and	Edmondson	
(1986)	

ìúü,NZ	 4.35×10–3	mol–1	m2	s	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	Hangarter	(2012)	
ì%	 0.92	 See	Table	4.3	
ì%T	 0.66	 See	Table	4.4	
ìéV 	 6.00×103	mol–1	m2	s	 Fitted	to	data	from	Kaiser	et	al.	(2016)	

ìé* 	 2.31×103	mol–1	m2	s	 Fitted	to	data	from	Sassenrath-Cole	and	Pearcy	
(1994b)	

ìî	 0.72	 See	Table	4.3	
ìîT	 0.60	 See	Table	4.4	
ìx	 0.18	 See	Table	4.3	

ìw"(	 0.05	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	
Hangarter	(2012)	

ìw"ù	 0.15	 Fitted	to	data	from	Davis	and	Hangarter	(2012)	
ìw 	 0.83	 See	Table	4.3	
ìwT	 0.80	 See	Table	4.4	
ìR	 0.94	 See	Table	4.3	

â(	 1.4×104	mol	mol–1	 Fitted	to	data	from	von	Caemmerer	and	Edmondson	
(1986)	

;	 2×10−2	m	 Specifications	of	measurement	instrument	
πê	 695	Pa	 Fitted	to	data	from	Dai	et	al.	(1992)	

n",úûü 	 −7.46×104	J	mol–1	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	
Hangarter	(2012)	

n",î( 	 7.02×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",î'	 7.02×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",oú 	 9.05×104	J	mol–1	 Fitted	to	data	from	Brugnoli	and	Björkman	(1992)	
n",o( 	 4.18×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",pJ( 	 4.94×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",pJO	 2.91×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",oO	 5.51×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",0J"ä	 3.62×104	J	mol–1	 Fitted	to	data	from	Yamori	et	al.	(2008)	
n",ow†T	 1.60×105	J	mol–1	 Fitted	to	data	from	Greer	et	al.	(1986)	
n",*("	 3.00×104	J	mol–1	 Fitted	to	data	from	Carmo-Silva	and	Salvucci	(2013)	
n",*J	 5.62×104	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
n",123	 5.75×104	J	mol–1	 Fitted	to	data	from	Harley	et	al.	(1992b)	
òî( 	 320	J	mol–1	K–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
òî' 	 320	J	mol–1	K–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
ò0J"ä	 690	J	mol–1	K–1	 Fitted	to	data	from	Bernacchi	et	al.	(2003)	
òoú 	 108	J	mol–1	K–1	 Fitted	to	data	from	Brugnoli	and	Björkman	(1992)	
òow†T	 780	J	mol–1	K–1	 Fitted	to	data	from	Greer	et	al.	(1986)	
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Parameter	 Value	 Source	

ò123	 790	J	mol–1	K–1	 Fitted	to	data	from	Harley	et	al.	(1992b)	
nu,î( 	 9.40×103	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
nu,î' 	 9.40×103	J	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
nu,0J"ä	 2.16×105	J	mol–1	 Fitted	to	data	from	Bernacchi	et	al.	(2003)	
nu,oú 	 3.28×105	J	mol–1	 Fitted	to	data	from	Brugnoli	and	Björkman	(1992)	
nu,ow†T	 2.33×105	J	mol–1	 Fitted	to	data	from	Greer	et	al.	(1986)	
nu,*("	 2.90×105	J	mol–1	 Fitted	from	Carmo-Silva	and	Salvucci	(2013)	
nu,123	 2.47×105	J	mol–1	 Fitted	to	data	from	Harley	et	al.	(1992b)	
©%	 2.6×105	J	mol–1	 Calculated	from	the	Planck-Einstein	relation	
©î	 2.2×105	J	mol–1	 Calculated	from	the	Planck-Einstein	relation	
©w 	 1.8×105	J	mol–1	 Calculated	from	the	Planck-Einstein	relation	
Púó( 	 0.93	 Calculated	from	data	from	Tholen	et	al.	(2008)	
P(§( 	 0.05	 Taken	from	Yin	and	Struik	(2009)	
PV,ê	 0.37	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
PTwOS	 0.51	m2	mol–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
PT&†RuO	 0.13	 Taken	from	Yin	and	Struik	(2009)	

P*,ê	 0.06	
Fitted	to	data	from	Sassenrath-Cole	and	Pearcy	

(1994b)	assuming	FBPase	is	limiting	the	regeneration	
of	RuBP	

Pö4 	 3.93×10−2	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
P*Q,J 	 0.25	 Fitted	to	data	from	Kaiser	et	al.	(2016)	

$(J,NZ 	 0.39	mol	m–2	s–1	 Calculated	with	data	from	Flexas	et	al.	(2007b)	and	
Tholen	et	al.	(2012)	

$&'J	 0.53	mol	m–2	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	

$',NZ	 0.75	mol	m–2	s–1	 Calculated	with	data	from	Flexas	et	al.	(2007b)	and	
Tholen	et	al.	(2012)	

|"( 	 1.60×10−6	mol	m–2	s–1	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	Hangarter	(2012)	
ÅJ"ä,NZ 	 1.21×10−4	mol	m–2	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
IX,*("	 1.02×10−2	g	m–2	 Fitted	to	data	from	Mott	and	Woodrow	(2000)	
K(,NZ	 4.16	s–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
Kèê	 4.5×108	s–1	 Taken	from	Loriaux	et	al.	(2013)	
Kèëxí	 5×109	s–1	 Assumed	

Kuú,NZ	 3.84×10–3	s–1	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	
Hangarter	(2012)	

Ku* 	 7.5×10−3	s–1	 Fitted	to	data	from	Sassenrath-Cole	and	Pearcy	
(1994b)	assuming	FBPase	is	limiting	

Kuö4 	 9.28×10−3	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	

Ku*Q 	 6.80×10−4	s–1	 Fitted	to	data	from	Sassenrath-Cole	and	Pearcy	
(1994b)	

Ké	 6.9×107	s–1	 Taken	from	Loriaux	et	al.	(2013)	

Këú,NZ	 2.50×10–3	s–1	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	
Hangarter	(2012)	

IV,2WX	 0.84	mol	m−3	 Taken	from	von	Caemmerer	(2000)	
Këö4 	 2.34×10−2	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
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Parameter	 Value	 Source	

Kë* 	 6.28×10−3	s–1	
Fitted	to	data	from	Sassenrath-Cole	and	Pearcy	

(1994b)	assuming	that	FBPase	limits	the	regeneration	
of	RuBP	

Këxíê	 0.16	m2	mol–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
Kî&	 7.99×10−4	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
IJ(,NZ	 2.62×10−4	mol	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
IJO,NZ	 0.20	mol	mol–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
IJ,2WX	 5×10−6	mol	m–2	 Taken	from	Kirschbaum	et	al.	(1998)	
IJ,*RQ2	 2.2×10−2	mol	m−3	 Taken	from	Farquhar	(1979)	
KO,NZ	 1.26	s–1	 Fitted	to	data	from	Walker	et	al.	(2013)	
KT	 2.6×109	s–1	 Taken	from	Loriaux	et	al.	(2013)	
K2* 	 6.79×10−2	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
K*("	 6.38×10−2	m2	g–1	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
Kw†T,NZ	 1.1×10−4	s–1	 Fitted	to	data	from	Kasahara	et	al.	(2002)	
Cö4J	 0.21	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
≥ê	 1.02×10−2	mol	m–2	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	
EG	 1.4×10−5	mol	m–2	 Fitted	to	data	from	Kaiser	et	al.	(2016)	

Eqr	 0.12	g	m–2	 Calculated	with	data	from	Mott	and	Woodrow	(2000)	
and	Carmo-Silva	and	Salvucci	(2013)	

EJ,NZ 	 8.5×10−7	mol	m–2	s–1	 Fitted	to	data	from	Flexas	et	al.	(2007b)	
ò(J	 7.1	 Taken	from	Tholen	et	al.	(2008)	
òJ	 9.8	 Taken	from	Tholen	et	al.	(2008)	

åz	 651	J	m–2	K–1	 Calculated	with	data	from	Goudriaan	and	van	Laar	
(1994)	and	Weraduwage	et	al.	(2015)	

åN	 0.5	 Taken	from	Yin	and	Struik	(2009)	
ƒz	 2×10−4	m2	 Known	
ã	 0.7	 Taken	from	Yin	and	Struik	(2009)	

ãúü 	 0.36	 Fitted	to	data	from	Łabuz	et	al.	(2015)	and	Davis	and	
Hangarter	(2012)	

ãéV 	 0.98	 Fitted	to	data	by	Kaiser	et	al.	(2016)	

ãé* 	 1.00	 Fitted	to	data	from	Sassenrath-Cole	and	Pearcy	
(1994b)	assuming	FBPase	is	limiting	

yO,*("	 300.4	K	 Fitted	from	Carmo-Silva	and	Salvucci	(2013)	
y<ÇNZ 	 7.82×10−6	mol	m–2	s–1	 Fitted	to	data	from	Kaiser	et	al.	(2016)	

)&S 	 7×10−6	m	
Calculated	assuming	25	μL	mg−1	and	chlorophyll	

content	of	280	mg	m−2	(Walters	et	al.,	1999;	Mishra	et	
al.,	2012)	

)w 	 1.5×10−4	m	 Calculated	with	data	from	Weraduwage	et	al.	(2015)	

)wJ"ä	 1.10×10−4	mol	m–2	s–1	 Calculated	assuming	2EGK# 	based	on	Pearcy	et	al.	
(1997)	
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4.3 Model	calibration	with	photosynthetic	mutants	
4.3.1 Experiment	and	calibration	protocol	
The	model	was	fitted	to	dynamic	measurements	of	gas	exchange	and	fluorescence	on	A.	
thaliana	 Col-0	 and	 four	 associated	 photosynthetic	 mutants	 (Kaiser	 et	 al.,	 2016).	 The	
fitting	 procedure	 entailed	 the	 estimation	 of	 17	 parameters	 using	 the	 method	 of	
maximum	 likelihood.	The	use	of	 four	mutants	had	a	dual	objective:	 (i)	 to	 enhance	 the	
estimation	 of	 some	 of	 the	 parameters	 that	 were	 not	 well	 identified	 by	 the	 existing	
literature	and	(ii)	to	test	the	assumptions	of	the	model	regarding	the	effect	of	different	
processes	on	dynamic	CO2	assimilation.	

All	experiments	described	below	were	performed	with	a	light	source	composed	of	10%	
blue	 and	90%	red	 (proportions	of	photons).	All	measurements	were	 repeated	 for	 five	
replicates	 per	 genotype,	 except	 for	 Col-0	 for	which	 15	 replicates	were	 used.	 The	 data	
was	aggregated	to	 the	genotype	 level	by	averaging	across	replicates	(i.e.,	average	 time	
series	for	each	combination	of	genotype	and	measurement	protocol	were	created	from	
the	 original	 data).	 The	model	was	 fitted	 to	 all	 data	 simultaneously,	 by	minimising	 the	
weighted	 sum	 of	 squared	 relative	 deviations	 between	 the	 model	 predictions	 and	 the	
measurements.	The	weights	were	chosen	to	compensate	for	the	fact	that	the	number	of	
data	points	were	different	for	each	measurement	protocol.	

The	minimisation	was	done	with	the	derivative-free	algorithm	BOBYQA	(Powell,	2009)	
as	implemented	in	the	NLopt	library	(Johnson,	2016).	The	algorithm	was	allowed	to	vary	
the	 17	 parameters	 being	 fitted,	 plus	 additional	 parameters	 that	were	 specific	 to	 each	
mutant	 (i.e.,	 mutants	 differed	 from	 the	 wildtype	 in	 one	 or	 more	 parameters).	 The	
optimization	 was	 constrained	 by	 minimum	 and	 maximum	 values	 imposed	 on	 each	
parameter	to	ensure	that	solutions	were	physiologically	feasible.	

The	four	photosynthesis	mutants	were:	

1.	The	Rubisco	activase	mutant	rca-2	(Shan	et	al.,	2011)	was	used	to	test	how	well	
the	 model	 captures	 the	 effect	 of	 Rubisco	 activase.	 This	 genotype	 contains	 a	 “leaky”	
mutation	 that	allows	some	residual	expression	of	Rubisco	activase	 (Shan	et	al.,	2011).	
Therefore,	 for	practical	purposes,	 it	can	be	considered	analogous	to	a	Rubisco	activase	
underexpressor.	The	only	parameter	that	was	modified	in	the	model	for	this	mutant	was	
the	amount	of	Rubisco	activase	(Rca,	Table	4.8).		

2.	The	PsbS	mutant	npq4-1	 (Li	 et	 al.,	 2000a)	was	used	 to	 test	 the	 ability	of	 the	
model	 to	 simulate	 the	 different	 components	 of	 ¶<ß&ù	 correctly.	 This	 mutant	 is	
characterized	 by	 a	 strong	 reduction	 in	 qE	 and	 an	 increase	 in	 photoinhibition	 due	 to	
reduced	 photoprotection	 (Nilkens	 et	 al.,	 2010;	 Dall'Osto	 et	 al.,	 2014).	 The	 only	
parameter	that	was	modified	for	this	mutant	was	the	coefficient	Pö4 	(Table	4.8).	

3.	The	mutant	with	low	endogenous	ABA	levels,	aba2-1	(Léon-Kloosterziel	et	al.,	1996),	
was	 used	 to	 test	 the	 effect	 of	 higher	 stomatal	 conductance.	 ABA	 is	 also	 required	 for	
chloroplast	light	avoidance	movement	(Rojas-Pierce	et	al.,	2014),	so	this	mechanism	was	
turned	off	in	the	simulations	for	this	genotype.	Experiments	with	exogenous	addition	of	
ABA	 indicate	 that	 ABA	 also	 affects	 mesophyll	 conductance	 and	 other	 photosynthetic	
parameters	(Flexas	et	al.,	2008;	Mizokami	et	al.,	2014).	Based	on	those	results,	ÅJ"ä,NZ	,		
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Table	4.8:	Parameters	of	the	model	that	were	modified	for	each	mutant	when	fitting	the	model	to	
the	data	from	Kaiser	et	al.	(2016).	

Genotype	 Parameter	 Value	

aba2-1	 $(J,NZ	 3.54	mol	m–2	s–1	
aba2-1	 $',NZ	 6.82	mol	m–2	s–1	
aba2-1	 Å{r≈,25	 1.42×10−4	mol	m–2	s–1	
aba2-1	 ìw"ù	 0	
aba2-1	 y<ÇNZ	 1.13×10−5	mol	m–2	s–1	
aba2-1	 PV,ê	 0.52	
aba2-1	 $&'J	 1.11	mol	m–2	s–1	
aba2-1	 ìéV 	 3.94×103	mol–1	m2	s	
aba2-1	 ãéV 	 0.97	
rca-2	 Eqr	 2.35×10−2	g	m–2	
npq4-1	 Pö4 	 9.37×10−3	
spsa1	 y<ÇNZ	 5.65×10−6	mol	m–2	s–1	

)wJ"ä ,	 TPU25,	 parameters	 associated	 to	 mesophyll	 conductance,	 and	 chloroplast	
movement	were	modified	for	this	mutant	(Table	4.8).	

4.	The	mutant	spsa1	(Sun	et	al.,	2011),	with	lower	activities	of	sucrose	phosphate	
synthase,	was	used	to	test	the	concept	of	triose	phosphate	utilisation	as	implemented	by	
the	model,	thus	only	modifying	the	value	of	y<ÇNZ	(Table	4.8).	

In	 the	 experiment,	 measurements	 were	 performed	 on	 leaves	 of	 6	 to	 8-week-old	 A.	
thaliana	 plants	 using	 a	 LI-6400	 system	 (Li-Cor	 Biosciences,	 Lincoln,	 Nebraska,	 USA).	
Below,	a	summary	of	 the	measurement	protocols	 is	given	(for	details,	 see	Kaiser	et	al.	
2016):	

−	Photosynthetic	induction:	irradiance	was	increased	within	two	seconds	from	an	
initial	irradiance	0	μmol	m−2	s−1,	70	μmol	m−2	s−1,	or	130	μmol	m−2	s−1	to	1000	μmol	m−2	
s−1,	 800	 μmol	m−2	 s−1,	 or	 600	 μmol	m−2	 s−1,	 respectively.	 Leaves	 had	 been	 previously	
adapted	to	the	initial	irradiance	until	gas	exchange	measurements	reached	a	steady	state	
(at	least	40	minutes).	Fluorescence	measurements	were	taken	throughout	the	0	→	1000	
μmol	m−2	s−1	light	transient.	

−	Loss	of	 induction:	 irradiance	was	decreased	 from	an	 initial	 level	of	800	μmol	
m−2	s−1	or	600	μmol	m−2	s−1	to	130	μmol	m−2	s−1	or	200	μmol	m−2	s−1,	respectively.	Leaves	
were	 adapted	 to	 the	 initial	 irradiance	 until	 gas	 exchange	 measurements	 reached	 a	
steady-state.	

−	 CO2	 response	 curves:	 steady-state	 measurements	 of	 CO2	 assimilation	 were	
performed	 at	 a	 saturating	 irradiance	 of	 1000	 μmol	m−2	 s−1	 and	 air	 [CO2]	 between	 50	
μmol	mol−1	and	1500	μmol	mol−1.	

4.3.2 Results	of	calibration	
The	 model	 fitted	 the	 measurements	 of	 net	 CO2	 assimilation	 after	 light	 transients	
accurately	(Figure	4.28)	and	explained	94%	to	97%	(depending	on	the	genotype)	of	the	
variance	in	the	data.	The	root	mean	square	error	(RMSE)	of	the	fits	was	more	variable,	
with	 the	 smallest	 value	 found	 for	 rca-2	 (0.28	 μmol	m−2	 s−1)	 and	 the	 largest	 value	 for	
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aba2-1	(0.88	μmol	m−2	s−1).	In	most	cases,	the	predictions	fell	within	the	95%	confidence	
intervals	 calculated	 from	 the	 standard	 error	 of	 the	 measurements	 (Figure	 4.28).	 The	
model	reproduced	the	slower	kinetics	of	induction	in	dark-adapted	leaves	compared	to	
leaves	 adapted	 to	 low	 irradiance,	 as	 well	 as	 the	 reduction	 in	 these	 dynamics	 on	 the	
Rubisco	activase	mutant.	It	also	captured	the	increase	in	CO2	assimilation	in	aba2-1.	The	
kinetics	of	CO2	assimilation	after	a	decrease	in	irradiance	were	also	captured	accurately,	
especially	in	Col-0	and	aba2-1	(Figure	4.28).	In	all	cases	there	was	a	short	“CO2	burst”	of	
5	to	10	minutes	after	the	decrease	in	irradiance.	Measurements	and	simulations	for	the	
70	→	800	μmol	m−2	s−1	and	130	→	600	μmol	m−2	s−1	transients	were	similar	and	only	the	
former	 is	 shown	 on	 Figure	 4.28.	 For	 the	 same	 reason,	 the	 600	 →	 200	 μmol	 m−2	 s−1	
transient	is	not	shown	as	it	was	similar	to	the	800	→	130	μmol	m−2	s−1	transient.	

The	model	 also	 fitted	 the	 steady-state	 CO2	 response	 curves	 satisfactorily,	which	were	
measured	for	the	different	mutants	(Figure	4.29)	and	explained	more	than	98%	of	the	
variation	 in	 the	measurements,	with	similar	RMSE	as	 in	 the	transients	(i.e.	0.50	–	0.89	
μmol	 m−2	 s−1).	 The	 main	 features	 of	 the	 measurements	 and	 simulations	 were:	 (i)	 a	
decrease	in	the	initial	slope	due	a	decrease	in	Rca,	(ii)	a	reduction	of	the	saturating	value	
of	 CO2	 assimilation	 due	 to	 a	 reduction	 in	 SPS	 activity,	 and	 (iii)	 an	 increase	 in	 CO2	
assimilation	at	all	[CO2]	for	the	ABA	mutant.	The	model	predicted	a	slightly	higher	CO2	
assimilation	at	high	 [CO2]	 for	 the	NPQ	mutant	compared	 to	 the	wildtype,	although	 the	
measurements	 suggested	otherwise.	 It	 is	 possible	 that	 the	maximum	 rates	 of	 electron	
transport	were	 lower	 in	npq4-1	 due	 to	pleiotropic	 effects	 of	 the	mutation	or	different	
acclimation	to	the	same	growth	conditions.	

However,	 another	 possible	 explanation	 for	 the	mismatch	 is	 that	 the	model	may	 have	
overestimated	the	transient	limitations	by	qE.	That	is,	given	that	simulated	qE	decreased	
with	 [CO2]	 and	 that	 the	 time	between	 consecutive	 CO2	 levels	was	 only	 4	minutes,	 the	
simulations	of	potential	rates	of	electron	transport	(and	consequently	CO2	assimilation)	
at	 high	 CO2	were	 reduced	 in	 the	wildtype	 by	 around	 6%.	 In	 the	model,	 any	 transient	
excess	 in	 qE	 with	 respect	 to	 the	 steady-state	 may	 result	 in	 a	 decrease	 of	 CO2	
assimilation,	regardless	of	whether	 the	excess	 is	caused	by	a	decrease	 in	 irradiance	or	
increase	 in	 CO2.	 However,	 in	 reality,	 different	 mechanisms	 may	 be	 responsible	 for	
regulation	of	qE	in	response	to	changes	in	CO2	or	irradiance	(Kramer	et	al.,	2004a).	

The	 dynamics	 of	 ¶<ß&ù	 during	 induction	 were	 simulated	 accurately	 by	 the	 model	
(Figure	4.30A),	which	explained	96%	to	99%	of	the	observed	variance,	with	RMSE	in	the	
range	0.04	−	0.06.	Measured	and	simulated	¶<ß&ù	values	for	spsa1	were	similar	to	those	
of	Col-0,	with	lower	values	(but	similar	dynamics)	for	aba2-1,	higher	values	for	rca-2	and	
lower	 values	 (and	 slower	 rate	 of	 induction)	 for	npq4-1	 (Figure	4.30A).	The	 success	 in	
reproducing	¶<ß&ù	 for	rca-2	 indicates	that	the	model	captures	the	effect	of	changes	in	
the	metabolism	on	¶<ß&ù	correctly.	

The	 fitting	 procedure	 resulted	 in	 qE	 for	 npq4-1	 being	 25%	 of	 that	 achieved	 in	 the	
wildtype,	which	is	in	agreement	with	the	calculations	performed	by	Nilkens	et	al.	(2010)	
for	the	same	genotypes	based	on	time	decomposition	of	¶<ß&ù	 relaxation	curves.	This	
result	 is	also	 in	agreement	with	 the	hypothesis	 that	PsbS	contributes	 to	qE,	but	 is	not	
compulsory	for	its	formation	(Johnson	and	Ruban,	2011).	
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Figure	4.27:	Measured	(symbols)	and	simulated	(lines)	apparent	CO2	assimilation	corrected	for	the	
time	 response	 of	 the	measuring	 instrument	 (>"TT)	 as	 a	 function	 of	 time	 after	 a	 rapid	 change	 in	
incident	irradiance	from	0	to	1000	μmol	m–2	s–1	(black	circles	and	solid	lines),	from	70	to	800	μmol	
m–2	s–1	(red	triangles	and	dashed	lines)	and	from	800	to	130	μmol	m–2	s–1	(blue	crosses	and	dash-
dotted	 lines)	 for	Arabidopsis	 thaliana	 Col-0	 (A)	 and	 associated	 photosynthetic	mutants	 (B	 –	 E).	
Measurements	from	Kaiser	et	al.	(2016).	Error	bars	represent	95%	confidence	intervals	of	the	mean	
across	 replicates.	 Parameters	 for	 wildtype	 (Col-0)	 as	 in	 Table	 4.7.	 Mutants	 have	 the	 same	
parameter	values	as	the	wildtype	except	for	the	parameters	indicated	in	Table	4.8.	
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Figure	 4.28:	 Measured	 (symbols)	 and	 simulated	 (lines)	 steady-state	 response	 of	 apparent	 CO2	
assimilation	 corrected	 for	 the	 time	 response	 of	 the	measuring	 instrument	 (>"TT)	 to	 intercellular	
[CO2]	 (Ci).	 Error	 bars	 represent	 the	 95%	 confidence	 interval	 of	 the	 mean	 across	 replicates.	
Measurements	from	Kaiser	et	al.	(2016).	Parameters	for	wildtype	(Col-0)	as	in	Table	4.7.	Mutants	
have	the	same	parameter	values	as	the	wildtype	except	for	the	parameters	indicated	in	Table	4.8.	

The	 pattern	 of	 variation	 of	 qE	 (Figure	 4.30B)	 did	 not	 coincide	 with	 the	 pattern	 of	
variation	of	the	loss	of	maximum	PSII	quantum	yield	due	to	qE	(Cö4 ,	Figure	4.31)	for	all	
genotypes	 (e.g.,	 rca-2).	 This	 mismatch	 is	 an	 artefact	 of	 the	 way	 the	 qE	 component	 is	
computed,	 to	 ensure	 that	 all	¶<ß&ù	 components	 are	 strictly	 additive	 (Equation	 4.57).	
The	values	of	Cö4 	were	always	higher	in	the	first	minutes	of	the	light	transients	than	in	
the	 final	 steady-state.	 This	 behaviour	 is	 in	 agreement	 with	 patterns	 predicted	 from	
mechanistic	models	of	qE	(Zaks	et	al.,	2012;	Matuszyńska	et	al.,	2016)	and	is	associated	
with	transiently	 lower	 lumen	pH.	However,	 the	simulated	patterns	 in	Figure	4.30B	are	
actually	the	result	of	the	fact	that	QA	is	transiently	more	reduced	during	the	first	minutes	
of	 photosynthetic	 induction.	 Both	 variables	 (pH	 and	 QA)	 tend	 to	 vary	 simultaneously,	
which	is	the	reason	why	the	model	is	able	to	capture	the	temporal	pattern	correctly.	

The	 assumption	 that	 ABA	 is	 required	 for	 chloroplast	 movement	 at	 high	 irradiance	
(Rojas-Pierce	 et	 al.,	 2014)	 explained	 most	 of	 the	 difference	 in	 ¶<ß&ù	 between	 the	
wildtype	 and	 aba2-1	 (Figure	 4.30A).	 The	 component	 of	 ¶<ß&ù	 associated	 with	
chloroplast	movement	(qM)	depends	on	Cö4 	and	PVVu 	(Equation	4.56),	which	explains	the	
differences	 in	 qM	 for	 npq4-1	 and	 rca-2	 (Figure	 4.30C).	 The	 index	 qM	 should	 be	
interpreted	as	the	differences	in	¶<ß&ù	obtained	if	chloroplast	movement	was	turned	off	
(e.g.,	via	genetic	transformation	or	absence	of	blue	irradiance).	After	60	minutes	in	high	
irradiance,	qM	represented	around	13%	of	¶<ß&ù	in	the	wildtype,	whereas	it	increased	
to	 18%	 in	 npq4-1.	 These	 ratios	 are	 comparable	 with	 the	 calculations	 reported	 by	
Dall'Osto	 et	 al.	 (2014)	by	 comparing	¶<ß&ù	 induction	 in	Col-0,	npq4-1	 and	npq4phot2	
(where	the	phototropin	mutation,	phot2,	is	required	for	chloroplast	movement).	

The	amount	of	¶<ß&ù	due	to	heat	dissipation	induced	by	photoinhibition	(qI)	also	varied	
across	genotypes	(Figure	4.30D)	due	to	differences	in	the	photoprotective	effects	of	qE	
(for	rca-2	and	npq4-1)	and	chloroplast	movement	(for	aba2-1).	In	all	cases,	simulated	qI	
increased	linearly	with	time	and	was	not	saturated	even	after	60	minutes	of	exposure	to	
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high	irradiance.	In	the	wildtype,	simulated	qI	represented	9.2%	of	the	total	¶<ß&ù	at	the	
end	of	the	simulation,	whereas	this	ratio	increased	to	36%	in	npq4-1.	These	values	are	
similar	 to	 the	 ratios	 calculated	by	Dall'Osto	 et	 al.	 (2014)	 and	Nilkens	 et	 al.	 (2010)	 for	
similar	irradiances	and	the	same	length	of	exposure.	

Finally,	the	equations	describing	the	dynamics	of	stomatal	conductance	($&')	were	fitted	
to	the	0	→	1000	μmol	m−2	s−1	transient	measured	by	Kaiser	et	al.	(2016),	resulting	in	a	
small	 RMSE	 (10−3	 −	 6×10−3	mol	m−2	 s−1	 across	 genotypes)	 and	>	 95%	of	 the	 variance	
being	 explained	 by	 the	model	 (Figure	 4.32).	 Although	$&' 	 was	 also	measured	 for	 the	
other	transients,	the	saturation	of	$&' 	at	low	irradiance	(Figure	4.32B)	resulted	in	a	high	
noise/signal	ratio	for	all	measurements	except	for	the	0	→	1000	μmol	m−2	s−1	transient.	
Hence,	only	data	from	this	transient	was	used	to	estimate	the	parameters	associated	to	
the	kinetics	of	 stomatal	 conductance.	However,	 the	 initial	and	 final	 steady-states	of	all	
transients	were	used	to	construct	steady-state	irradiance	response	curves,	by	averaging	
for	120	s	in	order	to	reduce	the	noise/signal	ratio	(Figure	4.32).	

	

	
Figure	4.29:	Measured	(symbols)	and	simulated	(lines)	Stern-Volmer	NPQ	coefficient	as	a	function	
of	time	after	a	rapid	increase	in	irradiance	from	0	to	1000	μmol	m–2	s–1	(A)	and	simulated	additive	
¶<ß&ù	 components	 associated	 to	 qE	 (B),	 chloroplast	 movement	 (C)	 and	 photoinhibtion	 (D)	 for	
Arabidopsis	 thaliana	Col-0	and	associated	photosynthetic	mutants.	Measurements	 from	Kaiser	et	
al.	 (2016).	 Parameters	 for	 wildtype	 (Col-0)	 as	 in	 Table	 4.7.	 Mutants	 have	 the	 same	 parameter	
values	as	the	wildtype	except	for	the	parameters	indicated	in	Table	4.8.	
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Figure	4.30:	Simulated	loss	of	maximum	PSII	quantum	yield	due	to	qE	mechanism	as	a	function	of	
time	after	a	rapid	increase	in	irradiance	from	0	to	1000	μmol	m–2	s–1.	Parameters	for	wildtype	(Col-
0)	 as	 in	 Table	 4.7.	 Mutants	 have	 the	 same	 parameter	 values	 as	 the	 wildtype	 except	 for	 the	
parameters	indicated	in	Table	4.8.	

	

	
Figure	4.31:	Measured	(symbols)	and	simulated	(lines)	of	apparent	stomatal	conductance	to	fluxes	
of	 water	 vapour	 corrected	 for	 the	 time	 response	 of	 the	 measurement	 instrument	 (gsw,app)	 as	 a	
function	of	time	after	a	rapid	increase	in	irradiance	from	0	to	1000	μmol	m–2	s–1	(A)	and	its	steady-
state	 value	 as	 a	 function	 of	 irradiance	 (B)	 for	 Arabidopsis	 thaliana	 Col-0	 and	 associated	
photosynthetic	mutants.	Measurements	from	Kaiser	et	al.	(2016).	Parameters	for	wildtype	(Col-0)	
as	in	Table	4.7.	Mutants	have	the	same	parameter	values	as	the	wildtype	except	for	the	parameters	
indicated	in	Table	4.8.	
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4.4 Model	validation	
To	 test	 the	 predictive	 power	 of	 the	 model,	 measurements	 of	 CO2	 assimilation	 under	
fluctuating	 conditions	 (i.e.,	 lightflecks)	 by	 Kaiser	 et	 al.	 (2016)	 were	 used.	 The	
measurements	 were	 performed	 on	 the	 same	 plants	 used	 for	 parameter	 estimation	
(Section	 4.3),	 but	 were	 statistically	 independent	 and	 explored	 a	 different	 dynamic	
behaviour	of	the	system.	In	these	measurements,	irradiance	was	varied	as	a	square	wave	
in	order	to	produce	symmetrical,	periodical	lightflecks	(Figure	4.33).	A	square	wave	is	a	
function	of	time	that	consists	of	a	periodic	repetition	of	cycles.	Each	cycle	consists	of	two	
half-cycles	of	equal	length.	The	total	length	of	a	cycle	is	called	“period”.	During	each	half-
cycle,	 irradiance	was	kept	constant.	For	each	cycle,	the	irradiance	of	the	first	half-cycle	
was	always	higher	than	in	the	second	half-cycle.	The	difference	between	the	irradiance	
of	the	first	and	second	half-cycle	is	called	“amplitude”.	The	average	of	the	irradiances	of	
the	first	and	second	half-cycle	was	always	300	μmol	m–2	s–1,	but	three	amplitudes	of	100,	
200	and	500	μmol	m–2	s–1	were	used.	Each	amplitude	was	combined	with	three	periods	
(120,	 60	 and	 10	 s).	 This	 resulted	 in	 nine	 amplitude	 ×	 period	 combinations	 that	were	
used	 for	measurements	on	biological	 replicates	of	each	genotype	(same	replicates	and	
genotypes	 as	 in	 Section	 4.3).	 The	 measurements	 were	 averaged	 across	 replicates	 for	
each	combination	of	genotype,	period	and	amplitude,	and	compared	to	simulations	with	
the	model,	choosing	the	inputs	to	emulate	the	measurement	protocols.	

There	was	good	agreement	between	the	predictions	of	the	model	and	measurements	of	
average	 CO2	 assimilation	 in	 the	 lightfleck	 experiment	 (Figure	 4.34A).	 The	 fraction	 of	
variance	 explained	 by	 the	 model	 across	 genotypes	 varied	 between	 96%	 and	 99%,	
whereas	 the	 RMSE	 varied	 from	 0.16	 μmol	 m−2	 s−1	 to	 0.31	 μmol	 m−2	 s−1.	 The	 linear	
regression	between	simulated	and	measured	CO2	assimilation	did	not	have	a	significant	
intercept	whereas	the	slope	was	0.88	(Figure	4.34A).	This	indicates	that	the	predictions	
of	the	model	were,	on	average,	not	biased	and	that	the	model	captured	the	general	trend	
of	variation	across	genotype,	lightfleck	period	and	amplitude.	

	
Figure	4.32:	Example	of	measured	time	series	of	apparent	CO2	assimilation	(>"TT,	black	lines)	and	
irradiance	(I,	red	lines)	in	the	lightfleck	experiment	by	Kaiser	et	al.	(2016).	
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However,	predictions	underestimated	the	measurements	on	Col-0	(on	average,	by	0.90	
μmol	m−2	s−1)	which	explains	the	slope	of	0.88.	To	 identify	 the	origin	of	 this	deviation,	
measurements	 and	 simulations	 were	 normalized	 by	 the	 steady-state	 values	 at	 the	
beginning	of	each	 lightfleck	series	(Figure	4.34B).	The	agreement	between	simulations	
and	measurements	 increased	 slightly	 and,	more	 importantly,	 there	was	 no	 significant	
bias	in	the	predictions	with	respect	to	each	individual	genotype.	This	indicates	that	the	
model	 captured	 accurately	 the	 relative	 effect	 of	 fluctuating	 irradiance	 on	 average	 CO2	
assimilation,	but	 the	absolute	values	may	have	varied	due	to	 factors	not	considered	 in	
the	model,	such	as	leaf	age	or	time	of	the	day	at	which	the	measurements	took	place.	

To	further	test	the	model,	an	analysis	of	variance	of	the	measurements	that	included	all	
main	 effects	 and	 interactions	 among	 genotype,	 lightfleck	 period	 and	 amplitude	 was	
performed	on	the	measurements	and	simulations.	This	analysis	revealed	that	65%	of	the	
variation	 in	 the	 experimental	 data	 was	 explained	 by	 the	 amplitude,	 28%	 by	 the	
genotype,	whereas	 the	period	only	 explained	2%	of	 the	 variation	 (interactions	 among	
factors	explained	small	fractions	of	the	total	variance).	In	the	simulations,	the	amplitude,	
genotype	and	period	explained	65%,	29%	and	1.7%	of	 the	 total	variation.	The	similar	
results	 for	 both	 ANOVAs	 performed	 on	 the	 measurements	 and	 simulations	 provides	
further	evidence	that	the	model	captured	the	influence	of	fluctuating	irradiance	on	CO2	
assimilation	correctly.	

4.5 Factors	limiting	dynamic	CO2	assimilation	at	the	leaf	level	

To	 gain	 insights	 into	 the	 role	 of	 the	 different	 physiological	 processes	 that	 may	 limit	
photosynthesis,	 a	 series	of	 in	 silico	 experiments	were	performed,	where	virtual	 leaves	
adapted	 to	 low	 irradiance	 (50	 μmol	 m−2	 s−1)	 were	 exposed	 to	 high	 irradiance	 (1000	
μmol	m−2	s−1)	for	40	minutes	and	then	returned	to	50	μmol	m−2	s−1	for	40	minutes.	Other	
environmental	conditions	were:	air	 temperature	of	20	°C,	air	 [CO2]	of	400	μmol	mol−1,	
vapour	pressure	of	 the	air	of	2×103	Pa	and	a	wind	velocity	of	20.5	m	s−1	(required	 for	
boundary	 layer	 conductance	 of	 9.2	 mol	 m−2	 s−1).	 Unlike	 in	 Sections	 4.3	 and	 4.4,	 the	
simulations	 in	this	section	did	not	 include	the	corrections	 for	the	time	response	of	 the	
measurement	instrument.	

The	 virtual	 experiment	 was	 repeated	 for	 a	 series	 of	 virtual	 mutants	 in	 which	 each	
process	was	either	knocked-out	or	 assumed	 to	 respond	 instantaneously	 to	 changes	 in	
irradiance.	These	mutants	were	achieved	by	modifying	the	values	of	specific	parameters	
(Table	4.9),	and	do	not	correspond	to	any	real	mutant	and	may	not	even	be	feasible	to	
achieve	 due	 to	 physical	 and	 chemical	 constraints.	 Instead,	 they	 represent	 the	
(theoretical)	situation	where	a	process	no	longer	limits	CO2	assimilation.	The	differences	
in	predicted	CO2	assimilation	with	respect	to	the	original	parameterization	was	used	to	
calculate	the	limitation	imposed	by	the	process	being	modified	in	each	virtual	mutant.	

Several	virtual	mutants	were	constructed	 to	quantify	 the	 limitations	associated	 to	CO2	
diffusion	by	assuming	 instantaneous	changes	 in	 stomatal	 conductance,	or	non-limiting	
stomatal	and/or	mesophyll	conductance	(Figure	4.35A).	The	values	for	the	parameters	
were	 chosen	 manually	 by	 increasing	 the	 rate	 constant	 of	 changes	 in	 stomatal	
conductance	 (Kî&)	 until	 changes	 in	 predicted	 assimilation	 were	 negligible	 (i.e.,	 below	
0.1%),	which	was	achieved	with	a	Kî&	that	was	104	higher	than	the	original	value	(Tables	
4.7	 and	 4.9).	 The	 same	 approach	 was	 used	 to	 ensure	 that	 stomatal	 and	 mesophyll	
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conductance	were	not	limiting,	resulting	in	values	that	were	106	higher	than	the	original	
values	(Tables	4.7	and	4.9).	

The	simulations	indicated	that	the	kinetics	of	stomatal	opening	reduced	CO2	assimilation	
throughout	 the	 first	 half	 of	 the	 experiment	 (i.e.,	 increasing	 irradiance),	 and	 that	 the	
maximum	 level	 of	 limitation	 (more	 than	 10%	 reduction)	 occurred	 during	 the	 first	 10	
minutes	 (Figure	 4.35A).	 Assuming	 non-limiting	 stomatal	 conductance	 resulted	 in	 a	
similar	pattern,	although	the	maximum	reduction	was	25%	and	this	maximum	occurred	
at	 a	 later	 stage	of	 induction.	The	effect	 of	 removing	 the	 limitation	 imposed	by	a	 finite	
mesophyll	 conductance	differed	 significantly,	 as	 the	 limitation	 increased	progressively	
during	 the	 induction	 up	 to	 a	 maximum	 of	 25%	 (Figure	 4.35A).	 Finally,	 when	 all	 the	
conductances	were	assumed	to	be	non-limiting,	the	total	diffusional	limitation	reached	a	
maximum	of	37%,	 its	 temporal	evolution	resembled	that	of	stomatal	 limitation	and	 its	
values	were	 smaller	 than	 the	 sum	 of	 limitations	 imposed	 separately	 by	 stomatal	 and	
mesophyll	conductances.	

In	the	second	half	of	the	virtual	experiment	where	irradiance	was	decreased,	the	kinetics	
of	stomatal	closure	had	a	small	positive	effect	on	assimilation,	 though	this	was	always	
below	2%,	 and	 the	 effect	 rapidly	 decreased	 towards	 the	 end	 of	 the	 transition	 (Figure	
4.35A).	The	 limitation	due	to	a	 finite	mesophyll	conductance	was	also	small	(2%).	The	
limitation	 due	 to	 a	 finite	 stomatal	 conductance	was,	 however,	 larger	 (20%)	 and	 total	
diffusional	limitation	remained	lower	than	in	the	first	half	of	the	experiment.	

	
Figure	 4.33:	 Simulated	 and	measured	 average	 apparent	 CO2	 assimilation,	 corrected	 for	 the	 time	
response	of	 the	measurement	 instrument	 (>"TT)	during	 the	 lightfleck	measurements	 (A)	and	 the	
same	 values	 normalized	 by	 the	 simulated	 and	 measured	 steady-state	 values	 of	 >"TT	 at	 the	
beginning	of	 each	 lightfleck	 sequence	 (B).	Each	value	 corresponds	 to	a	 combination	of	genotype,	
lightfleck	period	and	amplitude.	The	solid	 line	represents	 the	1:1	 line	 in	both	panels	whereas	 the	
dashed	 line	 represents	 the	 linear	 regression	 between	 simulated	 and	 measured	 >"TT	 (A)	 and	
relative	>"TT	 (B).	Measurements	 from	Kaiser	 et	al.	 (2016).	Parameters	 for	wildtype	 (Col-0)	as	 in	
Table	 4.7.	 Mutants	 have	 the	 same	 parameter	 values	 as	 the	 wildtype	 except	 for	 the	 parameters	
indicated	in	Table	4.8.	
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In	order	to	quantify	the	limitations	imposed	by	metabolism,	three	virtual	mutants	were	
constructed	where	CO2	assimilation	was	not	limited	by	(i)	kinetics	of	Rubisco	activation,	
(ii)	kinetics	of	activation	of	enzymes	in	the	regeneration	phase	of	the	Calvin	cycle,	and	
(iii)	delays	in	CO2	release	from	photorespiration.	As	with	the	previous	virtual	mutants,	
the	 values	 of	 the	 relevant	 parameters	 (Table	 4.9)	 were	 increased	 until	 differences	 in	
simulated	CO2	assimilation	for	the	virtual	experiment	were	negligible.	This	was	achieved	
in	all	cases	by	increasing	the	relevant	rate	constants	by	three	orders	of	magnitude.	

The	limitation	imposed	by	activation	of	enzymes	in	the	regeneration	phase	of	the	Calvin	
cycle	was	small	(<	10%,	Figure	4.35B)	and	limited	to	the	first	minute	after	an	increase	in	
irradiance	(no	effect	after	a	decrease	in	irradiance).	A	larger	reduction	by	the	kinetics	of	
Rubisco	 activation	 was	 observed,	 with	 a	 maximum	 value	 of	 60%	 at	 the	 start	 of	 the	
virtual	experiment	and	a	decrease	to	negligible	values	after	10	minutes	of	exposure	to	
high	irradiance.	As	the	rate	constant	of	Rubisco	deactivation	was	not	modified,	no	effect	
was	observed	after	a	decrease	in	irradiance	for	this	mutant	(Figure	4.35B).	Finally,	the	
delay	in	the	release	of	CO2	due	to	photorespiration	had	a	positive	effect	on	assimilation	
during	the	first	5	minutes	of	the	virtual	experiment,	as	well	as	the	first	two	minutes	after	
the	 decrease	 in	 irradiance	 (Figure	 4.35B),	 though	 maximum	 relative	 changes	 were	
always	 lower	 than	 5%.	 In	 addition,	 effects	 after	 increasing	 and	 decreasing	 irradiance	
compensated	each	other,	such	that	time-integrated	CO2	assimilation	was	not	affected.	

To	quantify	effects	of	the	regulation	of	the	electron	transport	chain	on	CO2	assimilation	
under	 fluctuating	 light	 conditions,	 six	 virtual	 mutants	 were	 created.	 The	 first	 three	
consisted	of	virtual	mutants	for	which	the	rate	constants	of	qE	induction	and	relaxation,	
chloroplast	movement,	 and	 the	 quantum	yield	 of	 photoinhibition	 and	 rate	 constant	 of	
PSII	 repair	 were	 increased	 until	 they	 were	 no	 longer	 kinetically	 limiting	 (Table	 4.9),	
while	 maintaining	 the	 steady-state	 values	 of	 qE,	 relative	 absorptance	 changes	 due	 to	
chloroplast	movement	 and	 fraction	 of	 photoinhibited	 PSII	 reaction	 centres.	 The	 other	
three	 virtual	 mutants	 were	 constructed	 such	 that	 they	 lacked	 qE,	 photoinhibition	 or	
chloroplast	movement,	by	setting	the	relevant	parameter	values	to	zero	(Table	4.9).	

Assuming	 instantaneous	 changes	 in	qE	did	not	 affect	 CO2	 assimilation	during	 the	 first	
half	 of	 the	 experiment,	 but	 it	 limited	 assimilation	 up	 to	 40%	 after	 the	 decrease	 in	
irradiance	 (Figure	 4.35C).	However,	 this	 limitation	 only	 lasted	 for	 the	 first	 5	minutes,	
given	 the	 high	 rate	 of	 qE	 relaxation.	 These	 predictions	 are	 in	 agreement	 with	
experimental	 results	by	Armbruster	 et	 al.	 (2014)	 and	Kromdijk	 et	 al.	 (2016),	where	 a	
faster	qE	relaxation	resulted	in	increases	of	CO2	assimilation.	

The	slow	rate	of	chloroplast	movement	had	a	small	positive	effect	during	the	first	half	of	
the	experiment,	which	disappeared	after	25	minutes	of	exposure	to	high	irradiance.	On	
the	 other	 hand,	 after	 the	 decrease	 in	 irradiance,	 the	 rate	 at	 which	 the	 chloroplasts	
returned	to	its	original	position	resulted	in	a	strong	reduction	in	assimilation	that	lasted	
until	the	end	of	the	simulation	(Figure	4.35C).	The	larger	effect	of	chloroplast	movement	
at	low	irradiances	can	be	explained	by	the	fact	that,	at	ambient	temperature	and	[CO2],	
CO2	assimilation	was	proportional	to	absorbed	irradiance	below	100	μmol	m−2	s−1,	but	it	
was	 less	 sensitive	 at	 high	 irradiance.	 Instantaneous	 changes	 in	 the	 fractions	 of	
photoinhibited	PSII	 reaction	centres	had	a	very	small	effect	on	CO2	assimilation	 in	 the	
first	half	of	the	experiment	and	a	small	but	sustained	effect	in	CO2	assimilation	after	the	
decrease	in	irradiance,	due	to	the	slow	rate	of	PSII	repair	(Table	4.7).	
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Table	4.9:	Virtual	mutants	designed	to	quantify	limitations	by	different	processes	on	dynamic	CO2	
assimilation.	 Simulations	 for	 all	 virtual	 mutants	 were	 calculated	 with	 the	 parameter	 values	 in	
Table	4.7,	except	for	those	listed	below.	

Scenario	 Modified	parameters	

Non-limiting	stomatal	kinetics	 Kî&	=	10	s–1	
Non-limiting	stomatal	conductance	 $&'J	=	106	mol	m–2	s–1	
Non-limiting	mesophyll	conductance	 $(J,NZ = $',NZ =	106	mol	m–2	s–1	
Non-limiting	stomatal	and	mesophyll	
conductance	(no	diffusional	limitation)	 $&'J = $(J,NZ = $',NZ =	106	mol	m–2	s–1	

No	photoinhibition	 Iëxíê	=	0	m2	mol–1	
No	limitation	due	to	kinetics	of	
photoinhibition	

Këxíê	=	0.21×106	m2	mol–1	and	Kw†T,NZ	=	102	
s−1	

No	qE	 Pö4 	=	0	
No	limitation	due	to	kinetics	of	qE	 Këö4 	=	2.53×102	s−1	and	Kuö4 	=	1.37×102	s−1	
No	chloroplast	movement	 ìw"( 	=	0	and	ìw"ù	=	0	
No	limitation	due	to	kinetics	of	
chloroplast	movement	 Këú,NZ	=	1.49×102	s−1	and	Kuú,NZ=	1.85×102	s−1	

Non-limiting	activation	of	enzyme	
responsible	for	regeneration	of	RuBP	 Kë* 	=	10	s–1	

Non-limiting	kinetics	of	Rubisco	
activation	 K*#X	=	10	m2	mg–2	s–1	

No	delay	in	CO2	release	by	
photorespiration	 K2* 	=	102	s–1	

The	 analysis	 of	 the	 simulations	 with	 mutants	 that	 lacked	 qE,	 photoinhibition	 or	
chloroplast	movement	yielded	similar	results	compared	to	the	mutants	that	affected	the	
kinetics	of	these	processes.	The	lack	of	qE	did	not	affect	CO2	assimilation	in	the	first	half	
of	the	experiment	(Figure	4.35D)	and	it	resulted	in	an	increase	of	assimilation	in	the	first	
minutes	 after	 a	 decrease	 in	 irradiance.	However,	 it	 also	 resulted	 in	 a	 decrease	 in	 CO2	
assimilation	 for	 most	 of	 the	 second	 half	 of	 the	 experiment	 (Figure	 4.35D),	 due	 to	
enhanced	photoinhibition	caused	by	the	decrease	in	photoprotection.	

The	lack	of	chloroplast	movement	resulted	in	a	small	increase	in	CO2	assimilation	in	the	
first	half	of	the	experiment,	whereas,	after	a	decrease	in	irradiance,	there	was	a	strong	
enhancement	of	CO2	assimilation	during	the	first	20	minutes	and	a	decrease	afterwards,	
as	the	steady-state	absorptance	at	 low	irradiance	is	higher	than	at	dark-adapted	levels	
due	to	the	chloroplast	accumulation	response.	These	results	indicate	that	the	reduction	
of	photoinhibition	due	to	chloroplast	avoidance	movement	at	high	 irradiance	does	not	
offset	 the	direct	effects	on	CO2	assimilation	by	 reduced	absorptance.	This	may	explain	
why	sun-adapted	leaves	generally	display	very	little	(if	any)	changes	in	absorptance	due	
to	 chloroplast	 movement	 (Davis	 et	 al.,	 2011),	 as	 the	 losses	 outweighs	 the	 benefits.	
Because	 the	 plants	 used	 to	 parameterize	 chloroplast	 movement	 were	 grown	 at	
continuous,	 low	 irradiance	 (Section	 4.3.1),	 the	 movement	 of	 chloroplasts	 at	 high	
irradiance	did	not	represent	a	limitation	to	their	growth	and	it	may	be	advantageous	if	
leaves	are	exposed	to	short	sunflecks	on	a	low	irradiance	background.	
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Figure	4.34:	Simulated	relative	changes	in	CO2	assimilation	as	a	function	of	time	after	an	increase	
in	irradiance	from	50	μmol	m−2	s−1	to	1000	μmol	m−2	s−1,	followed	by	a	second	transient	back	to	50	
μmol	m−2	s−1,	 for	different	virtual	mutants.	The	system	was	in	steady-state	at	the	beginning	of	the	
simulation.	The	dashed	vertical	line	at	Time	=	40	min,	indicates	the	transition	between	irradiances.	
Parameter	values	as	in	Table	4.7,	with	changes	for	each	virtual	mutant	as	described	in	Table	4.9.	
The	mutant	“Kgs”	assumes	stomatal	conductance	to	be	in	quasi-steady	state,	whereas	“gm”,	“gs”,	and	
“gt”	are	mutants	with	non-limiting	mesophyll	conductance,	non-limiting	stomatal	conductance	and	
the	 combination	 of	 these	 two	 mutations,	 respectively.	 The	 mutants	 “kRCA”,	 and	 “kfR”	 are	
characterized	by	non-limiting	kinetics	of	activation	of	Rubisco	and	enzymes	that	regenerate	RuBP,	
respectively.	 The	mutant	 “kPR”	 assumes	 no	 delays	 in	 the	 release	 of	 CO2	 by	 photorespiration.	 The	
mutants	 “qE”,	 “qI”,	 and	 “qM”	 assume	 that	 qE,	 photoinhibition	 and	 chloroplast	 movement	 are	 in	
quasi-steady	 state.	 “No	 qI”	 is	 a	 mutant	 without	 photoinhibition,	 “No	 qM”	 lacks	 chloroplast	
movement,	and	“No	qE”	does	not	have	qE.	

	



Chapter	4	

118	

4.6 Factors	 limiting	 dynamic	 CO2	 assimilation	 at	 the	 canopy	

level	

In	 the	 previous	 section,	 a	 detailed	 analysis	 of	 the	 limitations	 imposed	 by	 different	
processes	on	CO2	assimilation	after	 rapid	 changes	 in	 irradiance	was	performed.	While	
this	analysis	provides	valuable	information	at	the	leaf	level	and	resembles	experimental	
protocols	used	in	dynamic	photosynthesis	research	(Kaiser	et	al.,	2015),	it	is	necessary	
to	 scale	 these	 simulations	 to	 the	 canopy	 level	 in	 order	 to	 understand	 how	 they	 could	
affect	 plant	 production	 under	 natural	 environmental	 conditions,	 given	 the	 complex	
spatio-temporal	distribution	of	irradiance	within	canopies.	For	this	purpose,	simulations	
of	CO2	assimilation	at	the	canopy	level	(>("x)	were	performed	for	a	theoretical	canopy	
under	different	weather	scenarios.	A	subset	of	the	virtual	mutants	discussed	above	was	
then	used	to	quantify	the	limitations	imposed	by	different	processes	on	>("x.	

A	3D	canopy,	composed	of	squared	leaves,	each	with	an	area	of	100	cm2,	and	randomly	
distributed	within	a	canopy,	was	constructed.	Although	 the	model	has	been	calibrated	
and	 validated	 with	 measurements	 on	 A.	 thaliana,	 the	 3D	 canopy	 was	 constructed	 to	
resemble	 a	 typical	 commercial	 field	 crop	 (e.g.,	 cereal)	 with	 high	 LAI	 and	 complete	
canopy	closure.	The	canopy	had	a	height	of	0.8	m	and	a	leaf	area	density	of	3.75	m2	m–3,	
which	results	in	a	leaf	area	index	of	3.	The	distribution	of	leaf	angles	with	respect	to	the	
North	(i.e.,	azimuth	angles)	was	assumed	to	be	uniform,	whereas	the	inclination	angles	
of	the	leaves	followed	a	spherical	distribution	(Campbell,	1986).	The	modelling	platform	
GroIMP	(Kniemeyer	et	al.,	2007)	was	used	to	construct	the	canopy	and	to	calculate	the	
irradiance	absorbed	by	each	leaf	using	a	built-in	ray	tracer	algorithm.	Calculations	were	
performed	for	a	column	of	the	canopy	of	1	m2	base	area	that	contained	300	leaves.	

Two	irradiance	scenarios	were	simulated:	a	clear	day	and	a	cloudy	day.	For	the	clear	day	
scenario,	the	diurnal	variation	in	diffuse	and	direct	solar	radiation	was	calculated	using	
the	equations	by	Spitters	et	al.	(1986),	assuming	an	atmospheric	transmissivity	of	75%,	
a	 latitude	 of	 52°	 N	 and	 day	 of	 year	 (DOY)	 172.	 For	 the	 cloudy	 day	 scenario,	
measurements	of	diffuse	and	direct	solar	radiation	with	a	time	resolution	of	1	min	at	the	
Veenkampen	(The	Netherlands)	weather	station	(latitude	of	51.98°	N)	on	18th	June	2015	
(DOY	169)	were	used	(Figure	4.36A).	In	both	scenarios,	the	spectra	of	diffuse	and	direct	
solar	 radiation	 were	 calculated	 with	 the	 model	 of	 Bird	 and	 Riordan	 (1986)	 at	 a	
resolution	of	5	nm	and	then	binned	into	the	wavebands	defined	by	the	following	ranges	
of	wavelengths:	320	–	400	nm,	400	–	500	nm,	500	–	600	nm,	600	–	700	nm	and	700	–	
2500	nm.	The	optical	properties	of	the	leaves	were	calculated	for	the	same	wavebands	
(see	Section	4.2.4.2	for	details)	and	were	varied	during	the	day	to	account	for	effects	of	
chloroplast	movement.	An	explicit	Euler	 integration	method	with	a	 time	step	of	1	min	
was	 used	 to	 calculate	 changes	 in	 the	 optical	 properties	 of	 the	 leaves	 according	 to	
Equations	4.36	−	4.40.	Using	a	smaller	time	step	did	not	change	the	simulations	of	 the	
optical	 properties	 significantly,	 which	 indicates	 that	 adequate	 numerical	 convergence	
was	achieved.	

For	 each	 of	 the	 irradiance	 scenarios,	 three	 temperature	 scenarios	 were	 chosen	
corresponding	 to	 diurnal	 average	 air	 temperatures	 of	 15	 °C,	 25	 °C	 and	 35	 °C	 (Figure	
4.36B).	In	the	clear	day	scenario,	it	was	assumed	that	air	temperature	varied	during	the	
day	 following	 a	 sinusoidal	 function	 of	 time,	 with	 maximum	 temperature	 occurring	 2	
hours	after	solar	noon	and	a	temperature	amplitude	of	8	°C	(Figure	4.36B).	In	the	cloudy	
day	scenario,	measured	air	temperature	(with	an	average	of	15.2	°C	and	small	variations	
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during	 the	 day)	 was	 used	 and	 two	 additional	 temperature	 scenarios	 were	 built	 by	
adding	 10	 °C	 and	20	 °C	 to	 the	 original	 scenario	 (Figure	 4.36B).	 Although	 some	of	 the	
combinations	 of	 irradiance	 and	 temperature	 may	 not	 result	 in	 realistic	 weather	
scenarios,	this	approach	allowed	evaluating	the	relative	effects	of	temperature	on	>("x	
without	confounding	the	analysis	by	changes	in	the	other	environmental	factors.	

For	 all	 the	 scenarios,	 a	wind	 speed	 of	 5	m	 s–1	 at	 the	 top	 of	 the	 canopy	was	 assumed,	
decreasing	exponentially	with	height	with	an	extinction	coefficient	of	0.5	(Leuning	et	al.	
(1995).	 The	 vapour	 pressure	 of	 the	 air	was	 assumed	 constant	 and	was	 adjusted	 such	
that	the	relative	humidity	was	80%	at	the	moment	of	minimum	temperature	in	the	clear	
day	scenarios,	resulting	in	values	of	0.85	kPa,	1.3	kPa	and	2.96	kPa	for	the	15	°C,	25	°C	
and	35	°C	temperature	scenarios,	respectively.	The	same	values	of	vapour	pressure	were	
used	for	the	cloudy	day	scenarios.	

For	each	of	the	scenarios,	the	irradiance	absorbed	by	every	leaf	within	the	canopy	was	
calculated	 at	 each	 of	 the	wavebands	 and	 for	 every	minute	 of	 the	 simulated	 days.	 The	
resulting	 time	 series	 of	 irradiance	 for	 each	 leaf	 was	 then	 used	 as	 an	 input	 for	 the	
dynamic	model	of	CO2	assimilation.	All	leaves	were	assumed	to	have	the	same	values	for	
all	 the	 parameters	 in	 the	 model,	 except	 for	 Rubisco	 content	 (EG),	 the	 maximum	
potential	 rate	 of	 electron	 transport	 at	 25	 °C	 (ÅJ"ä,NZ),	 and	 the	 maximum	 stomatal	
conductance	 ($&'J)	which	were	 assumed	 to	 decline	 exponentially	with	 height	within	
the	canopy	assuming	an	extinction	coefficient	of	0.21	(Yin	and	Struik,	2015)	and	average	
values	of	EG	=	1.58×10−5	mol	m–2,	ÅJ"ä,NZ	=	1.44×10−4	mol	m–2	s–1	and	$&'J	=	0.55	mol	
m−2	 s−1.	 The	 time	 series	 of	 assimilation	 generated	 for	 the	 different	 leaves	 were	 then	
aggregated	to	the	canopy	level	to	generate	the	values	of	>("x.	

A	potential	problem	with	the	use	of	Monte	Carlo	ray-tracing	is	that	the	simulations	are	
stochastic.	 This	 introduces	 variations	 in	 the	 time	 series	 of	 irradiance	which,	 although	
they	may	not	be	 large	(e.g.	<	1%),	 they	could	distort	 the	results	of	 the	analysis.	At	 the	
same	 time,	 there	 is	 a	 trade-off	between	 the	number	of	 rays	 (N)	used	 in	 the	 ray-tracer	
and	the	stochastic	variance	in	the	output:	while	the	computational	time	of	the	simulation	
increases	linearly	with	N,	the	variance	of	a	Monte	Carlo	simulation	decreases	at	a	rate	in	
the	order	of	N−1/2	(Caflisch,	1998).	The	simulations	were	performed	with	5	million	rays,	
which	was	observed	to	be	sufficient	 for	a	reasonably	 low	variance	 in	simulations	with	
the	GPU-based	ray	tracer	within	GroIMP.	

To	test	the	effect	of	stochastic	variance	 in	the	output,	all	results	discussed	below	were	
re-calculated	 by	 smoothing	 the	 time	 series	 of	 absorbed	 irradiance	 using	 a	 local	
polynomial	 regression	 (Cleveland	et	al.,	1992)	with	a	 span	of	0.01.	The	residuals	after	
smoothing	 the	 time	 series	 were	 normally	 distributed	 with	 a	 standard	 deviation	 that	
represented	 6%	 of	 the	 mean	 irradiance	 across	 different	 wavebands.	 The	 results,	
calculated	with	the	smoothed	time	series,	did	not	differ	from	the	ones	using	the	original	
time	 series	 (i.e.,	 relative	 differences	 <	 0.1%).	 Thus,	 the	 stochastic	 error	 in	 the	
simulations	 of	 absorbed	 irradiance	 did	 not	 have	 a	 significant	 effect	 on	 the	 analysis	
below.	

In	 the	 clear	 day	 scenarios,	 simulated	 >("x	 decreased	 with	 air	 temperature	 (Figure	
4.37A)	 and	 the	 diurnal	 pattern	 became	 progressively	 more	 asymmetric,	 with	 a	
pronounced	reduction	 in	CO2	assimilation	after	 the	solar	noon	 in	 the	scenario	with	an	
average	 air	 temperature	 of	 35	 °C.	 The	 decrease	 in	>("x	 between	 the	 15	 °C	 and	 25	 °C	
scenarios	was	caused	by	a	doubling	in	photorespiration,	which	offsets	the	small	increase	
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(13%)	in	carboxylation	(Table	4.10).	The	additional	decrease	between	the	25	°C	and	35	
°C	 scenarios	 was	 a	 combination	 of	 a	 further	 increase	 in	 the	 ratio	 between	
photorespiration	 and	 carboxylation	 and	 a	 decrease	 in	 Rubisco	 activation	 state	 due	 to	
thermal	downregulation	of	Rca	activity	(Table	4.10).	 In	addition,	the	asymmetry	in	the	
diurnal	 trend	of	>("x	 in	 the	35	 °C	scenario	was	caused	by	a	decrease	 in	carboxylation	
due	to	a	progressive	reduction	in	the	activation	state	of	Rubisco	(results	not	shown).	

In	 the	 cloudy	 scenarios,	 >("x	 oscillated	 at	 a	 high	 frequency	 in	 response	 to	 the	
fluctuations	in	solar	irradiance	(Figure	4.37B)	resulting	in	very	different	diurnal	pattern	

	
Figure	 4.35:	 Simulated	 solar	 irradiance	 (Is)	 for	 a	 clear	 day	 and	measured	 solar	 irradiance	 on	 a	
cloudy	day	(A).	Simulated	air	temperature	(Ta)	for	a	clear	day	with	averages	of	15	°C,	25	°C	and	35	
°C,	 measured	 air	 temperature	 in	 a	 cloudy	 day	 with	 average	 of	 15.2	 °C,	 plus	 two	 parallel	
temperature	scenarios	with	averages	of	25.2	°C	and	35.2	°C	(B).	

	

	
Figure	 4.36:	 Simulated	 diurnal	 variation	 in	 canopy	 CO2	 assimilation	 (Acan)	 for	 the	 clear	 (A)	 and	
cloudy	(B)	weather	scenarios	at	the	different	temperature	scenarios.	
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compared	to	clear	day	scenarios.	However,	the	relative	effect	of	air	temperature	on	total	
daily	CO2	assimilation	was	similar	 in	both	 irradiance	scenarios	and	could	be	explained	
by	 the	 same	 factors.	 The	 amount	 of	 photosynthetically	 irradiance	 absorbed	 by	 the	
canopy	in	the	cloudy	day	scenario	was	65%	lower	than	in	the	clear	day	scenario,	but	CO2	
assimilation	only	decreased	between	6%	to	13%	(Table	4.10)	due	to	the	increase	in	the	
efficiency	at	which	the	absorbed	irradiance	was	used.	Part	of	this	increase	is	associated	
to	the	non-linear	response	of	CO2	assimilation	to	irradiance,	but	also	due	to	a	reduction	
in	average	leaf	temperature	of	1.2	°C	(Table	4.10),	as	the	result	of	the	lower	energy	load	
on	leaves,	which	resulted	in	lower	ratios	between	photorespiration	and	carboxylation.	

Using	the	values	in	Table	4.10	as	a	reference,	the	virtual	mutants	described	in	Table	4.9	
were	 used	 to	 compute	 the	 limitation	 of	 the	 different	 processes	 on	 daily	 >("x.	 An	
additional	 mutant	 (“No	 Reg”)	 was	 used	 to	 quantify	 the	 total	 limitation	 on	 daily	>("x	
imposed	by	regulation	of	enzymes	in	the	Calvin	cycle,	the	electron	transport	chain,	and	
the	kinetics	of	stomatal	conductance.	

Across	the	different	irradiance	and	temperature	scenarios,	the	total	relative	decrease	on	
daily	 >("x	 for	 the	 “No	 Reg”	 mutant	 varied	 between	 5.0%	 and	 9.2%	 with	 larger	
limitations	observed	 in	 the	 cloudy	 scenarios	 (Figure	4.38).	When	 individual	processes	
were	 analysed,	 the	 largest	 limitations	 were	 found	 for	 chloroplast	movement	 (2.2%	 −	
4.7%),	photoinhibition	 (1.0%	−	2.5%)	and	activation	of	Rubisco	 (1.0%	−	2.8%).	These	
processes	also	had	a	large	effect	on	leaf-level	A	(Figure	4.35).	However,	these	limitations	
were	not	as	large	as	the	total	diffusional	limitation	imposed	by	stomatal	and	mesophyll	
conductances	 (2.55%	 −	 26.10%),	 especially	 at	 intermediate	 and	 high	 temperature.	
These	results	indicate	that,	at	the	canopy	level,	limitations	on	dynamic	assimilation	after	
a	decrease	in	irradiance	are	as	important	as	after	increases	in	irradiance.	

Although	 there	were	 clear	 limitations	 on	 CO2	 assimilation	 due	 to	 CO2	 diffusion,	 there	
was	 a	 small	 effect	 of	 the	 kinetics	 of	 stomatal	 conductance	 ($&').	 Furthermore,	 the	
assumption	of	quasi-steady	state	$&' 	resulted	in	an	increase	of	CO2	assimilation	(Figure	
4.38).	Further	analysis	of	the	simulations	(results	not	shown)	indicates	that,	in	the	clear	
day	 scenarios,	$&' 	 was	 close	 to	 the	 quasi-steady	 state	 situation	 except	 for	 the	 first	 2	
hours	of	the	simulated	days	(when	$&' 	was	below	the	steady-state)	and	in	the	last	hour	
of	the	simulated	day	(when	$&' 	was	above	the	steady-state).	Thus,	for	most	of	the	day,	
the	 kinetics	 of	 changes	 in	 stomatal	 conductance	 hardly	 affected	 CO2	 assimilation.	 In	
addition,	when	the	kinetics	were	relevant,	the	irradiance	was	low,	thus	having	a	smaller	
contribution	 to	 total	 daily	 CO2	 assimilation.	 In	 the	 cloudy	 day	 scenario,	 stomatal	
conductance	was	within	 10%	 of	 the	 steady-state	 value	 throughout	 the	 simulated	 day	
(results	not	 shown),	 such	 that	 changes	 in	 the	kinetics	did	not	have	a	major	 impact	on	
simulated	>.	A	possible	explanation	for	$&' 	being	close	to	quasi-steady	state	for	most	of	
the	 limitations	 is	 that,	 given	 the	 parameters	 in	 Table	 4.7,	 stomatal	 conductance	
saturated	at	relatively	low	irradiance	(see	Figure	4.32).	

The	large	effect	of	Rubisco	activation	at	high	temperatures	(Figure	4.38)	can	be	expected	
given	 the	 decrease	 in	 Rca	 activity	 (Table	 4.10),	 in	 agreement	 with	 the	 experimental	
results	 reported	by	Yamori	 et	 al.	 (2012)	 in	Oryza	 sativa.	 Similarly,	 the	 larger	 effect	 of	
photoinhibition	 on	 daily	>("x	 at	 low	 and	 high	 temperatures	may	 be	 explained	 by	 the	
temperature	dependency	of	the	rate	of	repair	of	PSII	reaction	centres	(Figure	4.16).	The	
effect	of	chloroplast	movement	on	CO2	assimilation	varied	with	temperature	due	to	the	
thermal	sensitivity	of	the	kinetics	and	magnitude	of	chloroplast	movement	(Figure	4.13).	
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Limitations	by	the	kinetics	of	enzyme	activation	in	the	regeneration	phase	of	the	Calvin	
cycle	and	by	the	delay	in	CO2	released	by	photorespiration	were	negligible	(Figure	4.38),	
which	 coincide	 with	 the	 small	 effects	 observed	 at	 the	 leaf	 level	 (Figure	 4.35).	 It	 has	
previously	 been	 hypothesized	 that	 the	 fast	 deactivation	 of	 these	 enzymes	would	 limit	
CO2	 assimilation	 under	 sunflecks	 (Pearcy	 et	 al.,	 1996).	 However,	 these	 analyses	were	
performed	at	 the	 leaf	 level,	 rather	 than	at	 the	canopy	 level,	 and,	 therefore,	 there	 is	no	
reference	to	contrast	the	results	in	Figure	4.38.	Nevertheless,	some	simplifications	in	the	
simulations	may	 have	 influenced	 this	 result.	 Firstly,	 due	 to	 lack	 of	 adequate	 data,	 the	
kinetics	of	enzyme	activation	were	not	estimated	from	measurements	on	A.	thaliana,	but	
rather	from	published	data	on	Glycine	max	(Sassenrath-Cole	and	Pearcy,	1994b),	which	
may	 have	 caused	 inconsistencies	 among	 the	 parameter	 values.	 Secondly,	 due	 to	
technical	limitations,	the	ray	tracer	calculated	the	distribution	of	irradiance	at	intervals	
of	30	s,	whereas	many	sunflecks	measured	in	the	field	last	for	less	than	10	s	(Way	and	
Pearcy,	2012;	Smith	and	Berry,	2013).	Given	that	the	rate	of	activation	of	these	enzymes	
limits	CO2	assimilation	during	the	first	minute	of	photosynthetic	induction	(Pearcy	et	al.,	
1996),	it	would	become	more	limiting	for	shorter	sunflecks	than	the	ones	generated	by	
the	ray	tracer.	

The	small	 limitation	on	daily	>("x	by	 the	delay	 in	CO2	release	due	 to	photorespiration	
suggests	a	compensation	of	the	positive	and	negative	effects	that	this	delay	has	on	CO2	
assimilation	after	increasing	and	decreasing	irradiance,	respectively	(Figure	4.35B).	This	
may	be	 the	 result	 of	 the	 specific	 regime	of	 sunflecks	 and	 cloudflecks	 generated	 in	 the	
simulations	 and	 therefore	 these	 results	 cannot	 be	 generalized.	 Whether	 a	 more	
significant	effect	will	be	observed	for	different	canopy	structures	or	irradiance	scenarios	
requires	further	research.		

As	 expected	 from	 the	 simulations	 at	 the	 leaf	 level,	 assuming	 qE	 to	 be	 in	 quasi-steady	
state	resulted	in	an	increase	in	CO2	assimilation,	although	very	limited	(less	than	0.35%).	
Although	 the	 relative	 reductions	 in	 CO2	 assimilation	 observed	 at	 the	 leaf	 level	 were	
larger	 (Figure	 4.35),	 these	 reductions	 occurred	 at	 low	 irradiances	 and	 thus	 low	 CO2	
assimilation,	 so	 the	 overall	 effect	 on	 canopy	 CO2	 assimilation	 is	 reduced.	 A	 similar	
reasoning	 explains	 a	 small	 effect	 of	 the	 kinetics	 of	 chloroplast	 movement	 and	
photoinhibition	 (Figure	 4.38).	 In	 addition,	 the	 assumption	 of	 quasi-steady	 state	 for	
chloroplast	 movement	 and	 photoinhibition	 has	 a	 negative	 effect	 on	 CO2	 assimilation	
after	 increases	 in	 irradiance	 (Figure	 4.35),	 which	 could	 compensate	 for	 the	 positive	
effects	after	decreases	in	irradiance.	

Table	4.10:	Canopy	CO2	assimilation	 integrated	over	 the	day	(daily	>("x ,	mol	m−2),	 carboxylation	
()#,1 ,	mol	m−2)	and	photorespiration	 (ET,1 ,	mol	m−2),	 diurnal	average	activation	 state	of	Rubisco	
(P*Q)	 and	 Rubisco	 activase	 (E!>)	 and	 diurnal	 average	 leaf	 temperature	 (yz ,	 °C)	 for	 each	
combinaton	of	 irradiance	and	 temperature	 scenario.	 See	 text	 for	details	on	 the	characteristics	of	
each	irradiance	and	temperature	scenario.	

Irradiance	 Temperature	 Daily	∆«»…	  À,Ã	 ÕŒ,Ã	 œÕ–	 ÕÀ∆	 Ã— 	

Clear	
15	 1.13	 1.40	 0.19	 0.59	 0.71	 16.4	
25	 1.10	 1.67	 0.41	 0.61	 0.94	 26.0	
35	 0.71	 1.53	 0.50	 0.43	 0.44	 35.8	

Cloudy	
15	 0.98	 1.17	 0.13	 0.53	 0.68	 15.3	
25	 0.98	 1.40	 0.28	 0.54	 0.95	 24.8	
35	 0.67	 1.32	 0.36	 0.39	 0.54	 34.6	
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The	effect	of	removing	qE	was	small,	and	always	negative,	 indicating	that	decreases	 in	
CO2	assimilation	due	to	the	reduction	 in	photoprotection	were	slightly	higher	than	the	
gains	 in	CO2	assimilation	during	the	 first	minutes	after	each	decrease	 in	 irradiance	(as	
depicted	in	Figure	4.35D).	This	negative	net	effect	agrees	with	reports	of	A.	thaliana	qE	
mutants	having	a	lower	biomass	production	and	seed	yield	under	natural	environments	
relative	to	the	wildtype	(Külheim	et	al.,	2002;	Krah	and	Logan,	2010),	although	canopies	
of	A.	thaliana	are	not	comparable	with	the	canopy	assumed	in	the	simulations.	

The	stronger	effects	obtained	when	removing	chloroplast	movements	or	photoinhibition	
(Figure	4.38)	contrasted	with	the	results	obtained	when	these	processes	were	assumed	
to	 be	 in	 quasi-steady	 state.	 Even	 though	 removing	 chloroplast	 movements	 increased	
photoinhibition,	the	decreases	in	absorptance	affected	CO2	assimilation	at	both	high	and	
low	irradiance	(Figure	4.35),	which	could	explain	why	removing	chloroplast	movement	
had	a	strong	positive	effect	on	CO2	assimilation	at	the	canopy	level.	Even	though	at	the	
leaf	 level	 (Figure	 4.35),	 the	 removal	 of	 photoinhibition	 increased	 time-integrated	 CO2	
assimilation	by	70%	more	than	the	mutant	where	photoinhibition	was	 in	quasi-steady	
state,	 the	 difference	 was	 much	 larger	 at	 the	 canopy	 level.	 This	 emphasizes	 the	
importance	of	proper	scaling	to	the	canopy	level,	as	results	from	leaf-level	experiments	
do	not	translate	directly	to	canopies	under	field	conditions.	

In	 summary,	 the	 analysis	 at	 the	 canopy	 level	 indicates	 that	 limitations	 to	 CO2	
assimilation	 under	 fluctuating	 irradiance	 can	 be	 attributed	 to	 different	 processes	 that	
play	different	roles	during	sunflecks	and	cloudflecks.	Additionally,	the	results	observed	
at	the	leaf	level	cannot	be	extrapolated	directly	to	the	canopy	level.	Very	little	is	known	
of	 the	 differences	 in	 dynamic	 photosynthesis	 across	 species.	 Therefore,	 the	 results	
obtained	 in	 these	 simulations	 should	 not	 be	 extrapolated	 to	 other	 situations.	 On	 the	
other	 hand,	 the	 different	 processes	 responsible	 for	 limiting	 CO2	 assimilation	 were	
similar	 across	 various	 temperatures	 and	 irradiance	 scenarios,	 suggesting	 that	
differences	in	the	physical	environment	(in	the	absence	of	abiotic	stress)	may	not	be	so	
relevant	in	determining	the	relative	importance	of	each	process.	

The	 results	 obtained	 from	 canopy	 simulations	 imply	 that	 ignoring	 the	 regulation	 of	
enzymes	 in	 the	Calvin	 cycle,	 regulation	of	 the	 electron	 transport,	 and	 the	dynamics	of	
$&' 	 would	 result	 in	 an	 overestimation	 of	 5.0%	 and	 9.2%	 of	 daily	>("x.	 These	 results	
question	 how	 accurate	 commonly	 used	 models	 of	 canopy	 photosynthesis	 (Wang	 and	
Jarvis,	1990;	De	Pury	and	Farquhar,	1997)	and	plant	biomass	production	 (Jones	et	al.,	
2003;	 Yin	 and	 Struik,	 2010)	 are,	 and	 warrant	 further	 research	 to	 improve	 existing	
models.	

4.7 Conclusions	
The	model	 accurately	 predicted	 the	 dynamics	 of	 CO2	 assimilation	 and	¶<ß&ù	 under	 a	
wide	range	of	irradiances.	It	could	capture	the	effect	of	several	photosynthetic	mutations	
on	 these	 dynamics,	 by	modifying	 the	 values	 of	 the	 parameters	 that	were	 expected	 to	
vary	with	the	mutations,	which	strongly	suggests	that	the	assumptions	of	the	model	are	
sound	and	represent	 the	underlying	mechanisms	correctly.	 In	addition,	 the	model	was	
calibrated	and	validated	successfully,	employing	mostly	measurements	of	gas	exchange	
and	 chlorophyll	 fluorescence,	 which	 facilitates	 future	 adaptation	 of	 the	 model	 to	
different	species	and	growth	conditions.	
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Figure	 4.37:	 Simulated	 relative	 change	 in	 daily	 canopy	 CO2	 assimilation	 (>("x)	 for	 the	 different	
weather	 scenarios	 and	 the	 different	 virtual	 mutants.	 The	 mutant	 “kgs”	 assumes	 stomatal	
conductance	to	be	in	quasi-steady	state,	whereas	“gt”	is	a	mutant	with	non-limiting	mesophyll	and	
stomatal	conductance	(i.e.,	chloroplast	[CO2]	equal	to	 leaf	surface	[CO2]).	The	mutants	“kRB”,	and	
“kfR”	 are	 characterized	 by	 non-limiting	 kinetics	 of	 activation	 of	 Rubisco	 and	 enzymes	 that	
regenerate	 RuBP,	 respectively.	 The	 mutant	 “kPR”	 assumes	 no	 delays	 in	 the	 release	 of	 CO2	 by	
photorespiration.	The	mutants	“Fast	qE”,	“Fast	qI”,	and	“Fast	qM”	assume	that	qE,	photoinhibition	
and	chloroplast	movement	are	in	quasi-steady	state.	“No	qI”	 is	a	mutant	without	photoinhibition,	
“No	qM”	lacks	chloroplast	movement,	and	“No	qE”	does	not	have	qE.	

The	analysis	of	limiting	factors	at	the	leaf	and	canopy	levels	indicated	that	the	dynamics	
of	 CO2	 assimilation	 are	 limited	 by	 several	 mechanisms	 that	 play	 different	 roles	
depending	on	whether	irradiance	transiently	increases	or	decreases.	The	most	relevant	
mechanisms	 are	 activation	of	Rubisco,	 photoinhibition,	 qE,	 chloroplast	movement	 and	
stomatal	 and	 mesophyll	 conductances.	 These	 processes	 decreased	 canopy	
photosynthesis	 by	 more	 than	 5%	 across	 several	 scenarios,	 including	 clear	 sky	
conditions,	a	dense	canopy	and	mild	temperatures.	The	methodology	presented	in	this	
study	may	be	used	to	improve	current	predictions	of	canopy	CO2	assimilation	in	models	
of	plant	production.	
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Abstract	
A	simulation	model	of	the	reactions	in	the	photosynthetic	electron	transport	chain	of	C3	
species	is	presented.	The	model	was	parameterized	with	data	from	the	literature,	with	a	
focus	on	measurements	reported	for	Arabidopsis	thaliana.	A	dataset	was	constructed	from	
multiple	 sources	 including	 measurements	 of	 steady-state	 and	 dynamic	 gas	 exchange,	
chlorophyll	 fluorescence	 and	 absorbance	 spectroscopy	 on	 A.	 thaliana	 ecotype	 under	
different	 levels	 of	 irradiance	 and	 CO2.	 The	 dataset	 was	 used	 to	 adjust	 some	 of	 the	
parameter	values	in	the	literature	and	test	predictions	of	the	model	under	the	different	
experimental	 conditions.	 The	 simulations	 suggested	 that	 that	 the	 cyclic	 electron	 flux	
around	 PSI	 was	 lower	 than	 the	 flux	 into	 alternative	 electron	 sinks.	 Furthermore,	 the	
model	predicted	that,	under	specific	conditions,	reduction	of	ferredoxin	by	plastoquinol	
is	possible,	especially	during	photosynthetic	induction.	The	model	analysis	also	revealed	
that	 the	 relationship	 between	 ATP	 synthesis	 and	 proton	 motive	 force	 was	 highly	
regulated	by	the	concentrations	of	substrates	 for	ATP	synthesis,	and	this	 facilitated	an	
increase	in	non-photochemical	quenching	under	conditions	of	metabolic	limitations	such	
as	low	CO2	or	high	irradiance.	The	generality	of	the	model	allows	for	further	research	on	
the	regulation	of	photosynthetic	electron	transport.	
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Abbreviations	
A0:	 Primary	 stable	 electron	 acceptor	 in	 the	 reaction	 centre	 of	 PSI,	 ADP:	 Adenosine	
diphosphate,	 An:	 Net	 CO2	 assimilation	 at	 the	 leaf	 level,	 ATP:	 Adenosine	 triphosphate,	
ATPase:	ATP	synthase,	cyt	b6f:	Cytochrome	b6f	complex,	ΔpH:	Difference	in	pH	between	
stroma	and	 lumen,	ΔΨ:	Voltage	of	 the	electrical	 field	 across	 thylakoid	membrane,	 ecs:	
Electrochromic	shift,	EPO:	Zeaxanthin	epoxidase,	F0:	Subunit	of	ATP	synthase	embedded	
inside	 the	 thylakoid	 membrane,	 F1:	 Subunit	 of	 ATP	 synthase	 exposed	 to	 the	 stroma,	
FBPase:	Fructose-1,6-bisphosphatase,	Fd:	Ferredoxin,	FNR:	Ferredoxin-NADP+	reductase,	
FQR:	 Ferredoxin-plastoquinone	 reductase,	 FTR:	 Ferredoxin-thioredoxin	 reductase,	%&:	
ATP	synthase	conductance,	I:	Irradiance,	ISP:	Iron-sulfur	protein,	J:	Rate	of	linear	electron	
transport,	Jcyt:	Rate	of	electron	transport	through	the	cytochrome	b6f	complex,	JII:	Rate	of	
electron	transport	through	PSII,	MAL:	Malate,	MDH:	Malate	dehydrogenase,	MPR:	Mehler	
peroxidase	 reaction,	 MT:	 Malate	 transporter,	 NH():	 Ammonium,	 NO+,:	 Nitrite,	 NO-,:	
Nitrate,	 NADPH:	 Nicotinamide	 adenine	 dinucleotide	 phosphate,	 NDH:	 NADPH	
dehydrogenase,	 NiR:	 Nitrite	 reductase,	 NPQ:	 Non-photochemical	 quenching,	 OAA:	
Oxaloacetate,	OEC:	Oxygen	evolving	complex,	P680:	Chlorophyll	pigment	 in	the	reaction	
centre	of	PSII,	P700:	Chlorophyll	pigment	in	the	reaction	centre	of	PSII,	Pc:	Plastocyanin,	
.//:	Quantum	yield	of	PSII,	PGA:	Phosphoglycerate,	Pi:	Inorganic	phosphate	in	the	stroma,	
pmf:	 Proton	motive	 force,	 PQ:	 Plastoquinone,	 PQH2:	 Plastoquinol,	 PSI:	 Photosystem	 I,	
PSIac:	 Antenna	 complexes	 associated	 to	 PSI,	 PSII:	 Photosystem	 II,	 PSIIac:	 Antenna	
complexes	associated	to	PSII,	QA:	Quinone	A	in	the	reaction	centre	of	PSII,	QB:	Quinone	
bound	 to	 QB	 site	 of	 PSII,qE:	 Energy-dependent	 non-photochemical	 quenching,	 QN:	
Plastoquinone	 binding	 site	 on	 the	 stromal	 side	 of	 cytochrome	 b6f	 complex,	 QP:	
Plastoquinol	binding	site	on	 the	 luminal	 side	of	 cytochrome	b6f	 complex,	Rca:	Rubisco	
activase,	RMSE:	Root	mean	square	error,	Rubisco:	Ribulose-1,5-bisphosphate	carboxylase	
oxygenase,	RuBP:	Ribulose-1,5-bisphosphate,	VDE:	Violaxanthin	de-epoxidase,	0&:	Flux	of	
H)	 through	 the	 ATP	 synthase,	 WWC:	 Water-water	 cycle,	 YZ:	 Tyrosine	 residue	 of	 the	
oxygen	evolving	complex	

5.1 Introduction	
The	environmental	conditions	faced	by	photosynthetic	organs	of	plants	are	variable	with	
diurnal	fluctuations	of	irradiance,	temperature,	humidity,	and	CO2	mole	fraction	([CO2]).	
In	 addition,	 absorbed	 irradiance	 can	 be	 in	 excess	 of	 the	 capacity	 of	 the	 system	 to	
assimilate	CO2.	Under	such	conditions,	photosynthesis	faces	two	main	challenges:		

1.	To	dissipate	the	excess	of	energy	that	could	otherwise	result	in	the	production	
of	reactive	oxygen	species	(Foyer	and	Shigeoka,	2011).	

2.	To	couple	the	production	and	demand	of	ATP	and	NADPH	in	chloroplasts	and	
maintain	homeostasis	in	a	fluctuating	environment	(Noctor	and	Foyer,	2000).	

These	two	objectives	must	be	met	simultaneously,	and	several	physiological	mechanisms	
have	 been	 identified	 as	 contributing	 to	 these	 goals	 (Kramer	 et	 al.,	 2004a).	 These	
mechanisms	include	(Kramer	et	al.,	2004a):		

1.	 Non-photochemical	 quenching	 (NPQ)	 of	 excess	 energy	 absorbed	 by	
photosynthetic	pigments;	
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2.	 Cyclic	 electron	 transport	 around	 Photosystem	 I	 (PSI)	 including	 NADPH	
dehydrogenase	(NDH)	and	ferredoxin-plastoquinone	reductase	(FQR);	

3.	 Consumption	 of	 electrons	 by	 alternative	 electron	 sinks	 including	 the	water-
water	cycle	(WWC),	the	malate	valve	(MDH),	and	NO+,	reduction	(NiR);	

4.	Regulation	of	the	proton	motive	force	(pmf)	via	changes	in	ATP	synthase	activity	
and	transport	of	ions	across	the	thylakoid	membrane.	

The	study	of	NPQ	in	leaves	makes	use	of	modulated	chlorophyll	fluorescence	which	is	a	
commonly	 applied	 technique	 for	 photosynthesis	 research.	 These	 studies	 rely	 on	
measurements	of	the	decrease	in	maximum	chlorophyll	fluorescence	(123 )	associated	to	
Photosystem	II	(PSII).	However,	the	values	of	123 	are	affected	by	other	processes,	such	as	
chloroplast	movement	 (Dall'Osto	 et	 al.,	 2014),	 photoinhibition	 of	 PSII	 (Gilmore	 et	 al.,	
1996),	and	state	transitions	that	redistribute	excitations	among	the	photosystems	(Ruban	
and	Johnson,	2009).	Research	on	NPQ	has	also	made	use	of	measurements	of	chlorophyll	
fluorescence	 lifetimes	 (Renger	et	 al.,	 1995;	Gilmore	et	 al.,	 1996;	Matsubara	and	Chow,	
2004),	 although	 this	 has	 often	 been	 done	 under	 in	 vitro	 conditions.	 Recently,	 Sylak-
Glassman	et	al.	(2016)	obtained	measurements	of	chlorophyll	 fluorescence	lifetimes	in	
leaves	of	A.	thaliana,	and	these	were	correlated	with	changes	in	123 	through	time,	under	
conditions	of	no	chloroplast	movement.	

Under	most	circumstances,	decreases	 in	123 	 consist	mostly	of	 the	so-called	qE	process,	
which	is	sensitive	to	the	pH	of	the	lumen	of	the	thylakoid	(Zaks	et	al.,	2013),	but	absolute	
measurements	 of	 this	 pH	 are	 difficult	 to	 obtain	 in	 vivo	 and	 current	 estimates	 remain	
uncertain	(Takizawa	et	al.,	2007).	In	recent	decades,	molecular	genetic	methods,	usually	
performed	 on	A.	 thaliana,	 have	 been	 used	 to	 study	NPQ	 (Horton,	 2014).	 Screening	 of	
mutant	collections	allowed	the	identification	of	NPQ	mutants	(Niyogi	et	al.,	1998;	Li	et	al.,	
2000b),	whereas	manipulations	in	gene	expression	(Niyogi	et	al.,	2005)	and	the	creation	
of	 double	 and	 triple	 mutants	 (Dall'Osto	 et	 al.,	 2014)	 have	 further	 contributed	 to	
understanding	NPQ	in	vivo.	

There	are	also	strong	limitations	to	the	experimental	study	of	cyclic	electron	transport	
and	 alternative	 electron	 sinks.	 Although	 several	 techniques	 are	 available	 for	 targeting	
different	mechanisms	(Bloom	et	al.,	2002;	Munekage	et	al.,	2002;	Driever	and	Baker,	2011;	
Walker	 et	 al.,	 2014;	 Strand	et	 al.,	 2016a),	 these	 techniques	do	not	provide	a	 complete	
quantification	 of	 the	 different	 fluxes	 of	 electrons	 and	 their	 regulation	 in	 response	 to	
environmental	 conditions	 and	 rely	 on	 assumptions	 that	 are	 difficult	 to	 verify	
experimentally	(Driever	and	Baker,	2011;	Johnson,	2011;	Walker	et	al.,	2014;	Fan	et	al.,	
2016).	

Research	 into	 the	 regulation	 of	 the	 pmf	 is	 also	 hindered	 by	 difficulties	 in	 obtaining	
absolute	measurements	of	pmf,	 lumen	pH,	and	 the	electrical	 field	across	 the	 thylakoid	
membrane	 in	 vivo.	 Recent	 technological	 developments	 (Sacksteder	 and	Kramer,	 2000;	
Sacksteder	 et	 al.,	 2001)	 have	 led	 to	 a	 better	 understanding	 of	 the	 regulation	 of	 ATP	
synthase	(Kanazawa	and	Kramer,	2002),	the	partitioning	of	pmf	into	an	electrical	and	pH	
component	(Cruz	et	al.,	2001;	Takizawa	et	al.,	2007)	and	the	range	of	pH	for	the	lumen	of	
the	thylakoid	that	is	physiologically	feasible	(Kramer	et	al.,	1999).	However,	the	multiple,	
complex	interactions	that	determine	the	transport	of	H)	across	the	thylakoid	membrane	
and	their	effect	on	the	regulation	of	electron	transport	have	not	yet	been	fully	elucidated	
(Strand	and	Kramer,	2014).	
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Given	the	 limitations	of	current	experimental	 technology	and	the	complex	 interactions	
among	 the	different	mechanisms,	 simulation	models	 are	 an	attractive,	 complementary	
research	 tool	 (Kitano,	 2002).	 Indeed,	 several	 models	 of	 the	 photosynthetic	 electron	
transport	 chain	 in	 C3	plants	 have	 been	published	 in	 recent	 years	 (Laisk	 et	 al.,	 2009a;	
Riznichenko	et	al.,	2009;	Ebenhöh	et	al.,	2011;	Zaks	et	al.,	2012;	Zhu	et	al.,	2013;	Tikhonov	
and	Vershubskii,	2014;	Matuszyńska	et	al.,	2016).	However,	most	of	these	models	were	
developed	to	study	specific	processes,	which	resulted	in	simplifications	of	the	rest	of	the	
biological	 processes	 that	 were	 not	 considered	 to	 be	 critical	 for	 the	 simulations.	 For	
example,	several	models	developed	to	study	qE	(Ebenhöh	et	al.,	2011;	Zaks	et	al.,	2012;	
Matuszyńska	et	al.,	2016)	simplify	the	transport	of	electrons	from	PSII	to	NADPH	and	do	
not	 include	 any	 equations	describing	 the	Calvin	 cycle	 and	 associated	pathways.	While	
such	 simplifications	may	 be	 justified	 for	 specific	 situations,	 they	 prevent	 studying	 the	
complex	 interactions	 that	 characterize	 the	 behaviour	 of	 the	 system	 under	 natural	
conditions,	where	the	electron	transport	chain	is	coupled	to	the	Calvin	cycle.	

A	more	detailed	model	can	aid	in	identifying	molecular	targets	for	genetic	improvement	
of	crops,	as	demonstrated	by	previous	use	of	models	of	photosynthesis	(Zhu	et	al.,	2007;	
Ort	 et	 al.,	 2011).	 Although	 detailed	models	 of	 the	 electron	 transport	 chain	 have	 been	
published	recently	(Laisk	et	al.,	2009a;	Zhu	et	al.,	2013),	they	do	not	include	some	of	the	
mechanisms	of	interest	in	the	regulation	of	electron	transport	chain,	such	as	NiR	(Bloom	
et	al.,	2002)	or	NDH	(Strand	et	al.,	2016b).	Furthermore,	the	testing	of	these	models	with	
experimental	data	has	been	 limited	 to	a	narrow	range	of	 experimental	 conditions	and	
measurement	 techniques,	 and	 thus	 it	 is	 not	 known	 to	 what	 extent	 their	 simulations	
realistically	 reproduce	 the	 conditions	 in	 vivo.	 Therefore,	 a	 new	 model	 is	 required,	
developed	 with	 the	 aim	 of	 analysing	 complex	 interactions	 among	 the	 mechanisms	
involved	in	the	regulation	of	the	electron	transport.	

In	this	study,	a	mechanistic	model	of	the	electron	transport	chain	is	presented	with	the	
aim	of	analysing,	in	silico,	the	role	of	the	different	mechanisms	involved	in	the	regulation	
of	photosynthesis	under	steady-state	and	fluctuating	environmental	conditions.	Special	
emphasis	is	placed	on	qE	(i.e.,	rapidly-reversible	form	of	NPQ),	cyclic	electron	transport,	
alternative	electron	sinks,	linear	electron	transport,	and	ATP	synthase.	Still,	all	relevant	
process	at	the	chloroplast	and	leaf	level	are	included	in	order	to	ensure	physiologically	
reasonable	conditions.	This	includes	a	simplified,	yet	realistic	description	of	the	stromal	
metabolism.	This	allows	accurate	simulations	of	the	demand	of	ATP	and	NADPH	under	
different	environmental	conditions.	

In	order	to	ensure	transparency	and	facilitate	future	usage	and	adaptations	of	the	model,	
a	 complete	 and	 detailed	 description	 of	 all	 equations	 in	 the	 model,	 including	 the	
assumptions	behind	 their	derivation	and	 their	parameterization	 from	the	 literature,	 is	
included	in	Section	4.2.	The	model	was	tested	with	published	experimental	data	gathered	
on	 Arabidopsis	 thaliana,	 including	 steady-state	 and	 dynamic	 measurements	 of	 gas	
exchange,	 modulated	 chlorophyll	 fluorescence,	 and	 absorbance	 changes	 at	 different	
wavelengths	that	probed	the	activities	of	PSI	and	ATP	synthase,	as	well	as	pmf	and	 its	
components.	These	tests	are	discussed	in	Section	5.3.	After	testing	the	model,	additional	
simulations	were	 performed	 and	 analysed	 in	 order	 to	 gain	 insight	 into	 the	metabolic	
regulation	 of	 the	 electron	 transport	 chain	 under	 different	 steady-state	 and	 dynamic	
environmental	conditions.	Finally,	the	simulations	include	a	sensitivity	analysis	to	discuss	
the	effect	of	the	assumed	H)/ATP	stoichiometry	of	ATP	synthase	on	the	system.	These	
simulations	are	discussed	in	Section	5.4.		
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5.2 Model	description	and	parameterization	
In	this	section,	the	equations	of	the	model	are	presented	and	discussed,	along	with	the	
assumptions	 behind	 them	 and	 how	 such	 assumptions	 affect	 the	 interpretation	 of	 the	
simulations	of	the	model	and	limit	its	range	of	applicability.	The	values	of	all	parameters	
are	given	in	tables	and	discussed	in	the	text,	with	references	to	the	sources	from	which	
they	were	obtained.	This	section	is	structured	according	to	the	different	modules	of	the	
model	(Figure	5.1):	

• Photosystem	II	(Section	5.2.1)	

• Cytochrome	b6f	(Section	5.2.2)	

• Photosystem	I	(Section	5.2.3)	

• Electron	transport	pathways	(Section	5.2.4)	

• ATP	synthase	(Section	5.2.5)	

• Proton	motive	force	(Section	5.2.6)	

• Calvin	cycle	and	CO2	diffusion	(Section	5.2.7)	

• Regulation	by	thioredoxin	(Section	5.2.8)	

In	addition,	in	Section	5.2.9	a	set	of	possible	parameter	values	for	the	amounts	of	protein	
complexes,	 electron	 carriers,	 metabolites	 in	 the	 stroma	 and	 maximum	 enzymatic	
activities	are	presented	and	discussed.	The	reason	for	a	dedicated	section	is	that	although	
the	kinetic	properties	of	the	different	enzymes	and	protein	complexes	are	expected	to	be	
conserved	 or	 to	 vary	 in	 a	 narrow	 range	 within	 the	 different	 taxa	 of	 C3	 plants,	 the	
concentrations	 and	 maximum	 activities	 discussed	 in	 Section	 5.2.9	 vary	 with	 species	
(Albertsson	et	al.,	1991;	Chow	et	al.,	1991;	Wullschleger,	1993;	Burkey	et	al.,	1996)	and	
growth	conditions	(Schöttler	and	Tóth,	2014).	Given	that	no	publication	exists	reporting	
all	 such	values,	 it	 is	 especially	 important	 to	have	a	 consistent	 set	of	 values.	Whenever	
possible,	values	for	A.	thaliana	(or	other	C3	species)	grown	at	low	irradiance	were	used	
as	 a	 reference,	 as	 this	 species	 and	 growth	 conditions	 have	 been	 used	 in	many	 of	 the	
experiments	 on	 the	 regulation	 of	 the	 electron	 transport	 chain	 in	 recent	 years.	 Since	
photosynthesis	in	plants	acclimates	to	growth	conditions	(Bailey	et	al.,	2001),	and	there	
is	an	important	inter-	and	intraspecific	genetic	variation	in	photosynthesis	(Flood	et	al.,	
2011),	 conclusions	of	 this	 study	may	not	 apply	 to	other	 species	or	 growth	 conditions.	
Some	parameters	were	further	adjusted	to	obtain	better	fits	to	specific	datasets	that	were	
used	to	test	the	model,	as	discussed	in	Section	5.3.	

Technical	details	pertaining	to	the	implementation	of	the	model	and	algorithms	required	
for	 its	 solution	 are	 discussed	 in	 Section	 5.2.10	with	 the	 aim	 of	 aiding	 potential	 users	
interested	in	using	or	adapting	the	model.	

5.2.1 Photosystem	II	
PSII	 is	 a	 protein	 complex	 in	 the	 thylakoid	 membrane	 that	 catalyses	 the	 reduction	 of	
plastoquinone	(PQ)	into	plastoquinol	(PQH2)	and	extraction	the	electrons	from	H2O	via	
the	oxygen	evolving	complex	(OEC).	The	energy	required	for	these	reactions	is	absorbed	
by	the	pigments	in	the	antenna	complexes	associated	to	PSII	(PSIIac)	and	transferred	to	
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the	reaction	centre.	This	results	in	the	oxidation	of	a	chlorophyll	pigment	in	the	reaction	
centre	(P567)	and	reduction	of	Pheophytin	(Pheo).	The	charge	is	further	transported	to	a	
quinone	permanently	bound	to	PSII	(QA)	and	finally	to	PQ	bound	at	the	QB	site	(Figure	
5.2).	P567) 	drives	the	oxidation	of	H2O	into	O2	catalysed	by	the	OEC,	through	a	Tyrosine	
residue	(YZ)	that	acts	as	intermediate.	A	complete	cycle	of	the	OEC	produces	four	electrons	
and	releases	four	H)	into	the	lumen,	that	contributes	to	the	formation	of	a	H)	gradient	
across	 the	 thylakoid	 membrane	 that	 is	 used	 for	 ATP	 synthesis.	 In	 this	 section,	 the	
equations	describing	these	reactions	are	presented	and	discussed.	First,	we	describe	the	
calculations	 of	 light	 harvesting	 and	 energy	 balance	 in	 PSIIac,	 followed	 by	 an	 empirical	
model	of	chloroplast	movement	and	their	effect	on	absorptance	of	irradiance	by	the	leaf,	
ending	with	 a	 comprehensive	model	 of	 the	 reactions	 of	 electron	 transport	within	 the	
reaction	centre.	The	kinetics	of	these	reactions	are	modelled	according	to	the	following	
master	equation:	

89:;;

8<
= > ⋅ 9:;;, 5.1 	

where	9:;;	is	the	set	of	all	possible	states	of	PSII,	which	is	determined	by	the	combination	
of	the	states	of	the	components	of	PSII	and	A	is	a	matrix	of	rate	constants	of	the	different	
transitions	among	states	of	PSII.	These	transitions	are	not	related	to	the	“state	transitions”	
involving	redistribution	of	excitations	between	PSII	and	PSI	(Ruban	and	Johnson,	2009).	
In	this	model,	 the	state	of	PSII	 is	determined	by	the	states	of	YZ,	P680,	Pheo,	QA,	QB	and	
PSIIac.	YZ	may	be	in	its	basal	state	or	oxidised	(DE	and	DF)),	P680	may	be	in	its	basal	state	
(G567),	excited	(G567∗ )	or	oxidised	(G567) ).	

Pheo	 is	 assumed	 to	 be	 either	 in	 its	 basal	 state	 (GℎJK)	 or	 reduced	 (GℎJK,).	 QA	 is	 also	
assumed	to	be	either	in	its	basal	state	(LM)	or	singly	reduced	(LM,).	The	QB	site	may	be	
empty	(LNO),	occupied	by	a	quinone	(LN),	a	semiquinone	(LN,)	or	a	quinol	(LN+,).	PSIIac	may	
contain	no	excitations	(P7)	or	one	excitation	(PQ).		

Several	models	of	PSII	kinetics	have	been	published	in	recent	years	(Lebedeva	et	al.,	2002;	
Lazár,	2003;	Zhu	et	al.,	2005;	Belyaeva	et	al.,	2008;	Laisk	et	al.,	2009b;	Zaks	et	al.,	2012;	
Loriaux	et	al.,	2013;	Xin	et	al.,	2013;	Zhu	et	al.,	2013).	These	models	differ	in	their	degree	
of	detail,	with	the	most	comprehensive	description	achieved	by	the	model	by	Xin	et	al.	
(2013),	who	use	a	Monte	Carlo	kinetic	approach	to	integrate	the	master	equation.	

Many	of	these	models	have	been	used	to	analyse	chlorophyll	 fluorescence	induction	at	
scales	of	microseconds	to	seconds	(Stirbet	and	Govindjee,	2011).	However,	the	goal	in	this	
study	is	to	investigate	the	regulation	of	the	electron	transport	chain	at	the	scale	of	seconds	
to	 minutes,	 such	 that	 much	 of	 the	 molecular	 detail	 about	 PSII	 can	 be	 simplified,	 by	
assuming	 rapid	 equilibrium	 among	 internal	 components	 and	 using	 proper	
parameterizations.	

The	combination	of	states	of	all	the	components	results	in	192	different	possible	states	in	
which	PSII	can	be.	This	means	that	A	is	a	matrix	with	36864	elements.	Fortunately,	most	
of	 those	 elements	 are	 null	 as	many	 of	 the	 transitions	 have	 a	 negligible	 probability	 of	
occurring	or	are	physically	 impossible	due	to	conservation	of	energy	and	matter.	Each	
element	RST 	of	A	corresponds	to	a	transition	from	state	U	to	state	V	and	the	value	of	RST 	is	
the	 rate	 constant	 (or	 expression	 that	 evaluates	 to	 a	 relative	 rate	 of	 change)	 of	 such	 a	
transition.	In	order	for	Equation.	5.1	to	be	valid,	rows	and	columns	of	A	have	to	be	in	the		
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Figure	5.1:	Schematic	diagram	of	the	model	of	photosynthetic	electron	transport	chain	coupled	to	
the	stromal	metabolism.	PSI	and	PSII	stand	for	Photosystem	I	and	II.	NDH	and	FQR	are	the	cyclic	
pathways	involving	NDH	and	PGRL1.	cyt	stands	for	the	cytochrome	b6f	complex,	whereas	ATPase	is	
the	ATP	synthase.	FNR	represents	the	Fd-NADP+	reductase	enzymes	and	WWC	stands	for	the	water-
water	cycle.	MDH	represents	malate	dehydrogenase	and	export	of	malate	via	the	malate	shuttle.	NiR	
represents	all	reactions	within	the	chloroplast	responsible	for	reduction	of		XY+

,	and	assimilation	of	
	XZ(

).	 CBC	 stands	 for	 the	 reactions	 involved	 in	 conversion	 of	 PGA	 into	 RuBP	 and	 Photoresp.	
represents	the	reactions	involved	in	the	conversion	of	phosphoglycolate	into	PGA	coupled	to	release	
of	CO2	and	XZ(

)	from	the	mitochondria.	

same	order	as	9:;;.	Given	that	most	elements	of	A	are	null	it	is	only	necessary	to	document	
the	 transitions	 that	 have	 non-null	 values.	 In	 addition,	 many	 of	 the	 transitions	 are	
characterized	by	the	same	kinetics	and	are	thus	lumped	together.	

To	facilitate	the	documentation	of	the	large	number	of	transitions	included	in	the	model,	
a	 novel	 notation	 is	 used.	 This	 notation	 introduces	 the	 concept	 of	 “transition	 rule”.	 A	
transition	rule	is	a	notation	that	identifies	all	transitions	in	the	master	equation	where	the	
components	of	the	system	that	are	modified	by	the	transition	or	affect	the	transition	are	
the	 same.	 The	 assumption	 is	 that	 the	 kinetics	 (i.e.,	 a	 rate	 constant	 or	 expression	 that	
evaluates	to	a	rate	constant)	associated	with	a	transition	rule	apply	equally	to	the	set	of	
transitions	 identified	 by	 the	 transition	 rule.	 For	 example,	 the	 transition	 rule	DF) → DE	
(Table	5.1)	denotes	the	reduction	of	an	oxidised	Yz	by	OEC.	There	are	96	transitions	where	
DF
)	evolves	into	DE ,	each	associated	with	different	states	of	G567,	Pheo,	LM,	LN 	and	PSIIac,	
which	are	all	left	unspecified	by	the	rule.	
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Figure	5.2:	Schematic	diagram	of	electron	transport	within	Photosystem	II.	

This	means	that	the	96	locations	in	matrix	A	that	correspond	to	this	transition	will	all	have	
the	same	value	which	will	be	either	a	rate	constant	or	an	expression	that	evaluates	to	a	
relative	 rate	 of	 change.	 In	 most	 cases,	 transition	 rules	 will	 affect	 more	 than	 one	
component	 and	 the	 different	 components	 are	 separated	 by	 a	 “∙”	 symbol.	 The	 order	 in	
which	different	components	appear	in	a	transition	rule	is	irrelevant.	Each	transition	rule	
has	an	associated	rate	vector	that	contains	the	rates	of	all	the	transitions	identified	by	a	
transition	rule.	Each	rate	vector	is	calculated	as	the	product	of	the	starting	state	vector	of	
the	transition	times	the	expression	that	characterizes	the	kinetics	of	the	transition	rule.	
The	 electron	 transport	 through	 PSII	 is	 simulated	 by	 744	 transitions	 identified	 by	 21	
transitions	rules	(Table	5.1).	

5.2.1.1 Light	harvesting	and	energy	transfer	
5.2.1.1.1 Light	harvesting	
The	fraction	of	incident	irradiance	(I,	μmol	m−2	s−1)	absorbed	by	a	leaf	(\),	in	the	absence	
of	chloroplast	movement,	is	calculated	from	the	total	chlorophyll	content	of	the	leaf	(]^ ,	
mol	m−2)	using	the	empirical	relationship	described	by	Evans	(1993):	

\ =
]^

]^ + àbc

, 5.2 	

where	 àbc 	(mol	m−2)	is	an	apparent	half-saturation	constant	assumed	to	have	a	value	of	
7.6×10−5	 mol	 m−2	 (Evans,	 1993),	 originally	 determined	 for	 Medicago	 sativa.	 Similar	
relationships	were	 found	 for	 other	 species	 (Lin	 and	Ehleringer,	 1982;	Kirchhoff	 et	 al.,	
1989;	Evans	and	Poorter,	2001).	

Because	 àbc 	was	estimated	from	measurements	at	the	leaf	level,	it	includes	absorption	
by	 non-photosynthetic	 pigments	 (e.g.,	 phenolic	 compounds	 and	 non-photosynthetic	
carotenoids)	 as	 well	 as	 auxiliary	 photosynthetic	 pigments	 (carotenoids)	 that	 transfer	
energy	 to	 chlorophyll	 pigments	 of	 PSIIac	 and	 the	 antenna	 complexes	 associated	 to	PSI	
(Solovchenko,	2010).	A	detailed	simulation	of	the	optical	properties	of	a	leaf	is	beyond	the		
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Table	 5.1:	 Transition	 rules	 and	 associated	 kinetics	 that	 describe	 the	 electron	 transport	 within	
Photosystem	 II	 (see	 text	 for	 details	 on	 how	 transition	 rules	 are	 used	 to	 construct	 the	 master	
equation).	 Each	 rate-vector	 is	 calculated	as	 the	 initial	 state	 times	 the	 kinetic	 expression	and	 the	
number	of	elements	of	each	vector	is	indicated	with	parentheses.	

Transition	rule	 Kinetics	expression	 Rate	
vector	

DF
) → DE	 efOg 1 + 10ijkl mnjkl,m&o 	 pqrs	

(96)	
DE ⋅ G567

) → DF
) ⋅ G567	 e^m	 ptu	(24)	

DF
) ⋅ G567 → DE ⋅ G567

) 	 e^m exp −Δy^m − z{|̂ m1 }~ 	 put	(24)	
P7 → PQ	 �\m\ÄÅ+ ∑9:;; + 	|

��

JÉ
eÑÑ	 pÖÜ	(96)	

PQ → P7	 eá+ + eà+ + Leâä + eãã 	 påÜ	(96)	
PQG567 → P7G567

∗ 	 eçg 	 péè	(48)	
P7G567

∗ → PQG567	 egç	 pèé	(48)	
G567
∗ ⋅ GℎJK ⋅ LM → G567

) ⋅ GℎJK, ⋅ LM	 egêf	 pèëí	(12)	
G567
∗ ⋅ GℎJK ⋅ LM

, → G567
) ⋅ GℎJK, ⋅ LM

,	 egêg 	 pèëè	(12)	
G567
) ⋅ GℎJK, ⋅ LM → G567

∗ ⋅ GℎJK ⋅ LM	 egêf exp −Δygêf − Δ{|gê1 }~ 	 pèìí	(12)	
G567
) ⋅ GℎJK, ⋅ LM

, 	→ G567
∗ ⋅ GℎJK ⋅ LM

,	 egêg exp −Δygêg − Δ{|gê1 }~ 	 pèìè	(12)	
GℎJK, ⋅ LM 	→ GℎJK ⋅ LM

,	 emç	 pué	(48)	
GℎJK ⋅ LM

, 	→ GℎJK, ⋅ LM	 emç exp î2,ïM − î2,ñbOf − z{|mç 1 }~ 	 péu	(48)	

LM
,LN 	→ LMLN

,	 eçóQ	
péòô	
(24)	

LMLN
, 	→ LM

,LN 	 eçóQ exp î2ïç − î2ïö/ïö
ú − z{|çó 1 }~ 	 pòéô	

(24)	

LM
,LN

, 	→ LMLN
+,	 eçó+	

péòÜ	
(12)	

LMLN
+, 	→ LM

,LN
,	 eçó+ exp î2ïç − î2ïö

ú/ïö
ùú − z{|çó 1 }~ 	 pòéÜ	

(12)	

LN
O 	→ LN

+,	 eóñï&+ó GLZ+ GLZ+ + GL 	 pò9ûüÜò	
(24)	

LN
+, 	→ LN

O 	 eóñï&+Ä 	
pò9ûüÜì	
(24)	

LN
O 	→ LN 	 eóñïó GL GLZ+ + GL 	 pò9ûò	

(24)	

LN 	→ LN
O 	 eóñïÄ 	

pò9ûì	
(24)	

	
scope	of	 this	model,	but	 the	effects	 can	be	 incorporated	by	defining	correction	 factors	
derived	 from	 the	 spectral	 distribution	 of	 low-light	 quantum	 yield	 of	 CO2	 uptake.	 The	
average	spectrum	from	22	species	determined	by	McCree	(1972)	was	used	to	calculate	
these	 correction	 factors,	 assuming	 a	 normalized	 correction	 factor	 of	 1	 for	 the	 red	
waveband.	Thus,	the	fraction	of	I	used	for	photochemistry	(\m)	is	calculated	as	

\m = \ |ó†áó + |°†á° + |Ä , 5.3 	

where	|ó ,	|°	and	|Ä 	are	the	fractions	of	I	in	the	blue	(400	–	500	nm),	green	(500	–	600	nm)	
and	red	(600	–	700	nm)	wavebands	respectively	and	†áó	and	†á°	are	the	correction	factors	
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for	blue	and	green	wavebands	with	values	of	0.76	and	0.89	 calculated	 from	 the	 curve	
published	by	McCree	 (1972).	 By	 default,	 an	 uniform	distribution	 of	 I	 across	 the	 three	
wavebands	is	assumed.	]^	is	calculated	from	the	amounts	of	PSII	and	PSI	and	the	number	
of	chlorophyll	molecules	per	reaction	centre	(R// 	and	R/)	as	

]^ = R//∑9:;; + a§∑9:;. 5.4 	

The	values	of	R/ 	and	R// 	may	change	in	the	short	term	(minutes)	due	to	state	transitions,	
a	mechanism	that	balances	the	distribution	of	energy	to	the	two	types	of	photosystems	
affecting	 a	 small	 fraction	 of	 the	 PSIIac	 pool	 (Dietzel	 et	 al.,	 2008).	 State-transitions	 are	
restricted	to	low	light	as	they	are	inhibited	by	reduction	of	thioredoxin	(Rintamäki	et	al.,	
2000;	Breitholtz	et	al.,	2005;	Nikkanen	and	Rintamäki,	2014).	Recent	evidence	indicates	
that	 the	magnitude	of	 state	 transitions	 in	 vivo	when	 exposed	 to	 changes	 in	 irradiance	
levels	 is	 small	 (Mekala	 et	 al.,	 2015),	 as	 opposed	 to	 changes	 in	 the	 spectrum	 to	 favour	
excitation	of	PSI	or	PSII	 (Hogewoning	et	 al.,	 2012).	Also,	when	measured	under	white	
light,	 the	 state	 transition	 mutant	 stn7	 of	 A.	 thaliana	 shows	 similar	 chlorophyll	
fluorescence	parameters	compared	to	the	wildtype	(Nilkens	et	al.,	2010;	Dall'Osto	et	al.,	
2014).	Therefore,	state	transitions	may	play	a	more	important	role	in	response	to	changes	
in	the	spectrum	of	incoming	irradiance,	like	a	reduction	in	the	red:far-red	ratio	by	shading	
(McTavish,	1988),	than	in	response	to	changes	of	irradiance	levels.	Such	changes	in	the	
spectrum	 are	 beyond	 the	 scope	 of	 this	 model	 and	 the	 effect	 of	 state	 transitions	 are	
therefore	 not	 taken	 into	 account.	 The	 values	 of	 R/ 	 and	 R// 	 may	 also	 change	 with	
acclimation	to	irradiance,	as	certain	components	of	PSIIac	(e.g.,	LHCII)	bind	PSIac	(Wientjes	
et	al.,	2013).	

In	 order	 to	 reproduce	 correctly	 the	 measurements	 of	 PSII	 and	 PSI	 quantum	 yield	
discussed	in	Section	5.3,	the	ratio	σ+ = a§§∑PSII/C™	was	set	to	0.55.	In	addition,	Walters	
and	Horton	(1995)	measured	a	PSII:C™	ratio	of	2.01×10−3	at	low	irradiance.	Assuming	a	
PSI:PSII	ratio	of	0.8	(see	Section	5.2.9),	the	values	of	a§	and	a§§	were	deduced	to	be	196	
and	200	(Table	5.2),	respectively.	With	a	PSII	content	of	0.80×10−6	mol	m−2	(see	Section	
5.2.9),	this	resulted	in	C™	being	285×10−6	mol	m−2	and	an	absorptance	of	0.79.	

The	 chloroplast	 light	 avoidance	movement	 is	 a	mechanism	 by	which	 the	 positions	 of	
chloroplasts	within	 a	mesophyll	 cell	 are	modulated	 by	 blue	 irradiance	 (Ib).	 At	 high	 Ib,	
chloroplasts	 migrate	 towards	 the	 anticlinal	 walls	 (avoidance	 movement),	 reducing	 \,	
whereas	at	 low	Ib,	 they	migrate	towards	the	periclinal	walls	(accumulation	movement)	
increasing	 \	 (Haupt	 and	 Scheuerlein,	 1990;	 Davis	 and	 Hangarter,	 2012).	 To	 the	
knowledge	of	the	author,	no	simulation	model	of	chloroplast	movement	and	its	effect	on	
the	optical	properties	of	leaves	exists.	Based	on	published	measurements	on	A.	thaliana	
(Kasahara	 et	 al.,	 2002;	 Davis	 and	 Hangarter,	 2012;	 Łabuz	 et	 al.,	 2015),	 the	 following	
expressions	were	derived:	

\´¨¨ =

1 +
�≠

�R†
\´R† if	�≠ ≤ �R†

1 + \´R† −
\\´�≠ + \´R0 − \\´�≠ + \´R0

2 − 4\\´�≠±\´\´R0

2±\´
if	�≠ > �R†

		, 5.5 	

and	

8\Ä

8<
=

\Äêê − \Ä eS≥ if	\Äêê > \Ä
\Äêê − \Ä e¥≥ if	\Äêê ≤ \Ä

	, 5.6 	
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where	\Äêê 	is	the	steady-state	relative	\	(i.e.,	with	respect	to	dark-adapted	state),	 	�çg	is	
the	value	of	�ó	 at	which	 the	accumulation	response	 is	maximised,	\Äçg 	 and	\Äç∂	 are	 the	
maximum	relative	increase	and	decrease	in	\	due	to	chloroplast	movement,	\\´	and	±\´	
are	the	apparent	initial	slope	and	curvature	of	changes	in	\Äêê 	with	�ó ,	and	eS≥ 	and	e¥≥ 	are	
the	apparent	rate	constants	at	which	relative	\	increases	and	decreases.	In	some	species	
and/or	 growth	 conditions,	 changes	 in	 absorptance	 due	 to	 chloroplast	 movement	 are	
negligible	(Davis	et	al.,	2011;	Higa	and	Wada,	2016).	For	such	species,	\Äçg 	and	\≥Ä 	can	be	
set	to	zero	to	remove	any	effects	of	chloroplast	movement.	Details	on	the	calibration	of	
Equations	5.5	and	5.6	are	given	in	Chapter	4	of	this	dissertation.	

	

5.2.1.1.2 Energy	balance	in	the	antenna	complexes	of	Photosystem	II	
Assuming	200	chl	per	PSI	or	PSII	reaction	centre	and	a	total	PSI	+	PSII	content	of	2	μmol	
m−2,	the	average	time	between	two	consecutive	excitations	per	chl	pigment	in	the	antenna	
complexes	is	at	least	25	ms	(for	an	absorbed	irradiance	≤	104	μmol	m−2	s−1).	Given	that	the	
lifetime	of	an	excitation	in	PSIIac	is	in	the	order	of	nanoseconds	or	lower,	the	probability	
that	two	excitations	coexist	in	one	antenna	complex	is	negligible.	This	allows	defining,	in	
the	model,	a	binary	component	per	PSII	unit	that	determines	whether	the	PSIIac	contains	
an	excitation	(P7	and	PQ,	see	Table	5.1).	Excitations	are	formed	by	absorbed	irradiance	(as	
calculated	in	the	previous	section)	and	excitations	can	be	exchanged	among	PSIIac	(pÖÜ	in	
Table	5.1).	

The	method	followed	to	simulate	migration	of	excitations	among	PSIIac	is	similar	to	that	
proposed	 by	 Lavergne	 and	 Trissl	 (1995).	 A	 rate	 constant	eãã	 of	 excitation	migration	
among	PSIIac	is	assumed.	For	a	given	non-excited	PSIIac,	the	rate	constant	of	excitation	due	
to	immigration	of	excitations	is	|//O∑eãã ,	where	|//O∑	is	the	fraction	of	PSIIac	that	is	excited.	
For	 an	 excited	 PSIIac,	 the	 rate	 constant	 of	 excitation	 emigration	 is	eãã .	 This	 approach	
results	in	a	net	transfer	of	energy	from	PSII	units	where	excitations	have	a	longer	lifetime	
due	to	lack	of	photochemistry	(i.e.,	closed	reaction	centres)	to	those	where	it	is	lower	(i.e.,	
open	reaction	centres).	The	main	difference	with	 the	approach	by	Lavergne	and	Trissl	
(1995)	is	that	they	used	the	fraction	of	reaction	centres	that	are	closed	as	opposed	to	|//O∑ .	
Still,	 the	most	 important	 factor	 in	determining	 the	 lifetime	of	 an	excitation	 in	PSIIac	 is	
whether	the	reaction	centre	can	perform	photochemistry	or	not	(based	on	the	relative	
values	of	the	different	rate	constants,	see	Table	5.3),	so	both	modelling	approaches	will	
generate	 similar	 results.	 A	 value	 of	 5×109	 s−1	 was	 assumed	 for	 eãã	 as	 this	 gave	 an	
intermediate	 behaviour	 between	 the	 theoretical	 extremes	 of	 complete	 and	 absence	 of	
connection	 (i.e.,	 the	 so-called	 lake	 and	puddle	models).	Apart	 from	migration	 towards	
other	 PSIIac,	 excitations	may	 also	 be	 transferred	 to	 the	 reaction	 centre,	 reversibly,	 or	
quenched	as	fluorescence	or	heat.	Two	forms	of	heat	dissipation	are	considered:	(i)	a	non-
regulated	form	that	is	present	in	dark-adapted	thylakoids	and	assumed	constant,	and	(ii)	
a	regulated	form	that	increases	with	acidification	of	the	lumen	(qE).	

The	 transfer	 of	 excitations	 from	 PSIIac	 to	 G567	 is	 assumed	 to	 be	 reversible	 with	 rate	
constants	of	1.5×1010	s−1	(to	the	reaction	centre)	and	3.0×1010	s−1	(to	the	antennae)	as	
determined	by	Holzwarth	et	al.	(2006).	Previous	models	of	PSII	have	used	values	of	the	
rate	 constant	 of	 fluorescence	 emission	 (eá+)	 between	 5.6×107	 s−1	 and	 6.7×107	 s−1	
(Lavergne	and	Trissl,	1995;	Xin	et	al.,	2013;	Zaks	et	al.,	2013).	The	values	of	the	basal	rate	
constant	 of	 heat	 dissipation	 (eà+)	 in	 those	 models	 varied	 between	 2.45×108	 s−1	 and	
5.5×108	s−1	(Lavergne	and	Trissl,	1995;	Xin	et	al.,	2013;	Zaks	et	al.,	2013),	which	agree	
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with	maximum	chlorophyll	 fluorescence	 lifetimes	of	2	ns	 for	PSIIac	 in	 intact	 thylakoids	
(Belgio	et	al.,	2012).	Values	of	6.7×107	s−1	and	5.0×108	s−1	were	chosen	for	eá+	and	eà+,	
respectively	(Table	5.2).	

The	magnitude	of	the	rate	constant	associated	to	qE-dependent	heat	dissipation	increases	
as	the	pH	of	the	lumen	decreases,	due	to	changes	in	the	concentration	of	zeaxanthin	and	
protonation	of	the	PsbS	protein,	although	other	xanthophylls	may	also	play	a	role	(Zaks	
et	al.,	2013).	These	effects	are	quantified	in	the	model	by	a	factor	L	that	varies	between	0	
and	 1	 and	 a	maximum	 rate	 constant	 of	 qE-dependent	 heat	 dissipation	 (Table	 5.2)	 of	
1.9×109	s−1,	which	was	necessary	to	obtain	good	agreement	with	measurements	of	NPQ	
(see	 Section	 5.3	 for	 details).	 The	 value	 of	 L	 is	 calculated	 from	 the	 concentration	 of	
zeaxanthin	and	protonation	of	the	PsbS	protein	as	described	below.	The	exact	mechanism	
associated	with	qE	is	still	under	debate	and	current	mathematical	models	therefore	resort	
to	phenomenological	approaches	(Zaks	et	al.,	2012;	Zhu	et	al.,	2013;	Matuszyńska	et	al.,	
2016).	An	adaptation	of	the	“4-state”	model	described	by	Matuszyńska	et	al.	(2016)	was	
used	in	the	current	study,	as	it	reproduces	the	kinetics	of	qE	induction	and	relaxation	best.	

The	factor	L	is	calculated	as	

L = ∏Q 1 − |Fπ |ñêó∫m + ∏+|Fπ|ñêó∫m + ∏-|Fπ 1 − |ñêó∫m , 5.7 	

where			|Fπ	is	the	fraction	of	the	xanthophyll	pool	in	the	form	of	zeaxanthin,	|ñêó∫m	is	the	
fraction	of	PsbS	protein	that	is	protonated	and	∏Q	(0.3),	∏+	(0.6)	and	∏-	(0.1)	are	empirical	
parameters	that	add	up	to	1	and	represent	the	contribution	to	qE	of	each	combination	of	
|Fπ	and	|ñêó∫m.	The	fourth	state	(dark-adapted	PSII)	is	already	captured	by	eà+.	The	values	
of	the	parameters	are	empirical	and	were	estimated	to	ensure	reasonable	simulations	of	
qE	kinetics	during	induction	and	relaxation	(see	Section	5.3	for	details).	Changes	in	|ñêó∫m	
are	assumed	to	follow	first-order	kinetics	as	described	by	the	expression	

8|ñêó∫m

8<
=

|ñêó∫m,êê − |ñêó∫m eñêó∫S |ñêó∫m,êê ≥ |ñêó∫m

|ñêó∫m,êê − |ñêó∫m eñêó∫¥ |ñêó∫m,êê < |ñêó∫m
	, 5.8 	

where	|ñêó∫m,êê	is	the	steady-state	fraction	of	PsbS	that	is	protonated	and	eñêó∫S 	(s−1)	and	
eñêó∫¥ 	(s−1)	are	the	rate	constants	at	which	|ñêó∫m	increases	and	decreases,	respectively.	
These	rate	constants	do	not	necessarily	represent	 the	rate	constants	of	protonation	of	
deprotonation	 of	 PsbS,	 but	 rather	 quantify	 the	 time	 it	 takes	 for	 a	 protonation	 (or	
deprotonation)	event	to	affect	the	quenching	properties	of	PSIIac.	Using	this	approach,	one	
is	not	required	to	make	explicit	assumptions	about	the	mechanism	by	which	such	effect	
would	take	place.	It	is	further	assumed	that	changes	in	PsbS	protonation	are	responsible	
for	the	initial	rapid	changes	in	maximum	chlorophyll	 fluorescence	yields	during	a	 light	
transient.	With	the	data	reported	by	Nilkens	et	al.	(2010)	on	A.	thaliana,	eñêó∫S 	and	eñêó∫¥ 	
were	estimated	to	be	1.7×10−2	s−1	and	3.0×10−2	s−1,	respectively.	Similar	values	could	be	
deduced	from	the	data	by	Dall'Osto	et	al.	(2014).	

The	 protonation	 of	 PsbS	 is	 assumed	 to	 follow	 a	 Hill	 equation	 with	 respect	 to	 the	
concentration	 of	 free	 protons.	When	 expressed	 as	 a	 function	 of	 pH,	 such	 relationship	
adopts	the	following	form	(Takizawa	et	al.,	2007):	

|m&,ñêó∫ =
1

1 + 10iø m&¿,mnø
, 5.9 	
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Table	5.2:	Parameters	associated	to	light	harvesting,	chloroplast	movement	and	non-photochemical	
quenching	of	excited	chl	states.	See	bottom	of	the	table	for	sources.	

Symbol	 Description	 Value	 Source	

àbc 	
Apparent	half-saturation	constant	of	leaf-
level	absorptance	with	respect	to	
chlorophyll	content	

76×10−6	mol	m−2	
s−1	 1	

R/ 	
Average	number	of	chlorophyll	molecules	
per	PSI	reaction	centre	 200	 2	

R// 	
Average	number	of	chlorophyll	molecules	
per	PSII	reaction	centre	 196	 2	

�çg	
Blue	light	intensity	at	which	the	
accumulation	response	is	maximised	

1.6×10−6	mol	m−2	
s−1	 3	

\Äçg	
Maximum	relative	increase	in	absorptance	
due	to	the	chloroplast	accumulation	
movement	

0.05	 3	

\≥Ä	
Apparent	initial	slope	of	the	dependency	of	
chloroplast	avoidance	movement	on	blue	
light	

6.55×103	mol−1	m2	s	 3	

\Äç∂	
Maximum	relative	decrease	in	absorptance	
due	to	chloroplast	avoidance	movement	 0.16	 3	

±≥Ä	
Curvature	of	the	dependency	of	chloroplast	
avoidance	movement	on	blue	light	 0.36	 3	

eS≥ 	
Apparent	rate	constant	at	which	
absorptance	increases	due	to	chloroplast	
movement	

2.50×10−3	s−1	 3	

e¥≥ 	
Apparent	rate	constants	at	which	
absorptance	decreases	due	to	chloroplast	
movement	

3.84×10−3	s−1	 3	

†áó	
Correction	factor	for	blue	light	due	to	
absorption	by	non-photosynthetic	and	
auxiliary	pigments	

0.76	 4	

†á°	
Correction	factor	for	green	light	due	to	
absorption	by	non-photosynthetic	and	
auxiliary	pigments	

0.89	 4	

eá+	
Rate	constant	of	excitation	quenching	as	
fluorescence	in	the	antenna	complexes	of	
PSII	

6.67×107	s−1	 5	

eà+	
Basal	(non-regulated)	rate	constant	of	
excitation	quenching	as	heat	in	the	antenna	
complexes	of	PSII	

2.33×108	s−1	 5	

∏Q	
Relative	contribution	of	protonated	PsbS	to	
qE	in	the	absence	of	zeaxanthin	 0.3	 6	

∏+	
Relative	contribution	of	protonated	PsbS	
and	zeaxanthin	to	qE	 0.6	 6	

∏-	
Relative	contribution	of	zeaxanthin	to	qE	in	
the	absence	of	protonated	PsbS	 0.1	 6	

eñêó∫S 	
Rate	constant	of	qE	increase	due	to	
protonation	of	PsbS	 1.7×10−2	s−1	 7	
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Symbol	 Description	 Value	 Source	

eñêó∫¥ 	
Rate	constant	of	qE	decrease	due	to	
deprotonation	of	PsbS	 3.0×10−2	s−1	 7	

¬ m̀	 pK	of	PsbS	protonation	 6.3	 6	
√m	 Hill	coefficient	of	PsbS	protonation	 1	 8	

eƒàäQ	
Maximum	rate	constant	of	violaxanthin	
conversion	into	antheraxanthin	 2.33×10−3	s−1	 9	

eOmfQ	
Maximum	rate	constant	of	antheraxanthin	
conversion	into	violaxanthin	 1.83×10−4	s−1	 10	

eƒàä+	
Maximum	rate	constant	of	antheraxanthin	
conversion	into	zeaxanthin	 8.33×10−3	s−1	 9	

eOmf+	
Maximum	rate	constant	of	zeaxanthin	
conversion	into	antheraxanthin	 4.83×10−4	s−1	 10	

¬ ∂̀	
pK	of	violaxanthin	de-epoxidase	activity	
with	respect	to	pH	of	the	lumen	 6.4	 8	

√∂	
Hill	coefficient	of	violaxanthin	de-epoxidase	
activity	with	respect	to	lumen	pH	 3	 8	

eâä 	
Maximum	rate	constant	of	excitation	
quenching	by	qE	in	the	antenna	complexes	
of	Photosystem	II	

1.9×109	s−1	 6	

1.	(Evans,	1993).	
2.	Calculated	from	data	by	Walters	et	al.,	(1999)	and	Walters	and	Horton	(1995).	
3.	 Calculated	 from	 multiple	 sources	 in	 Chapter	 4	 (Brugnoli	 and	 Björkman,	 1992;	 Davis	 and	
Hangarter,	2012;	Łabuz	et	al.,	2015).	
4.	Calculated	from	McCree	(1972)	
5.	(Xin	et	al.,	2013).	
6.	Estimated	from	data	in	Section	5.4.	
7.	(Nilkens	et	al.,	2010).	
8.	(Takizawa	et	al.,	2007).	
9.	(Frommolt	et	al.,	2001).	
10.	(Härtel	et	al.,	1996).	

where	√m	 and	¬ m̀	 are	 the	Hill	 coefficient	 and	pK	of	 the	 reaction	of	 PsbS	protonation,	
respectively.	Takizawa	et	al.	(2007)	calculated	from	in	vivo	measurements	values	for	√m	
and	¬ m̀	of	1	and	6.8,	though	there	was	high	uncertainty	in	the	exact	value	of	the	latter	
given	that	the	absolute	measurements	of	lumen	pH	were	not	available.	Zaks	et	al.	(2012)	
estimated	 values	 for	√m	 and	¬ m̀	 of	 3	 and	 6.4,	 by	 fitting	 their	model	 to	 time	 series	 of	
chlorophyll	fluorescence,	whereas	Matuszyńska	et	al.	(2016)	assumed	values	for	√m	and	
¬ m̀	of	3	and	5.9	also	by	fitting	their	model	to	data.	A	good	agreement	between	simulations	
and	measurements	(see	Section	5.3	for	details)	was	obtained	assuming	values	of	1	and	6.3	
for	√m	and	¬ m̀	(Table	5.2).	

Interconversions	among	the	different	pigments	in	the	xanthophyll	pool	are	catalysed	by	
violaxanthin	de-epoxidase	(VDE)	and	zeaxanthin	epoxidase	(EPO).	VDE	is	mostly	located	
in	the	lumen	and	its	activity	is	strongly	dependent	on	lumen	pH,	whereas	EPO	is	located	
in	the	stroma	where	the	pH	is	highly	buffered.	Assuming	first-order	kinetics	(Zaks	et	al.,	
2012;	Zhu	et	al.,	2013),	the	dynamics	of	the	different	components	of	the	xanthophyll	pool	
are	described	by	the	following	system	of	equations:	
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8|ƒπ

8<
= −eƒàäQ|m&|ƒπ + eOmfQ|Mπ,

8|Mπ

8<
= eƒàäQ|m&|ƒπ − eOmfQ|Mπ − eƒàä+|m&|Mπ + eOmf+|Fπ,

8|Fπ

8<
= eƒàä+|m&|Mπ − eOmf+|Fπ,

5.10 	

where	|ƒπ ,	|Mπ	and	|Fπ	are	the	fractions	of	the	xanthophyll	pool	in	the	form	of	violaxanthin,	
antheraxanthin,	 and	 zeaxanthin,	 respectively;	 eƒàäQ	 (s−1)	 and	eƒàä+	 (s−1)	 are	 the	 rate	
constants	 of	 de-epoxidation,	 eOmfQ	 (s−1)	 and	 eOmf+	 (s−1)	 are	 the	 rate	 constants	 of	
epoxidation,	and	|m& 	is	the	relative	effect	of	lumen	pH	of	the	activity	of	VDE.	Frommolt	et	
al.	(2001)	measured	eƒàäQ	and	eƒàä+	in	Spinacia	oleracea	at	a	pH	of	5	(|m& 	=	1)	resulting	
in	values	of	2.33×10−3	s−1	and	8.33×10−3	s−1,	respectively.	Härtel	et	al.	(1996)	calculated	
eƒàäQ	and	eƒàä+	at	high	light	(where	VDE	activity	may	not	be	maximized)	for	leaves	of	
Hordeum	 vulgare	 and	 obtained	 similar	 values	 of	 2.0×10−3	 s−1	 and	 9.17×10−3	 s−1,	
respectively.	For	the	same	species,	Härtel	et	al.	(1996)	calculated	eOmfQ	and	eOmf+	to	be	
1.83×10−4	s−1	and	4.83×10−4	s−1,	respectively.	The	values	of	eƒàäQ	and	eƒàä+	by	Frommolt	
et	al.	 (2001)	were	used,	as	 they	represent	 true	maximum	rates,	whereas	 the	values	of	
eOmfQ	and	eOmf+	were	taken	from	Härtel	et	al.	(1996).	The	same	type	of	Hill	equation	as	for	
PsbS	protonation	was	used	to	calculate	the	coefficient	|m& 	as:	

|m& =
1

1 + 10i≈ m&o,mn≈
, 5.11 	

where	√∂	 and	¬ ∂̀	 are	 the	Hill	 coefficient	 and	pK	of	VDE,	 respectively.	 Takizawa	et	 al.	
(2007)	calculated	the	apparent	Hill	coefficient	and	pK	of	de-epoxidation	in	vivo	to	be	4	
and	6.8,	respectively.	These	values	are	related	to	√∂	and	¬ ∂̀ ,	but	the	relationship	depends	
on	 the	 rate	 constants	 of	 epoxidation	 and	 de-epoxidation.	 In	 order	 to	 achieve	 the	
relationship	reported	by	Takizawa	et	al.	 (2007)	and	given	 the	rate	constants	assumed	
above,	it	is	required	to	set	¬ ∂̀	=	6.4	and	√∂	=	3.	This	is	in	agreement	with	measurements	
of	¬ ∂̀	in	vitro		that	range	from	6.0	(Pfündel	and	Dilley,	1993)	to	6.7	(Bratt	et	al.,	1995).	
However,	other	models	of	qE,	assumed	a	¬ ∂̀	of	6.0	(Zaks	et	al.,	2012),	or	5.8	(Matuszyńska	
et	al.,	2016),	which	are	at	the	limit	or	below	in	vitro	values.	

5.2.1.2 Electron	transport	within	Photosystem	II	
Due	 to	 effects	 of	 the	 local	 electrical	 field,	 the	 rate	 constants	 of	 charge	 separation	 are	
considered	different	 for	 reaction	centres	with	oxidised	and	reduced	QA,	with	values	of	
3×109	 s−1	 and	 4.7×108	 s−1,	 respectively	 (Roelofs	 et	 al.,	 1992).	 Charge	 separation	 is	
reversible	and	the	apparent	Gibbs	free	energy	is	also	affected	by	the	redox	state	of	QA,	
with	values	of	−5.7	103	J	mol−1	and	−0.8	103	J	mol−1	(Table	5.3)	for	oxidised	and	reduced	
QA,	respectively	(Roelofs	et	al.,	1992).	Because	charge	separation	results	in	the	transport	
of	a	charge	orthogonal	to	the	thylakoid	membrane	surface,	the	free	energy	of	this	reaction	
is	 affected	by	 the	 existence	 of	 an	 electrical	 field	 (Δ{)	 across	 the	 thylakoid	membrane	
(Lebedeva	et	al.,	2002).	The	effect	is	calculated	based	on	the	electrogenicity	of	the	reaction	
using	coefficients	calculated	by	Belyaeva	et	al.	 (2008).	Pheo	reduces	QA	 in	a	reversible	
reaction	which	is	also	affected	by	the	electrical	field	across	the	thylakoid	membrane.	The	
midpoint	redox	potentials	of	QA	and	Pheo	were	assumed	to	be	−0.145	V	(Krieger	et	al.,	
1995)	and	−0.640	V	(Rappaport	et	al.,	2002),	whereas	the	forward	rate	constant	was	set	
to	2.3×109	s−1	(Roelofs	et	al.,	1992).	
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The	 OEC	 contains	 a	 cluster	 with	 four	 atoms	 of	 manganese	 (Mn)	 that	 donates	 four	
electrons	to	DE),	leading	to	five	states	of	the	OEC	(Figure	5.2),	although	the	lifetime	of	the	
fifth	state	is	negligible	compared	to	the	other	states	(Razeghifard	et	al.,	1997).	Although	
the	different	transitions	are	characterized	by	different	kinetics	(Dekker	et	al.,	1984;	van	
Leeuwen	et	al.,	1993;	Razeghifard	et	al.,	1997),	simulations	with	a	full	representation	of	
the	 OEC	 indicated	 that	 the	 steady-state	 value	 of	 DE)	 was	 linearly	 related	 to	 the	 rate	
constant	 of	DE	 oxidation	 (results	 not	 shown).	 This	 allowed	 to	 simplify	 the	 system	 and	
assume	a	single	rate	constant	(efOg)	of	DE)	reduction.	In	addition,	the	relative	distributions	
of	OEC	states	barely	changed	with	the	rate	constant	of	DE	oxidation.	This	simplification	
relies	 on	 two	 assumptions:	 (i)	 the	 system	 is	 in	 quasi-steady	 state	 at	 the	 timescale	 of	
interest,	and	(ii)	the	oxidation	of	DE	follows	first-order	kinetics	and	is	kinetically	limited	
by	charge	separation.	From	the	measurements	by	Razeghifard	et	al.	(1997)	at	282	K,	and	
correcting	 for	 the	 temperature	dependency	of	 the	OEC	 (Reinman	and	Mathis,	 1981)	 a	
value	 of	 efOg 	 =	 1.09×104	 s−1	 was	 calculated	 (the	 rate	 constants	 for	 the	 individual	
transitions	were	e7→Q	=	5.7×104	s−1,	eQ→+	=	3.4×104	s−1,	e+→-	=	5.7×104	s−1	and	e-→7	=	
3.7×103	s−1).	The	same	calculation	with	data	from	other	experiments	(Dekker	et	al.,	1984;	
van	Leeuwen	et	al.,	1993)	yielded	similar	results	for	efOg .	

YZ	reduces	P567) 	in	a	reversible	reaction	which	is	also	affected	by	the	electrical	field	across	
the	thylakoid	membrane	(Lebedeva	et	al.,	2002).	Brettel	et	al.	(1984)	observed	that	the	
rate	constant	of	P567) 	reduction	by	YZ	(e^m)	and	the	free	energy	of	the	reaction	(Δy^m)	were	
dependent	 on	 the	 state	 of	 the	OEC.	 Thus,	 an	 average	was	 calculated	weighting	 by	 the	
probabilities	of	each	state	as	in	the	previous	calculation,	yielding	values	for	e^m	and	Δy^m	
of	6.3×106	s−1	and	−2.81×103	J	mol−1,	respectively.	The	activity	of	the	OEC	decreases	with	
acidification	of	the	lumen	(Reinman	and	Mathis,	1981;	Ono	and	Inoue,	1988),	which	has	
been	linked	to	the	loss	of	Ca2+	from	the	Mn	cluster	(Ono	and	Inoue,	1988).	A	Hill	equation	
was	 assumed	 (Table	 5.1)	 and	 fitted	 to	 the	 data	 reported	 by	 Ono	 and	 Inoue	 (1988),	
resulting	in	a	pK	of	5.3	and	a	Hill	coefficient	(√fOg)	of	1.	

The	reduction	of	QB	follows	the	two-electron	gate	model	(Crofts	and	Wraight,	1983).	The	
intermediate	state	(Q«,)	is	bound	very	tightly	to	the	site	(Crofts	and	Wraight,	1983),	such	
that	only	Q«	and	Q«+,	are	exchanged	with	the	free	pool	of	PQ	and	PQH2.	The	reductions	of	
QB	and	Q«,	are	reversible	and	also	affected	by	the	existence	of	an	electrical	field	across	the	
thylakoid	membrane	(Belyaeva	et	al.,	2008).	The	rate	constants	of	QB	and	Q«,	reduction	
were	 set	 to	 5.0×103	 s−1	 and	 2.0×103	 s−1,	 based	 on	measurements	 by	 de	Wijn	 and	 van	
Gorkom	(2001),	and	are	within	the	range	of	values	reported	in	the	 literature	for	these	
parameters	(2.5×103	–	5.0×103	s−1	and	1.2×103	–	3.3×103	s−1,	respectively	(Lazár,	1999)).	
For	the	reduction	of	QB,	an	equilibrium	coefficient	of	20	was	assumed	(Diner,	1977;	Crofts	
and	Wraight,	1983)	which	implies	a	midpoint	redox	potential	of	î2ïö/ïöú 	=	-0.065	V.	

The	 equilibrium	 coefficient	 for	Q«,	 reduction	 is	 uncertain	 (Crofts	 and	Wraight,	 1983),	
although	a	value	of	50	is	often	assumed	(Joliot	et	al.,	1992;	Cleland,	1998;	Lazár,	1999).	
However,	 predictions	 from	 these	 coefficients	 result	 in	 QA	 being	 more	 oxidised	 than	
observed	 in	 experiments	 (Joliot	 et	 al.,	 1992;	 Cleland,	 1998).	 On	 the	 other	 hand,	 the	
equilibrium	coefficient	between	bound	Q«,/Q«+,	and	the	free	pool	of	PQ/PQH2	is	1	(Crofts	
and	Wraight,	 1983),	 which	means	 that	î2ïö/ïöùú = î2ñï/ñï&ù = 0.08	 V	 (Strand	 et	 al.,	
2016b).	 Therefore,	 instead	 of	 using	 an	 equilibrium	 coefficient	 of	 50,	 î2ïöú/ïöùú		 was	
derived	from	î2ïö/ïöùú 	and	î2ïö/ïöú ,	resulting	in	a	value	of	0.225	V.	The	exchange	with		
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Figure	 5.3:	 Schematic	 diagram	of	 electron	 transport	within	 the	 cytochrome	 b6f	 complex	 and	 the	
binding	sites	of	plastoquinone/ol	and	plastocyanin.	

Table	 5.3:	 Parameters	 associated	with	 electron	 transport	within	 PSII.	 See	 text	 for	 details	 on	 the	
source	of	each	parameter	value	

Symbol	 Description	 Value	 Source	

|̂ m	
Fraction	of	Δ{	across	the	thylakoid	that	affects	
the	equilibrium	coefficient	of	P567) 	reduction	by	YZ	 0.1	 1	

efOg 	 Average	rate	constant	of	DE)	by	OEC	 1.09×104	s−1	 2	
√fOg 	 Hill	coefficient	of	OEC	activity	with	respect	to	pH	 1	 3	
¬ f̀Og 	 pK	of	OEC	activity	 5.28	 3	
e^m	 Rate	constant	of	P567) 	reduction	by	YZ	 6.3×106	s−1	 4	

Δy^m	
Gibbs	free	energy	of	P567) 	reduction	by	YZ	in	the	
absence	of	a	Δ{	across	the	thylakoid	

−2.8×103	J	
mol−1	 4	

eçg 	
Rate	constant	of	energy	transfer	from	PSIIac	to	
PSII	reaction	centre	 1.5×1010	s−1	 5	

egç	
Rate	constant	of	energy	transfer	from	PSII	
reaction	centre	to	PSIIac	 3.0×1010	s−1	 5	

egêf	
Rate	constant	of	charge	separation	in	open	
reaction	centres	 3×109	s−1	 6	

egêg 	
Rate	constant	of	charge	separation	in	closed	
reaction	centres	 4.7×108	s−1	 6	

|gê	
Fraction	of	Δ{	across	the	thylakoid	that	affects	
the	equilibrium	coefficient	of	charge	separation	 0.4	 1	

Δygêf	
Gibbs	free	energy	of	charge	separation	in	open	
reaction	centres	in	the	absence	of	a	Δ{	across	the	
thylakoid	

−5.7×103	J	
mol−1	 6	

Δygêg 	
Gibbs	free	energy	of	charge	separation	in	closed	
reaction	centres	in	the	absence	of	a	Δ{	across	the	
thylakoid	

−0.8×103	J	
mol−1	 6	

emç	 Rate	constant	of	QA	reduction	by	Ph	 2.3×109	s−1	 6	

|mç	
Fraction	of	Δ{	across	the	thylakoid	that	affects	
the	equilibrium	coefficient	of	QA	reduction	by	Ph	 0.4	 1	

î2,ïM	 Midpoint	redox	potential	of	QA	at	a	pH	of	7	 −145×10−3	V	 7	
î2,ñbOf	 Midpoint	redox	potential	of	QA	at	a	pH	of	7	 −640×10−3	V	 8	
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eçóQ	 Rate	constant	of	QB	by	Q»,	 5×103	s−1	 9	

|çó	
Fraction	of	Δ{	across	the	thylakoid	that	affects	
the	equilibrium	coefficient	of	QB	reduction	by	Q»,	

0.1	 1	

î2ïö/ïö
ú 	 Midpoint	redox	potential	of	the	Q/Q,	pair	bound	

at	the	QB	site	 -65×10−3	V	 10	

eçó+	 Rate	constant	of	Q«,	reduction	by	Q»,	 2×103	s−1	 9	

î2ïö
ú/ïö

ùú 	 Midpoint	redox	potential	of	the	Q
,/Q+,	pair	

bound	at	the	QB	site	
225×10−3	V	 10	

eóñï&+ó	 Rate	constant	of	PQH2	binding	to	the	QB	site	 500	s−1	 9,	10	
eóñï&+Ä 	 Rate	constant	of	PQH2	release	from	the	QB	site	 500	s−1	 9,	10	
eóñïó	 Rate	constant	of	PQ	binding	to	the	QB	site	 500	s−1	 9,	10	
eóñïÄ 	 Rate	constant	of	PQ	release	from	the	QB	site	 500	s−1	 9,	10	

1.	(Belyaeva	et	al.,	2008).	
2.	Calculated	from	data	by	Razeghifard	et	al.	(1997).	
3.	Calculated	from	data	by	Ono	and	Inoue	(1988)	
4.	Calculated	from	data	by	Brettel	et	al.	(1984).	
5.	(Holzwarth	et	al.,	2006).	
6.	(Roelofs	et	al.,	1992).	
7.	(Krieger	et	al.,	1995).	
8.	(Rappaport	et	al.,	2002).	
9.	(de	Wijn	and	van	Gorkom,	2001).	
10.	Calculated	from	data	by	Crofts	and	Wraight	(1983).	

the	free	pool	of	PQ	and	PQH2	is	assumed	to	follow	the	law	of	mass	action	(Table	5.1)	with	
equal	rate	constants	of	binding	and	release	for	each	species	(Crofts	and	Wraight,	1983;	
Lazár,	1999).	A	rate	constant	of	500	s−1	was	assumed	based	on	measurements	by	de	Wijn	
and	van	Gorkom	 (2001).	 Similar	 values	 (120	–	1000	 s−1)	 have	been	 reported	 in	other	
studies,	reviewed	by	Lazár	(1999)	

5.2.2 Cytochrome	b6f	complex	
The	cytochrome	b6f	complex	(cyt	b6f)	is	a	protein	complex	that	catalyses	the	reduction	of	
plastocyanin	(Pc)	by	plastoquinol	(PQH2),	coupled	to	the	release	of	H)	 into	the	 lumen,	
while	the	protonation	of	Q2−	occurs	in	the	stroma.	Cyt	b6f	consists	of	multiple	proteins	and	
three	binding	sites	that	form	two	electron	transport	chains	(Figure	5.3).	The	PQH2	bound	
to	the	QP	site	first	reduces	the	“Rieske”	iron-sulfur	protein	(ISP),	releasing	2	H)	into	the	
lumen	and	producing	a	semiquinone	anion	(Q−),	which	reduces	heme	bL	(Figure	5.3).	A	
series	 of	 electron	 transfer	 reactions	 (known	as	 the	 “high	potential	 chain”)	 follows	 the	
reduction	 of	 ISP	 and	 ends	 in	 the	 reduction	 of	 a	 bound	 Pc.	 The	 “low	 potential	 chain”	
transfers	an	electron	in	the	reduced	heme	bL	to	a	Q	or	Q,	bound	at	the	QN	site	(Figure	5.3).	
The	consecutive	oxidation	of	two	PQH2	at	the	QP	site	will	reduce	one	Q	bound	at	the	QN	
site	in	what	is	called	the	“Q	cycle”.	This	Q	cycle	appears	to	be	active	under	physiologically	
relevant	conditions	(Sacksteder	et	al.,	2000).	

The	kinetics	of	electron	transport	within	the	cytochrome	b6f	complex	are	described	by	the	
following	master	equation:	

8è…t

8<
=   ⋅ è…t, 5.12 	

where	 è…t	 is	 the	 set	 of	 all	 possible	 states	 of	 the	 cytochrome	 b6f	 complex,	 which	 is	
determined	by	the	combination	of	the	redox	states	of	the	components	of	cyt	b6f	and	B	is	a	



Chapter	5	

146	

matrix	of	rate	constants	of	the	different	transitions	between	states	of	cyt	b6f.	The	state	of	
cyt	b6f	is	determined	by	the	combinations	of	states	of	QP	and	QN	and	Pc-binding	site.	In	the	
model,	the	QP	site	can	be	empty,	occupied	by	Q	or	QH+	(i.e.,	LñO ,	Lñ ,	or	LñZ+).	The	QN	site	
can	be	empty	or	occupied	by	Q,	Q,,	or	Q+,		(i.e.,	LÀO ,	LÀ ,	LÀ,,	or	LÀ+,).	The	Pc-binding	site	
may	be	empty,	occupied	by	an	oxidised	Pc,	or	a	reduced	Pc	(i.e.,	G†O ,	G†),	or	G†).	The	
matrix	 	is	documented	in	the	rest	of	this	section	by	means	of	transition	rules	(Table	5.4)	
and	associated	kinetics	(see	beginning	of	Section	5.2.1	for	details	on	the	notation	used	to	
describe	transition	rules).	The	electron	transport	through	the	cytochrome	b6f	is	simulated	
with	36	states	and	142	transitions,	identified	by	16	transitions	rules	(Table	5.4).	

It	 is	 assumed	 that	 the	 lifetime	of	Q,	 bound	 to	 the	QP	 site	 is	negligible	which	prevents	
bypassing	the	Q	cycle.	Based	on	this	assumption,	the	oxidation	of	PQH2	bound	to	the	Qp	
site	 is	 modelled	 as	 a	 bifurcated	 reaction	 (Table	 5.4),	 which	 is	 kinetically	 limited	 by	
reduction	of	ISP	with	a	maximum	rate	constant	egÃ^	of	500	s−1	(Zhu	et	al.,	2013).	This	rate	
constant	decreases	with	the	pH	of	the	lumen	and	the	same	mathematical	expression	as	
for	 VDE	 and	 PsbS	 (i.e.,	 Equations	 5.9	 and	 5.11)	 is	 used	 to	 describe	 this	 effect.	 A	 Hill	
coefficient	of	1.5	was	assumed	(Table	5.5),	based	on	the	estimations	by	Takizawa	et	al.	
(2007),	 though	 good	 fits	 to	 measurements	 in	 vitro	 have	 been	 obtained	 with	 a	 Hill	
coefficient	of	1	(Hope	et	al.,	1994).	The	pK	was	assumed	to	be	6.1,	lower	than	the	original	
one	by	Takizawa	et	al.	(2007)	but	closer	to	in	vitro	measurements	(Nishio	and	Whitmarsh,	
1993;	Hope	et	al.,	1994).	

For	simplicity	and	given	that	the	internal	electron	transport	within	cyt	b6f	can	be	assumed	
to	be	in	quasi-steady	state	at	the	scale	of	milliseconds	(Berry	and	Rumberg,	2001),	the	
bifurcated	 reaction	 is	 modelled	 as	 a	 pseudo-reaction	 that	 reduces	 directly	 Q	 (or	Q,)	
bound	 to	 the	 QN	 site,	 as	 well	 as	 bound	 Pc)	 (Kramer	 and	 Crofts,	 1993).	 That	 is,	 both	
electron	 transport	 chains	within	 cyt	 b6f	 are	 simulated	 in	 a	 single	 step.	 These	 electron	
acceptors	are	used	to	calculate	the	apparent	equilibrium	coefficient	from	differences	in	
midpoint	redox	potentials.	î2,ñg 	has	a	value	of	0.36	V	(Drepper	et	al.,	1996).	It	is	further	
assumed	 that	 î2,ïŒ/ïŒ&ù 	 =	 î2ñï/ñï&ù 	 =	 0.08	 V	 (Strand	 et	 al.,	 2016b).	 The	 values	 of	
î2,ïœ/ïœ

ú 	and	î2,ïœú/ïœùú 	depend	on	the	stability	of	the	Q
,	bound	to	the	QN	site	(Osyczka	et	

al.,	2005).	Assuming	a	stability	constant	of	10−5	(Hauska	et	al.,	1996),	and	î2,ïœ/–—ùú =
0.08	 V,	 it	 is	 deduced	 that	 î2,ïœ/ïœú 	 =−0.07	 V	 and	 î2,ïœú	 ïœùú 	 =	 0.23	 V.	 The	 resulting	
equilibrium	coefficients	for	the	bifurcated	reaction	when	Q	is	bound	at	the	QN	site	is	212,	
whereas	the	reaction	becomes	practically	irreversible	when	Q,	is	bound	at	the	QN	site	(>	
107).	

Note	that	this	equilibrium	coefficients	do	not	correspond	to	the	concerted	reduction	of	
cyt	f	and	cyt	bH,	which	has	a	lower	value	of	10	(Kramer	and	Crofts,	1993).	Whereas	î2,ñg 	
is	similar	to	the	midpoint	redox	potential	of	cyt	f,	cyt	bH	has	a	midpoint	redox	potential	of	
–0.05	V,	hence	the	differences	in	the	calculations.	Also,	Kramer	and	Crofts	(1993)	assumed	
î2,ïŒ/ïŒ&ù 	to	be	0.120	V.	If	a	value	of	0.08	V	had	been	used,	the	equilibrium	coefficient	
would	have	been	234,	similar	to	the	situation	where	Q	is	bound	to	the	QN	site.	

The	exchange	of	PQ,	PQH2	and	Pc	is	simulated	between	the	binding	sites	of	cyt	b6f	and	the	
medium	 is	 assumed	 to	 follow	 the	 law	 of	 mass	 action	 (Table	 5.4).	 The	 rate	 constants	
estimated	in	vitro	by	Schumaker	and	Kramer	(2011)	were	used,	except	for	Pc	as	they	were	
not	reported	 in	the	original	study.	Several	experiments	have	measured	a	second	order	
rate	constant	of	Pc	reduction	by	cyt	b6f,	with	values	 in	 the	order	of	107	M−1	s−1	 (Cruz-
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Gallardo	et	al.,	2012;	Ueda	et	al.,	2012).	Given	that	the	concentration	of	Pc	in	the	thylakoid	
lumen	is	in	the	order	of	10−3	M	(see	Section	5.2.9),	the	pseudo-first	order	rate	constants	
of	Pc	reduction	would	be	in	the	order	of	105	s−1.	It	is	further	assumed	that	the	equilibrium	
coefficient	between	bound	and	free	Pc	is	one.	

5.2.3 Photosystem	I	
PSI	 is	 a	 protein	 complex	 in	 the	 thylakoid	 membrane	 that	 catalyses	 the	 reduction	 of	
ferredoxin	(Fd)	employing	energy	absorbed	by	chlorophyll	pigments	and	extracting	the	
electrons	from	Pc	(Figure	5.4).	The	energy	is	absorbed	by	the	pigments	in	the	antennae	
complexes	and	 transferred	 to	a	 chlorophyll	pigment	 in	 the	 reaction	centre	 (P700).	This	
energy	oxidises	P700	(P“77) ),	an	electron	is	transferred	to	the	first	electron	acceptor	(A0),	
followed	 by	 a	 chain	 of	 intermediates	 that	 at	 the	 end	 reduces	 bound	 Fd	 (Figure	 5.4),	
whereas	P“77) 	 is	 reduced	 by	 bound	 Pc	 in	 a	 reversible	 reaction.	 Structural	 data	 on	 the	
reaction	centre	of	PSI	indicates	that	there	is	one	binding	site	for	Pc	and	one	binding	site	
for	 Fd	 (Busch	 and	Hippler,	 2011;	Ueda	 et	 al.,	 2012).	 The	 structure	 of	 PSI	 reveals	 two	
parallel	electron	transport	chains	(Rutherford	et	al.,	2012).	As	 for	PSII	and	cyt	b6f,	 the	
nature	of	electron	transport	through	PSI	is	such	that	it	is	most	adequately	described	by	
the	master	equation	formalism.	That	is,	the	kinetics	of	electron	transport	within	PSI	are	
modelled	according	to	the	master	equation:	

89:;

8<
= s ⋅ 9:;, (5.13)	

where	9:;	is	the	set	of	all	possible	states	of	PSI,	determined	by	the	combination	of	states	
of	the	components	of	PSI	and	C	is	a	matrix	of	rate	constants	of	the	different	transitions	
between	states	of	PSI.	The	state	of	PSI	is	determined	by	the	redox	states	of	bound	Pc,	the	
redox	state	of	bound	Fd,	the	state	of	the	chlorophyll	P“77	and	the	electron	acceptor	’7.	The	
binding	site	of	Pc	may	be	empty	or	occupied	by	a	reduced	or	oxidised	Pc	(i.e.,	G†O ,	Gc,	or	
G†))	and	analogous	states	exist	for	Fd	(i.e.,	18O ,	18f ,	or	18Ä).	P“77	is	assumed	to	be	in	its	
basal	state,	excited	or	oxidised	(i.e.	G“77,	G“77∗ ,	or	G“77) ).	Finally,	A0	may	be	in	its	basal	state	
or	 reduced	 (i.e.,	’7,	 or	’7,).	 The	matrix	 C	 is	 documented	 in	 this	 section	 by	means	 of	
transition	 rules	 (Table	 5.6)	 and	 associated	 kinetics	 (see	beginning	 of	 Section	5.2.1	 for	
details	on	the	notation	used	to	describe	transition	rules).	The	electron	transport	through	
PSI	 is	 simulated	with	 54	 states	 and	 210	 transitions	 identified	 by	 15	 transitions	 rules	
(Table	5.6).	

The	 reduction	 of	 bound	 oxidised	 Fd	 occurs	 in	 the	 timescale	 of	microseconds	 (Brettel,	
1997).	Thus,	only	two	components	(A0	and	Fd)	are	considered	in	the	acceptor	side	and	
the	 intermediates	are	assumed	to	be	 in	quasi-steady	state.	The	rate	constant	of	bound	
oxidised	Fd	reduction	by	A7,	is	thus	assumed	to	be	106	s−1	(Table	5.7)	and	the	equilibrium	
coefficient	is	calculated	from	the	midpoint	redox	potentials	of	A0,	î2,M7=	−1.1	V	(Brettel,	
1997)	and	Fd,	î2,◊¥ = î“2,◊¥ − 59×10

,- ¬Zê − 7 ,	where	î“2,◊¥ 	=	−0.42	V	(Schurmann,	
2003),	though	there	is	some	variation	across	species,	from	−0.39	V	to	−0.43	V	(Cammack	
et	al.,	1977).	On	the	donor	side,	the	rate	constant	of	P“77) 	reduction	by	Pc	was	assumed	to	
be	5.8×104	s−1	and	a	rate	constant	of	4.5×103	s−1	for	the	reverse	reaction,	as	calculated	by	
Drepper	et	al.	(1996).	

The	antenna	complexes	of	PSI	(PSIac)	can	transfer	excitations	to	the	reaction	centre	with	
an	efficiency	close	to	1	(Croce	and	van	Amerongen,	2013).	Although	the	quantum	yield	of	
energy	transfer	to	the	reaction	centre	(./)	is	not	exactly	1	since	PSIac	emit	a	small	amount	
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of	fluorescence	at	ambient	temperature	(Pfündel	et	al.,	2013),	energy	losses	at	PSIac	are	
generally	not	 considered	an	 important	 component	 in	energy	balance	of	PSI,	 especially	
given	 the	 strong	 quenching	 by	P“77) 	which	 has	 a	 longer	 lifetime	 than	P567) 	 at	 PSII.	 It	 is	
further	assumed	that	all	excitations	transferred	to	a	reaction	centre	containing	P“77) 		are	
quenched	as	heat	and	that	the	PSIac	are	highly	interconnected	(Lavergne	and	Trissl,	1995).	
This	means	that,	in	the	absence	of	kinetic	limitation	on	the	acceptor	side	of	PSI	and	charge	
recombination,	the	quantum	yield	PSI	is	determined	by	the	fraction	of	reaction	centres	
that	contain	P“77) .	

The	rate	constant	of	charge	separation	within	PSI	(egêQ)	cannot	be	measured	directly,	but	
it	is	estimated	to	be	between	3×1011	and	2×1012	s−1	(Savikhin,	2006),	so	a	value	of	egêQ	=	
1012	 s−1	 was	 assumed.	 Shinkarev	 et	 al.	 (2002)	 estimated	 a	 rate	 constant	 of	 charge	
recombination	between	A0	and	P“77) 	of	3×107	s−1.	However,	this	rate	constant	leads	to	large	
rates	of	charge	recombination,	since	the	reduction	of	P“77) 	by	bound	Pc)	is	three	orders	of	
	

Table	 5.4:	 Transition	 rules	 and	 associated	 kinetics	 that	 describe	 the	 electron	 transport	 within	
cytochrome	 b6f	 (see	 text	 for	 details	 on	 how	 transition	 rules	 are	 used	 to	 construct	 the	 master	
equation).	 Each	 rate-vector	 is	 calculated	as	 the	 initial	 state	 times	 the	 kinetic	 expression	and	 the	
number	of	elements	of	each	vector	is	indicated	within	parentheses.	

Transition	rule	 Kinetic	expression	 Rate	
vector	

LñZ+ ⋅ LÀ ⋅ G†
) → Lñ ⋅ LÀ

, ⋅ Gc	 egÃ^ 1 + 10il mnl,m&o 	 Ÿ⁄€‹›ô	(1)	

Lñ ⋅ LÀ
, ⋅ G† → LñZ+ ⋅ LÀ ⋅ G†

)	
egÃ^

exp
î2,ïœ/ïœ

ú + î2,ñg − 2î2,ïŒ/ïŒ&ù 1

}~

	
Ÿ⁄€‹fiô	(1)	

LñZ+ ⋅ LÀ
, ⋅ G†) → Lñ ⋅ LÀ

+, ⋅ Gc	 egÃ^ 1 + 10il mnl,m&o 	 Ÿ⁄€‹›Ü	(1)	

Lñ ⋅ LÀ
+, ⋅ G† → LñZ+ ⋅ LÀ

, ⋅ G†)	

egÃ^

exp
î2,ïœ

ú/ïœ
úù + î2,ñg − 2î2,ïŒ/ïŒ&ù 1

}~

	
Ÿ⁄€‹fiÜ	(1)	

Lñ
O → LñZ+	 emñï&+ó GLZ+ GLZ+ + GL 	 pu9ûüÜò	

(12)	

LñZ+ → Lñ
O 	 emñï&+Ä 	

pu9ûüÜì	
(12)	

Lñ
O → Lñ	 emñïó GL GLZ+ + GL 	 pu9ûò	(12)	

Lñ → Lñ
O 	 emñïÄ 	 pu9ûì	(12)	

LÀ
O → LÀ

+,	 eiñï&+ó GLZ+ GLZ+ + GL 	 pfl9ûüÜò	
(12)	

LÀ
+, → LÀ

O 	 ei‡ï&+Ä 	
pfl9ûüÜì	
(12)	

LÀ
O → LÀ	 eiñïó GL GLZ+ + GL 	 pfl9ûò	(9)	

LÀ → LÀ
O 	 eiñïÄ 	 pfl9ûì	(9)	

G†O → G†)	 egñgfó G†
) G†) + G† 	 p9èíò	(12)	

G†) → GcO 	 egñgfÄ 	 p9èíì	(12)	
G†O → G†	 egñgÄó G† G†) + G† 	 p9èìò	(12)	
G† → G†O 	 egñgÄÄ 	 p9èìì	(12)	
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Table	5.5:	Parameters	associated	with	electron	transport	within	cyt	b6f.	See	bottom	of	the	table	for	
sources.	

Symbol	 Description	 Value	 Source	

egÃ^	
Rate	constant	of	PQH2	oxidation	at	the	QP	site	of	
the	cyt	b6f	 500	s−1	 1	

√g 	
Hill	coefficient	of	the	rate	constant	of	PQH2	
oxidation	with	respect	to	lumen	pH	 1.53	 2	

¬ g̀ 	
pK	of	the	rate	constant	of	PQH2	oxidation	with	
respect	to	lumen	pH	 6.1	 3	

î2,ña 	 Midpoint	redox	potential	of	Pc	 365×10−3	V	 4	
î2,ñï/ñï&ù 	 Midpoint	redox	potential	of	the	PQ/PQH2	pair	 80×10−3	V	 5	

î2,ïœ/ïœ
ú 	 Midpoint	redox	potential	of	the	Q/Q,	pair	

bound	to	the	QN	site	 −67.5×10−3	V	 5,6	

î2,ïœ
ú/ïœ

ùú 	 Midpoint	redox	potential	of	the	Q,/Q+,	pair	
bound	to	the	QN	site	

227.5×10−3	V	 5,6	

emñï&+ó	 Rate	constant	of	PQH2	binding	to	the	QP	site	 9.0×104	s−1	 7	
emñï&+Ä 	 Rate	constant	of	PQH2	release	from	the	QP	site	 3.4×103	s−1	 7	
emñïó	 Rate	constant	of	PQ	binding	to	the	QP	site	 3.1×104	s−1	 7	
emñïÄ 	 Rate	constant	of	PQ	release	from	the	QP	site	 1.6×103	s−1	 7	
eiñï&+ó	 Rate	constant	of	PQH2	binding	to	the	QN	site	 2.5×103	s−1	 7	
eiñï&+Ä 	 Rate	constant	of	PQH2	release	from	the	QN	site	 2.2×103	s−1	 7	
eiñïó	 Rate	constant	of	PQ	binding	to	the	QN	site	 2.8×105	s−1	 7	
eiñïÄ 	 Rate	constant	of	PQ	release	from	the	QN	site	 2.6	s−1	 7	
egñgÄó	 Rate	constant	of	Pc	binding	to	cyt	b6f	 105	s−1	 8	
egñgÄÄ 	 Rate	constant	of	Pc	release	from	cyt	b6f	 105	s−1	 8	
egñgfó	 Rate	constant	of	Pc)	binding	to	cyt	b6f	 105	s−1	 8	
egñgfÄ 	 Rate	constant	of	Pc)	release	from	cyt	b6f	 105	s−1	 8	

1.	(Zhu	et	al.,	2013).	
2.	(Takizawa	et	al.,	2007).	
3.	(Hope	et	al.,	1994).	
4.	(Drepper	et	al.,	1996).	
5.	(Strand	et	al.,	2016b).	
6.	(Hauska	et	al.,	1996).	
7.	(Schumaker	and	Kramer,	2011).	
8.	Estimated	(see	text	for	details).	

magnitude	slower	(Drepper	et	al.,	1996),	unless	most	A0	is	kept	oxidised	by	the	forward	
reactions	 (Rutherford	 et	 al.,	 2012).	 However,	 the	 model	 would	 not	 reproduce	 this	
phenomenon	as	 it	 assumes	a	 simplified	 structure	 for	PSI.	Therefore,	 in	order	 to	 avoid	
excessive	rate	of	charge	recombination,	a	value	of	200	s−1	was	used	instead.	This	value	
was	estimated	from	simulations	to	ensure	that	recombination	within	PSI	did	not	limit	the	
rate	 of	 electron	 transport	 under	 conditions	 where	 the	 acceptor-side	 of	 PSI	 was	 not	
kinetically	limiting.	

As	 with	 other	 protein	 complexes,	 binding	 and	 release	 of	 Pc	 and	 Fd	 is	 simulated	 by	
applying	the	law	of	mass	action.	The	rate	constants	of	binding	and	release	of	Pc	were	taken	
from	Drepper	et	al.	(1996)	and	different	values	were	assumed	depending	on	the	redox	
state	of	Pc	but	no	the	redox	state	of	P700.	The	rate	constants	for	Fd	are	not	known,	although	
Sétif	(2001)	estimated	a	second-order	rate	of	Fd	reduction	by	PSI	in	the	order	of	108	M−1	
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s−1.	Assuming	an	Fd	concentration	in	the	order	of	10−4	M	(see	Section	5.2.9),	this	leads	to	
a	pseudo-first	order	rate	constant	 in	the	order	of	104	s−1.	 It	 is	 further	assumed	that	an	
equilibrium	coefficient	between	free	and	bound	Fd	of	one.	
	

Table	 5.6:	 Transition	 rules	 and	 associated	 kinetics	 that	 describe	 the	 electron	 transport	 with	
Photosystem	I	(see	text	for	details	on	how	transition	rules	are	used	to	construct	the	master	equation).	
Each	 rate-vector	 is	 calculated	as	 the	 initial	 state	 times	 the	kinetic	 expression	and	 the	number	of	
elements	of	each	vector	is	indicated	in	parenthesis.	

Transition	rule	 Kinetics	expression	 Rate	vector	
G“77 → G“77

∗ 	 �\Å+.//∑9:;	 pÖô	(18)	
G“77
∗ ⋅ ’7 → G“77

) ⋅ ’7
,	 egêQ	 pèëô	(9)	

G“77
) ⋅ ’7

, → G“77 ⋅ ’7	 egÄQ	 pèìô	(9)	
’7
, ⋅ 18f → ’7 ⋅ 18Ä 	 e◊¥Ä 	 p·‚ì	(9)	
’7 ⋅ 18Ä → ’7

, ⋅ 18f	 e◊¥Ä/exp 1 î2,◊¥ − î2,M7 / RT 	 p·‚í	(9)	
Gc ⋅ G“77

) → G†) ⋅ G“77	 eñ“77Ä 	 p9ÂÊÊì	(6)	
G†) ⋅ G“77 → Gc ⋅ G“77

) 	 eñgÄ 	 p9sì	(6)	
G†O → Gc	 emñgÄó G† G†) + G† 	 p9sìò	(18)	
G†O → G†)	 emñgfó G†

) G†) + G† 	 p9síò	(18)	
G†) → G†O		 emñgfÄ 	 p9síì	(18)	
Gc → G†O 	 emñgÄÄ 	 p9sìì	(18)	
18O → 18f	 e◊¥fó18f/ 18Ä + 18f 	 p·‚íò	(18)	
18O → 18Ä 	 e◊¥Äó18Ä/ 18Ä + 18f 	 p·‚ìò	(18)	
18f → 18O 	 e◊¥fÄ 	 p·‚íì	(18)	
18Ä → 18O 	 e◊¥ÄÄ 	 p·‚ìì	(18)	

	
	
	

	
Figure	5.4:	Schematic	diagram	of	electron	transport	within	Photosystem	I.	
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Table	5.7:	Parameters	associated	with	electron	transport	within	PSI	and	synthesis	of	NADPH.	See	
bottom	of	the	table	for	sources.	

Symbol	 Description	 Value	 Source	

./ 	
Quantum	yield	of	energy	transfer	to	the	reaction	
centre	of	PSI	 1	 1	

egêQ	
Rate	constant	of	charge	separation	in	the	reaction	
centre	of	PSI	 1012	s−1	 2	

egÄQ	
Rate	constant	of	charge	recombination	in	the	
reaction	centre	of	PSI	 102	s−1	 3	

e◊¥Ä 	 Rate	constant	of	Fd	reduction	by	A0	 106	s−1	 3	
î2,M7	 Midpoint	redox	potential	of	A0	 −1.1	V	 4	
î2“,◊¥ 	 Midpoint	redox	potential	of	Fd	at	a	pH	of	7	 −420×10−3	V	 5	
eñ“77Ä 	 Rate	constant	of	P“77) 	reduction	by	Pc) 	 5.8×104	s−1	 6	
eñgÄ 	 Rate	constant	of	Pc)	reduction	by	P“77	 4.5×103	s−1	 6	
emñgÄó	 Rate	constant	of	Pc	binding	to	PSI	 2.3×105	s−1	 6	
emñgfó	 Rate	constant	of	Pc)	binding	to	PSI	 1.1×105	s−1	 6	
emñgÄÄ 	 Rate	constant	of	Pc	release	from	PSI	 2.8×103	s−1	 6	
emñgfÄ 	 Rate	constant	of	Pc)	release	from	PSI	 7.3×103	s−1	 6	
e◊¥Äó	 Rate	constant	of	Fdr	binding	to	PSI	 104	s−1	 3	
e◊¥fó	 Rate	constant	of	Fdo	binding	to	PSI	 104	s−1	 3	
e◊¥ÄÄ 	 Rate	constant	of	Fdr	release	from	PSI	 104	s−1	 3	
e◊¥fÄ 	 Rate	constant	of	Fdo	release	from	PSI	 104	s−1	 3	

1.	(Croce	and	van	Amerongen,	2013).	
2.	(Savikhin,	2006).	
3.	Estimated	(see	text	for	details).	
4.	(Brettel,	1997).	
5.	(Schurmann,	2003).	
6.	(Drepper	et	al.,	1996).	

5.2.4 Electron	transport	pathways	
In	 this	 section,	 the	 different	 pathways	 responsible	 for	 transporting	 electrons	 in	 the	
thylakoid	 are	discussed.	 These	 include	 the	different	 forms	of	 cyclic	 electron	 transport	
around	PSI,	activity	of	alternative	electron	sinks	on	the	acceptor	side	of	PSI	as	well	as	the	
linear	electron	transport	pathway	that	results	from	the	interactions	of	PSII,	cyt	b6f,	PSI,	
the	electron	carriers	and	production	of	NADPH	by	Ferredoxin-NADP)	reductase	(FNR).	
In	 the	 following	 sub-sections,	 the	 equations	 used	 to	 simulate	 the	 different	 electron	
transport	pathways	are	discussed,	along	with	their	parameterization.	

5.2.4.1 Dynamic	balance	of	electron	carriers	
The	molecules	 of	 Fdr	 produced	 by	 PSI	 are	 used	 to	 produce	 NADPH	 from	NADP)	 via	
ferredoxin-NADP)	reductase	(FNR).	Although	the	reaction	mechanism	of	FNR	is	known	
(Batie	 and	 Kamin,	 1984),	 some	 of	 the	 relevant	 kinetic	 constants	 are	 still	 unknown	
(Carrillo	and	Ceccarelli,	2003).	Thus,	the	rate	of	NADPH	synthesis	(0◊ÀË ,	mol	m−2	s−1)	is	
calculated	assuming	hyperbolic	kinetics:	
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0◊ÀË =
0ÈÍÎ,ÏÌÓ18ÄX’ÔG

)

18Ä + ◊̀ÀË,◊¥Ä X’ÔG) + ◊̀ÀË,ÀMàñ

−

0ÈÍÎ,ÏÌÓ18fX’ÔGZ

◊̀ÀË 18f + ◊̀ÀË,◊¥f X’ÔGZ + ◊̀ÀË,ÀMàñ&

, 5.14

	

where	 0ÈÍÎ,ÏÌÓ	 is	 the	 maximum	 rate	 constant	 of	 NADPH	 production,	 ◊̀ÀË 	 is	 the	
equilibrium	coefficient	of	the	reaction	and	 ◊̀ÀË,◊¥Ä ,	 ◊̀ÀË,◊¥f ,	 ◊̀ÀË,ÀMàñ ,	and	 ◊̀ÀË,ÀMàñ& 	
are	 half-saturation	 constants	 with	 respect	 to	 Fdr,	 Fdo,	NADP),	 and	 NADPH.	 0ÈÍÎ,ÏÌÓ,	
◊̀ÀË,ÀMàñ ,	and	̀ ◊ÀË,ÀMàñ& 	were	assigned	values	of	1.6×10−3	mol	m−2	s−1,	5.0×10−2	mol	m−3	
and	3.5×10−2	mol	m−3,	taken	from	Fridlyand	and	Scheibe	(1999a).	 ◊̀ÀË,◊¥Ä 	and	 ◊̀ÀË,◊¥f	
were	assigned	values	of	10−2	mol	m−3	and	10−3	mol	m−3,	taken	from	Carrillo	and	Ceccarelli	
(2003).	 ◊̀ÀË 	is	calculated	as:	

◊̀ÀË = exp
21 î2,ÀMàñ& − î2,◊¥

RT
, 5.15 	

where	î2,ÀMàñ& 	 (V)	 is	the	midpoint	redox	potential	of	NADPH	at	the	pH	of	the	stroma	
(pHs),	 calculated	 as	 î2,ÀMàñ& = î“2,ÀMàñ& − 59×10

,- ¬Zê − 7 ,	 where	 î“2,ÀMàñ& 	 =	
−0.335	V	(Strand	et	al.,	2016b).	

In	order	to	have	a	complete	simulation	of	the	electron	transport	chain,	the	mass	balance	
of	the	different	pools	of	electron	carriers	need	to	be	calculated.	In	the	equations	below,	
bold	font	denotes	vectors.	Each	vector	corresponds	to	all	the	transitions	associated	to	a	
transition	rule	(described	in	Tables	5.1,	5.4,	and	5.6).	The	∑	symbol	represents	the	sum	
over	all	components	of	a	vector.	The	mass	balances	for	PQH2	and	PQ	are	calculated	as	

8GLZ+

8<
= − pò9ûüÜò + pò9ûüÜì − pu9ûüÜò + pu9ûüÜì −

pfl9ûüÜò + pfl9ûüÜì + 0Àà& + 0◊ïË, 5.16

	

and	

8GL

8<
= − pò9ûò + pò9ûì − pu9ûò + pu9ûì −

pfl9ûò + pfl9ûì − 0Àà& − 0◊ïË, 5.17

	

The	mass	balances	of	reduced	and	oxidised	Pc	are	calculated	as	

8Gc

8<
= − p9sìò + p9sìì − p9sìò + p9sìì , 5.18 	

and	

8G†)

8<
= − p9síò + p9síì − p9síò + p9síì , 5.19 	

The	mass	balances	of	reduced	and	oxidised	Fd	are	calculated	as	
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818Ä

8<
= − p·‚ìò + p·‚ìì − 2∫]^ 0◊ÀË + 0◊ÒË −

20Àà& − 20◊ïË − 0ÚÚa − 80ÀË, 5.20

	

and	

818f

8<
= − p·‚íò + p·‚íì + 2∫]^ 0◊ÀË + 0◊ÒË +

20Àà& + 20◊ïË + 0ÚÚa + 80ÀË, 5.21

	

respectively.	∫	(dm3	mol−1)	is	the	volume	of	the	stroma	per	amount	of	chlorophyll.	The	
value	of	∫	is	discussed	in	Section	5.2.6.	

5.2.4.2 Cyclic	electron	transport	
Two	main	protein	complexes	are	responsible	for	cyclic	electron	transport	around	PSI	in	
plants	 (Strand	 and	 Kramer,	 2014):	 NADPH	 dehydrogenase	 (NDH)	 and	 ferredoxin-
quinone	reductase	(FQR).	Although	the	molecular	identity	of	FQR	is	still	unclear	(Strand	
and	Kramer,	2014),	some	of	its	properties	are	known	(Strand	et	al.,	2016a).	However,	the	
kinetics	of	cyclic	electron	transport	in	vivo	are	not	completely	understood	(Eberhard	et	
al.,	2008),	which	means	that	most	of	the	parameters	in	this	section	have	been	estimated	
and	rely	on	assumptions	that	await	experimental	confirmation.	

5.2.4.2.1 NDH	
NDH	is	functionally	similar	to	the	respiratory	NADH:quinone	reductase	type	I	(NDH-I),	
but	it	most	likely	uses	ferredoxin	as	electron	donor	(Kramer	et	al.,	2004a;	Yamamoto	and	
Shikanai,	 2013;	 Shikanai,	 2016;	 Strand	 et	 al.,	 2016b).	 It	 is	 assumed	 that	 the	 reaction	
catalysed	by	NDH	 is	 reversible	 and	 that	 it	 follows	hyperbolic	kinetics,	 resulting	 in	 the	
following	expression:	

0Àà& =
XÔZ ⋅ eÀà& ⋅ 18ÄGL

À̀à&,◊¥Ä + 18Ä À̀à&,ñï + GL
−

XÔZ ⋅ eÀà& ⋅ 18fGLZ+

À̀à& À̀à&,◊¥f + 18f À̀à&,ñï&+ + GLZ+
, 5.22

	

where	XÔZ	 (mol	m−2)	 is	 the	amount	of	NDH	per	unit	of	 leaf	surface,	eÀà& 	 (s−1)	 is	 the	
maximum	rate	of	PQ	reduction	per	unit	of	NDH,	`Û,Àà&,◊¥Ä 	 (mol	m−2),	`Û,Àà&,◊¥f	 (mol	
m−2),	`Û,Àà&,ñï	(mol	m−2),	and	`Û,Àà&,ñï&+	(mol	m−2)	are	the	half-saturation	constants	
with	respect	to	Fdr,	Fdo,	PQ,	and	PQH2,	respectively,	and	̀ Àà& 	(mol	m−2)	is	the	equilibrium	
coefficient	of	the	reaction.	eÀà& 	is	estimated	to	be	200	s−1	in	analogy	to	NDH-I	(Fato	et	al.,	
1996;	Hirst,	2013;	Hu	et	al.,	2013).	Yamamoto	and	Shikanai	 (2013)	measured	 in	vitro,	
using	post-illumination	chlorophyll	fluorescence	rise	(PIFR),	the	sensitivity	of	NDH	to	Fdr	
via	 QA	 reduction	 in	 the	 presence	 of	 antimycin	 and	 observed	 that	 90%	 of	 maximum	
reduction	was	achieved	with	a	Fdr	concentration	of	3	µM.	However,	this	very	high	affinity	
result	 in	 unrealistic	 simulations	 with	 Equation	 5.22.	 NDH	 in	 vivo	 may	 be	 generally	
associated	with	PSI,	which	may	result	in	substrate	channelling	(Shikanai,	2016)	and	thus	
different	kinetics	properties	with	respect	to	in	vitro	experiments	that	add	exogenous	Fd.	
To	obtain	reasonable	results,	a	higher	value	(one	third	of	maximum	possible	Fdr	in	the	
model)	 was	 assumed	 for	`Û,Àà&,◊¥Ä .	 The	 same	 assumption	 was	 used	 to	 estimate	 the	
values	of	`Û,Àà&,◊¥f,	`Û,Àà&,ñï ,	 and	`Û,Àà&,ñï&+,	using	as	 reference	 the	corresponding	
pools	 of	 metabolites.	 These	 values	 ensure	 that	 the	 concentrations	 of	 substrates	 are	
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effective	regulators	of	NDH	activities,	allowing	for	changes	with	irradiance	and	CO2.	The	
estimation	of	the	amount	of	NDH	in	the	leaf	is	discussed	in	Section	5.2.9.	

Like	 NDH-I,	 two	 H)	 are	 translocated	 across	 the	 thylakoid	 membrane	 per	 electron	
transported	(Strand	et	al.,	2016b).	This	coupled	proton	translocation	activity	will	affect	
the	 thermodynamics	 of	 the	 reaction	 (Strand	 et	 al.,	 2016b).	 Thus,	 the	 equilibrium	
coefficient	is	calculated	as:	

À̀à& = exp
21 î2,ñï − î2,◊¥ − 41 ⋅ ¬Ù|

}~
, 5.23 	

where	¬Ù|	(V)	is	the	proton	motive	force	across	the	thylakoid	membrane.	NDH	activity	
is	also	regulated	by	H2O2	(Strand	et	al.,	2015).	H2O2	levels	increase	with	irradiance	(Wen	
et	 al.,	 2008;	 Mubarakshina	 et	 al.,	 2010),	 although	 the	 distribution	 across	 subcellular	
compartments	 in	vivo	 is	not	well	known.	These	results	 suggest	 the	possibility	 that	 the	
activity	of	NDH	may	be	regulated	as	a	function	of	irradiance	under	normal	physiological	
conditions,	but	given	the	uncertainties	in	the	modelling	of	H2O2	metabolism,	regulation	of	
NDH	activity	by	H2O2	is	not	included	in	the	model.	

5.2.4.2.2 FQR	
FQR	has	been	associated	to	the	PGR5	and	PGRL1	thylakoid	proteins	(Kramer	et	al.,	2004a;	
Strand	et	al.,	2016a),	but	its	kinetic	properties	are	still	unknown.	Experimental	evidence	
indicates	that	the	activity	of	this	reaction	is	regulated	by	thiol	reduction	in	a	reversible	
and	rapid	manner	(Strand	et	al.,	2016a)	which	would	imply	up-regulation	by	thioredoxin	
in	 vivo.	 This	 is	 in	 contradiction	 with	 evidence	 obtained	 from	 mutants	 that	 suggest	
thioredoxin	 supresses	 FQR	 activity	 in	 vivo	 (Courteille	 et	 al.,	 2013),	 though	 the	 exact	
mechanism	of	such	suppression	was	unclear.	Assuming	hyperbolic	kinetics,	the	rate	of	PQ	
reduction	by	FQR	is	calculated	as	

0◊ïË =
1L}Ä ⋅ e◊ïË ⋅ 18ÄGL

◊̀ïË,◊¥Ä + 18Ä ◊̀ïË,ñï + GL
−

1L} ⋅ e◊ïË ⋅ 18fGLZ+

◊̀ïË ◊̀ïË,◊¥f + 18f ◊̀ïË,ñï&+ + GLZ+
, 5.24

	

where	1L}Ä 	(mol	m−2)	is	the	amount	of	FQR	that	has	been	reduced	by	thioredoxin,	e◊ïË 	
(s−1)	 is	the	maximum	rate	of	PQ	reduction	per	unit	of	FQR,	 ◊̀ïË,◊¥Ä 	(mol	m−2),	 ◊̀ïË,ñï	
(mol	m−2),	 ◊̀ïË,◊¥f	(mol	m−2)	and	 ◊̀ïË,ñï&+	(mol	m−2)	are	the	half-saturation	constants	
with	 respect	 to	 Fdr,	 PQ,	 Fdo,	 and	 PQH2,	 and	 ◊̀ïË 	 is	 the	 equilibrium	 coefficient	 of	 the	
reaction,	calculated	as	

◊̀ïË = exp
21 î2,ñï/ñï&+ − î2,◊¥

}~
. 5.25 	

No	values	were	found	in	the	literature	for	any	of	the	parameters	in	Equation	5.24	except	
for	the	amount	of	FQR,	which	is	discussed	in	Section	5.2.9.	Strand	et	al.	(2016b)	reported	
that	blocking	FQR	via	antimycin	reduced	PIFR	by	60%	in	S.	oleracea	and	A.	thaliana,	which	
would	indicate	that	the	rate	of	PQ	reduction	via	FQR	is	at	least	50%	higher	than	via	NDH.	
However,	the	accuracy	of	PIFR	as	a	measure	of	cyclic	electron	transport	is	under	debate	
due	to	other	possible	sources	of	QA	reduction	(Fisher	and	Kramer,	2014).	In	the	light	of	
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these	uncertainties,	it	is	assumed	that	the	maximum	flux	of	electrons	through	FQR	is	twice	
as	large	as	for	NDH.	Assuming	that	the	half-saturation	constants	are	the	same	as	for	NDH	
(Table	5.8)	and	knowing	that	the	ratio	NDH:FQR	is	0.1	(see	Section	5.2.9	for	details),	e◊ïË 	
is	calculated	to	be	40	s−1.	

5.2.4.3 Alternative	electron	sinks	
5.2.4.3.1 Water-water	cycle	
The	 Mehler	 peroxidase	 reaction	 (MPR)	 is	 started	 by	 the	 reduction	 of	 O2	 into	O+,	 via	
electron	 transfer	 at	 the	 stromal	 side	 of	 PSI	 (Asada,	 2000).	 As	O+,	 is	 reactive	 and	 can	
damage	 the	electron	 transport	 chain	and	membrane	 lipids	 (Mishra	and	Singhal,	 1992;	
Krieger-Liszkay	et	al.,	2011),	a	series	of	enzymes	scavenge	it	and	convert	it	via	hydrogen	
peroxide	 into	 water,	 which	 consumes	 additional	 electrons	 via	 NADPH	 (Asada,	 1999).	
Given	 that	 the	 electrons	 ultimately	 come	 from	 water	 oxidation	 by	 the	 OEC,	 the	
combination	of	 electron	 transport,	O+,	 production,	 and	 its	 conversion	back	 to	water	 is	
known	 as	 the	 “water-water	 cycle”	 (WWC),	 which	 consumes	 the	 4	 electrons	 per	 O2	
produced	by	the	OEC.	Although	frequently	assumed	to	be	an	ATP/NADPH	balancing	or	a	
photoprotective	mechanism,	the	rate	of	light-induced	O+,	formation	is	relatively	low	in	the	
steady-state,	meaning	that	the	capacity	of	the	WWC	as	an	alternative	electron	sink	is	low	
(Driever	and	Baker,	2011).	

The	molecular	identity	of	the	reductant	responsible	for	O+,	production	is	still	unknown,	
and	 there	may	be	several	 (Robinson,	1988),	 so	an	unknown	“stromal	 factor”	has	been	
hypothesized	 (Asada,	 1999).	 Indeed,	 isolated	 thylakoids	 (as	 opposed	 to	 isolated	
chloroplasts)	are	not	capable	of	significant	rates	of	O+,	production	(Asada,	2000).	Based	
on	 this	 evidence,	 the	 following	 expression	 is	 proposed	 to	 calculate	 the	 rate	 of	 Fdr	
oxidation	by	WWC:	

0ÚÚa =
18ÄY+	02ç∑,ÚÚa

18Ä + `ÚÚa,◊¥ı
Y+ + `ÚÚa,ˆ+

	 , 5.26 	

where	 02ç∑,ÚÚa 	 (mol	 m−2	 s−1)	 is	 the	 maximum	 rate	 of	 O+,	 production	 by	 MPR	 and	
`ÚÚa,◊¥ı

	 (mol	 m−2)	 and	 `ÚÚa,ˆ+	 (mol	 mol−1)	 are	 the	 half-saturation	 constants	 with	
respect	to	Fdr	and	O2.	`ÚÚa,ˆ+	was	set	to	be	7.9×10−3	mol	mol−1	(Asada,	2000).	Furbank	
and	Badger	(1983)	measured	O2	uptake	of	chloroplasts	in	the	absence	of	NADP),	 from	
which	a	half-saturation	constant	of	70	μM	can	be	derived.	At	the	leaf	level	and	with	the	
assumed	chloroplast	volume	(see	Section	5.2.6),	this	results	in	`ÚÚa,◊¥ı

	=	7.3×10−7	mol	
m−2.	 This	 corresponds	 to	 40%	of	 the	 total	 leaf	 Fd	 content	 assumed	 in	 the	model	 (see	
Section	 5.2.9),	 which	 ensures	 that	 the	 production	 of	O+,	 is	 regulated	 by	 physiological	
concentrations	of	reduced	Fd,	as	expected	from	the	observations	by	Driever	and	Baker	
(2011).	 Based	 on	 steady-state	 measurements	 of	 18O2	 uptake	 and	 evolution,	 the	 ratio	
between	02ç∑,ÚÚa 	and	maximum	rate	of	linear	electron	transport	was	estimated	to	be	
4.5%	 in	Phaseolus	 vulgaris	 (Driever	 and	Baker,	 2011)	 and	5.9%	 in	Nicotiana	 tabacum	
(Ruuska	 et	 al.,	 2000).	 The	 amounts	 of	 protein	 complexes	 assumed	 for	 the	 thylakoid	
membrane	 (Section	 5.2.9)	 resulted	 in	 a	maximum	 rate	 of	 linear	 electron	 transport	 at	
ambient	[CO2]	of	110	μmol	m−2	s−1,	which	results	in	a	value	of	02ç∑,ÚÚa 	of	5	μmol	m−2	s−1.	

5.2.4.3.2 Malate	valve	
The	 malate	 valve	 is	 a	 pathway	 composed	 of	 two	 reactions:	 chloroplast	 malate	
dehydrogenase	 (MDH)	 that	 converts	 oxaloacetate	 (OAA)	 into	 malate	 (MAL)	 by	
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consumption	of	NADPH,	and	the	malate	shuttle	(MT)	that	exports	MAL	to	the	cytosol	in	
exchange	of	OAA	(Heineke	et	al.,	1991;	Fridlyand	et	al.,	1998).	The	exported	MAL	in	the	
cytosol	may	be	transported	into	the	vacuole	(Gerhardt	and	Heldt,	1984),	mitochondria	
(Noctor	and	Foyer,	1998),	or	peroxisomes	(Cousins	et	al.,	2008).	It	may	also	be	oxidised	
into	OAA,	releasing	NADH	which	can	be	used	for	redox	metabolism	in	the	cytosol,	e.g.,	
nitrate	 assimilation	 (Noctor	 and	 Foyer,	 1998).	 Gerhardt	 and	 Heldt	 (1984)	 observed	
strong	increases	in	MAL	content	of	vacuoles	in	leaves	of	S.	oleracea	during	the	day,	but	
little	change	 in	other	sub-cellular	compartments,	suggesting	 that	concentrations	 in	 the	
cytosol	 are	 buffered	 by	 exchange	with	 the	 vacuole.	 Thus,	 the	model	 assumes	 that	 the	
concentration	of	MAL	and	OAA	in	the	cytosol	remain	constant	and	in	equilibrium	due	to	
high	activity	of	cytosolic	MDH	(Heineke	et	al.,	1991).	

We	used	the	equations	proposed	by	Fridlyand	et	al.	(1998)	to	describe	the	kinetics	of	MDH	
and	MT.	The	original	equations	were	modified	to	include	regulation	of	MDH	activity	by	
thioredoxin	(Carr	et	al.,	1999).	Also,	the	effect	of	NADPH	on	MDH	activity	was	smoothed	
with	respect	to	the	original	piecewise	linear	function	(without	significant	changes	in	the	
results)	to	avoid	numerical	instabilities.	The	rate	of	MAL	production	in	the	chloroplast	is	
thus	calculated	as	

0Ûà& =
2Ûà& ⋅ Y’’∫ ⋅ X’ÔGZ

`Ûà&,ˆMM`Ûà&,ÀMàñ&ÔÛà&
−

2Ûà& ⋅ ˜’Pê ⋅ X’ÔG
)

`Ûà&`Ûà&,ÛM¯`Ûà&,ÀMàñ˘ÔÛà&
, 5.27 	

where	

ÔÛà& = 1 +
Y’’ê

`Ûà&,ˆMM
+

X’ÔGZ

`Ûà&,ÀMàñ&
+

˜’Pê

`Ûà&,ÛM¯
+

X’ÔG)

`Ûà&,ÀMàñ˘
+

Y’’êX’ÔGZ

`Ûà&,ˆMM`Ûà&,ÀMàñ&
+

˜’PêX’ÔG
)

`Ûà&,ÛM¯`Ûà&,ÀMàñ˘
5.28

	

and	

2Ûà& = |Ûà&ÄÛà&,2ç∑

X’ÔGZ

X’ÔGZ + X’ÔG)

iÛ

X’ÔGZ

X’ÔGZ + X’ÔG)

iÛ

+ ¬XiÛ

. 5.29 	

`Ûà&,ˆMM,	`Ûà&,ÛM¯ ,	`Ûà&,ÀMàñ& 	and	`Ûà&,ÀMàñ˘ 	are	the	half-saturation	constants	with	
respect	to	OAA,	MAL,	NADPH	and	NADP)	with	values	of	4.8×10−2	mol	m−3,	14.5	mol	m−3,	
3.9×10−2	mol	m−3	and	6.3×10−2	mol	m−3,	respectively,	taken	from	Fridlyand	et	al.	(1998).	
Ûà&,2ç∑	is	the	maximum	rate	of	MAL	production,	with	a	value	of	1.2	mol	m−3	s−1	taken	
from	Foyer	et	al.	 (1992),	which	 is	 lower	 than	the	value	of	2.9	mol	m−3	s−1	assumed	by	
Fridlyand	et	al.	(1998).	√˜	and	¬X	are	the	Hill	coefficient	and	half-saturation	constant	for	
the	effect	NADPH	on	MDH	activity,	which	were	fitted	to	the	original	data	by	Fridlyand	et	
al.	(1998),	resulting	in	√˜	=	8	and	¬X	=	0.52.	

The	exchange	of	MAL	 for	OAA	 in	 the	 cytosol	 is	 calculated	according	 to	 the	expression	
developed	by	Giersch	(1982):	

ÛÒ =
0ÛÒ,2ç∑ ˜’Pê

3 ˙+ − ˜’Pg
3

Q̇

Q̇ + ˙+ + 0.5 Q̇˙( + ˙+˙-
, 5.30 	
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where	

Q̇ = 0ÛÒ,2ç∑ Y’’ê
3 + ˜’Pê

3 , 5.31 	

˙+ = 0ÛÒ,2ç∑ Y’’g
3 + ˜’Pg

3 , 5.32 	

˙- = Y’’ê
3 + ˜’Pê

3 , 5.33 	

and	

˙( = Y’’g
3 + ˜’Pg

3 , 5.34 	

where	

Y’’ê
3 =

Y’’ê

`ÛÒ,ˆMM
, 5.35 	

˜’Pê
3 =

˜’Pê

`ÛÒ,ÛM¯
, 5.36 	

Y’’g
3 =

Y’’a

`ÛÒ,ˆMM
, 5.37 	

and	

˜’Pg
3 =

˜’Pa

`ÛÒ,ÛM¯
, 5.38 	

where	ÛÒ,2ç∑	is	the	maximum	rate	of	malate	export,	`ÛÒ,ˆMM	and	`ÛÒ,ÛM¯	are	the	half-
saturation	constants	with	respect	to	OAA	and	MAL	with	values	of	0.17	mol	m−3	and	2.7	
mol	 m−3,	 respectively.	 The	 value	 of	 ÛÒ,2ç∑	 was	 calculated	 assuming	 a	 constant	
ÛÒ,2ç∑/Ûà&,2ç∑	 from	Fridlyand	 et	 al.	 (1998)	 and	 the	 value	 of	Ûà&,2ç∑	 reported	by	
Foyer	 et	 al.	 (1992),	 resulting	 in	 ÛÒ,2ç∑	 =	 2.0	 mol	 m−3	 s−1.	Y’’a 	 and	˜’Pa 	 are	 the	
concentrations	of	OAA	and	MAL	in	the	cytosol,	assumed	to	be	0.098	mol	m−3	and	1	mol	
m−3,	respectively	(Heineke	et	al.,	1991).	

Finally,	the	mass	balance	of	MAL	and	OAA	results	in	the	following	differential	equations:	

8˜’P

8<
= 0Ûà& − 0ÛÒ, 5.39 	

and	

8Y’’

8<
= −

8˜’P

8<
, 5.40 	

5.2.4.3.3 Nitrite	reduction	
Experimental	 evidence	 shows	 an	 increase	 in	 O2	 evolution	with	 respect	 to	 CO2	 uptake	
when	NO-,	(Reed	et	al.,	1983;	Bloom	et	al.,	1989;	de	la	Torre	et	al.,	1991)	is	used	as	the	
source	of	nitrogen	assimilation	 in	plants.	These	 results	 can	be	 interpreted	as	a	 role	of	
nitrogen	assimilation	as	an	alternative	electron	sink.	The	pathway	of	NO-,	assimilation	
into	glutamate	in	a	mesophyll	cell	of	a	leaf	(Noctor	and	Foyer,	1998)	is	composed	of	the	
following	reactions:	



Chapter	5	

158	

Table	5.8:	Parameters	associated	to	the	different	electron	pathways.	See	bottom	of	the	
table	for	sources.	

Symbol	 Description	 Value	 Source	

eÀà& 	
Maximum	rate	of	PQ	reduction	per	unit	of	
NDH	 200	s−1	 1	

À̀à&,◊¥Ä 	
Half-saturation	constant	of	NDH	with	
respect	to	Fdr	 5.0×10−7	mol	m−2	 2	

À̀à&,◊¥f	
Half-saturation	constant	of	NDH	with	
respect	to	Fdo		 5.0×10−7	mol	m−2	 2	

À̀à&,ñï	
Half-saturation	constant	of	NDH	with	
respect	to	PQ	 2.0×10−6	mol	m−2	 2	

À̀à&,ñï&+	
Half-saturation	constant	of	NDH	with	
respect	to	PQH2	 2.0×10−6	mol	m−2	 2	

e◊ïË 	
Maximum	rate	of	PQ	reduction	per	unit	of	
FQR	 40	s−1	 2	

◊̀ïË,◊¥Ä 	
Half-saturation	constant	of	FQR	with	
respect	to	Fdr	

5.0×10−7	mol	m−2	 2	

◊̀ïË,ñï	
Half-saturation	constant	of	FQR	with	
respect	to	PQ	 2.0×10−6	mol	m−2	 2	

◊̀ïË,◊¥f	
Half-saturation	constant	of	FQR	with	
respect	to	Fdo	 5.0×10−7	mol	m−2	 2	

◊̀ïË,ñï&+	
Half-saturation	constant	of	FQR	with	
respect	to	PQH2	

2.0×10−6	mol	m−2	 2	

`ÚÚa,ˆ+	
Half-saturation	constant	of	Mehler	
reaction	with	respect	to	O2	

7.9×10−3	mol	
mol−1	 3	

02ç∑,ÚÚa 		
Maximum	rate	of	electron	consumption	
by	the	water-water	cycle	

5×10−6	mol	m−2	
s−1	 4	

`ÚÚa,◊¥ı
	 Half-saturation	of	the	water-water	cycle	

with	respect	to	Fdr	
7.3×10−7	mol	m−2	 5	

`Ûà&,ÛM¯	
Half-saturation	constant	of	malate	
dehydrogenase	with	respect	to	malate	 14.5	mol	m−3	 6	

`Ûà&,ÀMàñ˘ 	
Half-saturation	constant	of	malate	
dehydrogenase	with	respect	to	NADP)	 6.3×10−2	mol	m−3	 6	

`Ûà&,ÀMàñ& 	
Half-saturation	constant	of	malate	
dehydrogenase	with	respect	to	NADPH	 3.9×10−2	mol	m−3	 6	

`Ûà&,ˆMM	
Half-saturation	constant	of	malate	
dehydrogenase	with	respect	to	
oxaloacetate	

4.8×10−2	mol	m−3	 6	

`ÛÒ,ÛM¯	
Half-saturation	of	the	malate-
oxaloacetate	transporter	with	respect	to	
malate	

2.7	mol	m−3	 6	

`ÛÒ,ˆMM	
Half-saturation	of	the	malate-
oxaloacetate	transporter	with	respect	to	
oxaloacetate	

0.2	mol	m−3	 6	

Y’’a 	
Concentration	of	oxaloacetate	in	the	
cytosol	 9.8×10−2	mol	m−3	 7	

˜’Pa 	 Concentration	of	malate	in	the	cytosol	 1	mol	m−3	 7	
Ûà&,2ç∑	 Maximum	rate	of	malate	dehydrogenase	 1.2	mol	m−3	s−1	 8	
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ÛÒ,2ç∑	
Maximum	rate	of	the	malate-oxaloacetate	
transporter	 2	mol	m−3	s−1	 6,8	

√˜	
Hill	coefficient	in	the	relationship	
between	malate	dehydrogenase	activity	
and	NADPH	

8	 6	

¬X	
Half-saturation	constant	of	malate	
dehydrogenase	activity	with	respect	to	
NADPH	

0.52	 6	

À̀SË,MÒñ	
Half-saturation	constant	of	nitrogen	
assimilation	with	respect	to	ATP	 10−2	mol	m−3	 2	

À̀SË,◊¥ 	
Half-saturation	constant	of	nitrogen	
assimilation	with	respect	to	Fd	 1.7×10−7	mol	m−2	 9	

À̀SË,Ì˚ù
	 Half-saturation	constant	of	nitrogen	

assimilation	with	respect	to	NO+,	
2.37×10−2	mol	m−3	 10	

eÀSË 	 Maximum	rate	of	NO+,	reduction	
3×10−6	mol	m−2	

s−1	 11	

XY+
,	 Concentration	of	NO+,	in	the	stroma	of	the	

chloroplast	 2.5×10−2	mol	m−3	 2	

◊̀ÀË,ÀMàñ	
Half-saturation	constant	of	NADPH	
synthesis	by	Fd-NADP)	reductase	with	
respect	to	NADP)	

5.0×10−2	mol	m−3	 9	

◊̀ÀË,ÀMàñ& 	
Half-saturation	constant	of	NADPH	
synthesis	by	Fd-NADP)	reductase	with	
respect	to	NADPH		

3.5×10−2	mol	m−3	 9	

◊̀ÀË,◊¥f	
Half-saturation	constant	of	NADPH	
synthesis	by	Fd-NADP)	reductase	with	
respect	to	Fdo	

10−3	mol	m−3	 12	

◊̀ÀË,◊¥Ä 	
Half-saturation	constant	of	NADPH	
synthesis	by	Fd-NADP)	reductase	with	
respect	to	Fdr	

10−2	mol	m−3	 12	

0ÈÍÎ,ÏÌÓ	
Maximum	rate	of	NADPH	synthesis	by	
Fd-NADP)	reductase	

1.6×10−3	mol	m−2	
s−1	 9	

î2,ÀMàñ& 	 Midpoint	redox	potential	of	NADPH	 −0.3	V	 13	
1.	(Fato	et	al.,	1996;	Hirst,	2013;	Hu	et	al.,	2013).	
2.	Estimated	(see	text	for	details).	
3.	(Asada,	2000).	
4.	(Ruuska	et	al.,	2000;	Driever	and	Baker,	2011).	
5.	(Furbank	and	Badger,	1983).	
6.	(Fridlyand	et	al.,	1998).	
7.	(Heineke	et	al.,	1991).	
8.	(Foyer	et	al.,	1992).	
9.	(Fridlyand	and	Scheibe,	1999b).	
10.	(Hirasawa	et	al.,	2009).	
11.	(Bloom	et	al.,	2002).	
12.	(Carrillo	and	Ceccarelli,	2003).	
13.	(Strand	et	al.,	2016b).	
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NO-
, + NADH → NO+

, + NAD

NO+
, + 6	Fd˛ → NH(

) + 6	Fdˇ

Glu+ NH() + ATP → Gln+ ADP + Pi
Gln+ OG+ 2	Fd˛ → 2Glu+ 2	Fdˇ

	

where	Glu	and	OG	stand	for	glutamate	and	2-oxoglutarate,	respectively.	If	one	assumes	
that	 the	 source	 of	 NADH	 required	 for	 NO-,	 reductase	 in	 the	 cytosol	 proceeds	 from	
mitochondrial	respiration	or	the	malate	valve,	this	results	in	8	Fdr	and	one	ATP	consumed	
within	the	chloroplast,	for	each	molecule	of	NO-,	assimilated	into	Glu.	

The	 in	 vivo	 kinetics	 of	 the	 different	 reactions	 described	 in	 the	 above	 are	 still	 poorly	
understood	(Fridlyand	and	Scheibe,	1999a).	Due	to	the	lack	of	NO+,	or	NH()	accumulation	
in	leaves,	studies	have	suggested	that	the	rate	limiting	step	is	NO-,	reduction	in	the	cytosol	
(Imsande	and	Touraine,	1994).	However,	the	activity	of	NO-,	reductase	is	regulated	in	vivo	
and	responds	to	changes	irradiance	and	CO2	(Kaiser	et	al.,	2002)	and	this	regulation	may	
be	responsible	for	preventing	levels	of	NO+,	and	NH-	from	accumulating.	A	single	pseudo-
reaction	is	used	to	calculate	the	rate	of	NO+,reduction	(0ÀSË):	

0ÀSË =
eÀSË ⋅ 18Ä ⋅ ’~G ⋅ XY+

,

18Ä + À̀SË,◊¥ ’~G + `ÀSË,MÒñ XY+
, + À̀SË,Ì˚ù

, 5.41 	

where	eÀË 	(mol	m−2	s−1)	is	the	maximum	rate	of	NO+,reduction	(NiR),	 À̀SË,◊¥ 	(mol	m−3)	
and	`ÀSË,MÒñ	 (mol	 m−3)	 are	 the	 half-saturation	 constants	 of	 the	 pseudo-reaction	 with	
respect	 to	Fdr	 and	ATP.	 À̀SË,◊¥ 	was	 set	 to	2.37×10−2	mol	m−3	 (Fridlyand	 and	Scheibe,	
1999a)	and	a	value	of	10−2	mol	m−3	(Hirasawa	et	al.,	2009)	was	assumed	for	 À̀SË,Ì˚ù

.	No	
values	were	found	for	 À̀SË,MÒñ ,	so	it	was	assumed	to	be	10−2	mol	m−3	which	results	in	the	
reaction	being	saturated	with	respect	to	ATP	under	typical	in	vivo	conditions.	

Bloom	et	al.	(2002)	estimated	a	maximum	rate	of	NiR	of	0.3	μmol	m−2	s−1	(equivalent	to	
2.4	μmol	e−	m−2	s−1)	in	leaves	of	Triticum	aestivum	for	an	O2	evolution	rate	of	12	μmol	m−2	
s−1	(i.e.,	NiR	consumed	5%	of	the	electrons	generated	by	PSII)	at	ambient	[CO2]	and	an	
irradiance	of	1200	μmol	m−2	s−1.	This	value	was	calculated	as	the	difference	in	O2	evolution	
for	plants	fed	with	NH()	and	NO-,,	but	these	conditions	do	not	guarantee	maximum	rates	
if	the	substrates	are	not	saturating.	Assuming	that	the	levels	of	Fdr	and	NO+,	were	around	
their	corresponding	half-saturation	constants,	 the	maximum	rate	of	NiR	would	be	four	
times	higher	than	the	reported	value.	For	the	current	parameterization	of	this	model,	this	
results	in	3×10−3	mol	m−2	s−1	(120×10−3	mol	e−	m−2	s−1	×	0.20	×	1	mol	NO-,	/	8	mol	e−).	

5.2.5 ATP	synthase	
The	ATPase	complex	is	composed	of	two	components	named	F0	and	F1.	The	F1	component	
is	exposed	to	 the	stroma	and	 it	contains	 three	catalytic	sites	where	ATP	synthesis	and	
hydrolysis	take	place.	The	F0	component	is	embedded	in	the	thylakoid	membrane	and	its	
structure	is	organized	in	the	form	of	a	rotor.	Regarding	the	mechanism	of	ATP	synthesis,	
the	currently	dominant	paradigm	is	the	cooperative	binding	theory	(Boyer,	1993)	which	
explains	ATP	synthesis	in	terms	of	rotations	of	the	components	and	changes	in	affinity	of	
the	catalytic	sites	on	the	F1	component	(Figure	5.5).	The	rotations	of	F0	are	coupled	to	
transport	 of	 H)	 from	 the	 lumen	 to	 the	 stroma	 via	 the	 c	 subunits.	 According	 to	 the	
cooperating	binding	theory,	the	number	of	H)	required	for	a	full	rotation	(ZG})	is	equal	
to	the	number	of	c	subunits.	The	energy	transferred	by	a	H)	transported	through	ATPase		
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Figure	 5.5:	 Scheme	 describing	 the	 different	 states	 of	 catalytic	 sites	 in	 the	 F1	 subunit	 of	 ATPase	
according	 to	 the	 cooperative	 binding	 theory.	 Three	 types	 of	 transitions	 exist:	 (i)	 exchange	 of	
metabolites	between	open	catalytic	sites	and	the	medium,	(ii)	synthesis	of	ATP	from	ADP	and	Pi	inside	
a	 tight	 catalytic	 site	 and	 (iii)	 conformational	 change	 of	 the	 F1	 subunit	 coupled	 to	Z)	 transport	
(Z)/ATP	in	the	figure)	that	advances	the	states	of	all	catalytic	sites	in	a	coordinated	manner.	For	
simplification,	we	depict	the	exchange	of	metabolism	and	ATP	synthesis	in	a	single	step.	L,	T	and	O	
stand	for	loose,	tight	and	open	catalytic	site.	

is	equivalent	to	the	electrochemical	gradient	of	H)	across	the	thylakoid	membrane,	also	
known	as	proton	motive	force	(pmf).	

Across	different	species	of	bacteria,	plants,	and	animals,	the	number	of	c	subunits	varies	
from	8	to	15	(Pogoryelov	et	al.,	2012)	which	would	yield	H)/ATP	ratios	from	8/3	to	5.	
Seelert	et	al.	(2000)	observed	14	c	subunits	for	ATPase	of	S.	oleracea	using	atom	force	
microscopy.	This	number	was	confirmed	by	Varco-Merth	et	al.	(2008)	and	Vollmar	et	al.	
(2009)	using	X-ray	crystallography.	A	non-integer	H)/ATP	ratio	can	be	explained	by	an	
elastic	torque	transmission	from	F0	to	F1,	thus	allowing	for	a	transient	accumulation	of	
energy	during	the	rotation	(Pänke	and	Rumberg,	1999;	Junge,	2013).	

However,	 Turina	 et	 al.	 (2003),	 Petersen	 et	 al.	 (2012)	 and	 Steigmiller	 et	 al.	 (2008)	
determined	the	H)/ATP	ratio	for	ATPase	of	S.	oleraceae	using	biochemical	equilibrium	
approaches	and	obtained	a	value	of	4	in	all	experiments,	suggesting	a	mismatch	between	
the	 structure-based	 and	 biochemistry-based	 ratios.	 A	 similar	 mismatch	 between	 the	
predictions	based	on	structural	and	biochemical	methods	was	observed	for	Escherichia	
coli	 (Steigmiller	et	al.,	2008)	and	Saccharomyces	 cerevisiae	 (Petersen	et	al.,	2012).	The	
H)/ATP	ratio	for	ATPase	of	S.	oleracea	was	also	calculated	using	a	biochemical	kinetic	
approach	by	Berry	and	Rumberg	(1996)	also	resulting	in	a	value	of	4.	The	reasons	for	the	
discrepancy	between	biochemical	and	structural	estimations	of	the	H)/ATP	ratio	are	yet	
unknown.	

Another	important	aspect	of	ATPase	is	 its	redox	regulation.	ATP	synthesis	responds	to	
pmf	in	a	sigmoidal	manner	and	the	shape	of	the	response	depends	on	the	redox	state	of	
two	thiol	groups	in	the	γ	subunit	of	the	F1	component,	which	are	reduced	by	thioredoxin	
in	 vivo	 (Schwarz	 et	 al.,	 1997).	 From	 a	 mathematical	 perspective,	 the	 effect	 of	 thiol	
reduction	on	ATPase	activity	is	a	“displacement”	of	the	response	of	ATP	synthesis	to	pmf.	
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Pänke	 and	 Rumberg	 (1996)	 developed	 a	mechanistic	model	 of	 ATPase	 that	 describes	
accurately	the	kinetics	of	ATP	synthesis	in	vitro.	The	original	experiment	used	to	develop	
and	 calibrate	 the	 model	 was	 performed	 under	 conditions	 of	 no	 voltage	 across	 the	
thylakoid	membrane,	which	 is	 not	 representative	 of	 conditions	 in	 vivo	 (Kramer	 et	 al.,	
1999).	The	equations	were	thus	extended	to	take	into	account	both	components	of	pmf	
(Cruz	et	al.,	2001),	under	the	assumption	that	they	are	kinetically	equivalent	(Junesch	and	
Gräber,	 1991).	 In	 addition,	 all	ATPase	used	 in	 the	 experiment	by	Pänke	 and	Rumberg	
(1996)	were	 fully	 reduced,	 so	 additional	modifications	were	 required	 to	 simulate	 the	
situation	of	intermediate	reduction	levels	of	the	pool	of	ATPase.	Finally,	the	model	was	
recalibrated	under	the	assumption	that	H)/ATP	was	14/3	and	not	4	as	assumed	by	the	
original	authors.	

The	equations	calculating	ATP	synthesis	are	described	 in	detail	below.	To	simplify	 the	
mathematical	 expressions,	1	 will	 be	 used	when	 referring	 to	 ATPase	 in	 equations	 and	
diagrams	(Figure	5.6).	A	catalytic	site	of	ATPase	bound	to	ADP	is	denoted	as	1à ,	1ñ	when	
bound	 to	 inorganic	phosphate	 (Pi),	1àñ	when	bound	 to	both	ADP	and	Pi	and	1Ò 	when	
bound	to	ATP.	An	empty	catalytic	site	is	denoted	as	1.	A	transition	between	two	states	of	
the	catalytic	site	is	denoted	as	0	with	suffixes	that	determine	the	initial	and	final	state	of	
the	transition.	For	example,	the	transition	from	1	to	1à	is	0◊,◊à	(Figure	5.6).	The	binding	
and	release	of	Pi,	ADP	and	ATP	are	simulated	according	to	the	law	of	mass	action.	Based	
on	the	schema	described	in	Figure	5.6	the	rate	of	Pi	binding	to	an	empty	catalytic	site	is	
calculated	as	

0◊,◊ñ = e◊ñáGU ⋅ 1 − e◊ñÄ1ñ, 5.42 	

where	e◊ñá	(m3	mol−1	s−1)	and	e◊ñÄ 	(s−1)	are	rate	constants	with	values	8.1×102	m3	mol−1	
s−1	and	2×103	s−1	(Table	5.9),	respectively	(Pänke	and	Rumberg,	1996).	The	rate	of	ADP	
binding	to	an	empty	catalytic	site	is	calculated	as	

0◊,◊à = e◊àá’ÔG ⋅ 1 − e◊àÄ1à, 5.43 	

where	e◊àá	(m3	mol−1	s−1)	and	e◊àÄ 	(s−1)	are	rate	constants	with	values	1.24×104	m3	mol−1	
s−1	and	3.7×102	s−1,	respectively	(Pänke	and	Rumberg,	1996,	1999).	It	is	assumed	that	the	
presence	of	a	reactant	already	bound	to	the	site	does	not	affect	the	rate	of	binding	of	the	
other	reactant.	Thus,	the	binding	of	ADP	when	Pi	is	already	bound	proceeds	as	

0◊ñ,◊àñ = e◊àá’ÔG ⋅ 1ñ − e◊àÄ1àñ, 5.44 	

and	Pi	binding	when	ADP	is	already	bound	is	calculated	as	

0◊à,◊àñ = e◊ñáGU ⋅ 1à − e◊ñÄ1àñ. 5.45 	

	

The	binding	of	ATP	follows	analogous	kinetics	to	the	other	reactants,	with	the	exception	
that	ATP	may	only	bind	to	an	empty	catalytic	site:	

0◊,◊Ò = e◊Òá’~G ⋅ 1 − e◊ÒÄ1Ò, 5.46 	

where	e◊Òá	(m3	mol−1	s−1)	and	e◊ÒÄ 	(s−1)	are	rate	constants	with	values	2.14×103	m3	mol−1	
s−1	and	2.2×102	s−1,	respectively	(Pänke	and	Rumberg,	1996,	1999).	All	the	conformational	
changes	 of	 a	 catalytic	 site	 are	 included	 in	 a	 single	 step	 assumed	 to	 follow	 first-order	
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kinetics	 (Pänke	 and	Rumberg,	 1996)	 and	 takes	 into	 account	 the	 effects	 of	 pmf	 on	 the	
kinetics	and	thermodynamics	of	the	conformational	changes:	

0◊àñ,◊Ò = 1%‡e◊Q − 1Òe◊+, 5.47 	

where	 e◊Q	 (s−1)	 and	 e◊+	 (s−1)	 are	 the	 apparent	 rate	 constants	 for	 the	 conformational	
changes	 in	 the	 directions	 of	 synthesis	 and	 hydrolysis	 of	 ATP.	 The	 rate	 constants	 are	
assumed	proportional	to	the	probability	that	a	transition	in	one	direction	occurs,	that	is	

e◊Q = e◊Q7pQ 5.48 	

and	

e◊+ = e◊+7p+, 5.49 	

where	e◊Q7	 (s−1)	 and	e◊+7	 (s−1)	 are	 kinetic	 parameters	with	 values	 of	 5.2×103	 s−1	 and	
2.2×103	s−1,	respectively	(Pänke	and	Rumberg,	1996)	and	¬Q	and	¬+	are	the	probabilities	
that	a	transition	in	the	direction	of	ATP	synthesis	or	hydrolysis	occurs,	respectively.	The	
probability	of	ATP	synthesis	is	calculated	as	

¬Q =
◊̀aÉ

(

1 + ◊̀a Ô
5.50 	

and	for	ATP	hydrolysis	it	is	

¬+ =
1

1 + ◊̀a Ô
, 5.51 	

where	Ô	and	É	are	computed	as	

Ô = 1 + É + É+ + É- + É( 5.52 	

and	

É =
1

◊̀

|◊Ä10
m2á/ƒø& + |◊f10

(m2á,m2á')/ƒø& , 5.53 	

where	¬Ù|¥ 	(V)	is	the	displacement	in	the	sensitivity	of	ATP	synthesis	to	proton	motive	
force	due	to	thiol	reduction,	|◊Ä 	and	|◊f	are	the	fractions	of	ATPase	that	contain	reduced	
and	oxidised	regulatory	γ	subunit,	respectively.	¬Ù|¥ 	was	estimated	to	be	0.06	V	from	the	
measurements	by	 Junesch	and	Gräber	 (1987).	 ◊̀a 	 is	 the	equilibrium	coefficient	of	 the	
conversion	of	subtrates	into	products	within	a	tight	catalytic	site	and	̀ ◊ 	is	the	equilibrium	
coefficient	of	each	conformational	change	of	F.	The	original	values	for	 ◊̀a 	and	 ◊̀ 	were	
2.5	and	220,	but	assuming	an	H)/ATP	ratio	of	14/3,	they	become	3.1	and	110.	The	new	
values	were	 estimated	 by	 recalculating	 the	 rates	 of	 ATP	 synthesis	 and	 pH	 from	 their	
original	 data	 (both	 variables	 were	 calculated	 by	 the	 authors	 using	 experimental	
calibrations	that	assumed	H)/ATP	=	4)	assuming	an	H)/ATP	=14/3	and	fitting	the	model	
to	 the	new	data.	The	new	calibration	also	affected	the	values	of	e◊àÄ 	and	e◊ÒÄ 	and	the	
values	reported	in	the	above	and	in	Table	5.9	refer	to	the	new	values	estimated	assuming	
H)/ATP	=14/3.	The	original	values	of	e◊àÄ 	and	e◊ÒÄ 	for	H)/ATP	=	4	were	490	s−1	and	270	
s−1,	 respectively.	 Applying	mass	 balance	 to	 the	 different	 forms	 of	 ATPase	 leads	 to	 the	
following	differential	equations:	
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Figure	5.6:	Reaction	network	associated	to	the	mathematical	model	of	ATP	synthesis	based	on	the	
model	 by	 Pänke	 and	 Rumberg	 (1996).	 Each	 node	 represents	 an	 open	 catalytic	 site	 of	 the	 ATP	
synthase	 (denoted	 by	 F),	 where	 subscripts	 refer	 to	 the	 different	 reactants	 of	 the	 reaction.	 The	
transitions	through	the	loose	bound	and	tight	bound	states	are	implicit	in	0◊àñ,◊Ò ,	whereas	the	rest	
of	transitions	describe	exchange	of	metabolites	between	open	sites	and	the	stroma.	F	stands	for	an	
ATPase	catalytic	site	and	the	subscripts	indicate	bound	substrates:	P	is	phosphate,	D	is	ADP	and	T	is	
ATP.	

81

8<
= −0◊,◊ñ − 0◊,◊à − 0◊,◊Ò, 5.54

81à

8<
= 	0◊,◊à − 0◊à,◊àñ, 5.55

81ñ

8<
= 0◊,◊ñ − 0◊ñ,◊àñ, 5.56

81àñ

8<
= 0◊ñ,◊àñ + 0◊à,◊àñ − 0◊àñ,◊Ò	and	 5.57

81Ò

8<
= 	0◊,◊Ò + 0◊àñ,◊Ò. 5.58

	

5.2.6 Proton	motive	force	
The	 pH	 of	 the	 lumen	 of	 the	 thylakoid	 and	 stroma	 are	 determined	 by	 the	 balance	 of	
inbound	and	outbound	H)	fluxes	and	the	buffering	capacity	of	each	compartment.	In	the	
equations	below,	bold	font	denotes	vectors.	Each	vector	corresponds	to	all	the	transitions	
associated	 to	 a	 transition	 rule	 (described	 in	 Tables	 5.1,	 5.4,	 and	 5.6).	 The	∑	 symbol	
represents	the	sum	over	

all	 components	 of	 a	 vector.	 Several	 buffering	 species	 exist	with	 different	 pK	 but	 their	
overall	effect	results	in	changes	of	pH	being	proportional	to	changes	in	total	H)	(Junge	et	
al.,	1979).	Therefore,	changes	in	pH	in	the	lumen	are	computed	as	

8 ¬Z¯

8<
= −

(¯
̄ ]^

	 pqrs + 2 Ÿ⁄€‹›ô + Ÿ⁄€‹›Ü − Ÿ⁄€‹fiô − Ÿ⁄€‹fiÜ −

(¯
̄ ]^

40Àà& −
0◊àñ,◊ÒZG}

3
	, 5.59

	

whereas,	for	the	stroma,	the	changes	are	described	by	the	expression	

8 ¬Z∫

8<
=

(∫
∫]<

0◊àñ,◊ÒZG} − 2 pu9ûüÜì − pu9ûüÜò + pfl9ûüÜì − pfl9ûüÜò

−
(∫
∫]<

60Àà& + 0◊ÀË + 20◊ïË + 20◊ÒË + 0))g + 80ÀË − (∫
2 + 2.

2 + 1.5.
0´ + 0Ûà& , 5.60
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Table	5.9:	Parameters	associated	to	ATP	synthase.	See	bottom	of	the	table	for	sources.	

Symbol	 Description	 Value	 Source	

e◊ñá	
Rate	constant	of	phosphate	binding	to	ATP	
synthase	

8.1×102	m3	mol−1	
s−1	 1	

e◊àá	
Rate	constant	of	ADP	binding	to	ATP	
synthase	 1.2	104	m3	mol−1	s−1	 1	

e◊ñÄ 	
Rate	constant	of	phosphate	release	from	
ATP	synthase	 2×103	s−1	 1	

e◊àÄ 	 Rate	constant	of	ADP	release	from	ATPase	 3.7×102	s−1	 1	

e◊Òá	
Rate	constant	of	ATP	binding	to	ATP	
synthase	

2.1×103	m3	mol−1	
s−1	 1	

e◊ÒÄ 	
Rate	constant	of	ATP	release	from	ATP	
synthase	 2.2×102	s−1	 1	

e◊Q7	
Maximum	rate	constant	of	ATP	synthesis	
inside	a	tight	catalytic	site	 5.1×103	s−1	 1	

e◊+7	
Maximum	rate	constant	of	ATP	hydrolysis	
inside	a	tight	catalytic	site	 2.2×103	s−1	 1	

◊̀a 	
Equilibrium	coefficient	of	ATP	synthesis	
inside	a	tight	catalytic	site	 3.1	 1	

◊̀ 	
Equilibrium	coefficient	of	conformational	
changes	of	ATP	synthase	 110	 1	

¬Ù|¥ 	
Displacement	in	the	sensitivity	of	ATP	
synthesis	to	proton	motive	force	due	to	
reduction	of	the	γ	subunit	

6×10−2	V	 2	

ZG}	 Amount	of	H)	transported	per	rotation	of	
the	ATPase	 14	 3	

1.	(Pänke	and	Rumberg,	1996).	
2.	(Junesch	and	Gräber,	1987).	
3	(Seelert	et	al.,	2000;	Varco-Merth	et	al.,	2008;	Vollmar	et	al.,	2009).	

where	(¯	(m3	mol−1)	and	(∫	(m3	mol−1)	are	the	total	buffering	capacities	of	the	lumen	and	
stroma	(i.e.	the	ratio	ΔpH/ΔH)),	and	̄ 	(m3	mol−1)	and	∫	(m3	mol−1)	are	the	volumes	of	
the	lumen	and	stroma	per	amount	of	chlorophyll.	An	often	assumed	value	for	∫	is	25	μL	
mg−1,	which	has	been	confirmed	experimentally	for	S.	oleracea	using	osmotic	methods	by	
Robinson	 (1985)	 and	 Lunn	 and	 Douce	 (1993).	 However,	 using	 electron	micrographs,	
Winter	et	al.	(1994)	estimated	the	volume	of	the	stroma	per	amount	of	chlorophyll	to	be	
65	μL	mg−1	in	S.	oleracea	and	35	μL	mg−1	in	H.	vulgare,	which	indicates	variability	across	
species	and	experimental	methods.	As	default	and	in	line	with	most	studies,	the	value	of	
25	μL	mg−1,	(equivalent	to	2.2×10−2	m3	mol−1,	Table	5.10)	was	assumed	for	∫.	Different	
ratios	between	 the	∫	 and	 ̄ 	 have	been	 reported,	 including	values	of	 2	 (Winter	 et	 al.,	
1993),	8	(Laisk	et	al.,	2009a;	Oja	et	al.,	2011)	and	14	(Lawlor,	2001).	An	intermediate	value	
of	8	is	assumed,	leading	to	̄ 	being	2.8×10−3	m3	mol−1.	

The	 pmf	 is	 of	 made	 of	 two	 components:	 the	 difference	 in	 pH	 across	 the	 thylakoid	
membrane	(z¬Z)	and	the	electrical	field	across	the	thylakoid	membrane	(z{,	V):	

¬Ù| = z{ +
2.3}~̄

1
Δ¬Z , 5.61 	
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where	Δ¬Z = ¬Z∫ − ¬Z¯ ,	R	is	the	ideal	gas	constant	(8.31	J	mol−1	K−1),	and	F	is	the	Faraday	
constant	(96485	C	mol−1).	 Ions	are	transported	across	the	thylakoid	membrane,	which	
affects	the	value	of	z{.	The	rate	of	change	of	z{	is	calculated	as	

8z{

8<
=

0&Si − 0&f*^ /(˙^b]^) + 1S 1
]2O2

, 5.62 	

where	 Cmem	 is	 the	 electrical	 capacitance	 of	 the	 thylakoid	 membrane	 assumed	 to	 be	
0.6×10−2	F	m−2	(Cruz	et	al.,	2001),	1S 	(mol	m−2	s−1)	is	the	flux	of	ions	across	the	thylakoid	
membrane	and	˙^b	(m2	mol−1)	is	the	surface	of	the	thylakoid	membrane	per	amount	of	
chlorophyll,	assumed	to	be	5.3×105	m2	mol−1	(Lawlor,	2001).	

Existing	models	of	 ion	transport	across	the	thylakoid	membrane	include	the	use	of	the	
Goldman–Hodgkin–Katz	 flux	 equation	 (Vredenberg	 and	Tonk,	 1975;	 van	Kooten	et	 al.,	
1986)	or	a	linear	Ohmic	model	where	the	flux	of	an	ion	is	proportional	to	its	ionic	proton	
motive	force	(Cruz	et	al.,	2001;	Zaks	et	al.,	2012).	In	preliminary	simulations	with	these	
models,	it	was	observed	that	both	approaches	led	to	an	increase	in	the	ratio	z{/pmf	as	
pmf	increased.	However,	estimations	of	these	components	in	vivo	from	measurements	of	
electrochromic	 shift	 (ecs)	 and	 for	 different	 [CO2]	 and	 light	 intensities	 (Avenson	 et	 al.,	
2004;	Takizawa	et	al.,	2007)	indicate	that	the	ratio	z{/pmf	decreases	as	pmf	increases.	

From	a	mechanistic	point	of	view,	such	behaviour	could	be	achieved	by	regulating	 the	
activities	of	channels	that	facilitate	transport	of	ions,	additional	ion	transport	across	the	
chloroplast	envelope,	and	Z)/`)	counterion	transport	across	the	thylakoid	membrane	
(Finazzi	et	al.,	2015;	Pottosin	and	Shabala,	2016).	Recent	experimental	evidence	indicates	
that	 the	 partitioning	 of	 pmf	 into	 its	 pH	 and	 electrical	 components	 is	 regulated	 by	 the	
activities	 of	 such	 channels	 (Armbruster	 et	 al.,	 2014;	 Kunz	 et	 al.,	 2014;	Herdean	 et	 al.,	
2016).	However,	

quantitative	information	of	the	kinetics	and	regulation	of	these	channels	is	still	 lacking	
which	prevents	the	development	of	a	mechanistic	model.	Instead,	an	empirical	approach	
is	proposed	based	on	(i)	observed	relationship	between	z{,	¬Z∫ − ¬Z¯ ,	and	pmf	and	(ii)	
first-order	 kinetics	 to	 describe	 dynamical	 changes.	 From	 measurements	 of	
electrochromic	shift,	Takizawa	et	al.	(2007)	observed	a	linear	relationship	between	light-
induced	Δ¬Z	and	pmf,	with	a	positive	intercept.	Given	that	their	measurements	were	all	
performed	at	pmf	higher	than	the	pmf	in	the	darkness,	a	second	linear	expression	was	
added	(only	limiting	for	Δ¬Z	<	0.04	such	that	it	has	no	effect	on	the	relationship	in	the	
light)	to	avoid	negative	Δ¬Z	values	in	the	simulations.	The	resulting	relationship	is	

¬Ù|êê = min Rm2á + ≠m2á
2.3}~

1
Δ¬Z	, Rm2á + ≠m2á 	

2.3}~

1
Δ¬Z , 5.63 	

where	Rm2á	(V)	and	≠m2á	are	empirical	parameters.	From	the	measurements	of	Takizawa	
et	al.	(2007)	the	values	of	Rm2á	=	0.03	V	and	≠m2á	=	1.87	were	derived,	assuming	that	90%	
of	the	pmf	in	the	darkness	was	in	the	form	of	z{,	by	extrapolating	from	the	values	in	the	
light.	From	¬Ù|êê,	the	steady-state	value	of	z{	(z{êê)	is	calculated	as	

z{êê = ¬Ù|êê −
2.3}~

1
Δ¬Z. 5.64 	

Assuming	first-order	kinetics,	the	flow	of	ions	(1S)	required	to	achieve	z{êê	is	calculated	
as	
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Table	5.10:	Parameters	associated	with	regulation	of	the	pH	in	the	lumen	and	stroma,	proton	motive	
force,	and	electrical	field	across	the	thylakoid	membrane.	See	bottom	of	the	table	for	sources.	

Symbol	 Description	 Value	 Source	

(¯	 Buffering	capacity	of	the	lumen	of	the	
thylakoid	 3.3×10−2	m3	mol−1	 1	

(∫	 Buffering	capacity	of	the	stroma	 3.3×10−2	m3	mol−1	 1	

]2O2	
Electrical	capacitance	of	the	thylakoid	
membrane	 0.6×10−2	F	m−2	 1	

ê	
Volume	of	the	stroma	per	unit	of	
chlorophyll	 2.2×10−2	m3	mol−1	 2	

̄ 	 Volume	of	the	lumen	of	the	thylakoid	per	
unit	of	chlorophyll		 2.8×10−3	m3	mol−1	 2,3	

˙^b	
Surface	of	the	thylakoid	membrane	per	unit	
of	chlorophyll	 5.3×105	m2	mol−1	 	

Rm2á	
Intercept	of	the	relationship	between	
proton	motive	force	and	Δ¬Z2.3}~/
1	observed	in	leaves	

3×10−2	V	 4	

≠m2á	
Slope	of	the	relationship	between	proton	
motive	force	and	Δ¬Z2.3}~/1	observed	in	
leaves	

1.87	 4	

e, 	
Rate	constant	of	changes	in	the	electrical	
field	across	the	thylakoid	membrane	due	
counterion	movement	

10	s−1	 5	

1.	(Lunn	and	Douce,	1993;	Cruz	et	al.,	2001).	
2.	(Winter	et	al.,	1994).	
3.	(Laisk	et	al.,	2009a;	Oja	et	al.,	2011).	
4.	(Takizawa	et	al.,	2007).	
5.	Estimated	(see	text	for	details).	

1S =
z{êê − ΔΨ e-]2O2

1
, 5.65 	

where	e-	(s−1)	is	an	empirical	rate	constant	representing	the	kinetics	of	changes	in	ΔΨ	
and	 it	 can	be	estimated	 from	ecs	measurements.	 In	order	 to	 reproduce	observed	 time	
series	of	ecs	(van	Kooten	et	al.,	1986;	Cruz	et	al.,	2001),	a	value	of	e-	=	10	s−1	was	assumed.	

5.2.7 Calvin	cycle	and	CO2	diffusion	
A	detailed	model	of	the	metabolism	of	the	stroma	is	beyond	the	scope	of	this	model,	but	
realistic	 rates	of	ATP	and	NADPH	consumption	are	required	 in	order	 to	define	proper	
boundary	conditions	for	the	electron	transport	chain.	This	is	especially	important	as	the	
physiological	roles	of	the	different	forms	of	alternative	electron	transport	and	NPQ	are	to	
regulate	the	total	production	of	ATP	and	NADPH	as	well	as	their	ratio.	Since	it	is	not	among	
the	objectives	of	this	model	to	study	the	Calvin	cycle	and	related	metabolic	pathways	in	
detail,	 a	 simpler	 approach	 is	 used.	 The	 kinetics	 of	 Rubisco	 are	 described	 in	 detail,	
following	 the	 approach	 by	 Farquhar	 (1979),	 and	 the	 regulation	 of	 Rubisco	 activity	 is	
modelled	based	on	empirical	observations	on	the	interaction	between	Rubisco	activase	
(Rca)	and	Rubisco.	Assuming	that	Rubisco	limits	the	flow	of	carbon	through	the	Calvin	
cycle,	the	rest	of	the	cycle	is	simplified	into	a	single	step,	catalysed	by	a	light-regulated	
pseudo-enzyme	(as	many	of	the	enzymes	in	the	Calvin	cycle	increase	their	activities	with	



Chapter	5	

168	

irradiance)	that	takes	into	account	the	stoichiometry	of	ATP	and	NADPH	consumption	of	
the	Calvin	cycle	and	photorespiration.	Finally,	in	order	to	reproduce	correctly	the	steady-
state	and	dynamic	conditions	in	leaves,	an	empirical,	dynamical	model	of	CO2	diffusion	is	
included.	All	parameters	for	this	module	can	be	found	in	Table	5.11.	

5.2.7.1 Rubisco	kinetics	and	regulation	
Rubisco	is	the	enzyme	responsible	for	assimilation	of	CO2	in	the	Calvin	cycle,	which	drives	
most	of	the	consumption	of	ATP	and	NADPH	in	the	stroma.	Modifying	the	equations	by	
Farquhar	 (1979),	 in	 order	 to	 include	 the	 effect	 of	 partially	 active	 Rubisco,	 the	 rate	 of	
carboxylation	(0a)	and	oxygenation	(0ˆ)	can	be	calculated	as		

0a =
|ËN|Ë*Nñea]a}.
]a + à 1 +

Y+
ˆ̀

5.66 	

and	

0ˆ =
|ËN|Ë*NñeˆY+}.
Y+ + ˆ̀ 1 +

]a

à

, 5.67 	

where	]a 	(mol	mol−1)	is	the	[CO2]	in	the	chloroplast,	|ËN 	is	fraction	of	Rubisco	catalytic	
sites	 that	are	active	 (i.e.,	 carbamylated	and	not	bound	 to	 tight	 inhibitors),	|Ë*Nñ	 is	 the	
effect	 of	 RuBP	 concentration	 of	 Rubisco	 kinetics,	 ea 	 (s−1)	 is	 the	 rate	 constant	 of	
carboxylation,	}.	(mM)	is	the	concentration	of	Rubisco	catalytic	sites,	 à 	(mol	mol−1)	is	
the	half-saturation	constant	of	RuBP	carboxylation	with	respect	to	CO2,	 ˆ̀	(mol	mol−1)	is	
the	half-saturation	constant	of	RuBP	oxygenation	with	respect	to	O2,	and	eˆ	(s−1)	is	the	
rate	constant	of	oxygenation.	The	values	of	ea ,	eˆ ,	 à ,	and	 ˆ̀	were	assumed	to	be	4.16	
s−1,	1.0	s−1,	3.1×10−4	mol	mol−1,	and	0.18	mol	mol−1,	respectively,	based	on	measurements	
on	A.	 thaliana	by	Walker	et	al.	 (2013).	The	value	of	|Ë*Nñ	 is	calculated	as	proposed	by	
Farquhar	(1979):	

|Ë*Nñ =
}. + Ë̀*Nñ

3 + }/.G − }. + Ë̀*Nñ
3 + }/.G + − 4}.	}/.G		

2}. , 5.68 	

where	 Ë̀*Nñ
3 	 (mol	m−3)	 is	 the	apparent	half-saturation	constant	with	 respect	 to	RuBP,	

which	increases	in	the	presence	of	PGA	due	to	competitive	inhibition	(von	Caemmerer,	
2000):	

Ë̀*Nñ
3 = Ë̀*Nñ 1 −

Gy’

/̀,ñ0M
, 5.69 	

where	 Ë̀*Nñ	(mol	m−3)	is	the	value	of	 Ë̀*Nñ
3 	in	the	absence	of	PGA	and	 /̀,ñ0M	(mol	m−3)	is	

the	inhibition	constant	with	respect	to	PGA.	The	values	of	 Ë̀*Nñ	and	 /̀,ñ0M	were	assumed	
to	be	2.2×10−2	mol	m−3	and	0.84	mol	m−3,	respectively	(von	Caemmerer,	2000).	

The	 activity	 of	 Rubisco	 changes	 with	 irradiance	 and	 [CO2]	 due	 to	 changes	 in	 the	
concentration	of	Rubisco	inhibitors	and	regulation	of	Rubisco	activase	activity	(Zhang	and	
Portis,	1999;	Parry	et	al.,	2013).	The	activity	of	Rubisco	activase	(|Ëgç)	decreases	with	the	
ratio	of	ADP	over	ATP	(ADP/ATP)	and	the	sensitivity	to	this	ratio	depends	on	reduction	
of	the	larger	isoform	of	Rca	(Zhang	and	Portis,	1999;	Carmo-Silva	and	Salvucci,	2013),	at	



	 	 Model	electron	transport	

169	

least	 in	 species	 that	 contain	 two	 isoforms	 of	 Rca.	 The	 following	 empirical	 expression	
captures	the	sensitivity	of	a	population	of	Rca	to	ADP/ATP:	

|Ëgç = |Ëgç,2 + 1 − |Ëgç,2 |Ëgç,Ä exp −
|Ëgç,ê
Ä ’ÔG

’~G
+ |ËaM,f exp −

|Ëgç,ê
f ’ÔG

’~G
, 5.70 	

where	|Ëgç,Ä 	and	|Ëgç,f	are	the	fractions	of	the	Rca	pool	that	are	reduced	and	oxidised,	
respectively	and	|Ëgç,2,	|Ëgç,êÄ ,	and	|Ëgç,êf 	are	empirical	parameters	with	values	equal	to	
0.04,	2.0,	and	10.8	based	on	the	measurements	reported	by	Zhang	and	Portis	(1999)	for	
A.	thaliana.	

The	activity	of	Rca	affects	both	steady-state	activation	state	of	Rubisco	(|ËN,êê)	as	well	as	
the	rate	of	activation	of	Rubisco.	Based	on	the	conceptual	model	of	Mate	et	al.	(1996)	and	
measurements	reported	by	Mott	and	Woodrow	(2000),	the	relationship	between	|ËN,êê	
and	Rca	is	assumed	to	be	hyperbolic:	

|ËN,êê =
|Ëgç}†R

|Ëgç}†R + M̀,Ëgç

, 5.71 	

where	̀ M,Ëgç	is	an	apparent	half-saturation	constant	with	a	value	of	0.1	mol	m−3	estimated	
from	measurements	reported	by	Mott	and	Woodrow	(2000).	Knowing	a	maximum	value	
of	|ËN,êê	in	vivo	of	0.92	for	A.	thaliana	(Carmo-Silva	and	Salvucci,	2013),	the	concentration	
of	Rca	was	estimated	to	be	1.23	mol	m−3.	

Changes	 in	 Rubisco	 activity	 follow	 first-order	 kinetics	 (Sassenrath-Cole	 et	 al.,	 1994;	
Pearcy	et	al.,	1997;	Mott	and	Woodrow,	2000)	and	the	rate	constant	of	Rubisco	activation	
is	proportional	to	the	concentration	of	reduced	Rca:	

8|ËN

8<
=

eËNS|Ëgç}†R |ËN,êê − |ËN if	|ËN,êê > |ËN

eËN¥ |ËN,êê − |ËN if	|ËN,êê ≤ |ËN
, 5.72 	

where	eËNS 	(s−1)	is	the	maximum	rate	constant	of	Rubisco	activation	with	fully	active	Rca,	
and	 eËN¥ 	 (s−1)	 is	 the	 rate	 constant	 of	 Rubisco	 inhibition.	 The	 values	 reported	 in	 the	
literature	 for	 eËN¥ 	 vary	 between	 4.2×10−4	 s−1	 (Gross	 et	 al.,	 1991)	 to	 1.6×10−3	 s−1	
(Hammond	et	al.,	1998)	and	we	chose	a	value	of	4.2×10−4	s−1.	In	order	to	reproduce	the	
rates	of	photosynthetic	induction	measured	by	Kaiser	et	al.	(2016),	as	discussed	in	Section	
5.3.1,	it	was	assumed	that	eËNS 	=	4.5	m3	mol−1	s−1.	

5.2.7.2 Regeneration	of	RuBP	
In	order	to	minimize	the	number	of	parameters	required	to	calculate	RuBP	regeneration	
but	 still	 produce	 realistic	 rates	 of	 ATP	 and	 NADPH	 consumption,	 we	 simplified	 the	
regeneration	 phase	 of	 the	 Calvin	 cycle	 into	 a	 single	 pseudo-reaction.	 This	 simplified	
approach	is	similar	to	previous	simplified	models	of	the	Calvin	cycle	(Pearcy	et	al.,	1997;	
Kirschbaum	et	al.,	1998).	The	following	known	features	are	represented	in	the	model:	

1.	Part	of	the	carbon	stored	in	the	PGA	pool	will	not	be	converted	to	RuBP	but	used	
for	sucrose	and	starch	synthesis.	

2.	The	consumption	of	ATP	and	NADPH	is	coupled	with	a	stoichiometric	ratio	that	
depends	on	the	ratio	of	oxygenation	to	carboxylation.	
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3.	Several	enzymes	of	the	Calvin	cycle	are	regulated	by	thiol	reduction	as	well	as	
other	allosteric	regulators	which	results	in	an	increase	of	their	activities	with	irradiance.	

In	addition,	the	following	assumptions	are	made:	

1.	The	total	amounts	of	carbon	and	phosphate	stored	as	intermediates	of	the	Calvin	
cycle	are	conserved.	

2.	The	photorespiration	pathway	returns	one	PGA	to	the	Calvin	cycle	for	every	two	
phosphoglycolates	generated	by	oxygenation.	

3.	The	NH()	released	by	glycine	decarboxylase	is	re-assimilated	in	the	stroma	using	
ATP	and	NADPH	produced	by	the	photosynthetic	electron	transport	chain.	

From	these	features	and	assumptions,	the	following	expression	is	deduced	to	calculate	
the	rate	of	PGA	conversion	into	RuBP	(0Ä ,	mol	m−2	s−1)	

0Ä =
Gy’		’~G		X’ÔGZ	|ËÄ2ç∑

Gy’ + ñ̀0M ’~G + Ë̀,MÒñ X’ÔGZ + Ë̀,ÀMàñ&

	, 5.73 	

where	|Ë 	 is	the	activation	state	of	the	pseudo-enzyme	in	the	regeneration	phase	of	the	
Calvin	cycle,	Ä2ç∑	(mol	m−2	s−1)	is	the	maximum	rate	of	PGA	conversion	into	RuBP,	 ñ̀0M	
(mol	m−3),	 Ë̀,MÒñ	(mol	m−3)	and	 Ë̀,ÀMàñ& 	(mol	m−3)	are	the	half	saturation	constants	with	
respect	to	PGA,	ATP	and	NADPH,	respectively.	Pearcy	et	al.	(1997)	and	Kirschbaum	et	al.	
(1998)	assumed	values	for	 ñ̀0M	of	25	µmol	m−2	and	5	µmol	m−2	(expressed	as	amount	per	
unit	 of	 leaf	 area).	 Given	 the	 volume	 of	 stroma	 assumed	 in	 this	 study,	 these	 values	
correspond	to	2.5	mol	m−3	and	0.5	mol	m−3,	respectively,	and	a	value	of	0.5	mol	m−3	was	
chosen	for	the	model.	In	the	Calvin	cycle,	NADPH	is	only	consumed	by	glyceraldehyde	3-
phosphate	 dehydrogenase,	 with	 a	 half-saturation	 constant	 of	 2.3×10−2	 mol	 m−3	
(Fridlyand,	1992).	ATP	is	consumed	by	different	reactions,	catalysed	by	phosphoglycerate	
kinase	(PGK)	and	ribulose-5-phosphate	kinase	(PRK).	Reported	values	for	the	Michaelis-
Menten	constant	of	PGK	vary	between	0.24	and	0.70	mol	m−3	(Köpke-Secundo	et	al.,	1990;	
Fridlyand,	1992),	whereas	for	PRK	it	varies	between	0.03	and	0.065	mol	m−3	(Laing	et	al.,	
1981;	 Gardemann	 et	 al.,	 1982).	 A	 value	 of	 0.24	 mol	 m−3,	 corresponding	 to	 PGK,	 was	
assumed	for	 Ë̀,MÒñ ,	as	it	is	more	limiting	than	the	value	for	PRK.	

Based	on	measurements	of	the	steady-state	activity	of	PRK	and	fructose-1,6-bisphosphate	
(FBPase)	 as	 a	 function	 of	 irradiance	 (Sassenrath-Cole	 and	 Pearcy,	 1994b)	 a	 non-
rectangular	 hyperbola	was	 chosen	 to	 calculate	 the	 steady-state	 value	 of	|Ë 	 (|Ëêê)	 as	 a	
function	of	irradiance:	

|Ëêê = |Ë,7 +

\á1�ñ + 1 − |Ë,7 − \á1�ñ + 1 − |Ë,7
+

− 4\á1�ñ±á1 1 − |Ë,7

2±á1
	 , 5.74

	

where	|Ë,7	is	the	minimum	value	of	|Ë 	(in	the	darkness),	\á1 	(mol−1	m2	s)	is	the	initial	slope	
of	 the	hyperbola	and	±á1 	determines	 the	curvature	of	 the	hyperbola.	From	the	data	of	
Sassenrath-Cole	et	al.	(1994),	the	values	for	|Ë,7,	\á1 	and	±á1 	were	estimated	to	be	0.04,	
2.5×103	mol−1	m2	s	and	0.96,	respectively.	These	values	correspond	to	FBPase,	but	similar	
values	could	be	derived	for	PRK	from	the	same	source.	Changes	in	the	activity	of	enzymes	
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like	 PRK	 and	 FBPase	 follow	 first-order	 kinetics	 (Sassenrath-Cole	 et	 al.,	 1994)	 with	
different	rate	constants	for	increases	and	decreases:	

8|Ë

8<
=

|Ëêê − |Ë eSË if	|Ëêê > |Ë
|Ëêê − |Ë e¥Ë if	|Ëêê ≤ |Ë

, 5.75 	

where	eSË 	 (s−1)	 and	e¥Ë 	 (s−1)	 are	 the	 rate	 constants	 for	 increase	 and	decreases	 in	 the	
activities	of	the	regulated	enzymes.	From	the	data	by	Sassenrath-Cole	et	al.	(1994),	eSË 	
and	e¥Ë 	were	estimated	to	be	6.3×10−3	and	s−1	7.5×10−3	s−1,	respectively,	for	FBPase.	From	
the	same	source,	similar	values	could	be	derived	for	PRK.	

5.2.7.3 Dynamic	balance	of	metabolites	
In	 order	 to	 complete	 the	 Calvin	 cycle,	 dynamic	 changes	 in	 the	 concentrations	 of	
metabolites	and	CO2	are	computed	from	the	rates	given.	Changes	in	PGA	are	determined	
by	the	two	reactions	involved	in	its	production	and	consumption:	

8Gy’

8<
= 2 + 1.5. 0g − 0Ä, 5.76 	

and	similarly	for	RuBP	

8}/.G
8<

=
1 + .

2 + 1.5.
0Ä − 1 + . 0g. 5.77 	

were	.	is	defined	as:	

. =
0f

0g
. 5.78 	

The	coefficient	 1 + . /(2 + 1.5.)	takes	into	account	the	different	carbon	compositions	
of	PGA	(3C)	and	RuBP	(5C)	as	well	as	the	consumption	of	intermediates	for	sucrose	and	
starch	synthesis,	which	 is	assumed	to	proceed	 in	such	a	way	that	 the	total	carbon	and	
phosphate	in	the	Calvin	cycle	are	conserved.	That	is,	as	.	increases,	the	fraction	of	PGA	
that	 is	 converted	 into	 RuBP	 increases,	 the	 fraction	 allocated	 to	 starch	 and	 sucrose	
synthesis	decreases.	

The	 dynamics	 of	 ATP	 and	 ADP	 are	 driven	 by	 the	 balance	 of	 their	 synthesis	 and	
consumption	 by	 ATPase,	 regeneration	 of	 RuBP,	 photorespiration,	 and	 nitrate	
assimilation.	The	differential	equation	for	ATP	is:	

8’~G

8<
= −0◊,◊Ò − 0ÀË − −

3 + 3.5.

2 + 1.5.
0Ä, 5.79 	

and	for	ADP	it	is:	

8’ÔG

8<
= −0◊,◊à − 0◊ñ,◊àñ + 0ÀË +

3 + 3.5.

2 + 1.5.
0Ä. 5.80 	

The	free	inorganic	phosphate	can	be	derived	from	the	total	phosphate	in	the	system	(GUÒ ,	
mol	m−3)	and	phosphate	bound	in	different	forms	as:	

GU = GUÒ − 3’~G − 2’ÔG − 2}/.G − Gy’. 5.81 	
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The	 balance	 of	 NADPH	 is	 calculated	 from	 its	 production	 by	 FNR,	 consumption	 by	 the	
Calvin	cycle	(considering	the	extra	consumption	by	photorespiration)	and	consumption	
by	the	malate	shuttle	as:	

8X’ÔGZ

8<
= 0◊ÀË −

2 + 2.

2 + 1.5.
0Ä − 0Ûà&, 5.82 	

whereas	the	dynamics	of	NADP)	is	simply	given	by:	

8X’ÔG)

8<
= −

8X’ÔGZ

8<
. 5.83 	

In	 order	 to	 capture	 the	 effect	 of	 fluctuating	 irradiance	 on	 the	 value	 of	 ]a ,	 empirical	
equations	for	CO2	diffusion	are	included.	The	path	between	the	air	and	the	stroma	of	the	
chloroplast	 is	 separated	 into	 three	 components:	 a	 component	 associated	 with	 the	
stomatal	pores	(%ê,	mol	m−2	s−1),	a	component	associated	with	the	wall	of	mesophyll	cells,	
the	 cellular	 membrane	 and	 part	 of	 the	 cytosol	 (%) ,	 mol	 m−2	 s−1)	 and	 a	 component	
associated	with	the	rest	of	the	cytosol,	 the	chloroplast	envelope,	and	the	stroma	of	the	
chloroplast	(%g ,	mol	m−2	s−1).	

Thus,	changes	in	[CO2]	in	the	stroma	(]a),	in	the	cytosol	of	mesophyll	cells	(]gÃ^),	and	in	
the	intercellular	spaces	(]S)	can	be	simulated	with	the	following	differential	equations:	

8]a

8<
= ]gÃ^ − ]a %g − a

}~

GÄ
, 5.84 	

8]gÃ^

8<
= ]S − ]gÃ^ %) + }¥ +

1

2
eñËG} − ]gÃ^ − ]a %g

}~

GÄ
5.85 	

8]S

8<
= ]ç − ]S %ê − ]S − ]gÃ^ %)

}~

GÄ
5.86 	

where	}¥ 	 is	the	rate	of	mitochondrial	respiration	assumed	to	be	0.65×10−6	mol	m−2	s−1	
based	 on	 the	measurements	 by	 Kaiser	 et	 al.	 (2016).	 Changes	 in	%ê	 were	modelled	 as	
proposed	by	Vialet-Chabrand	et	al.	(2013):	

8%ê

8<
= e°2ln

y − 7́

%ê − 7́

%ê − 7́ , 5.87 	

where	y	(mol	m−2	s−1)	is	the	steady-state	value	of	%ê,	e°2 	(s−1)	is	a	rate	constant,	and	 7́	
(mol	m−2	s−1)	is	an	empirical	parameter	that	determines	the	initial	time	lag	in	changes	in	
stomatal	conductance	after	a	rapid	change	in	irradiance.	We	estimated	e°2 	and	 7́	 from	
measurements	on	A.	thaliana	by	Kaiser	et	al.	(2016)	resulting	in	values	of	7.0×10−4	s−1	and	
1.0×10−2	mol	m−2	s−1,	respectively.	y	increases	with	irradiance	according	to	the	following	
expression	(Kirschbaum	et	al.,	1988):	

y = %ê2 |
�,0
+

1 − |
�,0
+ \|

�
� − 1 − |

�,0
+ \|

�
�

2

− 4±|
�
\|

�
� 1 − |

�,0

2±|
�

, 5.88 	
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where	%ê2	(mol	m−2	s−1)	is	the	maximum	stomatal	conductance	to	fluxes	of	CO2,	|/,7	is	the	
ratio	between	minimum	and	maximum	stomatal	conductance,	\0 	(mol−1	m2	s)	and	±á3 	are	
the	initial	slope	and	curvature	of	the	response	of	steady-state	stomatal	conductance	to	
irradiance.	 The	 values	 of	%ê2,	 |/,7,	±á3 ,	 and	\á3 	 were	 estimated	 from	measurements	 by	
Kaiser	et	al.	(2016),	resulting	in	values	of	0.16	mol	m−2	s−1,	0.36,	0.97,	and	5.6×103	mol−1	
m2	s,	respectively.	Finally,	the	net	rate	of	CO2	assimilation	is	calculated	as:	

’ = ]ç − ]S %ê, 5.89 	

5.2.8 Regulation	by	thioredoxin	
The	 kinetic	 properties	 of	 several	 protein	 complexes	 and	 enzymes	 in	 the	 stroma	 and	
thylakoid	membrane	are	regulated	by	reduction	of	disulfide	bonds	by	thioredoxin	to	form	
thiol	residues.	Although	different	forms	of	thioredoxin	exist	and	two	(thioredoxin	m	and	
f)	 are	most	 important	 in	 the	 redox	 regulation	of	photosynthesis,	 their	midpoint	 redox	
potentials	are	similar	(Schürmann	and	Buchanan,	2008)	and	thus	the	thioredoxin	system	
can	 be	 well	 approximated	 by	 assuming	 a	 single	 pool	 of	 thioredoxin.	 A	 further	
simplification	is	that	only	reduction	of	thioredoxin	by	ferredoxin	is	considered,	although	
recent	experimental	evidence	indicates	that	NADPH	may	also	contribute	to	thioredoxin	
reduction	in	chloroplasts	via	NADPH-dependent	thioredoxin	reductase	C	(NTRC).	NTRC	
is	 involved	 in	 the	 regulation	 of	 ATP	 synthase	 at	 low	 irradiance	 (Carrillo	 et	 al.,	 2016),	
among	other	physiological	functions	(Schürmann	and	Buchanan,	2008).	The	model	does	
not	 include	NTRC	due	to	 lack	of	adequate	kinetic	data	and	details	on	its	mechanism	of	
action	and	this	may	affect	simulations	of	ATP	synthase	activity	at	low	irradiance.	Given	
the	simplifications	assumed	for	the	metabolism	of	the	stroma,	this	model	does	not	include	
regulation	of	enzymes	in	the	Calvin	cycle.	Thus,	the	four	enzymes	and	protein	complexes	
considered	 for	 thioredoxin	 regulation	 in	 the	model	 are	Rca	 (Sections	 5.2.7.1),	 ATPase	
(Section	5.2.5),	MDH	(Section	5.2.4.3.2),	and	FQR	(Section	5.2.4.2.2).	

The	 reduction	 of	 thioredoxin	 by	 ferredoxin	 is	 catalysed	 by	 ferredoxin:thioredoxin	
reductase	(FTR).	The	activity	of	FTR	cannot	be	measured	directly,	so	a	second	reaction	
that	 is	 sensitive	 to	 thioredoxin	 needs	 to	 be	 included	 in	 the	 assay	 (Schürmann,	 2002).	
However,	 these	assays	are	only	useful	 to	determine	 the	kinetics	of	 the	 reaction	 in	 the	
forward	direction	(i.e.,	thioredoxin	reduction	by	ferredoxin),	so	assumptions	were	made	
regarding	 the	 kinetics	 of	 the	 reverse	 reaction.	 It	 is	 assumed	 that	 the	 reaction	 follows	
hyperbolic	kinetics,	so	the	following	expression	is	used:	

0◊ÒË =
02ç∑,◊ÒË18Ä~ℎf

18Ä + ◊̀ÒË,◊¥Ä ~ℎf + ◊̀ÒË,Òbf

−
02ç∑,◊ÒË18f~ℎÄ

◊̀ÒË 18f + ◊̀ÒË,◊¥f ~ℎÄ + ◊̀ÒË,ÒbÄ

, 5.90 	

where	02ç∑,◊ÒË 	 (mol	m3	 s−1)	 is	 the	maximum	 activity	 of	 FTR,	 ◊̀ÒË 	 is	 the	 equilibrium	
coefficient	of	the	reaction,	and	 ◊̀ÒË,◊¥Ä 	(mol	m−3),	 ◊̀ÒË,◊¥f	(mol	m−3),	 ◊̀ÒË,Òbf	(mol	m−3)	
and	 ◊̀ÒË,ÒbÄ 	(mol	m−3)	are	half-saturation	constants	with	respect	to	Fdr,	Fdo,	Tho,	and	Thr,	
respectively.	The	value	of	 ◊̀ÒË,Òbf	has	been	estimated	to	be	3×10−3	mol	m−3	(Navarro	et	
al.,	1991)	and	 ◊̀ÒË,ÒbÄ 	was	assumed	to	have	the	same	value.	Values	reported	for	 ◊̀ÒË,◊¥f	
vary	from	1.7×10−3	mol	m3	(Hirasawa	et	al.,	1988)	to	2×10−2	mol	m3	(Glauser	et	al.,	2004).	
A	value	of	2×10−2	mol	m3	was	chosen	 for	both	 ◊̀ÒË,◊¥Ä 	 and	 ◊̀ÒË,◊¥f	 (Table	5.12).	The	
equilibrium	coefficient	is	calculated	as:	
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Table	 5.11:	 Parameters	 associated	 to	 Calvin	 cycle	 and	 CO2	 diffusion.	 See	 bottom	 of	 the	 table	 for	
sources.	

Symbol	 Description	 Value	 Source	

à 	
Half	saturation	constant	of	RuBP	
carboxylation	with	respect	to	CO2	 3.1×10−4	mol	mol−1	 1	

ˆ̀	
Half	saturation	constant	of	RuBP	
oxygenation	with	respect	to	O2	

1.8×10−1	mol	mol−1	 1	

ea 	
Catalytic	constant	of	RuBP	carboxylation	
by	Rubisco	 4.16	s−1	 1	

eˆ	
Catalytic	constant	of	RuBP	oxygenation	by	
Rubisco	 1.0	s−1	 1	

/̀,ñ0M	
Inhibition	constant	of	PGA	with	respect	to	
RuBP	binding	to	Rubisco	 8.4×10−1	mol	m−3	 2	

Ë̀*Nñ	
Half	saturation	constant	of	RuBP	
oxygenation	or	carboxylation	with	respect	
to	RuBP	

2.2×10−2	mol	m−3	 2	

|Ëgç,2	
Minimum	fraction	of	Rca	at	saturating	
values	of	ADP/ATP	 0.04	 3	

|Ëgç,ê
Ä 	

Sensitivity	to	ADP/ATP	when	all	redox-
sensitive	Rubisco	activase	isoforms	are	
reduced	

2.0	 3	

|Ëgç,ê
f 	

Sensitivity	to	ADP/ATP	when	all	redox-
sensitive	Rubisco	activase	isoforms	are	
oxidised	

10.8	 3	

M̀,Ëgç	 Apparent	half-saturation	constant	of	
steady-state	Rubisco	activity	with	respect	
to	Rubisco	activase	

0.1	mol	m−3	 4	

eËN¥ 	 Rate	constant	of	Rubisco	inhibition	 4.2×10−4	s−1	 5	

eËNS 	
Second	order	rate	constant	of	Rubisco	
activation	in	the	presence	of	fully	active	
Rubisco	activase	

4.5×10−3	m3	mol−1	
s−1	 6	

Ë̀,MÒñ	
Half	saturation	constant	of	PGA	reduction	
into	RuBP	with	respect	to	ATP	 2.4×10−1	mol	m−3	 7	

Ë̀,ÀMàñ& 	
Half	saturation	constant	of	PGA	reduction	
into	RuBP	with	respect	to	NADPH	 2.3×10−2	mol	m−3	 8	

ñ̀0M	
Half	saturation	constant	of	PGA	reduction	
into	RuBP	with	respect	to	PGA	 0.5	mol	m−3	 9	

Ä2ç∑	 Maximum	rate	of	PGA	reduction	into	RuBP	 17.0	mol	m−3	s−1	 6	

|Ë,7	
Minimum	activation	state	of	the	pseudo-
enzyme	that	converts	PGA	into	RuBP	 4.0×10−2	 10	

\á1 	
Initial	slope	of	the	response	of	the	activity	
of	the	pseudo-enzyme	that	converts	PGA	
into	RuBP	with	respect	to	irradiance	

2.5×103	mol−1	m2	s	 10	

±á1 	
Curvature	of	the	response	of	the	activity	of	
the	pseudo-enzyme	that	converts	PGA	into	
RuBP	with	respect	to	irradiance	

0.96	 10	
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e¥Ë 	
Rate	constant	of	decreases	in	the	activity	of	
the	pseudo-enzyme	that	converts	PGA	into	
RuBP	

7.5×10−3	s−1	 10	

eSË 	
Rate	constant	of	increases	in	the	activity	of	
the	pseudo-enzyme	that	converts	PGA	into	
RuBP	

6.3×10−3	s−1	 10	

GUÒ 	
Total	concentration	of	phosphate	in	the	
stroma	 30	mol	m−3	 11	

%) 	
Conductance	of	the	cell	wall	to	fluxes	of	
CO2	 0.6	mol	m−2	s−1	 12	

%g 	
Conductance	of	the	chloroplast	fluxes	of	
CO2	

0.3	mol	m−2	s−1	 12	

e°2 	
Rate	constant	at	which	stomatal	
conductance	changes	after	a	change	in	
irradiance	

7×10−4	s−1	 13	

7́	

Empirical	parameter	that	determines	the	
initial	time	lag	in	changes	in	stomatal	
conductance	after	a	rapid	change	in	
irradiance	

1.0×10−2	mol	m−2	
s−1	 13	

%ê2	
Maximum	stomatal	conductance	to	fluxes	
of	CO2	 0.16	mol	m−2	s−1	 13	

|/,7	
Ratio	between	minimum	and	maximum	
stomatal	conductance	 0.361	 13	

±á3 	
Curvature	of	the	response	of	steady-state	
stomatal	conductance	to	irradiance	 0.97	 13	

\á/ 	
Initial	slope	of	the	response	of	steady-state	
stomatal	conductance	to	irradiance	 5.6×103	mol−1	m2	s	 13	

}¥ 	 Rate	of	mitochondrial	respiration	 0.6×10−6	mol	m−2	
s−1	 6	

1.	(Walker	et	al.,	2013).	
2.	(von	Caemmerer,	2000).	
3.	(Zhang	and	Portis,	1999).	
4.	(Mott	and	Woodrow,	2000;	Carmo-Silva	and	Salvucci,	2013).	
5.	(Gross	et	al.,	1991).	
6.	Estimated	from	data	in	Section	5.3.	
7.	(Köpke-Secundo	et	al.,	1990;	Fridlyand,	1992).	
8.	(Fridlyand,	1992).	
9.	(Kirschbaum	et	al.,	1998).	
10.	(Sassenrath-Cole	et	al.,	1994).	
11.	(Dietz	and	Heber,	1984;	Schimkat	et	al.,	1990).	
12.	Calculated	in	Chapter	4	with	data	from	Flexas	et	al.	(2007b)	and	Tholen	et	al.	(2012).	
13.	Calculated	in	Chapter	4	with	data	from	Chapter	3.	
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◊̀ÒË = exp
21 î2,Òb − î2,◊¥

}~
, 5.91 	

where	î2,Òb	(V)	is	the	midpoint	redox	potential	of	thioredoxin	at	the	pH	of	the	stroma,	
calculated	from	a	midpoint	redox	potential	at	a	pH	of	7	of	−0.3	V	and	taking	into	account	
a	sensitivity	of	0.059	V	per	pH	unit	(Schürmann	and	Buchanan,	2008).	The	reduction	of	
redox-sensitive	enzymes	by	thioredoxin	are	assumed	to	follow	the	law	of	mass	action	with	
the	following	general	expression:	

0àM = eàM ~ℎÄEˇ −
~ℎÄîÄ

exp
21 î2,ä − î2,Òb

}~

, 5.92 	

where	 eàM	 (m3	 mol−1	 s−1)	 is	 a	 second-order	 rate	 constant	 of	 electron	 transfer	 from	
thioredoxin	 to	 the	 enzyme,	Eˇ	 (mol	m−3)	 and	îÄ 	 (mol	m−3)	 are	 the	 concentrations	 of	
oxidised	and	reduced	forms	of	the	enzyme	and	î2,ä 	(V)	is	the	midpoint	redox	potential	of	
the	enzyme	at	the	pH	of	the	stroma.	To	calculate	the	redox	state	at	the	pH	of	the	stroma	
from	the	value	normalized	at	a	pH	of	7	the	linear	conversion	î2 = î2“ − 5.9×10

,+ ¬Z∫ −

7 	 should	 be	 used.	 Also,	 for	 this	 general	 equation	 to	 be	 dimensionally	 correct,	 all	
concentrations	must	be	expressed	in	units	of	mol	m−3.	For	FQR	and	ATPase,	which	are	
quantified	as	amounts	per	unit	of	surface	in	the	model,	they	are	divided	by	the	term	∫]^ .	
Equation	5.92	is	applied	in	the	model	to	calculate	the	rates	of	MDH	reduction	(0Ûà&Ä),	
ATPase	reduction	(0◊Ä),	reduction	of	the	larger,	redox−sensitive	isoform	of	Rca	(0ËgçÄ)	
and	reduction	of	FQR	(0◊ïËÄ).	In	the	case	of	Rca	reduction,	it	is	important	to	realize	that,	
in	 some	 species	 like	N.	 tabacum,	 only	 the	 smaller	 (redox−insensitive)	 Rca	 isoform	 is	
present.	Such	species	could	be	simulated	by	setting	eËaMÄ 	=	0	such	that	the	reduced	form	
is	 never	 formed.	However,	 the	parameters	 regarding	 sensitivity	 to	 the	ADP/ATP	 ratio	
should	also	be	adjusted	(Carmo-Silva	and	Salvucci,	2013).	

The	midpoint	redox	potentials	of	MDH,	ATPase,	Rca,	and	FQR	at	a	pH	of	7	were	assumed	
to	 be	 −0.33	 V	 (Schürmann	 and	Buchanan,	 2008),	 −0.28	 V	 (Schürmann	 and	Buchanan,	
2008),	 −0.29	V	 (Schürmann	 and	Buchanan,	 2008),	 and	 −0.28	V	 (Strand	 et	 al.,	 2016a),	
respectively.	The	value	 for	ATPase	was	confirmed	 in	vivo	by	Wu	et	al.	 (2007)	with	ecs	
measurements,	obtaining	an	î2“	 of	−0.284	V	on	A.	 thaliana	 ecotype	Columbia	 (Col-0),	
though	 Kohzuma	 et	 al.	 (2012)	 estimated,	 for	 the	 same	 genotype	 and	 also	 using	 ecs	
measurements	in	vivo,	an	î2“	of	−0.326	V.	The	reasons	for	such	differences	is	not	clear,	
but	they	could	have	a	significant	impact	on	the	regulation	of	ATPase.	

The	rate	constant	of	reduction	by	thioredoxin	was	assumed	to	be	102	m3	mol−1	s−1	for	all	
the	enzymes	(Table	5.12).	When	combined	with	the	kinetics	assumed	for	FTR,	it	yielded	
results	 that	 are	 in	 agreement	with	measured	 rates	 of	 ATPase	 reduction	 (Strelow	 and	
Rumberg,	1993),	MDH	reduction	(Carr	et	al.,	1999)	and	Rca	reduction	(Zhang	and	Portis,	
1999).	 No	 kinetic	 data	 was	 found	 for	 the	 rate	 of	 FQR	 reduction,	 although	 they	 were	
characterized	to	be	“rapid”	by	Strand	et	al.	(2016a).	

The	rates	of	change	of	the	reduced	forms	of	the	redox-regulated	enzymes	are	calculated	
from	the	rates	of	reduction	as:	
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8~ℎÄ

8<
= 0◊ÒË − 0Ûà&Ä − 0◊ïËÄ − 0◊Ä, 5.93

81L}Ä

8<
= 0◊ïËÄ, 5.94

8˜ÔZ´

8<
= 0Ûà&Ä, 5.95

8}]’´

8<
= 0ËaMÄ	and 5.96

81´

8<
= 0◊Ä. 5.97

	

The	rate	of	change	of	 the	concentrations	of	 the	oxidised	 forms	are	calculated	 from	the	
negative	of	the	rate	of	change	of	the	reduced	form	(e.g.	8~ℎf 8< = −8~ℎÄ 8<).	

5.2.9 Concentrations	and	amounts	
In	 this	section,	 the	concentrations	of	 the	different	protein	complexes,	electron	carriers	
and	metabolites	are	discussed,	along	with	the	maximum	rates	of	catalysed	reactions.	All	
values	are	taken	from	different	sources	in	the	literature	and	emphasis	is	placed	on	the	
relative	 amounts	 of	 the	 different	 components	 of	 the	 system,	 to	 ensure	 a	 realistic	
parameterization.	The	values	are	also	adjusted	to	obtain	reasonable	fits	to	some	of	the	
measurements	discussed	in	Section	5.3.	Whenever	possible,	values	corresponding	to	A.	
thaliana	grown	at	low	light	(<	300	µmol	m−2	s−1)	are	chosen	(if	such	data	was	not	available,	
data	 from	other	appropriate	C3	species	were	used).	First,	 the	concentration	of	protein	
complexes	 and	 electron	 carriers	 in	 the	 thylakoid	 membrane	 (including	 alternative	
electron	sinks)	 is	 calculated.	Then,	 the	amount	of	Rubisco	and	maximum	rate	of	RuBP	
regeneration	is	estimated.	Finally,	typical	values	for	the	concentrations	of	metabolites	in	
the	stroma	are	taken	from	the	literature	and	assigned	to	the	relevant	parameters	and	state	
variables	(Table	5.13).	

For	a	given	species,	the	contents	of	PSII,	PSI	and	cyt	b6f	increase	with	growth	irradiance,	
in	parallel	with	increases	in	leaf	nitrogen	content	(Evans,	1987;	Makino	et	al.,	1997).	For	
example,	the	PSII	content	of	leaves	varied	between	0.3×10−6	and	1.3×10−6	mol	m−2	across	
different	species	and	different	growth	irradiances	(Osmond	et	al.,	1980;	Chow	et	al.,	1988;	
Chow	et	al.,	1991;	Schöttler	and	Tóth,	2014).	In	addition,	acclimation	of	photosynthesis	to	
irradiance	results	in	changes	of	the	ratios	between	PSI	and	PSII	content	(PSI:PSII	ratio),	
and	between	cyt	b6f	and	PSII	content	(cyt	b6f:PSII	ratio)	with	important	differences	across	
species	 (Figure	 5.7).	 The	 Pc:PSII	 ratio	 also	 increases	with	 irradiance,	 although	 values	
reported	only	varied	between	1.9	and	3.1	(Graan	and	Ort,	1984;	Burkey,	1993;	Schöttler	
and	Tóth,	2014)	and	 in	most	 cases	were	close	 to	2.0.	Because	of	 these	variations,	 it	 is	
important	 that	 the	stoichiometry	of	 the	electron	 transport	chain	 is	determined	 for	 the	
species	and	growth	conditions	used	as	reference	(in	this	study,	A.	thaliana	grown	at	low	
irradiance).	

Walters	et	al.	(1999)	measured	a	PSII	content	of	0.80×10−6	mol	m−2	for	A.	thaliana	grown	
at	100	μmol	m−2	s−1	of	irradiance.	For	the	same	growth	conditions	and	species,	Walters	
and	Horton	 (1995)	 observed	 a	 PSI:PSII	 ratio	 of	 0.8,	which	 results	 in	 a	 PSI	 content	 of	
0.64×10−6	mol	m−2.	No	values	were	 found	for	 the	cyt	b6f:PSII	ratio	 for	A.	 thaliana,	 so	a	
value	was	estimated	from	those	reported	for	other	species.	In	Figure	5.7,	and	excluding		
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Table	5.12:	Parameters	associated	with	regulation	by	thioredoxin	of	enzymes	and	protein	complexes.	
See	bottom	of	the	table	for	sources.	

Symbol	 Description	 Value	 Source	

02ç∑,◊ÒË 	
Maximum	rate	of	ferredoxin−thioredoxin	
reductase	 0.1	mol	m−3	s−1	 1	

◊̀ÒË,◊¥Ä 	
Half	saturation	of	ferredoxin−thioredoxin	
reductase	with	respect	to	reduced	Fd	

2×10−2	mol	m−3	s−1	 1	

◊̀ÒË,◊¥f	
Half	saturation	of	ferredoxin−thioredoxin	
reductase	with	respect	to	oxidised	Fd	 2×10−2	mol	m−3	s−1	 2	

◊̀ÒË,Òbf	
Half	saturation	of	ferredoxin−thioredoxin	
reductase	with	respect	to	reduced	Th	 3×10−3	mol	m−3	 3	

◊̀ÒË,ÒbÄ 	
Half	saturation	of	ferredoxin−thioredoxin	
reductase	with	respect	to	oxidised	Th	 3×10−3	mol	m−3	 1	

î2“,Òb	
Midpoint	redox	potential	of	thioredoxin	at	
a	pH	of	7	 −0.29	V	 4	

e◊Ä 	
Rate	constant	of	thiol	reduction	of	the	γ	
subunit	of	ATP	synthase	 102	m3	mol−1	s−1	 1	

î2“,MÒñçêO 	
Midpoint	redox	potential	of	the	γ	subunit	
of	ATP	synthase	at	a	pH	of	7	 −0.29	V	 4	

e◊ïËÄ 	
Rate	constant	of	
ferredoxin−plastoquinone	reductase	
reduction	by	thioredoxin	

102	m3	mol−1	s−1	 1	

î2“,◊ïË 	
Midpoint	redox	potential	of	
ferredoxin−plastoquinone	reductase	at	
pH	of	7	

−0.28	V	 5	

eÛà&Ä 	
Rate	constant	of	malate	dehydrogenase	
reduction	by	thioredoxin	 102	m3	mol−1	s−1	 1	

î2“,Ûà& 	
Midpoint	redox	potential	of	malate	
dehydrogenase	at	a	pH	of	7	 −0.33	V	 4	

eËaMÄ 	
Rate	constant	of	Rubisco	activase	
reduction	by	thioredoxin	 102	m3	mol−1	s−1	 1	

î2“,ËaM	
Midpoint	redox	potential	of	Rubisco	
activase	at	a	pH	of	7	 −0.29	V	 4	

1.	Estimated.	
2.	(Glauser	et	al.,	2004).	
3.	(Navarro	et	al.,	1991).	
4.	(Schürmann	and	Buchanan,	2008).	
5.	(Strand	et	al.,	2016a).	

the	measurements	by	Osmond	et	al.	(1980)	on	Atriplex	triangularis,	the	cyt	b6f:PSII	at	low	
irradiance	varied	 from	0.25	 to	0.75,	 and	a	value	of	0.70	 (which	corresponded	 to	most	
species	in	Figure	5.7A)	was	chosen,	resulting	in	a	cyt	b6f	content	of	0.56×10−6	mol	m−2.	

Assuming	a	Pc:PSII	ratio	of	2,	the	Pc	content	of	the	leaves	becomes	1.60×10−6	mol	m−2.	
Assuming	a	PQ/PSII	ratio	of	6	(Lavergne	et	al.,	1992),	the	total	plastoquinone	pool	content	
becomes	4.80×10−6	mol	m−2.	 Cruz	 et	 al.	 (2001)	 calculated	 an	ATPase:PSII	 of	 0.5,	 from	
which	the	ATPase	content	is	derived	to	be	0.40×10−6	mol	m−2.	
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Figure	5.7:	Measured	ratios	between	leaf	contents	of	cyt	b6f	and	PSII	(A)	and	PSI	and	PSII	(B)	for	
different	growth	irradiances.	Data	for	Hordeum	vulgare	from	Burkey	(1993),	for	Spinacia	oleracea	
from	Chow	and	Hope	(1987),	 for	Alocasia	macrorrhiza	from	Chow	et	al.	(1988),	 for	Tradescantia	
albiflora	 from	 Chow	 et	 al.	 (1991),	 for	 Atriplex	 triangularis	 from	 Osmond	 et	 al.	 (1980),	 and	 for	
Nicotiana	tabacum	from	Schöttler	and	Tóth	(2014).	The	values	of	irradiance	that	correspond	to	low,	
moderate,	or	high	 irradiance	vary	across	 species,	and	 the	criteria	of	 the	original	authors	of	each	
source	was	used.	

Haslett	et	al.	(1973)	reported	a	ratio	between	total	chlorophyll	and	Fd	of	330	in	Phaseolus	
vulgaris,	measured	with	electron	paramagnetic	resonance.	This	is	similar	to	the	value	of	
400	in	S.	oleracea	estimated	by	Tagawa	and	Arnon	(1962).	For	the	same	species,	and	using	
antibodies	 to	measure	Fd,	Böhme	(1977)	reported	475	Chl/Fd	(2	Fd/P700)	and	Bohme	
(1978)	reported	a	ratio	of	250	Chl/Fd	(3	Fd/PSI).	However,	Matson	and	Kimura	(1975)	
reported	a	ratio	of	only	33	Chl/Fd	in	S.	oleracea	and	11	Chl/Fd	in	Petroselinum	crispum,	
also	using	 antibodies	 to	measure	Fd.	 It	 is	 unclear	why	 the	 experiment	by	Matson	 and	
Kimura	 (1975)	 resulted	 in	an	order	of	magnitude	difference	with	 respect	 to	 the	other	
experiments.	Assuming	2	Fd/P700	(which	would	result	in	222	Chl/Fd	with	our	parameter	
set),	this	leads	to	an	Fd	content	of	1.28×10−6	mol	m−2.	

Scheibe	(1981)	measured	concentrations	of	thioredoxin	between	0.1	and	0.16	mol	m−3,	
so	a	concentration	of	0.1	mol	m−3	was	used.	Published	measurements	of	NDH	content	in	
leaves	include	0.09	mmol	mol−1	of	chlorophyll	(Hertle	et	al.,	2013),	0.015	mol	mol−1	of	PSII	
(Burrows	et	al.,	1998)	and	0.02	mol	mol−1	of	PSI	(Peng	et	al.,	2008).	When	combined	with	
the	values	of	]^ ,	PSII	and	PSI,	it	leads	to	2.5×10−8	mol	m−2,	1.2×10−8	mol	m−2,	and	1.3×10−8	
mol	m−2,	respectively.	An	intermediate	value	of	2×10−8	mol	m−2	was	chosen.	Hertle	et	al.	
(2013)	measured	an	amount	of	FQR	per	unit	of	chlorophyll	of	7×10−4	mol	mol−1,	which	
leads	to	2.0×10−7	mol	m−2.	The	concentration	of	MDH	was	estimated	to	be	5×10−3	mol	m−3	
based	on	 a	 catalytic	 constant	 of	 233	 s−1	 (Lemaire	 et	 al.,	 1996)	 and	 the	maximum	rate	
Ûà&,2ç∑	=	1.2	mol	m−3	s−1	assumed	in	Section	5.2.4.3.2.	

The	 amount	 of	 Rubisco	 was	 estimated	 from	 steady-state	 measurements	 of	 net	 CO2	
assimilation	by	Kaiser	et	al.	(2016),	resulting	in	a	value	of	RB	=	2.30	mol	m−3.	Assuming	a	
ratio	 between	 the	 maximum	 rate	 of	 RuBP	 regeneration	 and	 the	 maximum	 rate	 of	
carboxylation	 of	 2	 (Pearcy	 et	 al.,	 1997),	Ä2ç∑	 was	 set	 to	 17.0	mol	m−3	 s−1.	 Reported	
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Table	5.13:	State	variables	of	the	model	and	their	initial	values.	For	PSII,	cyt	b6f,	and	PSI	only	the	
total	content	is	provided.	As	initial	values	for	these	protein	complexes	it	is	assumed	that	the	binding	
sites	are	empty	and	internal	components	are	in	their	basal	states.	See	bottom	of	the	table	for	sources.	

Variable	 Description	 Initial	value	 Source	

\Ä 	
Relative	leaf-level	light	absorptance	due	to	
chloroplast	movement	 1	 1	

9:;;	 Amount	of	Photosystem	II	per	unit	of	leaf	
area	 0.8×10−6	mol	m−2	 2	

è…t	 Amount	of	cytochrome	b6f	complex	per	
unit	of	leaf	area	 0.56×10−6	mol	m−2	 3	

9:;	 Amount	of	Photosystem	I	per	unit	of	leaf	
area	 0.64×10−6	mol	m−2	 4	

GL	 Amount	of	plastoquinone	per	unit	of	leaf	
area	 4.80×10−6	mol	m−2	 5	

GLZ+	
Amount	of	plastoquinol	per	unit	of	leaf	
area	 0.00	mol	m−2	 5	

Gc	 Amount	of	reduced	plastocyanin	per	unit	
of	leaf	area	 0.00	mol	m−2	 6	

Gc)	 Amount	of	oxidised	plastocyanin	per	unit	
of	leaf	area	 1.60×10−6	mol	m−2	 6	

18Ä 	
Amount	of	reduced	ferredoxin	per	unit	of	
leaf	area	 0.00	mol	m−2	 7	

18f	
Amount	of	oxidised	ferredoxin	per	unit	of	
leaf	area	 1.28×10−6	mol	m−2	 7	

X’ÔG)	 Concentration	of	NADP)	in	the	stroma	 0.45	mol	m−3	 8	
X’ÔGZ	 Concentration	of	NADPH	in	the	stroma	 0.45	mol	m−3	 8	
|◊1 	 Fraction	of	ATP	synthase	reduced	 0	 13	
~ℎÄ 	 Concentration	of	reduced	thioredoxin	 0	mol	m−3	 9	
~ℎf	 Concentration	of	oxidised	thioredoxin	 0.10	mol	m−3	 9	
XÔZ	 Amount	of	NDH	per	unit	of	leaf	area	 2.0×10−8	mol	m−2	 10	

1L}Ä 	
Amount	of	reduced	FQR	per	unit	of	leaf	
area	 0	mol	m−2	 11	

1L}f	
Amount	of	oxidised	FQR	per	unit	of	leaf	
area	 0.20×10−6	mol	m−2	 11	

˜ÔZÄ 	
Concentration	of	reduced	MDH	in	the	
stroma	 0	mol	m−3	 12	

˜ÔZf	
Concentration	of	oxidised	MDH	in	the	
stroma	 1.9×10−2	mol	m−3	 12	

|ñêó∫m	 Fraction	of	PsbS	that	is	protonated	 0.00	 13	
¬Z¯	 pH	of	the	lumen	 7.80	 1	
¬Z∫	 pH	of	the	stroma	 7.80	 1	
∆{	 Electrical	field	across	the	thylakoid	 0	V	 13	

]+
∗	 Amount	of	excitations	in	the	antennae	of	

PSII	 0	mol	m−2	 13	

|Mπ	
Fraction	of	the	xanthophyll	pool	in	the	
form	of	antheraxanthin	 0	 13	

|ƒπ	
Fraction	of	the	xanthophyll	pool	in	the	
form	of	violaxanthin	 1	 13	
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|Fπ	
Fraction	of	the	xanthophyll	pool	in	the	
form	of	zeaxanthin	 0	 13	

1	 Amount	of	ATP	synthase	per	unit	of	leaf	
area	 0.40×10−6	mol	m−2	 14	

1Ò 	
Amount	of	ATP	synthase	bound	to	ATP	per	
unit	of	leaf	area	 0	mol	m−2	 14	

1à	
Amount	of	ATP	synthase	bound	to	ADP	
per	unit	of	leaf	area	 0	mol	m−2	 14	

1ñ	
Amount	of	ATP	synthase	bound	to	
phosphate	per	unit	of	leaf	area	 0	mol	m−2	 14	

1àñ	
Amount	of	ATP	synthase	bound	to	ADP	
and	phosphate	per	unit	of	leaf	area	 0	mol	m−2	 14	

’ÔG	 Concentration	of	ADP	in	the	stroma	 0.5	mol	m−3	 15	
’~G	 Concentration	of	ATP	in	the	stroma	 0.5	mol	m−3	 15	
}.	 Concentration	of	Rubisco	catalytic	sites	 2.30	mol	m−3	 16	
}]’Ä 	 Concentration	of	reduced	Rubisco	activase	 0	mol	m−3	 17	
}]’f	 Concentration	of	oxidised	Rubisco	activase	 1.23	mol	m−3	 17	
˜’P	 Concentration	of	malate	in	the	stroma	 3	mol	m−3	 18	

Y’’	 Concentration	of	oxaloacetate	in	the	
stroma	 0.025	mol	m−3	 18	

Gy’	 Concentration	of	PGA	in	the	stroma	 16.0	mol	m−3	 19	
}/.G	 Concentration	of	RuBP	in	the	stroma	 4.0	mol	m−3	 19	
|ËN 	 Fraction	of	Rubisco	that	is	active	 0.4	 13	

|Ë 	
Relative	activity	of	pseudo-enzyme	for	
RuBP	regeneration	 0.04	 13	

]a 	 [CO2]	in	the	stroma	 4×10−4	mol	mol−1	 13	
]gÃ^	 [CO2]	in	the	cytosol	 4×10−4	mol	mol−1	 13	
]S 	 [CO2]	in	the	intercellular	spaces	 4×10−4	mol	mol−1	 13	
%ê	 Stomatal	conductance	to	fluxes	of	CO2	 0.1	mol	m−2	s−1	 13	

1.	Assumed.	
2.	(Walters	et	al.,	1999).	
3.	(Chow	and	Hope,	1987;	Chow	et	al.,	1988;	Chow	et	al.,	1991;	Burkey,	1993;	Schöttler	and	Tóth,	
2014).	
4.	(Walters	and	Horton,	1995).	
5.	(Lavergne	et	al.,	1992).	
6.	(Graan	and	Ort,	1984;	Burkey,	1993;	Schöttler	and	Tóth,	2014).	
7.	(Böhme,	1977).	
8.	(Takahama	et	al.,	1981;	Heineke	et	al.,	1991).	
9.	(Scheibe,	1981).	
10.	(Hertle	et	al.,	2013)	(Burrows	et	al.,	1998)	(Peng	et	al.,	2008).	
11.	(Hertle	et	al.,	2013).	
12.	(Foyer	et	al.,	1992;	Lemaire	et	al.,	1996).	
13.	Arbitrary	value	as	initial	condition.	
14.	(Cruz	et	al.,	2001).	
15.	(Stitt	et	al.,	1980;	Giersch	and	Robinson,	1987;	Heineke	et	al.,	1991;	Igamberdiev	et	al.,	2001).	
16.	(Kaiser	et	al.,	2016).	
17.	(Mott	and	Woodrow,	2000;	Carmo-Silva	and	Salvucci,	2013).	
18.	(Heineke	et	al.,	1991).	
19.	Calculated	from	RB	and	(RuBP	+	PGA)/RB	by	von	Caemmerer	and	Edmondson	(1986).	
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	measurements	of	concentration	of	adenylates	in	the	stroma	of	the	chloroplast	range	from	
0.26	mol	m−3	to	2.6	mol	m−3	(Stitt	et	al.,	1980;	Giersch	and	Robinson,	1987;	Heineke	et	al.,	
1991;	Igamberdiev	et	al.,	2001).	Values	used	in	previous	models	of	the	Calvin	cycle	range	
from	0.5	mol	m−3	to	1.5	mol	m−3	(Poolman	et	al.,	2000;	Laisk	et	al.,	2006;	Zhu	et	al.,	2013).	

Resolving	 these	discrepancies	 is	beyond	 the	 scope	of	 this	 study	and,	 as	a	 compromise	
solution,	 a	 value	 of	 1	 mol	 m−3	 was	 chosen	 for	 the	 simulations.	 Total	 measured	
concentrations	 of	 NADPH	 and	 NADP)	 in	 the	 stroma	 vary	 from	 0.5	 to	 0.9	 mol	 m−3	
(Takahama	et	al.,	1981;	Heineke	et	al.,	1991)	from	where	the	value	of	0.9	mol	m−3	was	
chosen.	von	Caemmerer	and	Edmondson	 (1986)	measured	a	 total	 amount	of	PGA	and	
RuBP	 of	 2.6×10−4	mol	m−2	 from	 leaves	with	 a	 Rubisco	 content	 of	 2.15×10−5	mol	m−2.	
Assuming	a	conserved	(}/.G + Gy’)/}.	ratio,	this	would	lead	to	Gy’ + 	}/.G	=	20	mol	
m−3.	Given	these	values	and	knowing	that	GU	varies	in	vivo	between	3	and	8	mol	m−3	(Dietz	
and	Heber,	1984;	Schimkat	et	al.,	1990),	GUÒ 	was	assumed	to	be	30	mol	m−3.	

5.2.10 Model	implementation	
The	model	described	in	the	above	was	implemented	as	a	system	of	ordinary	differential	
equations	 (ODE)	according	 to	 the	state-space	 formalism.	This	mathematical	 formalism	
may	be	defined	as	the	following	system	of	equations:	

8: <

8<
= | : < , 9, ; <

		q < = % : < , 9, ; <

, 	 5.98 	

where	S	is	the	vector	of	state	variables,	O	is	a	vector	of	observed	variables,	P	is	a	vector	of	
parameters	that	remain	constant	throughout	a	simulation	and	;	are	dynamic	inputs	that	
will	change	during	a	simulation	(in	this	model,	only	CO2	and	irradiance).	The	functions	f	
and	g	are	the	system	of	equations	described	in	the	previous	section.	An	implementation	
of	the	model	requires	to	translate	f	and	g	to	the	programming	language	of	choice.	

The	system	described	by	Equation	5.98	represents	the	“initial	value	problem”	(Soetaert	
et	al.,	2012)	which	consists	of	calculating	the	sequences	of	values	for	every	state	variable	
along	a	temporal	axis,	provided	the	initial	values	are	known.	This	problem	is	solved	with	
time-stepping	algorithms	commonly	known	as	ODE	solvers.	Numerous	ODE	solvers	exist	
and	 a	 review	 of	 these	 algorithms	 is	 beyond	 the	 scope	 of	 this	 document.	 Most	
implementations	of	ODE	solvers	in	programming	languages	commonly	used	for	scientific	
research	(e.g.,	Fortran,	C/C++,	Matlab,	R,	Python,	or	Julia)	expect	a	user-defined	procedure	
that	 returns	 the	 results	 of	 evaluating	 functions	 f	 and	 g	 given	 their	 inputs.	 A	 special	
property	of	the	model	in	this	study	is	that	it	integrates	multiple	time	scales	(i.e.,	it	is	a	stiff	
ODE)	and	therefore,	ODE	solvers	capable	of	integrating	stiff	ODE	must	be	used.	Such	ODE	
solvers	are	commonly	available	in	scientific	programming	environments.	To	perform	the	
simulations	required	for	this	study,	f	and	g	were	implemented	in	C++,	according	to	the	
interface	defined	by	the	R	package	RcppSundials	(source	code	available	upon	request)	
which	interfaces	the	numerical	library	Sundials	(Hindmarsh	et	al.,	2005).	

5.3 Model	tests	with	experimental	results	
It	 is	 important	 to	 test	 how	well	 the	model	 can	 reproduce	 experimental	 observations.	
Successfully	passing	 these	 tests	does	not	prove	 that	 the	combination	of	equations	and	
parameters	 are	 “true”	 as	 (i)	 models	 are	 simplifications	 of	 reality	 and	 (ii)	 multiple	
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combinations	of	equations	and	parameter	values	may	yield	similar	results.	As	indicated	
in	the	previous	sections,	for	some	parameters,	the	literature	provides	a	range	of	values.	
In	those	cases,	the	values	chosen	were	tuned	manually	to	yield	reasonable	results	in	the	
tests	below,	but	in	all	cases	the	parameter	values	were	taken	within	the	ranges	derived	
from	literature.	Given	that	A.	thaliana	was	used	as	model	organism	for	the	development	
of	the	model	and	its	parameterization,	only	measurements	on	this	species	are	used	below.	

Ideally,	all	measurements	would	be	obtained	 from	a	single	experiment	using	 the	same	
batch	of	plants,	but	all	experiments	described	in	the	literature	were	missing	several	of	the	
relevant	 measurements	 discussed	 below.	 Therefore,	 a	 dataset	 was	 assembled	 from	
different	 sources	 that	 reported	 measurements	 of	 A.	 thaliana	 Col-0,	 grown	 in	 climate	
chambers	at	similar	growth	conditions	(20	–	23	°C,	100	–	170	µmol	m−1	s−1,	60	–	75%	
relative	humidity).	The	following	types	of	measurements	were	used	to	test	the	model’s	
predictions:	

	 1.	 Net	 CO2	 assimilation	 (An)	 as	 obtained	 from	 gas	 exchange	 systems.	 These	
measurements	 are	 indicative	 of	 CO2	 fixation	 and	 associated	 photorespiration	 and	
therefore	 test	 the	ability	of	 the	model	 to	 correctly	approximate	 the	metabolism	of	 the	
stroma	 and	 its	 coupling	 to	 the	 electron	 transport	 chain.	 These	 tests	 are	 described	 in	
Section	5.3.1.	

	 2.	Pulse	amplitude	modulated	chlorophyll	 fluorescence	at	ambient	temperature.	
These	measurements	test	the	ability	of	the	model	to	simulate	the	quantum	yield	of	PSII	
(also	 known	 as	 “operational	 efficiency”	 of	 PSII)	 and	 the	 Stern-Volmer	NPQ	 coefficient	
(XGL∫ƒ).	These	tests	are	described	in	Section	5.3.2.	

	 3.	Electrochromic	shift	of	pigment	absorbance	which	is	detected	as	changes	in	leaf	
absorbance	 at	 515	 nm	 and	 assumed	 proportional	 to	 the	 electrical	 field	 across	 the	
thylakoid	membrane	(Cruz	et	al.,	2001).	These	measurements	are	used	to	test	the	ability	
of	 the	 model	 to	 simulate	 the	 regulation	 of	 pmf	 and	 its	 components.	 These	 tests	 are	
described	in	Section	5.3.3.	

	 4.	 Redox	 state	 of	 P700	 measured	 as	 changes	 in	 absorbance	 at	 820	 nm.	 These	
measurements	 are	 indicative	 of	 the	 presence	 or	 absence	 of	 acceptor-side	 kinetic	
limitations	for	PSI	activity,	the	quantum	yield	of	PSI	(Harbinson	et	al.,	1989;	Harbinson	
and	Hedley,	1989a)	and	electron	transport	activity	between	PSII	and	PSI	(Harbinson	and	
Hedley,	1989a).	These	tests	are	described	in	Section	5.3.4.	

5.3.1 Net	CO2	assimilation	and	Rubisco	regulation	
Simulations	of	steady-state	and	dynamic	net	CO2	assimilation	(An)	were	validated	with	
measurements	reported	by	Kaiser	et	al.	(2016)	and	Flexas	et	al.	(2007b)	on	A.	thaliana	
Col-0.	The	following	types	of	measurements	were	used:	

	 1.	Steady-state	response	of	An	to	irradiance.	

	 2.	Steady-state	response	of	An	to	]S .	

	 3.	Dynamics	of	An	after	rapid	increases	or	decreases	in	irradiance.	

The	irradiance	response	was	simulated	by	taking	15	irradiance	steps	of	2000	s	each,	such	
that	 irradiance	 varies	 from	 darkness	 to	 2000	 μmol	 m−2	 s−1.	 A	 measured	 irradiance	
response	curve	was	reconstructed	 from	data	by	Kaiser	et	al.	 (2016)	consisting	of	 light	
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transients	that	were	at	 least	2000	s	 long	each.	The	 light	source	 in	the	simulations	was	
adjusted	to	10%	blue	and	90%	red	as	in	the	experiment	and	CO2	and	O2	mole	fractions	
were	 set	 to	 ambient	 levels	 (400	 μmol	 mol−1	 and	 210	mmol	 mol−1,	 respectively).	 The	
simulations	 reproduced	 accurately	 the	 measured	 irradiance	 response	 curve	 (Figure	
5.8A),	with	saturation	reached	at	600	μmol	m−2	s−1,	a	light	compensation	point	of	9.5	μmol	
m−2	s−1	and	a	low	light	quantum	yield	of	5.1%.	

Two	measured	CO2	response	curves	were	used	for	testing	the	model,	one	by	Kaiser	et	al.	
(2016)	with	a	constant	irradiance	level	of	1000	μmol	m−2	s−1	and	another	by	Flexas	et	al.	
(2007b)	with	a	constant	irradiance	level	of	1500	μmol	m−2	s−1.	In	both	cases,	ambient	CO2	
and	O2	mole	fractions	were	used,	and	the	light	source	contained	10%	blue	and	90%	red.	
The	simulation	settings	were	set	 to	 these	experimental	conditions	and	CO2	steps	were	
taken	following	the	experimental	protocols,	that	is,	starting	at	400	μmol	mol−1,	decreasing	
towards	zero,	returning	to	400	μmol	mol−1	and	then	increasing	towards	saturation.	The	
simulations	reproduced	the	measurements	accurately	(Figure	5.8B).	

To	test	the	modelling	of	dynamic	changes	in	An,	the	light	transients	measured	by	Kaiser	et	
al.	 (2016)	were	simulated	using	the	model.	 In	the	simulations,	 the	 in	silico	system	was	
always	in	steady-state	at	the	beginning	of	the	simulation,	although	for	the	measurements	
this	was	only	confirmed	for	An	and	gs.	Given	that	steady-state	levels	of	An	have	already	
been	tested	(see	above),	 the	emphasis	 in	 this	 test	was	on	the	relative	rate	at	which	An	
changes	 after	 a	 change	 in	 irradiance.	 Thus,	 all	 measurements	 and	 simulations	 were	
normalized	 by	 the	 initial	 and	 final	 values	 of	 An.	 The	 model	 predicted	 accurately	 the	
relative	changes	in	An	(Figure	5.9),	both	for	increases	and	decreases	in	irradiance.	In	both	
measurements	and	simulations,	the	dynamics	after	a	decrease	in	irradiance	were	similar	
for	different	irradiance	levels,	whereas	the	relative	rate	of	increase	of	An	was	higher	as	the	
initial	irradiance	increased	(Figure	5.9).	In	the	model,	the	dynamics	of	An	after	an	increase	
in	irradiance	were	determined	by	stomatal	opening	and	Rubisco	activation,	in	agreement	
with	 the	 literature	(Pearcy	et	al.,	1996;	Mott	and	Woodrow,	2000;	Kaiser	et	al.,	2015),	
whereas	 the	 dynamics	 of	 An	 after	 a	 decrease	 in	 irradiance	 were	 determined	 by	 NPQ	
relaxation	and	the	delay	in	CO2	release	by	photorespiration,	also	in	agreement	with	the	
literature	(Pearcy	et	al.,	1996;	Armbruster	et	al.,	2014;	Kaiser	et	al.,	2015;	Kromdijk	et	al.,	
2016).	

5.3.2 Chlorophyll	fluorescence	
Simulations	of	steady-state	and	dynamic	PSII	quantum	yield	(.//)	and	Stern-Volmer	NPQ	
coefficient	 (XGL∫ƒ)	 were	 used	 to	 test	 simulations	 of	 PSII	 activity	 with	 published	
measurements	on	A.	thaliana	Col-0.	The	following	types	of	measurements	were	used:	

	 1.	Steady-state	response	of	.// 	to	irradiance.	

	 2.	Steady-state	response	of	.// 	to	]S .	

	 3.	Dynamic	changes	in	.// 	after	an	increase	in	irradiance.	

	 4.	Dynamic	changes	in	XGL∫ƒ 	after	an	increase	in	irradiance.	

Simulations	 of	 steady-state	 PSII	 quantum	 yield	 (.//)	 as	 a	 function	 of	 irradiance	were	
compared	to	measurements	by	van	Rooijen	et	al.	(2015)	at	ambient	CO2	and	Hald	et	al.	
(2008)	 at	 a	 CO2	 mole	 fraction	 of	 2000	 μmol	 mol−1.	 Simulations	 of	 the	 steady-state	
response	of	.// 	to	]S 	were	tested	with	measurements	by	Hald	et	al.	(2008)	at	a	constant	
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irradiance	of	1500	μmol	m−2	s−1	and	from	Kaiser	et	al.	(2016)	at	a	constant	irradiance	of	
1000	 μmol	 m−2	 s−1.	 In	 all	 cases,	 ambient	 O2	 was	 used	 for	 the	 measurements.	 The	
simulations	were	performed	with	simulation	protocols	analogous	to	the	ones	described	
in	the	previous	section,	with	the	exception	that	rectangular	flashes,	with	intensities	taken	
from	the	descriptions	of	experiments	(always	between	6500	μmol	m−2	s−1	and	8000	μmol	
m−2	s−1)	were	added	at	the	end	of	each	CO2	and	irradiance	step	to	calculate	.// 	and	XGL∫ƒ .	

An	apparent,	simulated	chlorophyll	fluorescence	yield	of	the	virtual	leaf	was	calculated	as	
the	rate	of	fluorescence	emission	of	the	chlorophyll	molecules	associated	to	PSIIac,	divided	
by	the	irradiance	incident	on	the	leaf.	.// 	was	computed	as	 123 − 13 12

3 ,	where	13	was	
the	 chlorophyll	 fluorescence	 yield	 before	 applying	 a	 flash	 and	 123 	 was	 the	 maximum	
chlorophyll	fluorescence	yield	achieved	during	the	flash.	The	model	predicted	accurately	
the	effects	of	CO2	and	irradiance	on	.// 	(Figure	5.10),	although	in	most	cases,	simulated	
.// 	was	higher	than	those	of	measurements.	No	information	on	measurement	errors	was	
available,	 so	 it	 is	 not	 clear	 whether	 the	 differences	 between	 the	 simulations	 and	
measurements	are	significant.	

The	model	is	expected	to	underestimate	measurements	XGL∫ƒ 	as	neither	photoinhibition	
nor	state	transitions	are	being	simulated	and	these	processes	contribute	to	XGL∫ƒ 	in	A.	
thaliana	(Kasahara	et	al.,	2002;	Nilkens	et	al.,	2010;	Dall'Osto	et	al.,	2014).	Given	the	large	
uncertainty	in	XGL∫ƒ 	values	from	different	sources	and	the	fact	that	the	model	does	not	
take	into	account	the	effect	of	photoinhibition,	XGL∫ƒ 	simulations	were	tested	only	with	
measurements	by	Kaiser	et	al.	(2016)	and	Herdean	et	al.	(2016)	for	the	first	10	minutes	
after	 an	 increase	 in	 irradiance	 from	 a	 dark	 adapted	 state,	 assuming	 that,	 under	 such	
conditions,	XGL∫ƒ 	is	mostly	determined	by	the	qE	mechanism	and	chloroplast	movement.	
The	same	experiments	were	also	used	to	test	dynamic	simulations	of	.// .	

Steady-state	 responses	 of	XGL∫ƒ 	 were	 not	 used	 for	 testing	 the	model,	 as	 the	 results	
obtained	from	different	sources	(Hald	et	al.,	2008;	van	Rooijen	et	al.,	2015;	Kaiser	et	al.,	
2016)	 were	 not	 consistent.	 Possible	 factors	 explaining	 the	 lack	 of	 consistency	 across	
experiments	 would	 be	 the	 light	 history	 of	 the	 plants	 being	 measured,	 the	 rates	 of	
photoinhibition	 achieved	 during	 the	 measurements,	 the	 spectral	 distribution	 of	 the	
source	of	irradiance,	and	[CO2].	

From	 the	 data	 reported	 by	 Herdean	 et	 al.	 (2016)	 and	 Kaiser	 et	 al.	 (2016),	 three	
photosynthetic	induction	curves	from	darkness	to	70	μmol	m−2	s−1,	600	μmol	m−2	s−1	and	
1000	μmol	m−2	 s−1	were	 chosen,	 all	measured	at	 ambient	CO2,	 and	O2.	The	 simulation	
protocol	was	adapted	to	the	experimental	conditions	and	flashes	were	simulated	at	the	
same	timepoints	as	in	the	experiments	and	with	the	same	flash	intensities.	In	all	cases,	.// 	
decreased	rapidly	after	 the	 increase	 in	 irradiance	 followed	by	a	slow	recovery	 (Figure	
5.11A).	The	simulations	reproduced	this	behaviour	qualitatively,	and	the	agreement	was	
best	 for	 the	 measurements	 by	 Kaiser	 et	 al.	 (2016),	 with	 a	 slight	 overestimation	 as	
expected	from	Figure	5.10.	

The	increase	in	XGL∫ƒ 	during	the	first	10	minutes	of	induction	was	also	reproduced	by	
the	 model	 in	 the	 case	 of	 the	 measurements	 by	 Kaiser	 et	 al.	 (2016).	 However,	 the	
agreement	 with	 some	 of	 the	 measurements	 was	 poorer,	 although	 the	 model	 still	
reproduced	the	dynamic	patterns	qualitatively.	In	the	induction	curve	using	70	μmol	m−2	
s−1	 as	 irradiance,	measured	XGL∫ƒ 	 displayed	 a	 clear	 overshoot	 during	 the	 first	 three	
minutes.	The	model	capture	this	correctly,	although	it	underestimated	the	magnitude	and	
extension	 of	 the	 overshoot.	 In	 the	 case	 of	 the	 induction	 curve	 at	 650	 μmol	m−2	 s−1	 of	
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irradiance,	the	model	predicted	an	increase	in	steady-state	.// 	(to	be	expected	based	on	
Figure	 5.10)	 which	 was	 not	 apparent	 in	 the	 measurements	 (despite	 the	 decrease	 in	
measured	XGL∫ƒ).	Herdean	et	al.	(2016)	did	not	report	measurements	of	An	or	gs	and	thus	
it	 is	 not	 possible	 to	 assess	 whether	 the	 simulations	 correctly	 reproduced	 metabolic	
demand,	which	would	have	an	effect	of	XGL∫ƒ 	and	.// 	during	induction.	

	
Figure	5.8:	Measured	(symbols)	and	simulated	(lines)	steady-state	net	CO2	assimilation	as	a	function	
of	irradiance	(A)	and	CO2	mole	fraction	(B).	The	CO2	response	was	measured	with	irradiances	of	1000	
μmol	m−2	s−1	by	Kaiser	et	al.	(2016)	and	1500	μmol	m−2	s−1	by	Flexas	et	al.	(2007b).	The	irradiance	
response	was	measured	at	a	CO2	mole	fraction	of	400	μmol	mol−1	by	Kaiser	et	al.	(2016).	

	
Figure	5.9:	Measured	(symbols)	and	simulated	(lines)	relative	net	CO2	assimilation	(An)	as	a	function	
of	time	after	an	increase	in	irradiance	level,	from	0	μmol	m−2	s−1	to	1000	μmol	m−2	s−1	(black	line	and	
circles	in	panel	A)	and	70	μmol	m−2	s−1	to	800	μmol	m−2	s−1	(red	line	and	triangles	in	panel	A)	and	
after	a	decrease	in	irradiance	level	from	800	μmol	m−2	s−1	to	130	μmol	m−2	s−1	(black	line	and	circles	
in	panel	B)	and	from	600	μmol	m−2	s−1	to	200	μmol	m−2	s−1	(red	line	and	triangles	in	panel	B).	Relative	
An	was	calculated	by	subtracting	An	at	time	=	0	and	dividing	by	the	difference	between	maximum	and	
minimum	An	reached	during	the	simulation	or	measurement.	
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Figure	5.10:	Measured	(symbols)	and	simulated	(lines)	steady-state	quantum	yield	of	PSII	(ΦII)	as	a	
function	of	irradiance	(a)	and	CO2	mole	fraction	(b).	The	response	to	irradiance	was	measured	and	
simulated	 for	 different	 CO2	 mole	 fraction	 (see	 legend).	 The	 response	 to	 CO2	 mole	 fraction	 was	
measured	at	two	irradiances	(see	legend).	The	response	to	irradiance	at	an	air	CO2	mole	fraction	of	
2000	μmol	mol−1	and	the	CO2	response	at	an	irradiance	of	1500	μmol	m−2	s−1	were	taken	from	Hald	
et	al.	(2008).	The	irradiance	response	at	400	μmol	m−2	s−1	was	taken	from	van	Rooijen	et	al.	(2015).	
The	CO2	response	at	1000	μmol	m−2	s−1	was	taken	from	Kaiser	et	al.	(2016).	

	
Figure	5.11:	Measured	(symbols)	and	simulated	(lines)	quantum	yield	of	PSII	(A)	and	XGL∫ƒ 	(B)	as	
a	function	of	time	after	an	increase	in	irradiance	from	0	to	1000	μmol	m−2	s−1	(Kaiser	et	al.,	2016),	
650	μmol	m−2	s−1	(Herdean	et	al.,	2016)	and	70	μmol	m−2	s−1	(Herdean	et	al.,	2016).	

The	 mismatch	 may	 also	 be	 explained	 by	 an	 overestimation	 of	 the	 kinetics	 of	 the	
component	 of	XGL∫ƒ 	 associated	 with	 protonation	 of	 the	 PsbS	 protein,	 although	 this	
would	not	explain	the	low	measured	.// 	in	the	0	–	650	μmol	m−2	s−1	transient.	

5.3.3 Electrochromic	shift	
Simulations	 of	 the	 electrochromic	 shift	 (ecs)	 were	 tested	 with	 experimental	 results	
reported	on	A.	thaliana.	The	following	types	of	steady-state	measurements	were	used:	
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	 1.	Total	ecs	(ecst)	as	a	function	of	irradiance	and	CO2.	

	 2.	Inverse	ecs	(ecsi)	as	a	function	of	irradiance	and	CO2.	

	 3.	ATPase	conductance	(gH)	as	a	function	of	irradiance	and	CO2.	

Throughout	the	simulations,	it	was	assumed	that	ecs	is	proportional	to	ΔΨ.	However,	the	
relationship	 is	 leaf-specific	and	therefore	ecst	and	ecsi	are	expressed	 in	arbitrary	units	
(Cruz	et	al.,	2001).	This	means	that	neither	ecst	nor	ecsi	provide	absolute	estimations	of	
pmf	and	its	components,	but	they	can	capture	the	relative	changes	with	irradiance	and	
CO2.	 ecst	 is	 calculated	as	 the	difference	between	ecs	 in	 the	 light	and	 the	minimum	ecs	
achieved	in	the	darkness,	whereas	ecsi	is	calculated	as	the	difference	between	the	steady-
state	level	in	the	darkness	and	the	minimum	in	the	darkness	(Figure	5.12).	Minimum	ecs	
was	achieved	around	200	–	300	ms	after	the	transition	to	darkness	and	a	steady-state	
value	in	the	darkness	was	reached	at	around	10	s	after	the	transition.	

Simulations	of	steady-state	values	of	ecst	and	ecsi	as	a	function	of	irradiance	and	for	air	
[CO2]	of	372	μmol	mol−1	and	50	μmol	mol−1	were	compared	to	measurements	by	Takizawa	
et	al.	(2007).	A	scaling	factor	of	11.76	V−1	was	used	to	compare	the	simulations	of	ΔΨ	with	
measurements	of	ecst	and	ecsi.	The	model	predicted	correctly	the	increase	of	ecst	and	ecsi	
with	 irradiance	 and	 decrease	with	 CO2	 (Figure	 5.13).	 Under	 low	Ci,	 both	 ecst	 and	 ecsi	
saturated	at	low	irradiance	in	the	measurements	and	simulations,	indicative	of	limitations	
due	to	lower	metabolic	capacity	that	increased	pmf.	Analysis	of	the	simulations	in	Figure	
5.13	indicated	that	pmf	and	ecst	were	linearly	correlated,	as	well	as	ecsi	and	ΔpH	(Figure	
5.14,	in	both	cases	R2	>	0.99),	in	agreement	with	the	model	used	by	Cruz	et	al.	(2001)	to	
interpret	ecst	and	ecsi	measurements.	

An	Ohmic	model	of	ATP	synthesis	has	been	proposed	(Cruz	et	al.,	2001),	whereby	the	flux	
of	H)	through	the	ATPase	(0&)	is	assumed	proportional	to	the	pmf.	This	allows	defining	a	
conductivity	to	H),	which	is	simply	the	ratio	0&/pmf.	That	model	predicts	that	the	initial	
relative	 rate	 of	 decrease	 of	 ΔΨ	 (denote	 as	%&)	 during	 a	 dark	 interval	 (Figure	 5.12)	 is	
proportional	to	0&/pmf	(Kanazawa	and	Kramer,	2002;	Avenson	et	al.,	2005).	Simulations	
of	%& 	with	our	model	 for	different	 irradiances	and	CO2	were	compared	(Figure	5.15A)	
with	the	measurements	reported	by	Avenson	et	al.	 (2005).	There	was	poor	agreement	
between	 the	 simulations	 and	 the	 measurements.	 In	 particular,	 the	 absolute	 values	
obtained	from	the	simulations	at	low	irradiance	were	an	order	of	magnitude	lower	than	
the	measured	values.	Although	similar	values	were	obtained	for	irradiance	>	200	μmol	
m−2	s−1,	the	experiment	by	Avenson	et	al.	(2005)	did	not	include	such	conditions.	Prior	
measurements	in	other	species	(Kanazawa	and	Kramer,	2002)	suggest	that	the	values	of	
%& 	would	not	change	much	for	irradiances	between	100	μmol	m−2	s−1	and	2000	μmol	m−2	
s−1,	whereas	the	model	predicted	an	increase	with	irradiance,	especially	under	ambient	
CO2	 conditions.	 Furthermore,	 the	 simulations	 indicated	 that	%& 	 and	0&/pmf	were	 not	
proportional	 to	 each	 other	 across	 different	 irradiances	 (Figure	 5.15B),	 except	 at	 low	
irradiances.	Although	the	dynamics	of	z{	were	simulated	correctly	at	the	scale	of	seconds	
(Figure	5.12),	the	assumption	of	first-order	kinetics	for	counter-ion	transport	may	result	
in	 incorrect	 simulations	 of	 z{	 at	 the	 scale	 of	 milliseconds,	 and	 this	 would	 affect	
calculations	of	%& 	from	simulated	data.	
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Figure	5.12:	Simulation	of	 the	electrical	 field	across	 the	 thylakoid	membrane	(z{)	as	 function	of	
time	for	a	light-adapted	virtual	leaf	that	is	exposed	to	darkness	at	time	=	1	s.	Arrows	indicate	the	
changes	in	z{	that	are	proportional	to	total	electrochromic	shift	(ecst)	and	inverse	electrochromic	
shift	(ecsi).	

	
Figure	5.13:	Simulated	 (lines)	and	measured	 (symbols)	 total	 electrochromic	 shift	 (A)	and	 inverse	
electrochromic	shift	(B).	Simulations	were	scaled	by	dividing	changes	in	z{	by	0.085	V	in	order	to	
obtain	a	similar	scale	to	the	measurements.	Measurements	from	Takizawa	et	al.	(2007).	

If	scaled	values	of	0&/pmf	are	compared	with	measurements	of	%& ,	the	observed	patterns	
are	still	not	captured	by	the	model	(Figure	5.15A),	as	0&/pmf	increased	with	irradiance,	
especially	at	ambient	[CO2].	If	the	concentrations	of	substrates	for	ATP	synthesis	are	kept	
constant,	0& 	increases	in	a	sigmoidal	fashion	with	pmf	(Figure	5.16A),	which	means	that,	
in	the	pmf	range	100−200	mV,	0&/pmf	would	vary	with	pmf	(Figure	5.16B).	

If	%& 	is	proportional	to	0&/pmf	in	vivo,	a	lack	of	%& 	increase	with	irradiance	would	require	
regulation	of	ATPase	activity	(Kanazawa	and	Kramer,	2002).	The	model	suggested	that	a	
decrease	 in	 the	 concentration	 of	 ADP	 (and/or	 an	 increase	 in	 ATP)	 would	 decrease		
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Figure	5.14:	Comparison	between	 simulated	 total	 electrochromic	 shift	and	pmf	 (A),	and	between	
simulated	 inverse	 electrochromic	 shift	 and	 ΔpH	 (B).	 Symbols	 correspond	 to	 simulations	 for	 the	
conditions	of	the	experiment	by	Takizawa	et	al.	(2007)	as	shown	in	Figure	5.13.	Lines	represent	fitted	
linear	models.	

0&/pmf,	 in	 accordance	with	 the	 experimental	 results	 by	 Pänke	 and	 Rumberg	 (1996).	
Indeed,	the	small	decrease	in	simulated	0&/pmf	at	[CO2]	=	50	μmol	mol−1	and	irradiance	
>	100	μmol	m−2	s−1,	which	paralleled	changes	in	measured	%& 	(Figure	5.15A),	was	possible	
because	 simulated	 ADP	 concentrations	 were	 as	 low	 as	 0.1	 mol	 m−3	 (ADP/ATP	 =	 0.1,	
ATP/ADP/Pi	=	3900	M−1),	whereas	at	ambient	CO2,	ADP	remained	higher	than	0.2	mol	m−3	
(ADP/ATP	>	0.35,	ATP/ADP/Pi	<	500	M−1).	

Reported	values	of	ADP/ATP	in	chloroplasts,	across	different	irradiance	and	[CO2]	levels	
are	always	higher	than	0.35	(Hampp	et	al.,	1982;	Dietz	and	Heber,	1984;	Prinsley	et	al.,	
1986a;	Siebke	et	al.,	1990;	Heineke	et	al.,	1991),	whereas	ATP/ADP/Pi	remained	lower	
than	1000	M−1	(Giersch	et	al.,	1980;	Siebke	et	al.,	1990),	so	regulation	of	ATPase	activity	
by	 low	ADP	concentrations	may	not	occur	 in	vivo	 (Kanazawa	and	Kramer,	2002).	The	
underestimation	of	ADP/ATP	by	 the	model	may	be	 the	 result	of	 the	parameter	values	
chosen	for	regulation	of	Rubisco	activase	(Section	5.2.7.1)	or	consumption	by	the	Calvin	
cycle	in	the	regeneration	of	RuBP	(Section	5.2.7.2).	

Experimental	evidence	shows	that	reduction	in	Pi	downregulates	ATPase	activity	in	vivo	
(Takizawa	 et	 al.,	 2008).	 In	 the	 simulations	 used	 for	 Figure	 5.15,	 Pi	 decreased	 with	
irradiance	in	the	range	7.3	−	5.3	mol	m−3	([CO2]	=	372	μmol	mol−1)	and	7.3	−	2.5	mol	m−3	
([CO2]	=	50	μmol	mol−1).	These	values	are	in	agreement	with	some	estimations	of	free	Pi	
in	the	stroma	(Hampp	et	al.,	1982;	Sharkey	and	Vanderveer,	1989;	Siebke	et	al.,	1990),	
although	 other	 estimations	 result	 in	 values	 an	 order	 of	 magnitude	 higher	 (Dietz	 and	
Heber,	1984;	Prinsley	et	al.,	1986a).	

5.3.4 P700	reduction	
In	 the	 absence	 of	 kinetic	 limitations	 on	 the	 acceptor	 side	 of	 P700,	 its	 redox	 state	 is	 a	
measure	of	the	quantum	yield	of	PSI	(Harbinson	et	al.,	1989),	due	to	the	high	quantum	
yield	of	PSIac	and	the	strong	quenching	by	long-lived	P“77) 	(see	Section	5.2.3	for	details).	
The	rate	constant	of	P“77) 	reduction	after	a	rapid	transition	to	darkness	is	associated	with	
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the	kinetics	of	PQH2	oxidation	by	 the	cytochrome	b6f	complex	(Harbinson	and	Hedley,	
1989a)	and	thus	gives	an	indication	of	electron	transport	regulation	in	vivo.	

To	 test	 the	 model,	 measurements	 of	 steady-state	 P“77) 	 and	 the	 rate	 constant	 of	 P“77) 	
reduction	(eñ“77)	by	Hald	et	al.	(2008)	were	used.	Whereas	the	redox	state	of	P700	is	an	
output	of	the	model,	the	rate	constant	of	P“77) 	reduction	was	fitted	to	simulations	of	P700	
after	rapid	transition	to	darkness	following	the	experimental	protocol	described	by	Hald	
et	al.	(2008).	The	measurements	by	Hald	et	al.	(2008)	consisted	of	an	irradiance	response	
curve	at	 an	air	 [CO2]	of	2000	μmol	mol−1,	 ambient	O2	 and	a	CO2	 response	 curve	at	 an	
irradiance	of	1500	μmol	m−2	s−1	and	ambient	O2.	

The	 model	 reproduced	 the	 measurements	 accurately	 (Figure	 5.17),	 with	 a	 small	
overestimation	of	 the	rate	constant	of	P“77) 	 reduction	at	high	 irradiance	and	[CO2].	The	
response	of	the	rate	constant	of	P“77) 	reduction	to	irradiance	and	CO2	was	dependent	on	
the	 amount	 of	 PQH2	 before	 the	 transition	 to	 darkness	 and	 the	 rate	 constant	 of	 PQH2	
oxidation	by	cytochrome	b6f.	 Indeed,	 the	relationship	between	the	simulated	variables	
could	be	well	described	as	eñ“77 = egÃ^/2 GLZ+ GL + GLZ+ ,	where	egÃ^	is	the	rate	
constant	of	PQH2	oxidation	by	the	cytochrome	b6f	complex.	In	the	steady-state	response	
to	irradiance	(Figure	5.17C),	the	changes	in	eñ“77	were	dominated	by	changes	in	GLZ+	as	
egÃ^	remained	relatively	constant	due	to	moderate	pH	in	the	lumen	(pH	>	6.9).	However,	
in	 the	 CO2	 response	 curve	 (Figure	 5.17D),	 the	 changes	 in	 eñ“77	 were	 dominated	 by	
changes	egÃ^	due	to	increasing	acidification	of	the	lumen	at	low	[CO2].	

	

	
Figure	5.15:	Panel	A:	 Simulated	 (lines)	 and	measured	 (symbols)	 steady-state	 response	 of	ATPase	
conductance	 (gH)	as	a	 function	of	 irradiance	at	air	 [CO2]	of	372	μmol	mol−1	 (black	 solid	 line	and	
circles)	and	50	μmol	mol−1	(red	dashed	line	and	triangles).	In	addition,	simulated	flux	of	Z)	(0&)	over	
pmf	multiplied	by	a	conversion	factor	(cf)	of	30	μmol−1	m2	mV	at	[CO2]	of	372	μmol	mol−1	(dotted	line)	
and	 50	 μmol	 mol−1	 (red,	 dash-dotted	 line).	 Measurements	 from	 Avenson	 et	 al.	 (2005).	 Panel	 B:	
Relationship	between	simulated	0&/pmf	and	simulated	gH,	for	the	same	conditions	as	in	Panel	A.	
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Figure	5.16:	Relationship	between	the	flux	of	Z)	 through	the	ATPase	(0&)	and	the	proton	motive	
force	 (pmf)	 based	 on	 measurements	 of	 ATPase	 activity	 by	 Junesch	 and	 Gräber	 (1987),	 scaled	
assuming	0.5	μmol	m−2	of	ATP	synthase	and	14	Z)	per	rotation	(symbols	in	Panel	A),	and	the	ratio	
between	0& 	 and	pmf	as	a	 function	of	pmf	 (symbols	 in	Panel	B).	A	Hill	 equation	was	 fitted	 to	 the	
measurements	of	0& 	(line	in	Panel	A),	and	0&/pmf	derived	from	it	(line	in	Panel	B).	

5.4 In	 silico	 analysis	 of	 metabolic	 regulation	 of	 electron	
transport	
After	testing	that	the	model	produced	reasonable	predictions	of	measurable	steady-state	
and	dynamic	variables	associated	with	photosynthesis	(with	poorer	agreement	with	gH	at	
low	irradiances),	further	simulations	are	analysed	to	gain	insight	into	the	regulation	of	
the	photosynthetic	electron	transport	chain	in	C3	plants	across	a	wide	range	of	irradiance	
and	CO2	levels.	Of	course,	the	tests	performed	in	the	previous	section	do	not	guarantee	
that	the	model	will	make	correct	predictions	regarding	non-measurable	variables	such	as	
cyclic	electron	transport	or	alternative	electron	sinks.	On	the	other	hand,	the	tests	ensure	
that	 the	 simulations	 discussed	 below	 are	 physiologically	 reasonable,	 at	 least	 for	 A.	
thaliana.	

In	Section	5.4.1,	the	steady-state	response	of	different	variables	to	irradiance	(at	ambient	
CO2	and	O2)	and	CO2	(at	an	 irradiance	 level	of	1000	μmol	m−2	s−1	and	ambient	O2)	are	
analysed.	A	major	source	of	uncertainty	in	any	analysis	of	the	regulation	of	the	electron	
transport	chain	is	the	H)/ATP	ratio	of	the	ATP	synthase.	As	discussed	in	Section	5.2.5,	
two	values	haven	been	proposed	(4.67	and	4)	which	are	both	supported	by	experimental	
evidence.	 Thus,	 a	 sensitivity	 analysis	 is	 performed	 in	 Section	 0	 that	 compares	 the	
irradiance	and	CO2	responses	performed	in	Section	5.2.5	(with	H)/ATP	=	4.67)	with	the	
same	simulations	employing	H)/ATP	=	4.	In	Section	5.4.3,	two	photosynthetic	induction	
curves	(at	different	[CO2])	are	analysed,	in	order	to	further	understand	the	regulation	of	
the	electron	transport	chain	under	fluctuating	light	conditions.	

5.4.1 Steady-state	regulation	
The	 flux	 of	 electrons	 required	 to	 sustain	 the	 Calvin	 cycle	 and	 photorespiration	 (J)	
increased	with	irradiance	and	CO2	(insets	within	Figure	5.18),	in	a	similar	fashion	to	the	
evolution	 of	 net	 CO2	 assimilation	 (An,	 see	 Figure	 5.8).	 The	 ratio	 of	 oxygenation	 over	
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carboxylation	(.)	did	not	change	much	with	irradiance	as	]S 	varied	within	a	small	range	
(330	–	410	μmol	mol−1)	and	thus	the	relationship	between	J	and	An	was	approximately	
linear.	In	the	CO2	response	curve,	.	changed	more	strongly,	as	]S 	varied	in	a	larger	range	
(15	–	1870	μmol	mol−1)	and	thus	J	and	An	were	not	linearly	related.	In	particular,	at	sub-
ambient	[CO2],	a	higher	J	was	required	to	maintain	a	given	An,	relative	to	the	irradiance	
response	curve.	Thus,	below	the	CO2	compensation	there	was	still	a	significant	electron	
flux	through	the	electron	transport	chain	of	almost	40	μmol	m−2	s−1.		

The	model	predicted	a	significant	difference	between	the	flux	of	electrons	generated	by	
PSII	 (JII)	 and	 J,	 due	 to	 consumption	 of	 electrons	 by	 alternative	 electron	 sinks.	 The	
differences	between	JII	and	the	flux	of	electrons	through	the	cytochrome	b6f	complex	(Jcyt)	
was	 smaller	 due	 to	 low	 cyclic	 electron	 transport.	 The	 overall	 fraction	 of	 electrons	
allocated	 to	 all	 alternative	 electron	 sinks	did	not	 vary	much	with	 irradiance	 (15.5%	−	
17.0%).	The	water-water	cycle	consumed	a	small	 fraction	of	 these	electrons	and	most	
were	allocated	 to	NO+,reduction	and	 the	malate	valve	 (Figure	5.18).	At	 low	 irradiance,	
most	of	the	electrons	were	allocated	to	MDH,	whereas	the	other	sinks	were	allocated	less	
than	2%	of	the	electrons.	The	reason	for	the	higher	importance	of	MDH	at	low	irradiance	
is	the	ability	of	the	system	to	keep	40%	of	the	NADP)/NADPH	reduced,	whereas	more	
than	95%	of	the	ferredoxin	(used	by	the	other	alternative	electron	sinks)	was	oxidised	at	
low	irradiance	(Figure	5.19).	

The	fraction	of	Jcyt	allocated	to	cyclic	electron	transport	around	PSI	was	small	(always	≤	
4%)	and	increased	with	irradiance.	The	low	rates	can	be	explained	by	lower	maximum	
rates	of	cyclic	electron	transport	relative	to	alternative	electron	sinks	(see	Section	5.2.4	
for	details)	and	a	more	reduced	state	of	 the	PQ/PQH2	pair	 relative	 to	 ferredoxin	at	all	
irradiances	(Figure	5.19).	In	the	parameterization	of	NDH	and	FQR,	and	given	the	lack	of	
adequate	experimental	data,	it	was	assumed	that	all	kinetic	constants	for	both	FQR	and	
NDH	were	the	same,	except	for	the	following	differences:	(i)	the	maximum	electron	flux	
through	FQR	was	twice	larger	than	for	NDH,	(ii)	the	reaction	catalysed	by	NDH	is	sensitive	
to	 the	 proton	 motive	 force	 and	 (iii)	 FQR	 activity	 is	 redox	 sensitive.	 In	 the	 simulated	
irradiance	response	curve,	the	electron	flux	through	FQR	was	always	twice	larger	than	
through	NDH	as	 (i)	 FQR	was	 fully	 reduced	 at	 low	 irradiance	due	 to	 its	 relatively	high	
midpoint	 redox	 potential	 and	 (ii)	 the	 effect	 of	 steady-state	 pmf	 on	 NDH	 activity	 was	
negligible	despite	its	increase	with	irradiance	(Figure	5.20).	

In	the	CO2	response	curve,	the	fractions	of	Jcyt	allocated	to	the	MDH	and	NiR	decreased	
with	]S 	and	were	relatively	constant	at	[CO2]	above	ambient	(Figure	5.18).	WWC	was	a	
small	sink	at	all	]S 	(between	1.3%	and	2.3%	of	Jcyt).	The	total	fraction	of	electrons	allocated	
to	 alternative	 electron	 sinks	 decreased	with	]S 	 from	 28.3%	 to	 13.4%.	 Increases	 in	]S 	
decrease	 the	 ratio	 between	 oxygenation	 and	 carboxylation	 of	 RuBP	 (.)	 due	 to	
competitive	 inhibition	 of	 CO2	 on	 the	 oxygenation	 reaction.	 As	 the	 reactions	 in	 the	
photorespiration	pathway	that	follow	oxygenation	have	additional	requirements	for	ATP	
and	 NADPH	 relative	 to	 the	 Calvin	 cycle,	 the	 ratio	 of	 the	 demand	 of	 ATP	 and	 NADPH	
decreases	as	.	decreases.	Thus,	changes	in	the	fluxes	of	ATP	and	NADPH	required	to	run	
the	Calvin	cycle	and	photorespiration	drove	the	decrease	in	allocation	of	electrons	to	the	
alternative	electron	sinks	with	]S .	In	the	case	of	NiR,	these	changes	in	the	fractions	did	not	
compensate	 the	 increase	 in	 linear	 electron	 transport	 (both	 JII	 and	 Jcyt,	 inset	 in	 Figure	
5.18B)	such	that	the	absolute	flux	of	electrons	consumed	by	NiR	increased	with	]S .	
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Figure	5.17:	Simulated	(lines)	and	measured	(symbols)	steady-state	redox	state	of	G“77

) 	as	a	function	
of	irradiance	(A)	and	intercellular	CO2	mole	fraction	(B)	and	the	rate	constant	of	G“77

) 	reduction	after	
a	rapid	transition	to	darkness	as	a	function	of	irradiance	(C)	and	intercellular	CO2	mole	fraction	(D).	
Measurements	from	Hald	et	al.	(2008).	

As	in	the	irradiance	response	curve,	FQR	and	NDH	were	quantitatively	less	important	than	
the	 alternative	 electron	 sinks.	However,	 the	 larger	 values	 of	 pmf	 at	 low	]S 	 did	 have	 a	
strong	effect	on	NDH	activity,	to	the	point	that,	at	the	lowest	]S ,	NDH	catalysed	a	reduction	
of	oxidised	Fd	by	PQH2	coupled	to	the	transport	of	H)	ions	from	the	lumen	to	the	stroma.	
This	reverse	reaction	only	occurs	at	high	pmf	(in	this	case	270	mV),	but	the	threshold	for	
reversibility	also	depends	on	the	redox	states	of	the	PQ/PQH2	pair	and	Fd	(see	Section	
5.2.4.2.1	 for	details).	The	additional	electron	flux	 into	the	Fd	pool	must	be	allocated	to	
alternative	electron	sinks,	(otherwise	the	Fd	pool	would	become	reduced),	thus	the	strong	
increase	in	the	flux	towards	NiR	and	the	MDH	at	the	lowest	]S 	(Figure	5.18).	

The	number	of	H)	transported	into	or	generated	in	the	lumen	per	electron	transported	
through	 cytochrome	b6f	depends	on	 the	pathway	 for	 electron	 transport.	As	 the	model	
assumes	 that	 the	Q	cycle	 is	 always	engaged,	 the	 stoichiometry	 for	alternative	electron	
sinks	is	3	H)	per	electron.	For	cyclic	electron	transport	mediated	by	FQR	it	is	only	2	H)	
per	electron,	whereas	for	NDH	it	is	4	H)	per	electron	(taking	into	account	the	H)	pumping	
activity	of	NDH).	When	this	stoichiometry	is	considered,	the	fraction	of	total	H)	flux	into	
the	 lumen	due	 to	 each	 type	of	 electron	 transport	 can	be	 calculated	 (Figure	5.21).	The	
results	are	the	same	as	in	Figure	5.18	except	for	a	higher	fraction	associated	to	NDH	and	
a	lower	fraction	associated	to	FQR,	such	that	their	contribution	to	H)	fluxes	was	equal	for	
both	forms	of	cyclic	electron	transport,	except	at	low	]S ,	when	the	reaction	catalysed	by	
NDH	was	reversed.	
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The	 proton	motive	 force	 increased	with	 irradiance	 and	 decreased	with	 [CO2]	 (Figure	
5.20).	The	fraction	of	pmf	that	was	stored	as	z{	decreased	with	irradiance	from	63%	to	
54%,	whereas	 it	 increased	with	 CO2	 from	 52%	 to	 56%.	 The	 pH	 of	 the	 stroma	 varied	
between	7.8	and	8.0	due	to	the	high	buffering	capacity	and	a	larger	volume	than	the	lumen	
of	the	thylakoid.	This	resulted	in	a	decrease	of	lumen	pH	from	7.8	(in	darkness)	to	6.4	at	
high	irradiance	and	ambient	CO2,	whereas,	as	CO2	decreased	below	ambient	levels,	the	pH	
of	 the	 lumen	decreased	down	 to	 a	 value	 of	 5.8	 (results	 not	 shown).	 These	 changes	 in	
lumen	pH	were	responsible	for	the	increase	of	XGL∫ƒ 	at	high	irradiances	(Figure	5.22A)	
and	 low	 [CO2]	 (Figure	 5.22B),	 through	 changes	 in	 PsbS	 protonation	 state	 and	
concentration	of	zeaxanthin	(Figure	5.22).	The	effective	pK	of	zeaxanthin	formation	was	
6.8,	compared	to	a	pK	of	6.3	assumed	for	protonation	of	PsbS.	However,	the	Hill	coefficient	
of	violaxanthin	de-epoxidase	was	3,	compared	to	a	value	of	1	for	PsbS	protonation.	Thus,	
the	contribution	of	PsbS	to	XGL∫ƒ 	at	moderate	lumen	pH	(pH	>	6.8)	was	more	important	
than	the	contribution	of	zeaxanthin,	while	the	opposite	became	true	at	lower	values	(pH	
<	 6.8).	 This	 is	 of	 importance	 for	 the	 dynamics	 of	XGL∫ƒ ,	 as	 changes	 in	XGL∫ƒ 	 due	 to	
changes	 in	 PsbS	 protonation	 occur	 an	 order	 of	 magnitude	 faster	 than	 synthesis	 of	
zeaxanthin	(see	Section	5.2.1.1.2	for	details).	Thus,	XGL∫ƒ 	induction	at	low	irradiance	is	
expected	 to	 have	 faster	 kinetics	 and	 track	 variations	 in	 lumen	 pH	 (i.e.,	 displaying	 an	
“overshoot”	behaviour	as	in	Figure	5.11B).	

The	changes	in	pmf	with	irradiance	and	CO2	were	not	linear	but	rather	presented	a	higher	
sensitivity	to	irradiance	and	ambient	or	sub-ambient	[CO2]	(Figure	5.20)	with	a	similar	
pattern	for	XGL∫ƒ 	(Figure	5.22).	These	changes	in	the	response	of	pmf	coincided	with	a	
decrease	 in	 the	 flux	of	H)	 through	ATPase	per	pmf	unit	 (0&/pmf,	Figure	5.20).	This	 is	
determined	by	the	relationship	between	0& 	and	pmf	(solid	 lines	in	Figure	5.23).	When	
irradiance	was	 increased,	0& 	 changed	 in	a	sigmoidal	 fashion	with	respect	 to	pmf,	 thus	
achieving	a	maximum	ratio	at	intermediate	pmf	values,	and	decreasing	above	such	level.	
When	the	source	of	variation	was	[CO2],	the	response	was	opposite,	as	0& 	decreased	with	
an	increase	in	pmf.	Both	patterns	are	to	be	expected	from	the	relationship	between	ATP	
consumption	by	the	Calvin	cycle	and	pmf	in	the	irradiance	and	[CO2]	response	curve	(see	
Figures	5.18	and	Figure	5.20).	In	the	simulations,	ATPase	was	always	fully	reduced,	except	
in	darkness,	due	to	its	relatively	high	midpoint	redox	potential,	implying	that	changes	in	
0&/pmf	were	 caused	 entirely	 by	 changes	 in	 the	 concentrations	 of	metabolites	 (Figure	
5.24).	 In	 particular,	 the	 model	 predicted	 that,	 as	 the	 concentrations	 of	 ADP	 and	 ATP	
decreased	and	increased,	respectively	(Figure	5.24),	the	pmf	required	to	sustain	a	given	
rate	of	ATP	synthesis	increase,	in	agreement	with	the	experimental	observations	by	Pänke	
and	Rumberg	(1996).	In	both	irradiance	and	[CO2]	response	curves,	an	ADP	concentration	
of	 0.2	mol	m−3	 represented	 the	 critical	 point	 that	 triggered	decreases	 in	0&/pmf.	This	
relationship	 suggests	 that	 the	 failure	 of	 the	model	 to	 predict	 correctly	0&/pmf	 at	 low	
irradiances	as	measured	by	Avenson	et	al.	(2005),	may	be	caused	by	an	overestimation	of	
the	ADP/ATP	ratio	at	such	low	irradiances,	in	addition	to	potential	mismatches	between	
simulated	and	real	absolute	values	of	pmf.	

The	changes	in	ATP	and	ADP	concentration	with	irradiance	and	CO2	were	such	that	XGL∫ƒ 	
was	lowest	under	conditions	where	stromal	metabolic	activity	was	not	limiting	(i.e.,	low	
irradiance	 and/or	 high	 CO2)	 and	 increased	 as	 excess	 energy	 increased	 (i.e.,	 as	 CO2	
decreased	 and/or	 irradiance	 increased).	 Furthermore,	 these	 changes	 in	 the	 ATP/ADP	
ratio	ensured	that	Rubisco	activase	(and	hence	Rubisco)	were	partly	deactivated	at	low	
irradiance	 and	 high	 [CO2]	 (Figure	 5.24),	 as	 observed	 in	 previous	 experiments	 (von	
Caemmerer	 and	 Edmondson,	 1986).	 Thus,	 RuBP	 concentration	 remained	 saturating	
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throughout	 the	 simulation,	 except	 at	 irradiances	 below	 200	 μmol	m−2	 s−1.	 Due	 to	 the	
simplifications	 in	 the	 equations	 describing	 the	 metabolism	 in	 the	 stroma,	 these	
simulations	do	no	offer	insight	into	the	physiological	advantage	of	keeping	RuBP	levels	at	
saturating	 level,	 which	 perhaps	 is	 related	 to	 regulating	 the	 concentration	 of	 Pi	 in	 the	
stroma	(Sharkey,	1989).	

5.4.2 Effect	of	H+/ATP	ratio	
The	simulations	in	the	previous	section	were	performed	assuming	a	H)/ATP	ratio	of	4.67,	
which	has	been	proposed	from	measurements	of	the	structure	of	the	photosynthetic	ATP	
synthase	in	S.	oleracea	(see	Section	5.2.5	for	details).	However,	a	H)/ATP	ratio	of	4	has	
also	been	proposed	by	different	authors	based	on	in	vitro	biochemical	assays	(see	Section	
5.2.5	for	details).	 In	order	to	evaluate	the	effect	that	this	ratio	has	on	the	regulation	of	
electron	 transport,	 irradiance	 and	 [CO2]	 response	 curves	 were	 simulated	 assuming	
H)/ATP	=	4	(other	model	inputs	were	kept	as	in	the	previous	section).	

A	reduction	of	the	H)/ATP	ratio	by	14%	would	imply	a	reduction	in	the	H)	flux	of	14%	
for	 the	 same	 environmental	 conditions	 and	 metabolic	 demand	 of	 ATP	 and	 NADPH.	
However,	the	thermodynamics	of	ATPase	indicate	that	a	reduction	in	the	H)/ATP	ratio	
would	require	an	 increase	 in	pmf	 to	achieve	 the	same	ATP	production	given	 the	same	
concentrations	 of	 substrates	 and	 products.	 Indeed,	 decreasing	H)/ATP	 resulted	 in	 a	
displacement	of	 the	 relationship	between	H)	 flux	and	pmf	 towards	higher	pmf	values	
(Figure	5.23).	

Since	 the	 partitioning	 of	 pmf	 between	 ΔpH	 and	 ΔΨ	 remained	 the	 same,	 this	 change	
resulted	in	a	decrease	in	the	pH	of	the	lumen	achieved	at	a	particular	irradiance	and	[CO2]	
(Figure	5.25).	The	decrease	in	lumen	pH	led	to	a	reduction	in	Jcyt	due	to	downregulation	
of	PQH2	oxidation	(Figure	5.26)	and	an	increase	in	XGL∫ƒ 	(results	not	shown).	

In	 addition	 to	 a	 reduction	 in	 Jcyt,	 the	 fraction	 of	 Jcyt	 that	 was	 allocated	 to	 alternative	
electron	sinks	 for	H)/ATP	=	4	was	on	average,	and	 for	 the	 irradiance	response	curve,	
3.7%	(versus	16.0%	for	H)/ATP	=	4.67),	with	negligible	electron	fluxes	through	FQR	and	
NDH	(Figure	5.26).	The	reduction	in	the	fraction	of	electron	flux	allocated	to	alternative	
electron	sinks	resulted	in	an	increase	in	J	(Figure	5.26),	despite	the	decrease	in	Jcyt.	That	
is,	the	higher	allocation	of	electrons	to	alternative	electron	sinks	for	H)/ATP	=	4.67	had	
resulted	 in	 a	 competition	with	 the	Calvin	 cycle	 and	 thus	 a	decrease	 in	 the	 rate	of	CO2	
assimilation.	

Having	a	higher	H)/ATP	ratio	allows	the	system	to	sustain	high	fluxes	of	ATP	production	
with	low	pmf	and	moderate	lumen	pH,	but	this	occurs	at	the	expense	of	a	decrease	in	the	
overall	efficiency	of	the	system	due	to	the	need	for	high	rates	of	electron	flux	that	do	not	
contribute	 directly	 to	 CO2	 assimilation.	Although	 these	 simulations	 cannot	 resolve	 the	
controversy	regarding	the	true	value	of	the	H)/ATP	ratio,	it	provides	important	insights	
into	the	effect	of	the	H)/ATP	ratio	on	different	aspects	of	the	system.	These	results	would	
suggest	 that	 lower	 H)/ATP	 ratios	 are	 favourable	 in	 terms	 of	 optimization	 of	 CO2	
assimilation.	Given	the	large	range	of	H)/ATP	ratios	from	ATP	synthases	across	different	
taxa	(Pogoryelov	et	al.,	2012),	 reducing	 the	H)/ATP	ratio	may	be	a	possible	 target	 for	
improvement	of	C3	plant	photosynthesis.	On	the	other	hand,	alternative	electron	sinks	
may	actually	be	essential	in	order	to	sustain	sufficient	rates	of	nitrogen	assimilation	or	to	
provide	 the	 cytosol	 with	 sufficient	 redox	 power	 to	 drive	 photosynthesis-dependent		
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Figure	 5.18:	 Simulated	 steady-state	 fraction	 of	 electron	 flux	 through	 cytochrome	 b6f	 complex	
allocated	 to	 malate	 valve	 (MDH),	XY+

,	 reduction	 (NiR),	 water-water	 cycle	 (WWC),	 ferredoxin-
quinone	reductase	(FQR)	and	NAD(P)H	dehydrogenase	(NDH)	as	a	function	of	 irradiance	(A)	and	
chloroplast	CO2	mole	fraction	(B).	Insets	describe	the	steady-state	electron	transport	flux	through	
cytochrome	b6f	(Jcyt,	μmol	m−2	s−1),	PSII	(JII,	μmol	m−2	s−1)	and	electron	flux	required	to	produce	the	
NADPH	consumed	by	the	Calvin-Benson	cycle	and	photorespiration	(J,	μmol	m−2	s−1)	as	a	function	of	
irradiance	(inset	in	A)	and	chloroplast	CO2	mole	fraction	(inset	in	B).	

	

	
Figure	5.19:	Simulated	steady-state	fraction	of	the	pool	of	ferredoxin	that	is	reduced	(Fdr),	fraction	
of	the	free	pool	of	PQ/PQH2	pair	in	PQH2	form	and	fraction	of	PSII	reaction	centres	that	contain	a	
reduced	quinone	A	(LM

,)	as	a	function	of	irradiance	(A)	and	chloroplast	CO2	mole	fraction	(B).	
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Figure	5.20:	Simulated	steady-state	thylakoid	proton	motive	force	(pmf,	mV),	electrical	field	across	
the	thylakoid	membrane	(z{,	mV),	potential	associated	with	the	difference	in	pH	between	stroma	
and	lumen	(z¬Z×21.3}~/1,	mV)	and	the	ratio	between	the	flux	of	Z)	through	the	ATPase	and	the	
proton	motive	force	(0&/¬Ù|,	μmol	m−2	s−1	mV−1)	as	a	function	of	irradiance	(A)	and	chloroplast	CO2	
mole	fraction	(B).	

	

	
Figure	5.21:	Simulated	steady-state	fraction	of	Z)	flux	into	the	lumen	due	to	electron	flux	associated	
to	 malate	 valve	 (MDH),	 nitrite	 reduction	 (NiR),	 water-water	 cycle	 (WWC),	 ferredoxin-quinone	
reductase	(FQR)	and	NAD(P)H	dehydrogenase	(NDH)	as	a	function	of	irradiance	(A)	and	chloroplast	
CO2	mole	fraction	(B).	A	negative	fraction	for	NDH	means	reduction	of	Fd	by	PQH2.	Insets	represents	
the	 total	 steady-state	Z)	 flux	 into	 the	 lumen	 (μmol	m−2	 s−1)	 as	 a	 function	 of	 irradiance	 (A)	 and	
chloroplast	CO2	mole	fraction	(B).	
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Figure	 5.22:	 Simulated	 steady-state	 Stern-Volmer	 non-photochemical	 quenching	 coefficient	
(XGL∫ƒ),	 fraction	of	the	PsbS	protein	that	 is	protonated	(G¨≠˙

))	and	fraction	of	the	xanthophyll	
pool	in	the	form	of	zeaxanthin	(ZX)	as	a	function	of	irradiance	(A)	and	chloroplast	CO2	mole	fraction	
(B).	

	

	

	
Figure	5.23:	Simulated	steady-state	relationship	between	the	flux	of	Z)	through	ATP	synthase	and	
proton	motive	force	as	a	function	of	irradiance	(A)	and	CO2	mole	fraction	(B)	for	two	Z)/ATP	ratios.	
The	relevant	parameters	of	ATP	synthase	were	adjusted	according	to	the	Z)/ATP	ratio	as	discussed	
in	Section	5.2.5.	
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Figure	5.24:	Simulated	steady-state	concentrations	of	ATP	and	ADP	and	relative	activity	of	Rubisco	
activase	(fRca)	and	Rubisco	(fRB)	as	a	function	of	irradiance	(A)	and	CO2	mole	fraction	(B).	

metabolism.	 Further	 research	 is	 needed	 to	 understand	 the	 trade-offs	 of	 a	 potential	
optimization	of	the	H)/ATP	ratio	of	ATPase.	

5.4.3 Dynamic	regulation	
J	increased	with	time	after	a	rapid	increase	in	irradiance	from	50	μmol	m−2	s−1	to	1000	
μmol	 m−2	 s−1	 at	 both	 ambient	 and	 low	 [CO2]	 (insets	 inside	 Figure	 5.27).	 The	 rate	 of	
increase	of	J	was	faster	in	the	first	seconds	of	induction	until	the	maximum	flux	sustained	
by	stroma	metabolism	was	reached,	leading	to	a	highly	reduced	PQ/PQH2	pair	and	most	
PSII	reaction	centres	closed	(Figure	5.28).	The	high	activity	of	alternative	electron	sinks,	
especially	MDH	and	NiR	ensured	that	Fd	remained	much	more	oxidised	than	the	PQ/PQH2	
pair,	which	 largely	 supressed	 the	 cyclic	 flux	 of	 electrons	 around	PSI	 (Figure	 5.27).	 As	
Rubisco	became	more	active	(Figure	5.29),	all	electron	fluxes	increased	and	PSII	reaction	
centres	progressively	opened.	At	the	beginning	of	the	induction	curve,	the	ATP/ADP	ratio	
was	high,	leading	to	low	ATPase	conductance,	high	pmf	(Figure	5.30)	and	a	rapid	increase	
in	XGL∫ƒ 	 (Figure	5.31).	The	high	pmf	allowed	Fd	 reduction	by	PQH2	via	NDH	 (Figure	
5.27),	which	was	most	notable	under	low	[CO2].	

Even	 though	 the	 activity	 of	 Rca	 decreased	 during	 induction	 (after	 a	 rapid	 increase	 to	
maximum	activity	in	the	first	seconds),	the	simulated	time	series	of	Rubisco	activity	could	
be	well	described	by	an	exponential	 function	of	 time	 (Figure	5.29).	The	apparent	 rate	
constants	of	Rubisco	activation	were	similar	 for	ambient	and	 low	[CO2]	with	values	of	
5.11×10−3	 s−1	 and	 5.37×10−3	 s−1,	 respectively	 (see	 Figure	 5.29).	 This	 also	 implies	 that	
uncertainties	in	the	calculation	of	Rca	activity	have	a	limited	impact	in	the	simulations	of	
Rubisco	activation.	A	limitation	of	these	simulations	is	that	they	do	not	take	into	account	
the	effect	of	CO2	on	stomatal	conductance.	Thus,	in	real	leaves,	[CO2]	may	have	a	strong	
effect	on	the	kinetics	of	induction	(see	Chapter	2	of	this	dissertation)	and	further	research	
is	needed	to	incorporate	this	behaviour	into	the	model.	

The	 dynamics	 of	 XGL∫ƒ 	 induction	 is	 biphasic	 (Figure	 5.31),	 in	 accordance	 with	
experimental	 results	 for	 induction	 at	 high	 irradiance	 (see	 Figure	 5.11	 as	 well	 as		
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Figure	5.25:	Difference	in	steady-state	thylakoid	proton	motive	force	(pmf),	electrical	field	across	the	
thylakoid	membrane	 (z{)	 and	 potential	 associated	 to	 the	 difference	 in	 pH	 between	 stroma	 and	
lumen	(z¬Z×2.3}~/1),	between	simulations	with	Z)/ATP	=	4.67	and	Z)/ATP	=	4,	as	a	function	of	
irradiance	(A)	and	chloroplast	CO2	mole	fraction	(B).	The	relevant	parameters	of	ATP	synthase	were	
adjusted	according	to	the	Z)/ATP	ratio	as	described	in	Section	5.2.5.	

	

	

	
Figure	5.26:	Difference	 in	 steady-state	 linear	 electron	 flux	 through	 cytochrome	b6f	 complex	 (Jcyt),	
alternative	electron	flux	(AEF,	sum	of	electron	fluxes	allocated	to	malate	valve,	nitrite	reduction	and	
water-water	 cycle)	 and	 cyclic	 electron	 flux	 around	 PSI	 (CEF,	 sum	 of	 electron	 fluxes	 allocated	 to	
ferredoxin-quinone	 reductase	 and	 NADPH	 dehydrogenase),	 between	 simulations	 with	Z)/ATP	 =	
4.67	 and	Z)/ATP	 =	 4,	 as	 a	 function	 of	 irradiance	 (A)	 and	 CO2	 mole	 fraction	 (B).	 The	 relevant	
parameters	of	ATP	synthase	were	adjusted	according	to	the	Z)/ATP	ratio	as	described	in	Section	
5.2.5.	
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Figure	5.27:	 Simulated	 fraction	 of	 linear	 electron	 transport	 through	 the	 cytochrome	b6f	 complex	
allocated	 to	malate	 valve	 (MDH),	 nitrite	 reduction	 (NiR),	 water-water	 cycle	 (WWC),	 ferredoxin-
quinone	reductase	(FQR)	and	NAD(P)H	dehydrogenase	(NDH)	as	a	 function	of	 time	after	a	rapid	
increase	of	irradiance	from	50	μmol	m−2	s−1	to	1000	μmol	m−2	s−1	and	at	air	CO2	mole	fractions	of	400	
μmol	mol−1	(A)	and	100	μmol	mol−1	(B).	All	the	variables	of	the	system	were	in	steady-state	at	the	
beginning	of	the	simulation.	Insets	describe	the	electron	transport	flux	through	cytochrome	b6f	(Jcyt,	
μmol	m−2	s−1)	and	PSII	(JII,	μmol	m−2	s−1)	and	electron	flux	required	to	produce	the	NADPH	consumed	
by	the	Calvin-Benson	cycle	and	photorespiration	(J,	μmol	m−2	s−1)	as	a	function	of	time	from	the	same	
simulations	as	the	panels	they	belong	to.	

	

	
Figure	5.28:	Simulated	 fraction	of	 the	pool	of	 ferredoxin	 that	 is	 reduced	 (Fdr),	of	 the	 free	pool	of	
PQ/PQH2	 in	PQH2	 form	and	of	PSII	 reaction	 centres	 that	 contain	a	 reduced	quinone	A	 (LM

,)	 as	a	
function	of	time	after	a	rapid	increase	of	irradiance	from	50	μmol	m−2	s−1	to	1000	μmol	m−2	s−1	and	
at	an	air	CO2	mole	fraction	of	400	μmol	mol−1	(A)	and	100	μmol	mol−1	(B).	
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Figure	5.29:	Simulated	concentrations	of	ATP	and	ADP	and	relative	activity	of	Rubisco	activase	(fRca)	
and	Rubisco	(fRB)	as	a	function	of	time	after	a	rapid	increase	of	irradiance	from	50	μmol	m−2	s−1	to	
1000	μmol	m−2	s−1	and	at	an	air	CO2	mole	fraction	of	400	μmol	mol−1	(A)	and	100	μmol	mol−1	(B).	

	

	

	
Figure	5.30:	Simulated	thylakoid	proton	motive	force	(pmf,	mV),	electrical	field	across	the	thylakoid	
membrane	 (z{,	 mV),	 potential	 associated	 to	 the	 difference	 in	 pH	 between	 stroma	 and	 lumen	
(z¬Z×21.3}~/1,	mV)	and	the	ratio	between	the	amount	of	ATP	produced	per	unit	of	leaf	area	and	
the	proton	motive	 force	 (0MÒñ/¬Ù|,	μmol	m−2	 s−1)	as	a	 function	of	 time	after	a	 rapid	 increase	of	
irradiance	from	50	μmol	m−2	s−1	to	1000	μmol	m−2	s−1	and	at	an	air	CO2	mole	fractions	of	400	μmol	
mol−1	(A)	and	100	μmol	mol−1	(B).	
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measurements	by	Nilkens	et	al.	(2010)	or	Dall'Osto	et	al.	(2014)).	According	to	the	model,	
the	 fast	 increase	 in	XGL∫ƒ 	 during	 the	 first	 minutes	 was	 driven	 by	 PsbS	 protonation	
(Figure	 5.31).	 Given	 that	 PsbS	 also	 deprotonates	 fast,	 this	mechanism	 can	 be	 of	 great	
important	under	fluctuating	light	conditions	such	as	short	sunflecks.	The	slow	phase	of	
XGL∫ƒ 	 is	 more	 complex	 as	 it	 is	 affected	 by	 three	 simultaneous	 processes:	 (i)	
deprotonation	of	PsbS	as	the	pH	of	the	lumen	increases,	(ii)	synthesis	of	zeaxanthin,	and	
(iii)	chloroplast	light	avoidance	movement.	The	latter	is	not	a	true	NPQ	mechanism,	but	it	
would	affect	measurements	of	XGL∫ƒ 	and	it	aids	in	the	dissipation	of	excess	energy	by	
reducing	the	amount	of	irradiance	that	reaches	PSIIac.	In	the	simulations	shown	in	Figure	
5.31,	 the	 balance	 of	 the	 three	 processes	 is	 positive	 and	XGL∫ƒ 	 increases	 with	 time.	
However,	at	low	irradiances,	the	contribution	of	zeaxanthin	and	chloroplast	movement	
decreases	 (see	 Section	 5.2.1.1	 for	 details)	 and	 XGL∫ƒmay	 display	 an	 “overshoot”	
behaviour	as	shown	in	Figure	5.11.	

The	high	pmf	in	the	first	minutes	of	induction	allowed	for	an	extended	period	of	reversed	
NDH	operation,	which	was	compensated	by	an	increase	in	electrons	consumed	by	MDH	
and	NiR	(Figure	5.27).	This	behaviour	was	especially	strong	at	low	CO2.	This	increase	in	
the	flux	of	electrons	consumed	by	NiR	and	MDH	led	to	an	increase	in	the	redox	state	of	the	
ferredoxin	pool	(Figure	5.28),	which	affected	FQR	and	WWC	electron	fluxes	(Figure	5.27).	
Effectively,	 in	 the	 simulations,	 NDH	 behaved	 like	 a	 “safety	 valve”,	 dissipating	 excess	
energy	 during	 induction	 under	 strong	 metabolic	 restrictions.	 The	 simulation	 of	
photosynthetic	induction	at	low	[CO2]	were	repeated	for	a	leaf	without	NDH	(results	not	
shown).	The	new	simulations	yielded	the	same	rates	of	CO2	assimilations	and	J,	but	QA	was	
up	to	3%	more	reduced	during	the	first	three	minutes	of	induction.	Under	conditions	of	
fluctuating	light,	such	as	short	sunflecks	with	a	low	irradiance	background,	this	increase	
in	 QA	 reduction	 could	 lead	 to	 enhanced	 production	 of	 reactive	 oxygen	 species	 and	
photoinhibition	of	PSII.	Thus,	the	ability	of	NDH	to	dissipate	energy	via	Fd	reduction	may	
be	considered	a	photoprotective	mechanism	under	repeated	short	sunflecks.	Evaluating	
the	relevance	of	this	mechanism	under	such	conditions	requires	further	research.	

	
Figure	5.31:	Simulated	Stern-Volmer	non-photochemical	quenching	coefficient	(XGL∫ƒ),	fraction	of	
the	 PsbS	 protein	 that	 is	 protonated	 (G¨≠˙))	 and	 fraction	 of	 the	 xanthophyll	 pool	 in	 the	 form	of	
zeaxanthin	(ZX)	as	a	function	of	time	after	a	rapid	increase	of	irradiance	from	50	μmol	m−2	s−1	to	
1000	μmol	m−2	s−1	and	at	an	air	CO2	mole	fractions	of	400	μmol	mol−1	(A)	and	100	μmol	mol−1	(B).	
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5.5 Conclusions	
The	model	 can	 reproduce	 satisfactorily	 different	 aspects	 of	 steady-state	 and	 dynamic	
photosynthesis	in	vivo	across	a	wide	range	of	[CO2]	and	irradiances,	which	ensures	that	
the	simulations	of	the	model	are	physiologically	reasonable.		

The	 model	 predicts	 that	 electron	 fluxes	 that	 cycle	 around	 PSI	 are	 lower	 than	 those	
consumed	by	 alternative	 electron	 sinks.	 The	model	 simulations	 also	 show	 that,	 under	
certain	conditions,	reduction	of	Fd	by	PQH2	is	possible	via	NDH	and	this	electron	flux	can	
have	a	photoprotective	effect	under	fluctuating	light	conditions.	The	in	silico	analysis	also	
shows	 that	 metabolic	 regulation	 of	 ATP	 synthase	 via	 changes	 in	 concentrations	 of	
substrates	for	ATP	synthesis	plays	an	important	role	in	regulating	NPQ,	especially	at	low	
[CO2]	and	high	irradiance	and	that	these	changes	are	coordinated	with	changes	in	Rubisco	
activity	via	Rubisco	activase.		

Finally,	a	sensitivity	analysis	on	the	H)/ATP	ratio	of	ATPase	indicates	that	lowering	this	
ratio	increases	net	CO2	assimilation,	despite	a	decrease	in	linear	electron	flux	and	lower	
lumen	pH,	because	of	 the	 strong	 reduction	 in	 fluxes	 consumed	by	alternative	electron	
sinks.	
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“Remember	that	all	models	are	wrong;	the	practical	question	is	how	wrong	do	they	have	to	
be	to	not	be	useful”	

George	E.	P.	Box,	1987	

In	this	dissertation,	I	have	investigated	the	dynamics	of	leaf	photosynthesis	in	C3	plants	
under	fluctuating	irradiance.	This	had	been	achieved	by	reviewing	the	existing	literature	
in	a	qualitative	(Chapter	2)	and	quantitative	manner	(Chapters	4	and	5),	analysing	the	
results	 of	 a	 comprehensive	 experiment	 that	 used	 several	 photosynthetic	 mutants	 of	
Arabidopsis	thaliana	(Chapter	3),	and	developing	two	dynamic	models	of	photosynthesis	
to	analyse	 in	 silico	 (i)	how	different	processes	 limit	CO2	assimilation	under	 fluctuating	
irradiance,	i.e.,	dynamic	CO2	assimilation	(Chapter	4),	and	(ii)	the	dynamic	regulation	of	
the	 photosynthetic	 electron	 transport	 chain	 under	 constant	 and	 fluctuating	 irradiance	
(Chapter	5).	The	main	findings	of	this	dissertation	include:	(i)	CO2	mole	fraction	([CO2]),	
air	temperature	and	initial	irradiance	affect	the	dynamics	of	CO2	assimilation	when	a	leaf	
is	exposed	to	a	rapid	change	in	irradiance,	(ii)	these	dynamics	can	be	explained	by	changes	
in	 the	 activities	 of	 enzymes	 in	 the	 Calvin	 cycle,	 kinetics	 of	 stomatal	 conductance,	 and	
regulation	of	electron	 transport	and	 light	harvesting,	 (iii)	 these	processes	 significantly	
decrease	CO2	assimilation	at	the	canopy	level,	and	(iv)	the	regulation	of	electron	transport	
can	be	explained	by	the	interactions	among	alternative	forms	of	electron	transport	and	
ATP	synthesis.	

The	aim	of	this	chapter	is	to	answer	the	specific	research	questions	that	motivated	this	
dissertation,	to	discuss	the	limitations	of	the	methodology	employed	and	future	research	
to	overcome	them,	and	to	discuss	potential	applications	of	the	models	presented	in	this	
dissertation.	

6.1 Addressing	research	questions	
As	discussed	 in	Chapter	1,	 this	dissertation	was	motivated	by	the	need	to	answer	 four	
specific	research	questions.	The	knowledge	presented	in	Chapters	2	–	5	is	applied	in	the	
sections	below	to	address	these	questions.	

6.1.1 How	 does	 CO2	 assimilation	 respond	 to	 fluctuating	 irradiance,	
under	different	temperature,	[CO2]	and	air	humidity?	
In	a	review	of	the	literature	on	dynamic	photosynthesis,	Chapter	2	revealed	that	major	
gaps	exist	in	our	knowledge	of	how	the	environment	affects	the	dynamic	responses	of	CO2	
assimilation	to	changes	in	irradiance.	Most	studies	in	the	literature	have	focused	on	the	
effects	of	[CO2]	and	temperature	on	photosynthetic	induction	(Table	2.1),	and,	to	a	lesser	
extent,	the	effect	of	vapour	pressure	deficit	(VPD).	Little	or	no	information	is	available	on	
how	 temperature	 and	VPD	 affect	 CO2	 assimilation	 after	 a	 decrease	 in	 irradiance.	 This	
scarcity	of	knowledge	contrasts	with	the	more	comprehensive	understanding	of	the	effect	
of	the	environment	on	steady-state	photosynthesis,	including	both	short-term	(Farquhar	
et	al.,	1980;	Sage	and	Kubien,	2007;	Lawson	et	al.,	2011),	and	long-term	effects	(Medlyn	
et	al.,	1999;	Hikosaka	et	al.,	2006).	For	example,	only	three	publications	(on	four	species)	
contained	data	suitable	for	the	analysis	of	the	effect	of	CO2	on	the	rate	of	photosynthetic	
induction	 (Figure	 2.3),	 whereas	 more	 than	 two	 decades	 ago,	 Wullschleger	 (1993)	
reviewed	the	effect	of	CO2	on	steady-state	CO2	assimilation	for	109	species.	Given	the	few	
data	sources	available	and	the	different	measurement	protocols	followed	in	the	reviewed	
experiments,	 no	 formal	 statistical	 analysis	 was	 performed	 in	 Chapter	 2.	 Thus,	 the	
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emphasis	was	on	general	trends	in	the	data	rather	than	on	the	magnitude	of	the	effects	
and	their	significance	(Table	2.1).	

It	was	found	that	photosynthetic	induction	was	faster	with	increasing	[CO2].	This	resulted	
in	a	decrease	in	the	time	required	to	reach	90%	of	the	final	steady-state	CO2	assimilation	
(t90),	but	no	clear	effect	on	the	time	required	to	reach	50%	of	the	final	steady-state	(t50).	
Published	studies	(Pearcy	et	al.,	1996;	Allen	and	Pearcy,	2000a)	and	the	results	of	Chapter	
5	suggest	that	the	different	effects	of	[CO2]	on	t90	and	t50	can	be	 interpreted	as	a	weak	
effect	of	[CO2]	on	activation	of	Rubisco	and	other	enzymes	in	the	Calvin	cycle,	but	a	strong	
effect	on	stomatal	opening.	It	was	not	possible	to	determine	a	clear	effect	of	[CO2]	on	the	
kinetics	of	stomatal	conductance	(!")	because	(i)	some	of	the	articles	used	to	analyse	the	
effect	on	photosynthetic	induction	did	not	report	measurements	of	!",	and	(ii)	the	trends	
in	the	articles	that	did	report	it	were	contradictory.	Furthermore,	the	lack	of	standardized	
measurement	protocols,	and	the	complex	interactions	among	the	different	environmental	
factors	that	affect	!"	may	result	in	apparent	contradictions	(Merilo	et	al.,	2014).	A	further	
complication	in	the	interpretation	of	the	data	is	that	[CO2]	affects	mesophyll	conductance	
(Flexas	et	al.,	2007a),	although	some	of	these	effects	may	be	the	result	of	methodological	
artefacts	(Tholen	et	al.,	2012;	Gu	and	Sun,	2014).	

Woodrow	 et	 al.	 (1996)	 observed	 that	 [CO2]	 could	 sometimes	 affect	 the	 apparent	 rate	
constant	 of	 Rubisco	 activation	 through	 carbamylation,	 but	 only	 when	 the	 difference	
between	initial	and	final	irradiance	was	small.	However,	as	sunflecks	and	cloudflecks	are	
characterized	by	large	changes	in	irradiance	(Knapp	and	Smith,	1988;	Smith	and	Berry,	
2013),	 this	 observation	may	not	 be	 so	 relevant	 for	 the	 study	of	 photosynthesis	 under	
naturally	 fluctuating	 irradiance.	 The	 other	 mechanism	 by	 which	 [CO2]	 could	 affect	
Rubisco	activation	is	through	changes	in	the	activity	of	Rubisco	activase	(Rca).	However,	
in	Chapter	5,	it	was	shown	that,	although	changes	in	[CO2]	lead	to	changes	in	ATP/ADP	
and	therefore	Rca	activity,	these	changes	were	not	large	enough	to	affect	the	kinetics	of	
Rubisco	activation	significantly	(Figure	5.29).	

The	 analysis	 of	 the	 effect	 of	 temperature	 on	 photosynthetic	 induction	 suggested	 the	
existence	of	an	optimum	temperature	for	t50	and	t90,	albeit	with	strong	scatter	(R2	<	0.34)	
and	without	clear	trends	for	some	of	the	individual	experiments.	A	possible	explanation	
for	the	existence	of	an	optimum	is	the	temperature	sensitivity	of	Rca	(Carmo-Silva	and	
Salvucci,	 2011),	 which	 would	 result	 in	 proportional	 changes	 in	 the	 rate	 constant	 of	
Rubisco	 activation.	 Indeed,	 experiments	 have	 shown	 that	 Rca	 downregulation	 at	 high	
temperature	 slows	 down	 significantly	 the	 induction	 of	 photosynthesis	 (Yamori	 et	 al.,	
2012).	The	simulations	in	Chapter	4	confirm	that	this	could	significantly	reduce	canopy-
level	CO2	assimilation	at	high	temperature	(Figure	4.38).	These	simulations	also	indicated	
that	enhanced	photoinhibition	at	low	and	high	temperature	resulted	in	higher	limitations	
to	CO2	assimilation.	However,	 there	 is	no	experimental	evidence	 for	 this,	and	only	one	
modelling	study	addressed	this	issue	(Zhu	et	al.,	2004).	

In	summary,	much	is	still	unknown	about	the	effects	of	environmental	conditions	on	CO2	
assimilation	under	fluctuating	irradiance,	and	this	limits	the	possibility	to	model	them.	If	
new	 relationships	 are	 identified	 through	 careful	 experimentation,	 the	 models	 in	 this	
dissertation	could	be	extended,	providing	a	more	complete	description	of	how	leaf	and	
canopy	CO2	assimilation	respond	to	the	fluctuations	in	the	microclimate	throughout	the	
day.	
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6.1.2 What	is	the	importance	of	different	photosynthetic	processes	in	
limiting	dynamic	CO2	assimilation	at	the	leaf	and	canopy	level?	
From	the	review	of	the	literature	in	Chapter	2,	it	was	concluded	that	several	processes	
have	been	proposed	to	affect	dynamic	CO2	assimilation.	These	processes	are:	(i)	the	slow	
(Zhu	et	al.,	2004)	and	fast	(Hubbart	et	al.,	2012;	Armbruster	et	al.,	2014;	Kromdijk	et	al.,	
2016)	 components	 of	 non-photochemical	 quenching,	 (ii)	 activation	 of	 enzymes	 in	 the	
Calvin	 cycle	 (Sassenrath-Cole	 et	 al.,	 1994;	Mott	 and	Woodrow,	 2000),	 (iii)	 opening	 of	
stomata	(Allen	and	Pearcy,	2000a),	(iv)	delays	in	CO2	release	by	photorespiration	(Vines	
et	al.,	1983),	and	(v)	consumption	of	Calvin	cycle	metabolites	after	decreases	in	irradiance	
(Sharkey	et	al.,	1986b).	These	observations	were	confirmed	by	the	experiment	described	
in	Chapter	3	and	the	in	silico	analysis	in	Chapter	4.	In	addition,	the	simulations	in	Chapter	
4	 identified	 chloroplast	 movements	 as	 another	 factor	 that	 could	 limit	 dynamic	 CO2	
assimilation.	 Experiments	 at	 the	 leaf	 level	 generally	 apply	 single-step	 changes	 in	
irradiance	 (decreasing	 or	 increasing)	 after	 photosynthesis	 has	 reached	 a	 steady-state.	
The	 limitations	 on	 transient	 CO2	 assimilation	 by	 these	 processes	 depend	 on	 whether	
irradiance	 has	 been	 increased	 or	 decreased	 (Figure	 4.35),	 and	 on	 the	 initial	 level	
irradiance	 (Figures	 3.5	 and	 3.6).	 Below,	 the	 limitations	 imposed	 by	 each	 process	 are	
discussed.	

Limitations	after	increases	in	irradiance	

Stomatal	(!")	and	mesophyll	conductance	limit	CO2	assimilation	by	lowering	[CO2]	at	the	
carboxylation	site	with	respect	to	the	air	[CO2].	That	is,	a	hypothetical	leaf	with	infinite	
mesophyll	and	stomatal	conductance	would	result	in	a	constant	chloroplast	[CO2]	equal	
to	the	air	[CO2].	However,	in	addition	to	these	limitations,	the	kinetics	of	stomatal	opening	
may	 impose	an	additional	 limitation	on	CO2	assimilation	by	 transiently	 lowering	 [CO2]	
below	 the	 final	 steady-state	 value.	 By	 analysing	 the	 induction	 curves	 from	 different	
genotypes	in	Chapter	3,	it	was	shown	that	the	magnitude	of	this	excess	limitation	depends	
on	the	value	of	!"	at	 the	beginning	of	 induction	(Figure	3.6).	Therefore,	slowly	closing	
stomata	are	advantageous	to	CO2	assimilation	under	 fluctuating	 irradiance,	as	 this	will	
allow	 more	 efficient	 use	 of	 sunflecks,	 by	 keeping	 higher	 !"	 at	 the	 beginning	 of	 the	
sunflecks.	Furthermore,	the	simulations	in	Chapter	4	also	revealed	that	the	slow	kinetics	
of	!"	 had	 an	 additional	 positive	 effect	 after	 decreases	 in	 irradiance	 (Figure	 4.35),	 by	
keeping	chloroplast	[CO2]	above	steady-state	levels.	Therefore,	depending	on	the	spatio-
temporal	distribution	of	irradiance	within	a	canopy,	the	irradiance	at	which	!"	saturates,	
and	 the	 relative	 contribution	 of	 each	 leaf	 to	 canopy	 CO2	 assimilation,	 faster	 stomatal	
kinetics	may	have	a	net	negative	effect	on	total	daily	CO2	assimilation	(Figure	4.38).	

The	activity	of	Rubisco	activase	after	an	increase	in	irradiance	is	known	to	limit	the	rate	
of	 photosynthetic	 induction	 (Mott	 and	 Woodrow,	 2000).	 This	 was	 confirmed	 in	 the	
experiment	 in	 Chapter	 3	 by	 using	 a	 genetic	 transformant	 where	 Rca	 was	 not	 redox	
regulated	(rwt43)	and	a	mutant	with	lower	amount	of	Rca	(rca-2).	In	addition,	previous	
studies	suggested	that	the	maximum	activation	state	was	also	dependent	on	Rca	content	
(Mate	 et	 al.,	 1996;	Mott	 and	Woodrow,	 2000).	 These	 assumptions	were	 confirmed	 by	
measurements	(Chapter	3)	and	simulations	(Chapter	4)	of	the	mutant	rca-2.	The	model	
was	also	capable	of	reproducing	the	upregulation	of	NPQ	in	rca-2,	due	to	the	higher	excess	
of	 energy	 in	 which	 the	 system	 incurred.	 The	 simulations	 confirmed	 that	 Rubisco	
activation	also	limited	CO2	assimilation	at	the	canopy	level,	especially	at	high	temperature,	
when	Rca	becomes	partially	deactivated.	
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Limitations	on	CO2	assimilation	after	an	increase	in	irradiance	by	activation	of	enzymes	
besides	 Rubisco	 have	 been	 associated	 with	 the	 fast	 component	 of	 photosynthetic	
induction	(Pearcy	et	al.,	1996),	which	lasts	for	less	than	2	minutes.	The	measurements	in	
Chapter	2	indicated	that	this	fast	component	was	only	evident	for	dark-adapted	leaves	
(especially	on	rca-2,	see	Figure	3.2),	but	not	so	clear	when	leaves	were	adapted	to	low	
irradiance	(Figure	3.S2).	Indeed,	the	simulations	with	the	model	in	Chapter	4	confirmed	
that	 activation	of	 such	 enzymes	had	 a	 very	 small	 impact	 on	dynamic	CO2	 assimilation	
when	leaves	were	adapted	to	low	irradiance	(Figure	4.35).	It	has	been	postulated	(Pearcy	
et	al.,	1996)	that	the	rapid	deactivation	of	these	enzymes	could	result	in	a	strong	limitation	
on	 CO2	 assimilation	 of	 a	 leaf	 exposed	 to	 sunflecks,	 but	 the	 simulations	 in	 Chapter	 4	
indicated	that	the	kinetics	of	activation	of	these	enzymes	did	not	have	a	significant	effect	
on	 canopy	 CO2	 assimilation	 (Figure	 4.38).	 However,	 since	 these	 kinetics	 vary	 across	
species	(Pearcy	et	al.,	1996),	the	results	from	these	simulations	should	not	be	generalized.	
In	addition,	whereas	the	model	was	validated	with	measurements	of	A.	thaliana	grown	
under	constant	environmental	conditions,	the	simulations	assumed	a	dense	canopy	with	
randomly	distributed	leaves	under	field	conditions.	It	 is	possible	that,	 if	the	model	had	
been	calibrated	and	validated	with	leaves	acclimated	to	the	microclimate	of	such	a	canopy	
(e.g.,	a	cereal	crop),	the	results	could	have	been	different.	

Limitations	after	decreases	in	irradiance	

The	processes	discussed	above	mostly	limit	the	rate	at	which	CO2	assimilation	changes	
after	an	increase	in	irradiance,	but	other	processes	become	more	relevant	after	a	decrease	
in	 irradiance.	 As	 expected	 from	 the	 literature	 (Chapter	 2),	 the	 temporal	 evolution	 of	
measured	 and	 simulated	 CO2	 assimilation	 after	 a	 decrease	 in	 irradiance	 can	 be	
decomposed	into	three	parts	(Figure	2.1):	(i)	CO2	assimilation	is	higher	than	in	the	final	
steady-state	for	a	period	<	30	s	(post-illumination	CO2	fixation	or	PICF),	followed	by	(ii)	
CO2	assimilation	becoming	transiently	lower	than	in	the	final	steady-state	for	a	period	<	
2	min	(post-illumination	CO2	burst	or	PICB),	and	finally,	(iii)	CO2	assimilation	approaches	
asymptotically	the	final	steady-state.	However	the	time	response	of	the	open	gas	exchange	
system	distorted	the	measurements	during	the	first	minute	after	a	decrease	in	irradiance	
(Figure	6.1).	Thus,	whereas	the	apparent	PICF	lasted	for	ca.	20	s,	the	real	PICF	(once	the	
distortion	 was	 removed)	 only	 lasted	 for	 10	 s	 (Figure	 6.1).	 In	 addition,	 the	 distortion	
resulted	in	a	strong	underestimation	of	PICB	during	the	first	30s.	

For	the	gas	exchange	system	used	in	Chapter	2,	the	time	constant	of	the	response	of	the	
instrument	was	estimated	to	be	6.53	s,	based	on	the	specifications	from	the	manufacturer.	
Although	 faster	 gas	 exchange	 systems	 have	 been	 used	 in	 the	 past	 (Laisk	 et	 al.,	 1984;	
Kirschbaum	 et	 al.,	 1988),	 such	 systems	 were	 not	 available	 during	 the	 experiment.	 In	
addition,	it	is	important	to	consider	that	leaves	of	A.	thaliana	are	small	(ca.	2	cm2)	and	the	
measured	rates	of	CO2	assimilation	were	relatively	 low.	A	high	 flow	rate	 (required	 for	
rapid	 responses	 of	 the	 system),	 low	 photosynthetic	 surface	 and	 low	 CO2	 assimilation	
would	result	in	small	differences	in	[CO2]	between	the	air	entering	and	leaving	the	leaf	
cuvette	 of	 the	 gas	 exchange	 system	 (see	 Section	 4.2.5),	 which	 would	 result	 in	 a	 high	
noise/signal	ratio	in	the	measurements.	

These	methodological	 artefacts	 imply	 that	 conclusions	 regarding	 PICF	 and	 PICB	 from	
measurements	 (Chapter	 3)	 should	 be	 taken	 with	 caution.	 This	 may	 explain	 why	 no	
significant	effects	on	PICF	or	PICB	were	observed	for	npq4-1	or	npq1-2.	In	addition,	the		
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Figure	6.1:	Measured	apparent	CO2	assimilation	(Meas.	Aapp),	simulated	apparent	CO2	assimilation	
as	 affected	 by	 the	 time	 response	 of	 the	 gas	 exchange	 system	 (Sim.	 Aapp),	 and	 simulated	 CO2	
assimilation	 without	 the	 effect	 of	 the	 time	 response	 of	 the	 gas	 exchange	 system	 (Sim.	 A).	
Measurements	and	simulations	from	Chapters	3	and	4,	respectively,	for	Arabidopsis	thaliana	Col-0,	
after	a	decrease	of	irradiance	from	800	μmol	m−2	s−1	to	130	μmol	m−2	s−1.	

PICF	and	PICB	are	also	affected	by	the	delays	in	CO2	release	by	photorespiration,	which	
can	mask	the	differences	due	to	downregulation	of	qE.	However,	the	model	in	Chapter	4	
suggested	that	limitations	by	qE	were	larger	than	the	effect	of	delayed	photorespiration.	
In	addition,	as	delayed	photorespiration	also	increased	CO2	assimilation	after	increases	in	
irradiance,	the	time-integrated	budget	of	CO2	assimilation	was	not	affected	(Figures	4.35	
and	4.38).	

The	model	predicted	 that	a	 faster	 relaxation	of	qE	or	 the	absence	of	qE	 increased	CO2	
assimilation	 after	 a	 decrease	 in	 irradiance	 (Figure	4.35),	 in	 agreement	with	published	
experimental	results	(Hubbart	et	al.,	2012;	Armbruster	et	al.,	2014;	Kromdijk	et	al.,	2016).	
However,	qE	also	protects	from	photoinhibition,	which	can	limit	CO2	assimilation	for	an	
extended	period	due	to	the	low	rates	of	Photosystem	II	(PSII)	repair.	Indeed,	although	not	
statistically	significant,	the	values	of	CO2	assimilation	for	npq4-1	were	always	lower	than	
in	 the	wildtype	after	 a	decrease	 in	 irradiance	 (Figure	3.S6).	The	 scaling	 to	 the	 canopy	
suggests	that	whether	removing	qE	has	a	positive	or	negative	effect	depends	on	whether	
environmental	 conditions	 favour	 photoinhibition.	 On	 the	 other	 hand,	 a	 faster	 qE	
relaxation	always	resulted	in	an	increase	in	CO2	assimilation.	

Photoinhibition	had	a	strong	effect	on	canopy	CO2	assimilation	(#$%&)	and	increased	at	
high	and	low	temperature	(Figure	4.38),	as	expected	from	the	temperature	sensitivity	of	
PSII	repair.	Zhu	et	al.	(2004)	estimated	the	effect	of	photoinhibition	on	#$%&using	a	ray	
tracer	and	a	steady-state	irradiance	response	curve,	coupled	to	an	empirical	model	that	
assumed	 photoinhibition	 to	 be	 proportional	 to	 cumulative	 absorbed	 irradiance.	 They	
observed	much	 larger	 relative	 decreases	 in	 daily	#$%&	 (17%	−	 32%)	 than	 obtained	 in	
Chapter	4.	Werner	et	al.	(2001)	used	a	3D	turbid	medium	model	in	combination	with	the	
FvCB	model	and	a	similar	model	of	photoinhibition	to	that	used	by	Zhu	et	al.	(2004),	and	
observed	a	reduction	of	6%	on	daily	#$%&.	The	predictions	in	Chapter	4	are	much	lower	
than	both	published	estimations	and	it	is	unclear	whether	such	differences	are	due	to	the	
use	of	a	dynamic	model	of	CO2	assimilation,	the	differences	in	the	simulated	canopies,	or	
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the	weather	scenarios	selected.	Regardless	of	these	discrepancies,	the	overall	conclusion	
is	that	photoinhibition	can	limit	#$%&	under	field	conditions.	
Finally,	the	model	in	Chapter	4	tested	the	effects	of	chloroplast	movement,	which	was	not	
included	in	Chapter	3	and,	to	my	knowledge,	has	never	been	linked	explicitly	to	dynamic	
CO2	assimilation.	Chloroplast	movement	may	affect	CO2	assimilation	in	three	ways:	(i)	by	
reducing	 the	 irradiance	 absorbed	 by	 the	 leaf,	 (ii)	 by	 decreasing	 the	 rates	 of	
photoinhibition,	and	(iii)	by	increasing	or	decreasing	mesophyll	conductance,	depending	
on	the	anatomy	of	the	leaf.	In	A.	thaliana,	chloroplast	movements	at	high	blue	irradiance	
result	in	decreases	of	apparent	mesophyll	conductance	(Tholen	et	al.,	2008).	Therefore,	
for	 this	 species,	 only	 the	 photoprotective	 role	 of	 chloroplast	 movements	 contributes	
positively	 to	 CO2	 assimilation.	 In	 the	 simulations,	 the	 overall	 effect	 of	 chloroplast	
movements	at	the	canopy	level	was	negative	and	exerted	a	stronger	limitation	than	any	
other	process.	However,	it	is	important	to	remember	that	strong	chloroplast	movement	
is	 associated	with	 acclimation	 to	 low	 irradiance	 (Higa	 and	Wada,	 2016)	 and	 is	 rather	
unimportant	in	many	species	of	agronomic	interest	(Davis	et	al.,	2011).	

6.1.3 How	is	the	electron	transport	chain,	coupled	to	the	Calvin	cycle,	
regulated	under	steady-state	and	fluctuating	irradiance?	
The	simulations	in	Chapter	5	suggest	that	adenylates	play	a	major	role	in	the	regulation	
of	the	electron	transport	chain	by	(i)	adjusting	the	relationship	between	ATP	synthesis	
and	H(	motive	 force	(pmf),	and	(ii)	regulating	the	activity	of	Rubisco	through	Rca	and	
hence	the	potential	demand	of	NADPH	and	ATP	at	different	levels	of	irradiance	and	[CO2].	

If	irradiance	increases,	the	rate	of	ATP	synthesis	and	the	pmf	will	increase,	but	if	[CO2]	
decreases,	the	rate	of	ATP	synthesis	decreases	with	an	increase	in	pmf	(Kanazawa	and	
Kramer,	2002;	Takizawa	et	al.,	2007).	The	model	indicates	that	these	two	patterns	can	be	
explained	by	changes	in	the	relationship	between	ATP	synthesis	and	pmf	(Figure	5.23).	
Simulations	in	Chapter	5	showed	that,	when	irradiance	is	the	source	of	variation,	the	H(	
flux	increases	proportionally	with	pmf	for	a	wide	range	of	pmf	values,	with	a	lower	bound	
and	a	saturation	level.	This	coincides	with	results	from	experiments	in	which	irradiance	
was	varied	(Junesch	and	Gräber,	1985;	Pänke	and	Rumberg,	1996).	This	has	 led	to	the	
idea	that	ATP	synthesis	can	be	modelled	as	proportional	to	pmf	(Cruz	et	al.,	2001;	Zaks	et	
al.,	2012)	but	this	does	not	hold	for	changes	in	[CO2]	(Figure	5.23).	This	different	pattern	
was	caused	by	a	decrease	 in	 the	ADP/ATP	ratio	 that	decreases	 the	ratio	between	ATP	
synthesis	and	pmf,	which	allows	achieving	lower	rates	of	ATP	synthesis	at	low	[CO2],	but	
at	 the	 same	 time,	 upregulating	 NPQ	 by	 increasing	 pmf.	 This	 pattern	 has	 also	 been	
observed	experimentally	(Kanazawa	and	Kramer,	2002;	Avenson	et	al.,	2004).	ADP	and	
ATP	can	have	a	strong	effect	on	the	regulation	of	ATP	synthase	(ATPase)	because	(i)	the	
affinity	of	ATPase	for	ADP	depends	on	pmf	and	(ii)	ATP	competes	with	ADP	for	the	same	
catalytic	site	(Pänke	and	Rumberg,	1996).	

The	ratio	ATP/ADP	also	played	a	major	role	in	the	regulation	of	Rubisco	activity	through	
Rca	activity.	Although	no	measurements	were	available	on	the	steady-state	and	dynamic	
responses	of	Rubisco	activity	for	A.	thaliana,	the	simulated	patterns	presented	in	Figure	
5.24	agree	with	experimental	results	for	other	species	(von	Caemmerer	and	Edmondson,	
1986;	Sassenrath-Cole	et	al.,	1994).	This	indicates	that,	although	the	exact	mechanisms	
for	regulation	of	Rca	are	still	unknown	(Hazra	et	al.,	2015),	a	simple	phenomenological	
relationship	 between	 Rca	 activity	 and	 ATP/ADP	 appears	 to	 be	 sufficient	 to	 generate	
accurate	predictions	of	in	vivo	Rubisco	activity.	
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Simulations	predicted	that,	on	average,	16.2%	of	electrons	that	circulated	through	cyt	b6f	
or	 Photosystem	 I	 (PSI)	 were	 used	 by	 alternative	 electron	 sinks	 (water-water	 cycle,	
nitrogen	assimilation,	and	malate	 shuttle),	whereas	only	2.1%	of	 those	electrons	were	
cycled	 around	 PSI	 by	 FQR	 or	NDH.	 The	maximum	 capacities	 of	 the	 different	 forms	 of	
alternative	electron	transport	were	taken	from	the	literature	or	calculated	from	different	
sources,	except	for	the	case	of	FQR	that	had	to	be	estimated.	Thus,	the	value	assumed	for	
FQR	 maximum	 capacity	 influences	 these	 fractions.	 Unfortunately,	 these	 numbers	 are	
difficult	to	validate	experimentally,	given	the	difficulties	in	obtaining	accurate,	absolute	
measurements	of	cyclic	electron	fluxes	in	vivo	(Fan	et	al.,	2016).	

Very	little	is	known	about	the	affinity	of	FQR	and	NDH	with	respect	to	their	substrates	and	
products.	These	were	assumed,	for	simplicity,	to	be	the	same	for	FQR	and	NDH,	and	to	be	
in	the	same	order	of	magnitude	as	typical	amounts	of	plastoquinone	(PQ)	and	ferredoxin	
(Fd)	in	a	leaf.	However,	this	resulted	in	simulations	where,	on	average,	FQR	and	NDH	were	
only	operating	at	15%	of	their	maximum	capacity.	On	the	other	hand,	the	water-water	
cycle,	nitrogen	assimilation	and	malate	shuttle	operated,	on	average,	at	30%,	37%	and	
18%	of	their	maximum	capacity,	respectively.	Therefore,	it	is	not	sufficient	to	know	the	
maximum	fluxes	of	electrons	that	may	circulate	through	each	alternative	path,	but	also	
how	these	fluxes	respond	to	the	redox	states	of	the	pools	of	electron	donors	and	acceptors.	
In	addition,	additional	forms	of	regulation	of	these	reactions	also	needs	to	be	considered.	
The	simulations	included	the	regulation	of	MDH	and	FQR	by	thioredoxin,	but	other	forms	
of	regulation,	like	the	effect	of	H2O2	on	NDH	(Strand	et	al.,	2015),	could	also	have	an	impact	
on	the	simulations.	

In	 the	 simulations,	 the	malate	 shuttle	was	 the	most	 important	 alternative	path	 at	 low	
irradiance,	 as	 Fd	was	mostly	 oxidised	 but	 half	 of	 the	 pool	 of	NADPH	was	 reduced.	As	
irradiance	 increased,	 the	 relative	 flux	 through	 the	 malate	 shuttle	 decreased,	 but	 the	
relative	 fluxes	 into	 the	 other	 paths	 increased.	 The	 model	 also	 predicted	 a	 significant	
increase	in	alternative	electron	sinks	at	low	[CO2],	which	contributed	to	the	build-up	of	
NPQ	by	acidifying	the	lumen,	as	well	as	increasing	the	ATP/NADPH	ratio	due	to	increasing	
levels	 of	 photorespiration.	 The	 model	 also	 predicted	 a	 higher	 fraction	 of	 alternative	
electron	 sinks	 at	 the	beginning	of	photosynthetic	 induction,	which	also	 contributed	 to	
transient	 acidification	of	 the	 lumen	 and	 adjustment	 of	ATP/NADPH	 ratio	 at	 the	 lower	
transient	chloroplast	[CO2].	

The	most	novel	 insight	derived	 from	 the	 simulations	 is	 the	verification	 that	NDH	may	
operate	 as	 a	 PQH2	 oxidase	 under	 conditions	 of	 high	 pmf.	 These	 conditions	 may	 be	
achieved	at	very	low	chloroplast	[CO2]	(Figure	5.18)	or	at	the	beginning	of	photosynthetic	
induction	(Figure	5.27).	This	reversal	of	NDH	catalysis	relies	on	the	hypothesis	that	pmf	
affects	the	thermodynamics	of	NDH	because	of	its	proton	pumping	activity.	Thus,	when	
pmf	is	sufficiently	high	and	the	ratio	of	PQH2	to	oxidised	Fd	is	relatively	low,	NDH	will	
reduce	Fd	using	electrons	donated	by	PQH2	and	transporting	H(	out	of	the	lumen.	This	
type	of	electron	flux	may	be	called	“pseudolinear”	as	it	results	in	reduction	of	Fd,	but	does	
not	utilise	the	energy	absorbed	by	PSI.	The	model	further	suggests	that	in	order	to	keep	
Fd	sufficiently	oxidised,	a	significant	alternative	electron	 flux	 is	 required.	A	simulation	
without	NDH	indicated	that	reversibility	of	NDH	did	not	have	a	significant	effect	on	CO2	
assimilation,	but	it	reduced	the	redox	state	of	Q*	during	the	first	minutes	of	induction,	
thus	behaving	as	a	rapid	“safety”	valve	to	release	excess	of	energy.	
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6.1.4 What	 are	 potential	 targets	 for	 improvement	 of	 photosynthesis	
under	fluctuating	irradiance?	
One	 of	 the	 roles	 of	 photosynthesis	 research	 is	 to	 propose	 potential	 targets	 for	
improvement	of	plant	biomass	production.	Models	are	a	useful	tool	for	identifying	these	
targets	(Zhu	et	al.,	2007;	von	Caemmerer,	2013).	Based	on	studies	of	steady-state	models	
of	 photosynthesis,	 as	 well	 as	 experimental	 work,	 several	 targets	 for	 improvement	 of	
photosynthesis	 have	 been	 postulated,	 including	 the	 introduction	 of	 CO2	 concentrating	
mechanisms	 in	 C3	 plants	 (von	 Caemmerer	 et	 al.,	 2012),	 increasing	 concentrations	 of	
SBPase	(Zhu	et	al.,	2007;	Rosenthal	et	al.,	2011)	or	Rubisco	(Quick	et	al.,	1992;	Makino,	
2003),	bypassing	photorespiration	 (Kebeish	et	 al.,	 2007;	 von	Caemmerer	et	 al.,	 2012),	
increasing	 mesophyll	 conductance	 (Flexas	 et	 al.,	 2013),	 improving	 Rubsico	 kinetic	
properties	(Whitney	et	al.,	2001),	or	redistribution	of	chlorophyll	within	the	canopy	(Ort	
et	al.,	2011).	However,	given	that	different	photosynthetic	processes	may	also	limit	CO2	
assimilation	under	fluctuating	irradiance,	additional	targets	can	be	identified	that	could	
contribute	 to	 further	 improvements	 of	 biomass	 production	 under	 natural	 conditions.	
From	 the	 literature	 review,	 experiment	 and	models	 presented	 in	 this	 dissertation,	 six	
targets	 were	 identified	 that	 could	 aid	 in	 achieving	 improvements	 of	 CO2	 assimilation	
under	 fluctuating	 irradiance,	 ambient	 [CO2],	 moderate	 temperatures,	 and	 absence	 of	
(a)biotic	stress.	In	the	next	sub-sections,	I	discuss	these	possible	targets.	Emphasis	is	put	
on	trade-offs	that	could	offset	benefits,	as	well	as	any	published	experiment	using	these	
targets	to	enhance	photosynthesis.	The	potential	technical	limitations	of	using	a	particular	
target	(e.g.,	difficulties	in	genetic	transformations)	are	not	discussed.	

Rubisco	activase	

The	results	of	the	experiment	(Chapter	3)	and	simulations	(Chapters	4	and	5)	 indicate	
that	the	rate	at	which	Rubisco	is	activated	after	an	increase	in	irradiance	can	limit	dynamic	
CO2	 assimilation.	 This	 rate	 is	 determined	 by	 the	 amount	 of	 Rca	 and	 its	 regulation.	
Increasing	 the	 ratio	 of	 Rca	 to	 Rubisco	 would	 have	 a	 positive	 effect	 on	 dynamic	 CO2	
assimilation,	both	at	the	leaf	and	canopy	level.	Yamori	et	al.	(2012)	observed	increases	in	
dynamic	CO2	assimilation	when	Rca	was	overexpressed	in	Oryza	sativa,	especially	at	high	
temperatures,	 although	 they	 did	 not	measure	 biomass	 production.	However,	wildtype	
levels	of	Rca	already	represent	a	significant	fraction	of	the	total	nitrogen	at	the	leaf	level	
available	 to	 photosynthesis	 (Mott	 and	 Woodrow,	 2000),	 so	 the	 effect	 of	 such	 a	
transformation	on	leaf	nitrogen	partitioning	should	be	carefully	assessed.	For	example,	
Fukayama	et	al.	(2012)	observed	a	decrease	in	nitrogen	partitioning	towards	Rubisco	in	
Rca	overexpressors	of	O.	sativa.	

The	 rwt43	 transformant	 tested	 in	 Chapter	 3	 shows	 that	 increases	 in	 dynamic	 CO2	
assimilation	can	be	achieved	by	keeping	Rubisco	highly	active	at	low	irradiance.	However,	
Carmo-Silva	and	Salvucci	 (2013)	measured	biomass	production	of	rwt43	 grown	under	
constant	and	fluctuating	irradiance	and	obtained	lower	values	than	in	the	wildtype.	The	
exact	reasons	for	the	lower	performance	at	the	plant	level	is	not	known,	although	the	lack	
of	regulation	of	Rubisco	activity	would	affect	the	homeostasis	of	the	Calvin	cycle	at	low	
irradiances	(Zhang	et	al.,	2002),	with	unknown	consequences.	

Kinetics	of	stomatal	conductance	

In	addition	to	the	limitation	on	CO2	assimilation	by	low	!",	the	rate	at	which	the	stomata	
open	 imposes	 an	 additional	 diffusional	 limitation	 on	 photosynthesis.	 Therefore,	 faster	
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kinetics	would	 result	 in	 transiently	 higher	 rates	 of	 CO2	 assimilation	 after	 increases	 in	
irradiance.	However,	this	will	also	result	in	higher	leaf	transpiration	that	could	adversely	
affect	plant	performance	under	conditions	of	 limited	water	supply.	The	analysis	of	 the	
experimental	 results	 (Chapter	 3)	 indicated	 that	 the	 extent	 to	which	 stomatal	 opening	
limits	CO2	assimilation	also	depends	on	the	value	of	!"	at	the	beginning	of	the	transient.	
Therefore,	in	addition	to	faster	opening,	it	would	also	be	beneficial	to	slow	down	stomatal	
closing	after	exposure	to	high	irradiance,	although	this	would	also	increase	transpiration.	

Finally,	since	the	initial	values	of	!"	affect	the	dynamic	diffusional	limitation,	increasing	
the	minimum	and	maximum	values	 of	!"	 is	 also	 a	 plausible	 strategy	 to	 achieve	 faster	
induction,	 which	 would	 have	 the	 added	 benefit	 of	 also	 increasing	 steady-state	 CO2	
assimilation.	This	was	 indeed	the	case	with	the	aba2-1	mutant	discussed	 in	Chapter	3.	
However,	such	manipulation	would	also	come	at	the	expense	of	significant	water	losses.	
Although	no	biomass	production	was	reported	in	Chapter	3,	experiments	on	ABA	mutants	
of	 Solanum	 lycopersicum	 (tomato)	 have	 shown	 a	 decrease	 in	 growth	 rates	 relative	 to	
wildtype	(Nagel	et	al.,	1994),	due	to	lower	rates	of	leaf	area	expansion,	which	was	caused	
by	the	low	water	potentials	in	the	leaf	tissue	created	by	the	high	transpiration	rates.	

The	simulations	at	the	canopy	level	(Chapter	4)	suggested	that	the	kinetics	of	!"	had	a	
small	effect	on	canopy	CO2	assimilation,	even	though	the	limitations	at	the	leaf	level	were	
significant.	This	appears	to	be	related	to	the	fact	that,	in	the	canopy,	irradiance	levels	were	
close	to	saturation	for	most	leaves.	However,	it	is	expected	that	with	different	parameter	
values,	 such	 that	 !"	 saturates	 at	 higher	 irradiance,	 the	 results	 may	 differ,	 although	
confirmation	of	this	hypothesis	requires	further	research.	

+(/ATP	stoichiometry	of	ATP	synthase	

Current	estimations	of	the	amount	of	H(	transported	per	rotation	of	the	F0	subunit	of	the	
ATPase	(HPR)	indicate	that	the	most	likely	values	are	either	12	or	14	(i.e.,	4	and	4.67	H(	
per	ATP,	respectively).	The	former	value	is	obtained	from	biochemical	assays,	whereas	
the	 latter	 is	 derived	 from	 the	 structure	 of	ATPase	 in	Spinacia	 oleracea	 using	 different	
techniques	(see	Section	5.2.5	 for	details).	Estimations	 from	biochemical	assays	may	be	
affected	by	some	methodological	artefact	and	discrepancies	between	these	two	methods	
have	also	been	reported	for	the	mitochondrial	ATPase	of	other	organisms	(Steigmiller	et	
al.,	2008;	Petersen	et	al.,	2012).	For	 this	 reason,	 I	 chose	 to	perform	the	simulations	 in	
Chapter	 5	 with	 an	 HPR	 of	 14.	 However,	 given	 the	 impact	 this	 ratio	 could	 have	 on	
alternative	electron	transport,	a	subset	of	the	simulations	was	repeated	assuming	an	HPR	
of	12.	

The	results	of	using	an	HPR	of	12	was,	as	expected	from	previous	studies	(Yin	et	al.,	2006;	
Walker	et	al.,	2014),	a	decrease	in	the	fraction	of	alternative	electron	transport,	yielding	a	
negligible	 cyclic	 electron	 flux	 around	 PSI	 and	 a	 low	 fraction	 of	 electrons	 allocated	 to	
alternative	electron	sinks.	However,	the	model	also	predicted	an	increase	in	the	flux	of	
electrons	consumed	by	the	Calvin	cycle.	This	indicates	that	alternative	electron	sinks	were	
competing	with	CO2	assimilation	at	an	HPR	of	14.	Furthermore,	because	of	the	changes	in	
the	 relationship	 between	 ATP	 production	 and	 pmf,	 the	 pH	 of	 the	 lumen	 was	 lower	
(leading	to	higher	NPQ)	when	using	a	lower	HPR,	even	if	the	alternative	electron	fluxes	
had	been	reduced	significantly.	This	increase	in	the	pmf	when	HPR	is	reduced	has	been	
confirmed	experimentally	by	Pogoryelov	et	al.	(2012),	who	modified	the	value	of	HPR	for	
mitochondrial	ATP	synthase	of	Escherichia	coli.		
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Targeting	HPR	 has	 been	 proposed	 before	 (Kramer	 and	 Evans,	 2011),	 although,	 to	my	
knowledge,	this	is	the	first	study	that	analyses	in	detail	the	potential	benefits	of	reducing	
HPR.	Evolutionary,	an	HPR	of	14	seems	sub-optimal,	but	it	is	important	to	remember	that	
the	energy	consumed	by	alternative	electron	sinks	 is	not	necessarily	wasted.	Nitrogen	
assimilation	 in	 chloroplast	 is	 a	 physiological	 process	 fundamental	 to	 plant	 growth	
(although	this	will	vary	with	species	and	the	source	of	nitrogen	in	the	soil),	and	export	of	
redox	power	via	the	malate	shuttle	may	support	the	metabolism	in	the	cell	that	is	derived	
from	photosynthesis	(e.g.,	synthesis	of	sucrose	and	aminoacids).	Indeed,	the	metabolism	
of	the	chloroplasts	and	that	of	the	mitochondria	appear	to	be	highly	interrelated	(Foyer	
et	al.,	2011).	

Energy-dependent	non-photochemical	quenching	(qE)	

Non-photochemical	quenching	of	excess	energy	absorbed	by	the	antenna	complexes	of	
PSII	is	considered	one	of	the	most	important	forms	of	protection	against	photoinhibition	
(Avenson	et	 al.,	 2004).	Reducing	qE	 can	 reduce	CO2	assimilation,	 through	 increases	 in	
photoinhibition	(Li	et	al.,	2002;	Hubbart	et	al.,	2012),	and	this	reduces	biomass	production	
under	fluctuating	irradiance	(Külheim	et	al.,	2002;	Krah	and	Logan,	2010).	Increasing	qE	
in	 O.	 sativa	 resulted	 in	 a	 decrease	 of	 CO2	 assimilation	 under	 fluctuating	 irradiance	
(Hubbart	 et	 al.,	 2012),	 although	 A.	 thaliana	 plants	 with	 higher	 levels	 of	 qE	 grown	 in	
greenhouses	achieved	higher	biomass	compared	to	the	wildtype	(Logan	et	al.,	2008).	The	
simulations	with	the	model	can	shed	light	on	this	apparent	contradiction:	whereas	qE	can	
have	a	positive	effect	on	CO2	assimilation	due	to	 its	photoprotective	effect,	 it	may	also	
limit	CO2	assimilation	when	in	excess,	especially	after	a	decrease	in	irradiance.	Therefore,	
the	effects	of	manipulating	qE	levels	depend	on	the	specific	conditions	under	which	the	
plants	are	grown,	and	whether	measurements	are	performed	at	 the	 leaf	or	the	canopy	
level.	

On	the	other	hand,	increasing	the	speed	at	which	qE	relaxes	after	a	decrease	in	irradiance	
would	 minimize	 the	 negative	 effects	 on	 CO2	 assimilation,	 while	 maintaining	 the	
photoprotective	 effect.	 This	 effect	 was	 demonstrated	 by	 Kromdijk	 et	 al.	 (2016)	 by	
accelerating	the	relaxation	of	qE	which	resulted	in	an	increase	of	biomass	production	in	
Nicotiana	 tabacum.	 The	 need	 to	 test	 whole	 plant	 performance	 under	 fluctuating	
irradiance	is	important:	a	rapid	relaxation	would	result	in	a	lower	value	of	qE	at	the	end	
of	a	cloudfleck	or	at	the	beginning	of	a	sunfleck.	Therefore,	rapid	relaxation	without	also	
rapid	activation	could	result	in	transiently	lower	photoprotection	at	high	irradiance.	In	
addition	to	changing	the	kinetics	of	lumen	pH,	several	mechanisms	may	exist	for	changing	
the	 kinetics	 of	 the	 xanthophyll	 cycle,	 including	 changes	 in	 the	 pool	 of	 xanthophylls,	
reductions	in	the	activity	of	violaxanthin	de-epoxidase	(VDE),	or	increases	in	the	activity	
of	zeaxanthin	epoxidase	(EPO).	However,	the	total	amount	of	xanthophylls	also	affects	the	
levels	of	qE	(Demmig-Adams	and	William	III,	1996),	whereas	the	ratio	of	activities	of	VDE	
relative	to	EPO	affects	the	apparent	pH	sensitivity	of	qE	(Takizawa	et	al.,	2007).	Therefore,	
an	optimal	qE	system	may	require	multiple	genetic	transformations	that	affect	different	
aspects	of	the	system.	

Chloroplast	movements	

In	 those	 species	 and/or	 growth	 conditions	 in	 which	 chloroplast	 movements	 are	
significant	 (Davis	et	al.,	2011),	 these	movements	modify	 the	amount	of	 irradiance	 that	
reach	the	photosynthetic	pigments,	by	creating	a	“sieve”	effect	that	minimizes	the	area	of	
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chloroplast	exposed	to	irradiance.	This	would	reduce	the	excess	of	energy	reaching	the	
reaction	centres,	reducing	the	rates	of	photoinhibition	(Kasahara	et	al.,	2002;	Davis	and	
Hangarter,	2012).	However,	based	on	the	simulations	 from	Chapter	4,	 the	slow	rate	at	
which	 the	 chloroplasts	 return	 to	 their	 low-irradiance	 position	 limits	 CO2	 assimilation	
significantly.	As	with	qE,	removing	chloroplast	movements	may	incur	in	a	net	negative	
balance	because	of	the	enhanced	rates	of	photoinhibition.	Although	the	simulations	at	the	
canopy	level	resulted	in	an	increase	of	canopy	CO2	assimilation,	it	is	not	likely	that	plants	
growing	under	field	conditions	with	full	exposure	to	the	sun	would	display	such	high	rates	
of	chloroplast	movement	(Davis	et	al.,	2011;	Higa	and	Wada,	2016).	On	the	other	hand,	
this	 target	could	be	relevant	 for	 the	commercial	growth	of	 shade-adapted,	ornamental	
plants	 (Li	 et	 al.,	 2014).	 In	 addition,	 it	 is	 clear	 that	 accelerating	 the	 movements	 of	
chloroplasts	 would	 have	 an	 overall	 positive	 effect,	 as	 it	 would	 still	 protect	 from	
photoinhibition,	 while	 minimizing	 transient	 limitations	 to	 CO2	 assimilation.	 However,	
little	is	yet	known	about	the	mechanisms	of	chloroplast	movement	(Banas	et	al.,	2012),	
including	 the	 energy	 required	 for	 the	 movement,	 which	 could	 limit	 how	 fast	 these	
movements	could	be.	

Photoinhibition	

In	 addition	 to	 enhancing	 photoprotective	mechanisms,	 a	 reduction	 of	 photoinhibition	
could	also	be	achieved	by	increasing	the	rate	of	PSII	repair,	in	particular	the	protein	D1	of	
the	reaction	centre,	upon	which	most	research	has	 focused.	The	process	of	PSII	 repair	
consists	of	several	steps:	(i)	degradation	of	damaged	protein	D1,	(ii)	synthesis	de	novo	of	
protein	 D1,	 and	 (iii)	 assembly	 of	 new	 PSII	 units	 (Aro	 et	 al.,	 1993).	 Several	 proteases	
participate	in	the	degradation	of	protein	D1,	including	two	main	families:	Deg	and	FtsH	
proteases	(Allahverdiyeva	and	Aro,	2012).	Failure	to	slow	down	PSII	repair	in	A.	thaliana	
by	 knocking	 out	 a	 specific	 Deg	 protease	 has	 been	 interpreted	 as	 the	 coexistence	 of	
multiple	pathways	for	protein	D1	degradation	(Huesgen	et	al.,	2006),	which	would	make	
identifying	 specific	 targets	difficult.	Another	 strategy	would	be	 to	 improve	 the	protein	
translation	machinery	within	the	chloroplasts,	which	are	sensitive	to	the	oxidative	stress	
associated	 with	 photoinhibition	 (Takahashi	 and	 Murata,	 2008).	 The	 advantage	 of	
reducing	photoinhibition	by	accelerating	the	repair	is	that	it	does	not	incur	the	trade-offs	
inherent	to	photoprotection	discussed	above.	

6.2 Methodological	limitations	and	future	research	
6.2.1 Need	for	a	comprehensive	quantification	of	photosynthesis	
The	 parameterization	 of	 the	 models	 in	 Chapters	 4	 and	 5	 revealed	 that,	 despite	 the	
existence	of	model	plants	such	as	A.	thaliana,	a	complete	quantitative	characterization	of	
photosynthesis	 in	 a	 particular	 species	 grown	under	 specific	 conditions	 does	 not	 exist.	
Although	it	is	possible	to	combine	information	from	different	sources	to	parameterize	a	
model,	 the	 results	 do	 not	 necessarily	 represent	 a	 real	 system	 and	 conclusions	 from	
simulations	could	be	misleading.	Whereas	the	behaviour	of	steady-state	photosynthesis	
across	different	C3	plants	may	be	similar,	there	are	important	differences	that	may	affect	
dynamic	 photosynthesis.	 This	 includes	 differences	 in	 the	 importance	 of	 chloroplast	
movement	 (Davis	 et	 al.,	 2011),	 regulation	 of	Rca	 (Carmo-Silva	 and	 Salvucci,	 2013),	 or	
regulation	of	sucrose	phosphate	synthase	(Huber	et	al.,	1989).	

Steps	towards	more	comprehensive	datasets	on	photosynthesis	may	be	facilitated	by	the	
integration	of	different	measurement	techniques	into	a	single	instrument.	Whereas	the	
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combination	of	gas	exchange	and	modulated	chlorophyll	 fluorescence	 is	 commonplace	
among	commercial	photosynthesis	measurements	systems,	additional	information	can	be	
obtained	from	measurements	of	absorbance	changes	at	specific	wavelength.	For	example,	
measurements	of	the	epoxidation	state	of	xanthophylls	(Gamon	et	al.,	1992),	redox	states	
of	P-..	(Harbinson	and	Hedley,	1989b),	cyt	f	(Sacksteder	and	Kramer,	2000),	Pc	and	Fd	
(Klughammer	and	Schreiber,	2016),	as	well	as	the	electrochromic	shift	in	the	absorbance	
spectra	of	carotenoids,	which	is	proportional	to	the	electrical	field	across	the	thylakoid	
membrane	and	has	been	used	to	study	the	regulation	of	pmf	and	ATPase	(Cruz	et	al.,	2001;	
Kanazawa	and	Kramer,	2002).	

In	 Chapter	 3,	 mutants	 and	 transformants	 were	 used	 to	 study	 the	 effects	 of	 specific	
processes	on	photosynthesis	under	fluctuating	conditions.	In	the	last	two	decades,	genetic	
approaches	 have	 been	 extensively	 used	 in	 the	 study	 of	 the	 Calvin	 cycle	 and	
photorespiration	 (Raines,	 2003;	 Stitt	 et	 al.,	 2010;	 Carmo-Silva	 et	 al.,	 2015),	 and	 the	
regulation	of	 the	electron	 transport	chain	(Horton,	2014;	Pottosin	and	Shabala,	2016).	
This	 has,	 to	 a	 large	 extent,	 substituted	 the	 earlier	 work	 on	 the	 biochemistry	 and	
biophysics	of	photosynthesis.	Although	phenotyping	of	mutants	is	useful	to	construct	a	
qualitative	description	of	the	system,	this	approach	does	not	produce	good	quantitative	
analysis	of	photosynthesis.	For	example,	it	might	appear	that	the	difference	in	NPQ	values	
between	a	wildtype	and	a	PsbS	mutant	would	provide	a	quantification	of	the	contribution	
of	PsbS	to	NPQ.	However,	other	processes	that	contribute	to	NPQ	are	upregulated	in	the	
absence	of	PsbS	(Nilkens	et	al.,	2010;	Dall'Osto	et	al.,	2014),	so	the	difference	between	the	
wildtype	and	the	mutant	would	underestimate	the	true	contribution	of	PsbS.	This	is	not	
restricted	 to	 the	 study	 of	 NPQ:	 pleiotropic	 effects	 of	 mutations	 and	 genetic	
transformations	may	in	general	introduce	artefacts	in	quantitative	analyses	that	rely	on	
comparing	wildtypes	to	mutants.	

The	use	of	models	in	combination	with	measurements	may	provide	better	quantification	
of	certain	processes	(e.g.,	 see	 the	quantification	of	NPQ	components	 in	Chapter	4),	but	
such	an	analysis	is	always	biased	by	the	assumptions	underlying	the	model.	An	example	
of	 such	 a	 bias	 is	 the	 quantification	 of	 Rubisco	 kinetic	 properties	 from	 gas	 exchange	
measurements,	which	relies	on	the	assumption	that	Rubisco	limits	CO2	assimilation	under	
specific	conditions,	both	in	the	steady-state	(Sharkey	et	al.,	2007),	and	during	transients	
(Chapter	3).	Even	though	these	methodologies	may	be	widely	accepted	by	the	community,	
their	 usage	 does	 not	 provide	 any	 evidence	 in	 favour	 of	 the	 implicit	 assumptions,	 and	
conclusions	may	suffer	from	circular	logic.	

Measurements	 of	 gas	 exchange,	 fluorescence	 and	 spectroscopy,	 combined	 with	
comparisons	 of	 mutants	 and	 transformants	 may	 not	 suffice	 to	 understand	
photosynthesis,	 as	 much	 information	 on	 the	 underlying	 processes	 would	 still	 not	 be	
accessible.	For	example,	proper	modelling	of	 the	kinetics	of	 the	Calvin	cycle	requires	a	
complete	profile	of	enzyme	kinetics	in	vivo.	Currently,	most	information	on	enzymes	has	
been	 obtained	 from	 in	 vitro	 assays	 that	 were	 not	 performed	 under	 physiologically	
relevant	conditions	and	thus	may	fail	to	describe	the	behaviour	of	the	Calvin	cycle	in	vivo	
(Harris	and	Königer,	1997).	The	use	of	new	technology	and	automation	of	assays	may	
facilitate	measuring	 the	 properties	 of	 these	 enzymes	 under	more	 relevant	 conditions	
(Stitt	 and	 Gibon,	 2014).	 In	 addition,	 it	 would	 also	 be	 required	 to	 quantify	 the	
concentration	of	metabolites	in	the	different	subcellular	compartments.	Developments	in	
metabolomics,	 combined	 with	 isotope	 labelling,	 may	 provide	 new	 opportunities	 to	
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measure	metabolite	concentrations	and	fluxes	through	the	different	pathways	(Heise	et	
al.,	2014).	

In	 the	 short	 term,	 progress	may	 also	 be	 achieved	 by	 compiling	 published	 data	 into	 a	
database	 that	 would	 help	 identify	 knowledge	 gaps,	 facilitate	 modelling	 activities	 and	
comparisons	across	species	and	growth	conditions.	Chapters	4	and	5	contribute	to	this	
effort,	by	collecting	values	for	more	than	250	parameters.	Given	the	wide	scope	that	such	
a	database	would	have,	models	like	the	one	in	Chapter	5	(and	future	extensions)	would	
be	 helpful	 in	 its	 design,	 as	 it	would	 aid	 in	 defining	 an	 ontology	 that	 standardizes	 the	
relevant	 terminology	 in	 photosynthesis.	 Given	 the	 multidisciplinary	 nature	 of	
photosynthesis	research,	such	an	ontology	would	not	only	be	useful	for	the	design	of	a	
comprehensive	database,	but	would	also	facilitate	communication	across	different	areas	
of	 research.	 Examples	 in	 other	 communities	 include	 the	 use	 of	 ontologies	 in	 ecology	
(Madin	et	 al.,	 2008)	or	 systems	biology	 (Malone	et	 al.,	 2016).	 Some	databases	 contain	
some	information	about	photosynthesis,	such	as	the	leaf	traits	database	TRY	(Kattge	et	
al.,	2011),	but	they	only	include	a	limited	number	of	parameters	from	the	FvCB	model.	

6.2.2 Space	 in	 photosynthesis:	 are	 compartmental	 models	 good	
enough?	
The	models	 presented	 in	 Chapters	 4	 and	 5	 consist	 of	 systems	 of	 ordinary	 differential	
equations.	 Space	 is	 represented	 as	well-mixed	 compartments.	 Compartments	may	not	
always	be	volumetric,	 and	 the	 thylakoid	membrane	 in	Chapter	5	 represents	a	 surface.	
Some	of	the	potential	issues	associated	with	the	lack	of	an	explicit	representation	of	space	
are	discussed	below,	as	well	as	the	approaches	that	have	been	used	in	previous	models	of	
photosynthesis	to	represent	space.	

An	important	simplification	is	the	assumption	that	a	whole	leaf	may	be	represented	as	a	
single	 photosynthetic	 cell	 embedded	 in	 a	 homogeneous	 intercellular	 space.	A	 recently	
reaction−diffusion	model	of	CO2	that	takes	into	account	the	3D	structure	of	the	leaf	tissue,	
indicated	that	[CO2]	is	uniform	within	the	intercellular	spaces	(Ho	et	al.,	2016).	However,	
the	 results	 from	 the	 experiment	 by	 Parkhurst	 and	 Mott	 (1990),	 suggested	 a	 lack	 of	
uniform	[CO2]	in	the	intercellular	spaces,	and	this	was	confirmed	by	a	2D	model	of	CO2	
diffusion	(Ho	et	al.,	2012).	It	is	possible	that	the	use	of	2D	models	would	enhance	gradients	
in	 [CO2]	 by	 isolating	 intercellular	 spaces,	 or	 perhaps	 the	 different	 leaf	 anatomies	
explained	the	discrepancy	across	studies.	For	example,	[CO2]	gradients	would	be	higher	
in	hypostomatous	leaves	and/or	heterobaric	leaves	(Evans	and	von	Caemmerer,	1996).	
Further	research	 is	required	to	quantify	how	heterogeneous	the	 intercellular	[CO2]	 for	
different	leaf	anatomies	is.	

Farquhar	 (1989)	demonstrated	 that,	 if	Rubisco	content	and	maximum	rate	of	electron	
transport	 (i.e.,	 photosynthetic	 capacity)	 varied	 within	 the	 leaf	 in	 proportion	 to	 the	
distribution	of	irradiance,	CO2	assimilation	would	scale	directly	from	the	chloroplast	to	
the	leaf.	The	models	in	Chapters	4	and	5	make	use	of	this	result	to	justify	the	use	of	a	single	
chloroplast	compartment.	There	are	two	possible	reasons	why	this	result	may	not	hold	in	
general.	Firstly,	this	result	was	obtained	with	the	equations	described	by	Farquhar	et	al.	
(1980),	 which	 did	 not	 include	 mesophyll	 conductance,	 regulation	 of	 the	 electron	
transport	chain,	chloroplast	movements,	or	the	different	efficiencies	of	blue,	green	and	
red	irradiance	in	driving	photosynthesis.	When	these	processes	are	taken	into	account,	
the	equations	may	no	longer	scale	between	the	chloroplast	and	the	leaf	levels.	Secondly,	
the	 distribution	 of	 irradiance	 within	 the	 leaf	 depends	 on:	 (i)	 the	 angle	 of	 incidence	
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(Vogelmann	and	Martin,	1993),	(ii)	chloroplast	movements	(Davis	and	Hangarter,	2012),	
(iii)	relative	illumination	on	either	side	of	the	leaf	(Buckley	and	Farquhar,	2004),	and	(iv)	
the	wavelength	(Terashima	et	al.,	2009).	This	means	that	the	distribution	of	irradiance	
within	 a	 leaf	 could	 change	 faster	 than	 the	 distribution	 of	 photosynthetic	 capacity.	
However,	no	detailed	analysis	exists	of	how	the	profile	of	irradiance	within	a	leaf	changes	
during	the	course	of	a	day	and	hence	it	is	not	possible	to	quantify	the	importance	of	this	
phenomenon.	

Progress	has	been	made	in	adjusting	the	FvCB	model	to	take	into	account	the	distribution	
of	irradiance	from	the	abaxial	and	adaxial	sides	(Buckley	and	Farquhar,	2004),	but	taking	
into	account	all	the	factors	mentioned	in	the	above	would	require	the	use	of	a	multilayer	
model	of	leaf	photosynthesis	(Terashima	and	Saeki,	1985;	Evans,	2009),	or	a	ray-tracing	
algorithm	coupled	with	a	3D	representation	of	the	leaf	(Ustin	et	al.,	2001;	Ho	et	al.,	2016).	
Adapting	the	models	in	Chapters	4	or	5	to	a	multilayer	representation	of	the	leaf	would	
represent	a	major	improvement.	However,	this	would	introduce	the	difficulty	of	having	to	
determine	the	spatial	distributions	of	all	the	parameters	in	the	model.	It	is	also	possible	
to	 convert	 these	 models	 into	 systems	 of	 partial	 differential	 equations	 coupled	 with	
simulations	 of	 irradiance	 based	 on	 ray	 tracers,	 though	 this	 would	 require	 accurate	
descriptions	of	the	leaf	anatomy	(Ho	et	al.,	2016).	

The	models	in	Chapters	4	and	5	use	a	resistance	approach	to	simulate	CO2	diffusion	from	
the	 intercellular	 spaces	 to	 the	 chloroplast.	 Although	 this	 approach	 has	 been	 used	
successfully	in	the	past,	and	can	capture	the	effect	of	leaf	anatomy	(Berghuijs	et	al.,	2015),	
models	of	this	type	rely	on	several	assumptions	that	may	limit	their	usefulness	(Berghuijs	
et	 al.,	 2016).	 The	 use	 of	 a	 2D	 or	 3D	 reaction−diffusion	 model	 would	 help	 in	 further	
understanding	 the	 effect	 of	 chloroplast	movements	 on	CO2	 diffusion	 (Ho	 et	 al.,	 2016),	
reassimilation	of	(photo)respired	CO2	(Berghuijs	et	al.,	2016),	and	the	role	of	biochemical	
reactions	 that	 affect	 CO2	 diffusion,	 such	 as	 carbonic	 anhydrase	 and	 intracellular	
distribution	of	HCO12	(Tholen	and	Zhu,	2011).	
Spatial	effects	may	also	be	of	relevance	for	the	photosynthetic	electron	transport	chain,	
especially	 as	 the	 diffusion	 of	 plastoquinone/ol	 (PQ/PQH2)	 and	 plastocyanin	 (Pc)	may	
affect	the	kinetics	of	the	system	(Tikhonov	and	Vershubskii,	2014).	Diffusion	of	PQ	and	
PQH2	 occurs	 within	 the	 thylakoid	 membrane,	 which	 is	 mostly	 occupied	 by	 protein	
complexes	that	affect	molecular	diffusion	(Kirchhoff	et	al.,	2002).	It	has	been	proposed	
that	the	structure	of	the	thylakoid	membrane	produces	microdomains	containing	a	small	
number	of	PSII	 and	cyt	b6f	 complexes	within	 ca.	20	nm	of	each	other	 (Tremmel	et	 al.,	
2003),	such	that	diffusion	of	PQ	and	PQH2	is	no	longer	rate-limiting	within	a	microdomain	
(Lavergne	 et	 al.,	 1992;	 Kirchhoff	 et	 al.,	 2000).	 However,	 a	 direct	 validation	 of	
microdomains	does	not	exist	(Kirchhoff,	2014).	Microdomains	are	expected	to	give	PSII	a	
higher	control	on	the	linear	electron	flux	than	a	model	where	all	PSII	equilibrate	with	all	
cyt	b6f	via	a	common	pool	of	PQ/PQH2	(Kirchhoff,	2014).	The	diffusion	of	PQ/PQH2	can	be	
simulated	using	percolation	theory,	which	takes	into	account	the	effect	of	obstacles	on	the	
apparent	diffusion	coefficient	(Tremmel	et	al.,	2003;	Tikhonov	and	Vershubskii,	2014).	

The	diffusion	of	Pc	 through	the	 lumen	may	also	become	 limiting,	especially	due	 to	 the	
small	width	of	the	lumen,	at	least	in	dark-adapted	thylakoids	(Kirchhoff,	2014).	However,	
changes	in	the	osmotic	potential	of	the	lumen	due	to	ion	transport	(induced	in	the	light)	
may	result	in	a	doubling	of	its	width	(Kirchhoff	et	al.,	2011),	which	would	facilitate	faster	
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Pc	diffusion.	 I	hypothesize	that	changes	of	 the	 lumen	width	with	 irradiance	may	be	an	
additional	form	of	regulation	of	the	electron	transport	chain.	

In	summary,	spatial	effects	may	affect	the	dynamics	and	regulation	of	photosynthesis	at	
different	 scales	 and	 are	 related	 to	 the	 anatomy	 of	 the	 leaf	 and	 the	 structure	 of	 the	
thylakoid	membrane.	In	all	cases,	the	models	in	Chapters	4	and	5	could	be	extended	into	
a	system	of	partial	differential	equations	that	would	be	applied	on	a	1D,	2D,	or	3D	mesh	
(i.e.,	 a	 reaction-diffusion	model).	The	main	 limitations	 to	 constructing	 such	extensions	
would	 be:	 (i)	 knowledge	 on	 the	 anatomy/structure	 at	 a	 particular	 scale,	 and	 (ii)	
measurements	 of	 the	 diffusion	 coefficients	 of	 the	 relevant	 substances.	 The	 simulation	
itself	 would	 still	 be	 performed	with	 an	 ODE	 solver,	 after	 discretization	 of	 the	 spatial	
component	with	a	suitable	numerical	method,	but	the	number	of	differential	equations	
required	to	solve	the	problem	would	increase	by	several	orders	of	magnitude.	Hence,	such	
a	conversion	would	result	in	a	significant	increase	of	the	computational	time	required	for	
simulations.	

6.3 Potential	applications	of	the	models	
6.3.1 Parameterization	of	photosynthesis	
The	FvCB	model	 (cited	3681	times,	according	 to	 the	database	Scopus,	consulted	on	1st	
November	 2016)	 and	 posterior	 extensions	 have	 been	 used	 for	 numerous	 thought	
experiments	on	photosynthesis	(von	Caemmerer,	2013),	and	have	become	the	workhorse	
for	 state-of-the-art	 models	 of	 canopy	 photosynthesis	 (Duursma	 and	 Medlyn,	 2012;	
Kobayashi	 et	 al.,	 2012)	 and	 plant	 growth	 (Yin	 and	 van	 Laar,	 2005;	 Evers	 et	 al.,	 2010;	
Morales	et	al.,	2016).	However,	Sharkey	(2016)	has	argued	that	the	success	of	the	FvCB	
model	cannot	be	explained	without	considering	the	fact	that	this	model	is	most	often	used	
to	 interpret	 gas	 exchange	measurements.	Even	 though	not	 all	 parameters	of	 the	FvCB	
model	are	routinely	estimated	from	gas	exchange	parameters	(Sharkey	et	al.,	2007),	it	has	
become	 a	 powerful	 tool	 in	 photosynthesis	 research	due	 to	 its	 ability	 to	 transform	 the	
complex	behaviour	of	a	leaf	into	a	small	number	of	parameters.	

For	example,	the	FvcB	model	has	been	used	to	study	genetic	variation	in	photosynthesis	
(Gu	 et	 al.,	 2012a;	 Driever	 et	 al.,	 2014)	 and	 some	 parameters	 of	 the	 FvCB	model	 have	
become	part	of	 the	ecological	concept	of	 leaf	 traits	(Kattge	et	al.,	2011).	The	benefit	of	
using	parameters,	instead	of	measurements	of	CO2	assimilation,	is	that	the	model	corrects	
for	the	effect	of	the	environment	and	allows	extrapolation	to	other	environments.	

These	attributes	of	the	FvCB	model	were	taken	into	account	when	designing	the	model	in	
Chapter	 4.	 Firstly,	 that	 model	 is	 an	 extension	 of	 the	 FvCB	 model,	 such	 that	 all	 the	
parameters	available	for	the	FvCB	model	may	be	used	in	the	new	model.	Secondly,	when	
designing	the	model,	emphasis	was	placed	on	the	ability	to	represent	the	phenomenology	
at	the	leaf	level,	as	opposed	to	represent	explicitly	the	underlying	molecular	mechanisms.	
Therefore,	 expressions	 are	 as	 simple	 as	 possible,	 and	 nearly	 all	 parameters	 can	 be	
determined	from	established	experimental	methods,	as	demonstrated	in	Sections	4.2	and	
4.3.	

The	model	proposed	by	Pearcy	et	al.	(1997)	has	been	used	as	a	means	to	parameterize	
dynamic	CO2	assimilation	in	some	occasions	(Naumburg	et	al.,	2001a;	Montgomery	and	
Givnish,	2008),	which	sets	a	good	precedence	 for	 the	model	 in	Chapter	4.	However,	 in	
many	occasions,	simpler	models	have	been	built	to	analyse	specific	effects,	such	as	the	
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kinetics	of	stomatal	conductance	(Noe	and	Giersch,	2004;	Vialet-Chabrand	et	al.,	2016),	
Rubisco	activation	 (Mott	and	Woodrow,	2000),	or	 the	effect	of	NPQ	(Zhu	et	al.,	2004).	
Although	 these	 models	 require	 fewer	 parameters	 to	 be	 estimated	 than	 the	 model	 in	
Chapter	4,	the	conclusions	of	analyses	performed	with	such	models	can	be	misleading	as	
they	 miss	 important	 processes	 that	 affect	 dynamic	 CO2	 assimilation.	 For	 example,	 if	
Rubisco	activation	is	ignored	(Noe	and	Giersch,	2004;	Vialet-Chabrand	et	al.,	2016),	the	
role	of	stomatal	conductance	 in	 limiting	CO2	assimilation	would	be	overestimated.	The	
fact	that	a	model	may	adequately	fit	measurements	is	not	enough	reason	to	justify	it,	as	
this	would	reduce	the	model	to	a	statistical	tool,	losing	the	ability	to	extrapolate	to	other	
environments	 (and	 correct	 for	 environmental	 effects),	 and	 parameters	may	 lose	 their	
physiological	meaning.	

The	phenotyping	of	dynamic	photosynthesis	as	required	by	the	model	remains	however	
a	challenge.	Although	many	parameters	can	be	estimated	with	gas	exchange	systems	if	the	
correct	 protocols	 are	 used	 (see	 Section	 4.3),	 these	 measurements	 can	 be	 more	 time-
consuming	than	steady-state	response	curves.	On	the	other	hand,	the	protocols	followed	
in	Chapter	3	may	be	sub-optimal.	The	design	of	experiments	can	be	improved	with	the	
use	of	dynamic	models	(Franceschini	and	Macchietto,	2008),	though	this	requires	making	
a	priori	assumptions	about	the	most	likely	values	of	the	different	parameters.	

A	final	challenge	is	the	technical	difficulty	inherent	to	estimating	parameters	of	a	system	
of	differential	equations.	Simulations	of	the	model	in	Chapter	4	can	only	be	achieved	with	
numerical	methods,	 and	 estimation	 of	 the	 parameters	 requires	 either	 the	 use	 of	 non-
linear	optimization	algorithms	(the	choice	made	in	Chapter	4)	or	a	Markov	Chain	Monte	
Carlo	algorithm	(if	a	Bayesian	approach	is	preferred).	In	both	cases,	the	ODE	solver	needs	
to	produce	highly	accurate	numerical	solutions	in	the	minimum	amount	of	time	possible	
(Gábor	 and	 Banga,	 2015).	 This	 can	 be	 achieved	 with	 the	 use	 of	 high	 performance	
programming	languages	and	adaptive,	implicit	ODE	solvers.	The	fact	that	parameters	of	
the	FvCB	model	are	often	estimated	with	a	spreadsheet	(Bellasio	et	al.,	2016),	illustrates	
the	large	difference	in	technical	skills	required	to	work	with	dynamic	instead	of	steady-
state	models	of	CO2	assimilation.	

6.3.2 Exploring	hypotheses	in	silico	
Whereas	 the	 model	 in	 Chapter	 4	 was	 designed	 with	 the	 aim	 of	 describing	 the	
phenomenology	 of	 dynamic	 CO2	 assimilation	 at	 the	 leaf	 level,	 the	model	 in	 Chapter	 5	
zooms	 in	 and	 provides	 a	 framework	 to	 analyse	 the	 regulation	 of	 the	 photosynthetic	
electron	transport	chain.	This	model	was	designed	to	represent	an	“average”	C3	species,	
though	 A.	 thaliana	 was	 always	 used	 as	 a	 reference.	 As	 opposed	 to	 narrowing	 the	
application	of	the	model	to	one	particular	research	question,	the	model	was	built	to	take	
into	 account	 as	 many	 processes	 as	 possible.	 This	 has	 practical	 consequences	 for	 the	
parameterization	of	the	model:	despite	only	including	the	effects	of	irradiance	and	some	
of	the	effects	of	[CO2]	(i.e.,	no	temperature	or	humidity	effects),	the	model	in	Chapter	5	
had	twice	the	number	of	parameters	than	the	model	in	Chapter	4	(i.e.,	205	vs.	100),	and	
many	of	them	could	not	be	determined	by	techniques	commonly	available	(see	Section	
4.2	 for	 details).	 Therefore,	 this	 model	 is	 not	 very	 useful	 for	 the	 kind	 of	 applications	
discussed	in	the	previous	section,	but	that	does	not	mean	that	it	is	useless.	

Its	holistic	approach	and	higher	degree	of	realism	makes	it	an	attractive	tool	to	explore	in	
silico	 hypotheses	 concerning	 the	 regulation	 of	 electron	 transport.	 The	 practical	
limitations	 to	 experimentation	 and	 the	 lack	 of	 system-wide,	 quantitative	
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characterizations	of	photosynthesis	(see	Section	6.2.1	for	details)	make	it	difficult	to	test	
hypotheses	regarding	the	behaviour	of	the	electron	transport	chain	as	a	system.	Rather,	
experiments	tend	to	focus	on	specific	components,	such	as,	for	example,	the	effect	of	PsbS	
(Niyogi	et	al.,	2005),	stromal	phosphate	content	(Takizawa	et	al.,	2008),	or	the	transport	
of	Cl2	across	the	thylakoid	membrane	(Herdean	et	al.,	2016).	However,	as	the	behaviour	
of	 a	 system	 is	not	 the	 sum	of	 its	parts,	 this	knowledge	does	not	add	up	 to	a	 complete	
understanding	 of	 the	 regulation	 of	 the	 electron	 transport	 chain.	 Models	 like	 the	 one	
presented	 in	 Chapter	 5	 can	 be	 useful	 in	 this	 context.	 Such	 models	 allow	 to	 filter	
hypotheses	that	are	physically	impossible	(e.g.,	due	to	conservation	of	energy	and	matter),	
define	 theoretical	 limits	 to	 the	 system’s	 properties	 that	 would	 result	 in	 a	 particular	
behaviour	(e.g.,	what	range	of	enzyme	activities	would	result	in	a	high	control	coefficient),	
generate	 testable	 hypotheses	 that	 can	 provide	 indirect	 evidence	 on	 (practically)	
unmeasurable	 quantities	 (e.g.,	 estimations	 of	 the	 pH	 of	 the	 lumen	 in	 vivo),	 and,	most	
importantly,	identify	knowledge	gaps	that	guide	further	research.	

For	 example,	 the	 model	 in	 Chapter	 5	 may	 be	 used	 to	 test	 hypotheses	 on	 the	 role	 of	
alternative	 electron	 sinks	 in	 the	 regulation	 of	 the	 electron	 transport	 chain.	 The	
simulations	presented	in	this	dissertation	were	performed	for	a	particular	set	of	kinetic	
parameters	describing	these	sinks,	but	further	exploration	could	be	used	to	address	the	
large	uncertainties	regarding	these	values.	For	example,	how	would	the	system	behave	in	
plants	fertilized	with	NH5(	instead	of	NO12	as	nitrogen	source?	Given	that	all	pathways	for	
alternative	electron	transport	were	below	their	potential	(see	Section	6.1.3),	it	appears	
that	the	system	should	be	capable	of	adjusting	to	this	situation.	However,	other	variables	
in	 the	 system	 are	 expected	 to	 change	 due	 to	 necessary	 changes	 on	 the	 redox	 state	 of	
ferredoxin,	 which	 could	 then	 propagate	 to	 the	 rest	 of	 the	 system.	 Such	 complex	
interactions	cannot	be	captured	with	a	simple	stoichiometric	analysis	and	thus	require	
the	use	of	a	sufficiently	complex	simulation	model.	

In	 addition	 to	 “what-if”	 scenarios	 and	 sensitivity	 analyses,	 the	 model	 may	 also	 be	
extended	to	study	additional	processes.	For	example,	the	effect	that	changes	in	the	volume	
of	the	lumen	(Kirchhoff	et	al.,	2011)	could	have	on	the	regulation	of	electron	transport	
chain	could	be	tested	by	simply	adding	an	equation	describing	the	temporal	dynamics	of	
the	variable	67	in	Equation	5.59.	Or,	the	detailed	description	of	the	PSII	reaction	centre	
means	that,	by	adding	one	(or	more)	reactions	the	model	could	simulate	acceptor-side	
photoinhibition	(Aro	et	al.,	1993),	and	explore	the	effects	of	the	electrical	field	across	the	
thylakoid	 membrane	 on	 photoinhibition	 of	 PSII	 (Davis	 et	 al.,	 2016).	 Other	 possible	
extensions	 would	 include	 more	 mechanistic	 treatments	 of	 the	 buffering	 of	H(	 in	 the	
lumen	(van	Kooten	et	al.,	1986),	the	transport	of	ions	across	the	thylakoid	membrane	by	
different	 channels	 (Pottosin	 and	 Shabala,	 2016),	 or	 state	 transitions	 regulated	 by	 the	
redox	state	of	the	PQ/PQH2	pool	and	thioredoxin	(Rintamäki	et	al.,	2000).	Regarding	the	
stromal	 metabolism,	 many	 processes	 could	 be	 added,	 including	 the	 Calvin	 cycle,	
photorespiration	and	sucrose	synthesis	(Zhu	et	al.,	2007;	Laisk	et	al.,	2009a).	The	model	
in	Chapter	5	could	also	be	combined	with	models	of	the	metabolism	in	C4	species	(Wang	
et	 al.,	 2014),	where	 cyclic	 electron	 transport	 plays	 an	 important	 role	 (Yin	 and	 Struik,	
2012;	Nakamura	et	al.,	2013).	

In	 order	 for	 such	 extensions	 to	 be	 materialised,	 the	 model	 needs	 to	 be	 shared	 and	
extended	efficiently.	The	detailed	description	of	the	model	(Section	5.2)	is	offered	with	
this	purpose	but	it	may	not	be	sufficient.	Future	developments	in	integration	and	sharing	
of	models	via	a	community	platform	(Zhu	et	al.,	2016)	may	facilitate	these	tasks.	Modelling	
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languages	tailored	to	the	description	of	biological	systems	(Hucka	et	al.,	2003;	Lloyd	et	al.,	
2004)	could	reduce	the	effort	required	to	extend	the	model	and	its	documentation.	These	
modelling	languages	allow	the	user	to	focus	on	the	description	of	the	problem,	while	the	
code	needed	for	the	numerical	algorithms	is	generated	automatically,	preferably	in	high	
performance	programming	language.	Due	to	the	complexity	of	the	model	in	Chapter	5,	I	
created	an	ad-hoc	modelling	language	that	generates	the	code	required	for	simulations	
from	 high-level	 descriptions	 of	 the	 biological	 system.	 In	 addition,	 libraries	 to	manage	
simulations	are	provided.	With	these	tools,	technical	limitations	to	future	adoption	and	
extension	of	the	model	may	be	lessened.	
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Summary	
In	 their	 natural	 environment,	 leaves	 are	 exposed	 to	 rapid	 fluctuations	 of	 irradiance.	

Research	 on	CO2	 assimilation	 under	 fluctuating	 irradiance	 (dynamic	 CO2	 assimilation)	

often	 relies	 on	 measurements	 of	 gas	 exchange	 during	 transients	 where	 irradiance	 is	

rapidly	 increased	 or	 decreased,	 after	 the	 leaf	 has	 adapted	 to	 a	 particular	 set	 of	

environmental	 conditions.	 In	 the	 field,	 such	 increases	 and	 decreases	 occur	 mostly	

because	 of	 sunflecks	 (rapid	 increases	 in	 irradiance	 on	 a	 low	 irradiance	 background)	

created	 by	 gaps	 in	 the	 canopy	 and	 plant	 movement	 by	 wind,	 and	 cloudflecks	 (rapid	

decreases	 in	 irradiance	 on	 a	 high	 irradiance	 background)	 generated	 by	 clouds	 that	

transiently	block	the	sun.	

For	a	given	set	of	environmental	conditions,	CO2	assimilation	depends	on	the	activity	of	

the	 different	 photosynthetic	 enzymes	 and	 protein	 complexes,	 as	well	 as	 CO2	 diffusion	

from	 the	 surrounding	 air	 into	 the	 chloroplasts,	 determined	 by	 conductances.	 These	

activities	and	conductances	are	themselves	dependent	on	environmental	conditions	and,	

collectively,	 define	 the	 “induction	 state”	of	 the	 leaf.	When	 the	 irradiance	 incident	on	a	

leaf	 increases,	 the	 induction	 state	of	 the	 leaf	 increases	 (photosynthetic	 induction)	 and	

the	speed	at	which	it	changes	determines	the	time	required	to	reach	the	new	rate	of	CO2	

assimilation.	The	rate	at	which	the	induction	state	is	decreased	at	low	irradiance	is	also	

relevant,	as	it	will	determine	the	induction	state	of	the	leaf	at	the	beginning	of	a	sunfleck	

and	may	also	result	in	transient	reductions	of	CO2	assimilation	at	low	irradiance.	

The	 rates	 of	 photosynthetic	 induction	 are	 affected	 by	 temperature,	 CO2	mole	 fraction	

([CO2])	 and	 air	 humidity,	 depending	 on	 the	 environmental	 sensitivity	 of	 the	 different	

photosynthetic	 processes	 affecting	 the	 induction	 state	 of	 a	 leaf.	 Understanding	 the	

interactions	among	these	processes	requires	the	use	of	models	that	integrate	knowledge	

acquired	 with	 experiments.	 In	 addition,	 the	 complex	 spatio-temporal	 distribution	 of	

irradiance	 within	 canopies	 means	 that	 proper	 scaling	 from	 the	 leaf	 to	 the	 plant	 or	

community	 level	 requires	 the	 use	 of	 dynamic	models	with	 high	 predictive	 power	 and	

ease	of	calibration.	

In	this	dissertation,	the	metabolic	regulation	of	photosynthesis	and	how	this	may	limit	

dynamic	 CO2	 assimilation	 is	 studied	 in	 silico	with	 the	 development	 and	 application	 of	
simulation	models.	In	order	to	support	the	development	of	the	models,	a	review	of	the	

literature	 was	 performed	 as	 well	 as	 an	 experiment	 designed	 to	 generate	 data	 on	

dynamic	CO2	assimilation	 for	different	photosynthetic	mutants	of	Arabidopsis	 thaliana.	
In	addition	to	providing	these	models	to	the	research	community,	this	dissertation	also	

identifies	multiple	targets	that	may	be	used	for	improving	dynamic	CO2	assimilation	in	

plants.	 It	 further	 demonstrates	 that	 the	 dynamic	 responses	 of	 CO2	 assimilation	 to	

changes	in	irradiance	has	a	significant	effect	on	canopy	CO2	assimilation,	even	for	dense	

canopies	exposed	to	open	skies,	resembling	the	conditions	of	commercial	crops.	

In	Chapter	1,	the	context	of	this	dissertation	is	presented.	The	societal	relevance	of	this	
research	 is	 argued,	 making	 reference	 to	 the	 role	 that	 photosynthesis	 could	 play	 in	

addressing	global	problems	such	as	food	and	energy	security.	The	necessary	background	

on	 the	 physiology	 of	 photosynthesis	 is	 provided,	 with	 special	 emphasis	 on	 the	

terminology	and	concepts	required	to	understand	the	rest	of	the	dissertation,	with	the	

aim	of	making	the	contents	more	accessible	to	a	wider	audience.	Then,	prior	literature	

on	the	specific	topics	of	this	dissertation	(i.e.,	photosynthesis	in	a	dynamic	environment	
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and	 its	 mathematical	 modelling)	 is	 presented,	 with	 a	 chronological	 approach	 that	

analyses	 the	 evolution	 of	 ideas	 and	 methodologies	 up	 to	 the	 present.	 The	 chapter	

concludes	with	the	formulation	of	four	specific	research	questions	that	are	addressed	by	

Chapters	 2−5.	 These	 research	 questions	 may	 be	 summarized	 into	 (i)	 the	 effect	 of	

environmental	 conditions	 on	 dynamic	 CO2	 assimilation	 through	 responses	 of	 the	

different	 photosynthetic	 processes,	 (ii)	 the	 limitations	 to	 dynamic	 CO2	 assimilation	

imposed	 by	 different	 photosynthetic	 processes,	 (iii)	 the	 metabolic	 regulation	 of	 the	

electron	transport	chain	when	coupled	to	the	Calvin	cycle,	and	(iv)	the	identification	of	

targets	for	improvement	of	dynamic	CO2	assimilation.	

In	Chapter	2,	 the	 current	 literature	on	dynamic	CO2	assimilation	 is	 reviewed,	with	an	
emphasis	 on	 the	 effects	 of	 environmental	 conditions	 ([CO2],	 temperature,	 and	 air	

humidity)	 on	 the	 rates	 of	 photosynthetic	 induction	 and	 loss	 of	 induction.	 This	 review	

reveals	major	 knowledge	 gaps,	 especially	 on	 the	 loss	 of	 induction.	 Also,	 experimental	

evidence	 from	 different	 sources	 is	 sometimes	 contradictory	 and	 the	 origin	 of	 these	

discrepancies	 is	 unknown.	 Overall,	 the	 availability	 of	 data	 on	 the	 effects	 of	

environmental	 conditions	 on	 dynamic	 CO2	 assimilation	 is	 low,	 especially	 when	

compared	 with	 studies	 on	 steady-state	 CO2	 assimilation.	 The	 little	 data	 available	

indicates	 that	 rates	 of	 photosynthetic	 induction	 increase	 with	 [CO2],	 which	 could	 be	

explained	 by	 a	 weak	 effect	 on	 Rubisco	 activation	 and	 a	 strong	 effect	 on	 stomatal	

opening.	 Increases	 in	 temperature	also	 increase	 the	 rates	of	photosynthetic	 induction,	

up	to	an	optimum,	beyond	which	a	strong	negative	effect	can	be	observed,	which	could	

be	attributed	to	deactivation	of	Rubisco	activase.	Although	other	small	effects	of	[CO2],	

temperature	and	air	humidity	have	been	reported	in	the	literature	and	are	described	in	

the	chapter,	much	more	research	is	required	to	better	quantify	these	effects	and	resolve	

the	apparent	contradictions	among	different	sources.	

In	 Chapter	 3,	 an	 experiment	 is	 presented	 that	 makes	 use	 of	 several	 photosynthetic	
mutants	 of	A.	 thaliana.	 The	 aim	of	 the	 experiment	 is	 to	 test	 hypotheses	 regarding	 the	
limitations	imposed	on	dynamic	CO2	assimilation	by	different	photosynthetic	processes	

(non-photochemical	 quenching,	 sucrose	 synthesis,	 regulation	 of	 Rubisco	 activity,	 and	

CO2	diffusion).	A	secondary	objective	is	to	provide	data	for	calibrating	and	validating	the	

models	presented	 in	Chapters	4	 and	5.	Downregulating	non-photochemical	 quenching	

and	sucrose	synthesis	did	not	have	any	significant	effect	on	dynamic	CO2	assimilation,	

whereas	CO2	diffusion	and	Rubisco	activation	exerted	stronger	limitations.	

Further	analysis	revealed	that	whether	stomatal	opening	limited	CO2	assimilation	after	

an	increase	in	irradiance	depended	on	the	stomatal	conductance	prior	to	the	change	in	

irradiance.	A	 threshold	 value	of	 0.12	mol	m−2	 s−1	 (defined	 for	 fluxes	 of	water	 vapour)	

could	 be	 defined,	 above	 which	 stomata	 did	 not	 affect	 the	 rates	 of	 photosynthetic	

induction.	The	comparison	of	measurements	across	irradiance	levels	also	indicated	that	

the	apparent	rate	constant	of	Rubisco	activation	was	irradiance-dependent,	at	least	for	

irradiance	levels	below	150	μmol	m−2	s−1.	

In	Chapter	4,	a	phemonenological	model	of	leaf-level	CO2	assimilation	is	presented.	The	
model	 is	described	 in	detail	 and	all	 the	parameters	 are	 first	 estimated	with	published	

data,	and	later	refined	by	fitting	the	model	to	the	data	from	Chapter	3.	Additional	data	

from	 the	 experiment	 in	 Chapter	 3	 is	 used	 to	 validate	 predictions	 of	 CO2	 assimilation	

under	 lightflecks	 for	 the	 different	 photosynthetic	 mutants.	 The	 model	 predicts	

accurately	 dynamic	 CO2	 assimilation	 for	 the	 different	 photosynthetic	mutants	 by	 only	
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modifying	 those	parameters	 that	are	affected	by	 the	mutation.	This	demonstrates	 that	

the	 model	 has	 a	 high	 predictive	 power	 and	 that	 the	 equations,	 although	

phenomenological	in	nature,	have	a	solid	physiological	basis.	

The	 model	 is	 further	 used	 to	 analyse,	 in	 silico,	 the	 limitations	 imposed	 by	 different	
photosynthetic	 processes	 on	 dynamic	 CO2	 assimilation	 at	 the	 leaf	 and	 canopy	 level,	

allowing	 a	more	 in	 depth	 analysis	 than	 in	 Chapter	 3.	 The	 analysis	 demonstrates	 that	

results	obtained	at	the	leaf	level	should	not	be	extrapolated	directly	to	the	canopy	level,	

as	the	spatial	and	temporal	distribution	of	irradiance	within	a	canopy	is	more	complex	

than	what	is	achieved	in	experimental	protocols.	Both	at	the	leaf	and	canopy	level,	CO2	

diffusion	 is	 strongly	 limiting,	 followed	by	photoinhibition,	 chloroplast	movements	 and	

Rubisco	activation.	

The	 predictions	 at	 the	 canopy	 level	 indicate	 that	 if	 the	 regulation	 of	 the	 electron	

transport	 chain	 and	 enzymes	 in	 the	 Calvin	 cycle,	 as	 well	 as	 the	 kinetics	 of	 stomatal	

conductance,	are	ignored,	canopy	CO2	assimilation	would	be	overestimated	by	5.0%	to	

9.2%,	depending	on	the	environmental	conditions.	This	puts	into	question	the	accuracy	

of	 current	models	 of	 canopy	 CO2	 assimilation	 and	 photosynthesis-based	 plant	 growth	

models.	

In	Chapter	5,	a	mechanistic	model	of	the	dynamic,	metabolic	regulation	of	the	electron	
transport	chain	is	presented.	The	model	is	described	in	detail	and	all	the	parameters	are	

estimated	from	published	literature,	using	measurements	on	A.	thaliana	when	available.	
Predictions	of	the	model	are	tested	with	steady-state	and	dynamic	measurements	of	gas	

exchange,	 chlorophyll	 fluorescence	 and	 absorbance	 spectroscopy	 on	A.	 thaliana,	 with	
success.		

The	analysis	in	silico	indicates	that	a	significant	amount	of	alternative	electron	transport	
is	 required	 to	 couple	 ATP	 and	 NADPH	 production	 and	 demand,	 and	 most	 of	 it	 is	

associated	 with	 nitrogen	 assimilation	 and	 export	 of	 redox	 power	 through	 the	malate	

shuttle.	 The	 fractions	 of	 electrons	 allocated	 to	 the	 different	 alternative	 electron	

transport	 pathways	 increases	 at	 low	 [CO2]	 and	 during	 photosynthetic	 induction.	 The	

analysis	also	reveals	that	the	relationship	between	ATP	synthesis	and	the	proton	motive	

force	 is	 highly	 regulated	by	 the	 concentrations	of	 substrates	 (ADP,	ATP	and	 inorganic	

phosphate),	and	this	regulation	facilitates	an	increase	in	non-photochemical	quenching	

under	conditions	of	low	metabolic	activity	in	the	stroma.	Thus,	flexibility	in	alternative	

electron	transport	and	regulation	of	ATP	synthase	fine-tune	the	electron	transport	chain	

in	 response	 to	a	wide	range	of	environmental	 conditions,	both	 in	 the	steady-state	and	

during	dynamic	transients.	

In	Chapter	6,	the	findings	of	Chapters	2–5	are	summarised	and	employed	to	answer	in	
detail	 the	 four	 research	 questions	 formulated	 in	 Chapter	 1.	 Of	 great	 interest	 is	 the	

identification	 of	 six	 potential	 targets	 that	 may	 be	 used	 to	 improve	 dynamic	 CO2	

assimilation.	These	targets	are:	(i)	regulation	of	Rubisco	activity	through	changes	in	the	

amount	 or	 regulation	 of	 Rubisco	 activase,	 (ii)	 acceleration	 of	 stomatal	 opening	 and	

closure,	 (iii)	 a	 lower	 H"/ATP	 for	 ATP	 synthesis,	 (iv)	 faster	 relaxation	 of	 non-
photochemical	 quenching,	 (v)	 reduced	 chloroplast	 movements,	 and	 (vi)	 reduced	

photoinhibition	by	increased	rates	of	repair	of	Photosystem	II.	

The	methodology	followed	in	this	dissertation	is	also	discussed	in	detail	in	this	chapter.	

Firstly,	there	is	a	need	for	better	quantification	of	different	aspects	of	photosynthesis,	as	
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opposed	to	qualitative	knowledge	based	on	identification	of	genes	and	proteins.	 In	the	

short	term,	progress	may	be	achieved	by	the	creation	of	a	multidisciplinary	database	on	

photosynthesis.	Secondly,	whereas	this	dissertation	has	focused	on	photosynthesis	as	a	

function	of	time,	spatial	variation	within	chloroplasts,	leaves	and	canopies	may	play	an	

important	 role.	 The	 different	 ways	 in	 which	 spatial	 issues	 may	 be	 of	 relevance	 are	

discussed,	and	suggestions	are	made	on	how	the	models	from	Chapters	4	and	5	may	be	

extended	to	include	space	in	a	more	explicit	manner.	Finally,	the	potential	applications	

of	 the	 models	 from	 Chapters	 4	 and	 5	 are	 presented,	 with	 suggestions	 for	 further	

research.	
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