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Vincent D. Blondel Université Catholique de Louvain
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TuP02-4 16.25–16.50
Transfer function identification of burners for do-
mestic boilers . . . . . . . . . . . . . . . . . . . . 26
P.G.M. Hoeijmakers Eindhoven University of
Technology
V.N. Kornilov Eindhoven University of Technology
I. Lopez Arteaga Eindhoven University of Technology
H. Nijmeijer, L.P.H. de Goey

TuP03 Hyacinth
Optimal Control A

Chair: Jacob van der Woude 15.10–16:50

TuP03-1 15.10–15.35
Model Predictive Control for Traffic Networks: A
Mixed-Logical Dynamic Approach Based on the
Link Transmission Model . . . . . . . . . . . . . 27
M. Hajiahmadi Delft University of Technology
B. De Schutter Delft University of Technology
H. Hellendoorn Delft University of Technology

TuP03-2 15.35–16.00
Towards integrated energy management for hybrid
commercial vehicles . . . . . . . . . . . . . . . . 28
Vital van Reeven Eindhoven University of Technology
Theo Hofman Eindhoven University of Technology
Rudolf Huisman DAF Trucks NV
Frank Willems, Maarten Steinbuch

TuP03-3 16.00–16.25
A Model Predictive Control Approach for Line
Balancing Problem . . . . . . . . . . . . . . . . . 29
Y. Zeinaly TU Delft
B. De Schutter TU Delft
J. Hellendoorn TU Delft

5



Book of Abstracts 31st Benelux Meeting on Systems and Control

TuP03-4 16.25–16.50
Energy optimal point-to-point motion of a bad-
minton robot using model predictive control . . . 30
Xin Wang KU Leuven
Julian Stoev Flanders Mechatronics Technology Centre
Gregory Pinte Flanders Mechatronics Technology
Centre
Jan Swevers

TuP04 Iris
Optimization A

Chair: Ton Backx 15.10–16:50

TuP04-1 15.10–15.35
Unfolding of nodes with the same behavior in large
networks . . . . . . . . . . . . . . . . . . . . . . 31
Maguy Trefois Université catholique de Louvain
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R. Liégeois University of Lige
A. SodduCyclotron Research Centre, University of Lige
R. Sepulchre University of Lige

TuE04-2 17.45–18.10
LS-SVM approach for solving linear descriptor
systems . . . . . . . . . . . . . . . . . . . . . . . 56
Siamak Mehrkanoon KU Leuven
Johan A. K. Suykens KU Leuven

TuE04-3 18.10–18.35
A geometric subgradient descent algorithm for the
economic load dispatch problem . . . . . . . . . . 57
P.B. Borckmans Université catholique de Louvain
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Péter Zoltn Csurcsia Vrije
Universiteit Brussel,Budapest University of Technology
and Economics
Johan Schoukens Vrije Universiteit Brussel
Istvn Kollr Budapest University of Technology and
Economics

WeA02-4 09.45–10.10
State space identification for linear parameter-
varying systems . . . . . . . . . . . . . . . . . . . 74
J. Goos Vrije Universiteit Brussel

8



31st Benelux Meeting on Systems and Control Book of Abstracts

WeA03 Hyacinth
Optimal Control C

Chair: Anton Stoorvogel 08.30–10.10

WeA03-1 08.30–08.55
Solution for State Constrained Optimal Control
Problems . . . . . . . . . . . . . . . . . . . . . . 75
T. van Keulen DAF Trucks N.V. Eindhoven
B. de Jager Eindhoven University of Technology

WeA03-2 08.55–09.20
Iterative Learning Control with Multiple Pass
Points . . . . . . . . . . . . . . . . . . . . . . . . 76
Tong Duy Son Katholieke Universiteit Leuven
Hyo-Sung Ahn Gwangju Institute of Science and
Technology (GIST)

WeA03-3 09.20–09.45
Iterative feedback tuning to learn steering control
of an autonomous tractor . . . . . . . . . . . . . 77
E. Hostens Flanders’ Mechatronics Technology Centre
G. Pinte Flanders’ Mechatronics Technology Centre
W. Symens Flanders’ Mechatronics Technology Centre

WeA03-4 09.45–10.10
Multi-agent control for coordination of freight
transport hubs . . . . . . . . . . . . . . . . . . . 78
J. Xin Delft University of Technology
R. R. Negenborn Delft University of Technology
G. Lodewijks Delft University of Technology

WeA04 Iris
Optimization C

Chair: Ton van den Boom 08.30–10.10

WeA04-1 08.30–08.55
Mobile phone communications help identify stable
regions in France . . . . . . . . . . . . . . . . . . 79
Pierre Deville Université catholique de Louvain
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René van de Molengraft Eindhoven University of
Technology
Maarten Steinbuch

WeE07 Mimosa
Systems Biology

Chair: Eric Bullinger 13.45–15.00

WeE07-1 13.45–14.10
Dynamic metabolic flux analysis using dynamic
optimization techniques . . . . . . . . . . . . . . 134
Dominique Vercammen Katholieke Universiteit Leuven
Eva Van Derlinden Katholieke Universiteit Leuven
Jan Van Impe Katholieke Universiteit Leuven

12



31st Benelux Meeting on Systems and Control Book of Abstracts

WeE07-2 14.10–14.35
Robustness analysis of apoptosis signalling . . . . 135
Monica Schliemann Université de Lige
Eric Bullinger Université de Lige
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Observer-Based Decentralized Control
via Networked Communication1

N.W. Bauer, M.C.F. Donkers, N. van de Wouw, W.P.M.H Heemels
Dept. of Mechanical Engr., Eindhoven University of Technology, P.O. Box 513, 5600 MB Eindhoven, The Netherlands

{N.W.Bauer, M.C.F.Donkers, N.v.d.Wouw, W.P.M.H.Heemels}@tue.nl

1 Introduction
Recently, there has been an enormous interest in control
of large-scale systems that are physically distributed
over a wide area. Examples of such distributed sys-
tems are electrical power distribution networks, water
distribution networks, industrial factories and energy
collection networks (such as wind farms).

2 Problem Statement
This work considers stability analysis and controller de-
sign for this class of systems. The control structure we
consider has a number of features that complicate the
design enormously. First of all, the controller is decen-
tralized in the sense that it consists of a number of local
controllers that do not share information (see Fig. 1).
Although a centralized controller can be considered, the
achievable bandwidth associated with using a central-
ized structure would be limited by long delays from
distant sensors and actuators.

Secondly, when considering control of a large-scale sys-
tem, it would be unreasonable to assume that all states
are measured. Therefore an observer-based design is
suitable to estimate the states that cannot be directly
measured. Moreover, with an observer-based controller
it is possible to reduce the number of sensors, which
alleviates the demands on the network design. How-
ever, it has been proven that, in general, it is hard to
obtain decentralized observers that will converge to the
‘true’ state estimate [2]. Despite this fact, stability of
the closed-loop system can still be achieved, but design
is of course challenging.

Finally, the controller needs to have certain robustness
properties when using communication networks. In-
deed, the advantages of using a wired/wireless network
are inexpensive and easily modifiable communication
links. However, the drawback is that the control struc-
ture is susceptible to undesirable (possibly destabiliz-
ing) side-effects: varying delays, packet dropouts, vary-
ing transmission intervals, quantization and a shared
communication medium. In this work, we design our
controller such that the closed loop remains stable given
bounds on the varying transmission intervals and given

1This work is supported by the Innovational Research Incen-
tives Scheme under the VICI grant ”Wireless control systems:
A new frontier in automation” (No. 11382) awarded by NWO
(The Netherlands Organization for Scientific Research) and STW
(Dutch Science Foundation), and the European 7th Framework
Network of Excellence ”Highly-complex and networked control
systems” (HYCON2).

the communication medium is shared. Since the com-
munication medium is shared, a protocol (we assume is
periodic) is needed to orchestrate in what order sensor
and actuator data is sent over the shared network.

3 Decentralized Networked Control System
The continuous-time linear plant we consider is de-
composed into N discrete-time subsystems P1, ..., PN .
The corresponding subsystem controllers C1, ..., CN are
switched discrete-time systems consisting of a switched-
observer structure to deal with the presence of a shared
communication medium. The general setup is depicted
in Fig. 1 (see [1] for details).

P1
û1(t) y1(t)

P2

Communication Network

PN
û2(t) y2(t) û

N
(t) y

N
(t)

C1
ŷ
k,1

u
k,1

C2 CN
ŷ
k,2

ŷ
k,N

u
k,2

u
k,N

Fig. 1. Decentralized networked control system (NCS).

4 Decentralized Controller Synthesis
We provide LMI-based conditions for analysis and syn-
thesis of the aforementioned controller. The main fea-
tures of the synthesis are the following:

• Although transmission time variability introduces an
non-linear uncertainty in the closed-loop, a convex
over-approximation of the uncertain switched system
can be achieved using well-developed techniques.

• To deal with the decentralized structural constraints,
the overapproximated closed-loop system is formu-
lated as a multi-gain switched static feedback sys-
tem (with additive uncertainty) for which sufficient
LMI-based synthesis conditions can be formulated by
extending recent output-feedback synthesis results.

The LMI-based synthesis conditions, if satisfied, pro-
vide stabilizing gains for both the decentralized prob-
lem setting and the NCS problem setting in isolation,
as well as the unification of these two problem settings.
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1 Introduction

Electrical power networks, water supply infrastructures, au-
tonomous vehicles on automated highways and coupled
chemical processes are but a few examples of systems that
consist of a large number of interacting dynamical subsys-
tems. Many of these networked dynamical systems (NDS)
feature significant nonlinearities, strict input and state con-
straints and, most importantly, coupling dynamics.

A key challenge in NDS research is to establish asymptotic
stability in a scalable fashion, which is crucial in the de-
sign of stabilizing control laws for such systems. Conven-
tionally, stability is determined by verifying the existence
of a quadratic Lyapunov function (LF), given a linearized
description of the network dynamics. Yet, the large size of
NDS renders this method infeasible, as the required full sys-
tem model is usually difficult to obtain and the LF synthe-
sis problem, formulated as a semi-definite program (SDP),
comes with prohibitively large computational burdens.

2 Problem Statement

The issues associated with the application of classical Lya-
punov methods to large-scale NDS motivate the need for
decentralizing the conditions for asymptotic stability. Non-
centralized stability analysis typically relies on dissipativity
theory to generate a LF from a set of local storage and supply
functions. Perhaps the simplest dissipativity-based stabi-
lization method for linear systems employs fixed-parameter,
quadratic storage functions and constant supply rates to ob-
tain a separable set of SDP problems that are solved off-
line, in a decentralized fashion. Although such approaches
are attractive because of their low complexity, they are often
conservative, which significantly limits their applicability.

Advanced scalable Lyapunov methods aim to increase flex-
ibility with respect to decentralized synthesis via state-
parameterized supply functions that can be generated in a
distributed fashion. As an example, we mention the scheme
proposed in [1] that employs a set of parameterized sup-
ply rates and fixed, positive-definite storage functions, i.e.,
structured LFs, whose sum yields a Lyapunov candidate
for the overall network. However, the existing tractable
methods for a-priori generating a set of quadratic struc-
tured LFs and supply rates for linear NDS (see, e.g., [2])

come with communication requirements that are incompat-
ible with many large-scale applications. In [3], a partial so-
lution to this issue was provided, which employs “max-type
dissipativity conditions”. Such conditions do not require
distributed optimization and allow for max-construction of
a LF for the full network, which provides more flexibility
than the sum-construction employed by the structured LF
scheme. Even so, both the decentralized and distributed
schemes described above suffer from the impediment that
is characteristic to a-priori fixed storage function synthesis.

3 Contribution

In this talk, we illustrate the conservatism of off-line LF syn-
thesis with an example network that does not admit LF con-
struction from a set of fixed-parameter storage functions, but
that is stable nonetheless. Then, the objective is to find a so-
lution to this issue, by endowing the storage functions with a
finite set of state-dependent parameters. Stability conditions
similar to the ones provided in [3] are used to allow for max-
construction of a Lyapunov function for the full closed-loop
network, while neither of the parameterized storage func-
tions is required to be a local LF. The merit of this approach
is that the storage functions can be constructed on-line, via a
set of coupled convergence conditions. In this way, the im-
pediment of off-line structured LF synthesis from fixed stor-
age functions is removed. The proposed stability conditions
are efficiently exploited in devising a decentralized control
scheme that relies on non-iterative communication among
directly coupled systems only, and that can stabilize NDS
for which conventional non-centralized methods, based on
off-line generated fixed quadratic storage functions, fail.
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1 Introduction

The primary goal of formal verification is, given a model
and a specification over this model, to verify if the model
satisfies such a specification. This approach was developed
in the Computer Science field where specifications are ex-
pressed as formulas over certain modal logics: CTL, LTL,
etc. [3]. Research in this field was mostly focused to the
case of discrete state spaces. On the other hand, specifica-
tions (properties) widely used in Systems and Control area,
such as reachability, stability and convergence, are usually
stated for models evolving on more general (e.g. continuous
or hybrid) state spaces. Moreover, in areas of application
such as Systems Biology and Financial Mathematics prob-
abilistic phenomena play an important role and should thus
be embedded in models.

The focus of our work is on developing methods of for-
mal verification for probabilistic models over general state
spaces. There are two classes of properties to be verified:
binary (which hold with probability 0 or 1) or quantitative
(within (0,1)) [3]. The obtained results for the first class
are more theoretical in nature, while those attained for the
second class are more computational. Special attention is
placed on the accuracy of the computation of a probability
that a certain property holds. As an example, we provide a
method to compute the ruin probability, which is one of the
most important problems in Risk Theory [2].

2 Current State of Research

Due to our focus on the precise computation of probabilities,
we currently work with discrete-time problems. The frame-
work is given by discrete time Markov processes (dtMP)
which are large enough to include discrete-time Stochas-
tic Hybrid Systems. There are two main approaches to this
problem:

1. a direct one, where the specification (or a property) is ver-
ified against the original dtMP and

2. one based on abstractions, where the specification is ver-
ified against a dtMP which is an abstraction of the original
process (e.g. with a discrete state space). The distance be-
tween the two processes is used then to export the results

from the abstraction to the original dtMP.

For the latter case, we have shown that the problem of find-
ing the distance between the original dtMP and its abstrac-
tion on the infinite time horizon is usually as hard as the
direct approach to verification [4], so that it is not always
optimal to use abstractions.

As for the direct approach, the computation of probabilities
of finite time horizon specifications has been studied in [1],
so with a focus on an infinite time-horizon we have devel-
oped a “decomposition technique.” This technique allows
one to find the value of the probability of certain infinite-
horizon properties (e.g.reachability) with any given preci-
sion in a finite number of steps. It is as well useful for the
study of binary properties. As an application, we selected
the study of ruin probabilities in Risk Theory and success-
fully tailored the decomposition technique to this problem.

3 Future Work

We are focusing on the extension of the class of properties
that can be verified using the obtained results. We are also
interested in the generalization of the modeling framework,
which can be obtained both by relaxing the assumptions
raised on dtMPs and by extending the developed methods
to the continuous time case.
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1 Introduction

Networked Control Systems (NCSs) offer various benefits
such as ease of maintenance and low cost. However, the
presence of a network in the control loop causes network-
induced imperfections, such as packet dropouts, which de-
grade performance an can even lead to instability.
To mitigate the effect of dropouts on stability and also per-
formance of the NCS, we propose a novel dropout compen-
sation strategy.

P

Cc

Ca

C
δk

uak ysk

yck

∆k

uck

Figure 1: Schematic overview of the NCS.

2 NCS model with compensation-based strategy

In this work, we consider a NCS consisting of a discrete-
time linear time-invariant plant and a discrete-time static
output feedback controller communicating over a network
which is subject to dropouts. We introduce compensators Cc
and Ca to mitigate the effect of packet dropouts, as shown in
Figure 1.

The main idea behind the functioning of each of the com-
pensators is the following:
• If a packet arrives, the compensator forwards the

packet and, additionally, acts as a model-based
closed-loop observer;
• If a packet drops, the compensator acts as an open

loop predictor and, additionally, forwards its best pre-
diction based on its estimate of the plant state.

Hence, the proposed compensators have the following struc-
ture

Cc :


xc

k+1 = Axc
k + Buc

k +1k Lc
jk−1

(
ys

k −Cxc
k
)

yc
k =

{
Cxk

(
= ys

k
)

if 1k = 1 (receive)
Cxc

k if 1k = 0 (drop),

Ca :


xa

k+1 = Axa
k + Bua

k + δk La
ik−1

(
uc

k −K Cxa
k
)

ua
k =

{
K yc

k
(
= uc

k
)

if δk = 1 (receive)
K Cxa

k if δk = 0 (drop),

where ik, jk ∈ N are successive dropout counters, which
count the number of successive dropouts and reset to
zero if a packet is received. To obtain a closed-
loop representation of the NCS with the compensation-
based strategy, we define the augmented state ξ cb

k :=
[ xT

k (xk − xa
k )

T (xk − xc
k )

T ]T . The closed-loop dy-
namics can then be given by a discrete-time switched system

ξ cb
k+1 = Acb

δk ,1k ,ik−1, jk−1
ξ cb

k . (1)

3 Dropout Models

In modeling the dropout behavior, we consider two ap-
proaches: worst-case bound models, which only require
an upper bound on the maximum number of successive
dropouts, and stochastic models, which use stochastic in-
formation on the occurrence of dropouts, given in the form
of Bernoulli or Gilbert-Elliott models.

4 Stability Analysis and Compensator Synthesis

Based on parameter dependent Lyapunov functions we de-
rive the following results: for the worst-case bound models
we obtain sufficient conditions for global asymptotical sta-
bility of (1) and the upper bound on the dropouts, whereas
for the stochastic models we obtain necessary and suffi-
cient conditions for (exponential) mean square stability of
the Markov jump linear system given by (1) and the tran-
sition probabilities. For both dropout models we provide
LMI-based conditions for the synthesis of the compensator
gains La

ik−1
and Lc

jk−1
.

5 Compare with basic strategies

We compare the compensation-based strategy with two ba-
sic compensation strategies: the zero strategy, which sets the
networked version of a signal to zero if a transmission fails,
and the hold strategy, which holds the value of the last suc-
cessfully transmitted signal. Simulation results show signif-
icantly increased robustness with respect to packet dropouts,
and therefore indicate the importance of the proposed class
of dropout compensators.
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1 Introduction

Batch cooling crystallization is often applied as a separation
and purification step, e.g. in the pharmaceutical industry.
Supersaturation is the driving force of crystallization, and
a tight control of this variable is expected to improve the
quality of the final product. In this paper we present a Batch-
to-Batch (B2B) strategy for supersaturation control in batch
cooling crystallization. Based on the desired supersaturation
profile and the measurement from previous batches, the B2B
algorithm computes after each batch an improved profile for
the temperature in the crystallizer. The B2B algorithm is
put on top of a PI temperature controller in order to reject
the disturbances in the temperature dynamics. Two B2B al-
gorithms are introduced in this paper, namely an Iterative
Learning Control (ILC) and an Iterative Identification Con-
trol (IIC) algorithm. The performance of the control scheme
based on both algorithms is assessed in a simulation study.

2 The control scheme

The B2B+PI control scheme is shown in Figure 1. The two
leftmost blocks represent the controller: the PI temperature
controller and the B2B controller, which drives the reference
of the latter in a master-slave configuration.

PI
Controller

Temperature
Dynamics

Crystallization 
Dynamics

ILC
Controller

TJ T

T

C C

eC

eT

T

rT 



 





Batch crystallizer

Figure 1: the control scheme

Assume we have a model FST r(Tr;θ0) from the temperature
reference Tr to the supersaturation S, where θ0 is the nomi-
nal parameter. The ILC algorithm performs these steps [1]:

1. The profile Tr
k is set as the input to the PI controller

and the batch is executed. Measurements of solute

concentration C̃k and temperature T̃k are collected.
The corresponding supersaturation S̃k is computed.

2. A corrected model Sc
k+1(T

r) = FST r(Tr;θ0)+αk+1 is
found. The correction vector αk+1 is computed using
the approach in [2].

3. The corrected model is used to design the temperature
profile for the next iteration to track a set-point Sk.

The IIC algorithm is based on 3 similar steps. However, the
model correction at step 2 of IIC is a recursive identification
of the parameter vector: Sc

k+1(T
r) = FST r(Tr,θk+1) with

θk+1 = arg min
θ∈R4

(
||S̃k−FST r(T̃k,θ)||2Σ−1

e
+ ||θ −θk||2Σ−1

θk

)
.

The design of the weighting matrices Σe and Σθk is per-
formed in a bayesian framework.

3 Results

The B2B+PI configuration is shown to give better results
compared to the pure B2B control driving the jacket temper-
ature directly. IIC achieves the fastest convergence when the
assumed model structure contains the true system. Further-
more, it is able to effectively follow a set-point that changes
from batch to batch. As a drawback, the method fails to
converge to the desired set-point in case of structural mis-
matches. ILC is shown to be able to converge to the desired
set-point even in the presence of model mismatches: this is
the main advantage of the algorithm. However, the speed
of convergence observed is somewhat lower. Furthermore,
tuning of the algorithm is delicate.
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1 Introduction

In the control field there is a trend towards distributed and
networked control. When it is desired to use model based
control for complex interconnected systems, good models
are necessary. The goal of the work presented here is to
generate good models from data recorded from the network.

A dynamic network is defined as an interconnection of mod-
ules, where each of the modules are interconnected accord-
ing to an interconnection architecture. The identificationof
the dynamics of the modules and the interconnection archi-
tecture will be referred to as network identification.

Here it will be assumed that the interconnection architec-
ture of the network is known, and the goal is to identify the
dynamics of each of the modules in the network. This is a
natural generalization of the classical closed-loop identifi-
cation problem, to the situation of interconnected systems.

The measured variables,w j, can be described as:

w j =
L

∑
i=1
i6= j

G jiwi + v j + r j (1)

where,Gi j represents the module dynamics,vi represents
a noise source,ri represents an external input, andL is the
number of measured variables. The noise source and exter-
nal input may or may not be present. The noise sources are
considered to be independent colored noise. An example of
a network is shown in Fig. 1.

G21 G32

G23

G54

G45

G15

v3 v5r1

w1 w2 w3 w4 w5

Figure 1: Network which satisfies the conditions stated.

2 Methods

Two methods will be presented. Both methods are based on
the prediction error framework. The one-step-ahead predic-
tor for w j is:

ŵ j(θ ) = H j(θ )−1
L

∑
i=1
i6= j

G ji(θ )wi +(1− H−1
j (θ ))w j. (2)

The unknown coefficients,θ , are found by minimizing the
sum of squared errors:

V j(θ ) =
1
N

N−1

∑
k=0

(w j(k)− ŵ j(k))
2 (3)

Method 1: Direct Identification. If all noise sources are
present, i.e.Φv(ω) > 0, then the classical direct identifica-
tion method can be applied to consistently estimate all trans-
fers. This necessarily includes the modelling of dynamic
noise models for all measured variables. For this result to
hold a condition needs to be satisfied on the absence of al-
gebraic loops in the network, which can be verified using
graph-theoretic tools. This is a slight generalization of the
results presented in [1].

If only a subset of noise sources is present, i.e.Φv(ω) ≥ 0,
then a direct identification method (including noise mod-
elling) can be applied to a part (subset) of the network, that
can be specified, and consistent estimates can be achieved
for this subset.

Method 2: Two Stage Identification. If one or more ex-
ternal excitation signals r are present, then (parts of) the
network can be identified consistently without noise mod-
elling, while using output error predictors. Dependent on
the location of thers, a particular subset of the network can
be identified. This subset can be specified by using graph-
theoretical tools. The presented method to achieve this, is
a natural generalization of the two-stage (or IV) method of
closed-loop identification.
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1 Introduction

We build a model of a temporal contact network. The goal
is to build a numerically simulated network that allows the
analysis of spreading processes, and reproduces some of the
characteristics observed in empirical data of epidemics. In
order to do this, we first build a model of a temporal net-
work, and then run simulations of spreading processes on it.
We then analyze the results when we vary certain parame-
ters.

2 Network Model

To build the network, we only set one parameter, i.e. the
distribution of the time between two activations of one node.
We set it first to be a power-law distribution with exponential
cutoff (PLCO) [1], and compare the results with the case
of a geometric (GEO) distribution. We thus have a simple
network model that assumes no information about degree
distribution or attachment preference. A stochastic process
determines the activation times of each node, i.e. when they
can make a link with another active node. The PLCO case
is a distribution that has been observed in many real world
networks, such as sexual contacts networks, mobile phone,
and many more, hence our choice for the inter-event time
distribution between two activations of a same node.

3 Spreading Process

The study of spreading processes on our model is still work
in progress. We run simulations of spreading processes fol-
lowing different models (SI, SIR,...) on a 1000-nodes net-
work, built as explained. In order to see the impact that the
PLCO distribution has on the spreading process, we also run
all our simulations on a network built as before using a geo-
metric (GEO) distribution instead of the PLCO, to represent
the discrete equivalent of a Poissonian process.
To start the process, we infect one node at random at t=0.
Then, for each contact between a susceptible node and an
infected node, the susceptible is infected with probability β .

1Department of Mathematical Engineering, UCLouvain, Belgium. A.D.
is a Research Fellow with the Fonds National de la Recherche Scientifique.

2Department of Mathematical Engineering, UCLouvain, Belgium.
3Department of Mathematical Engineering, UCLouvain, Belgium.

LECR is beneficiary of a FSR incoming post-doctoral fellowship of the
Academie universitaire Louvain, co-funded by the Marie Curie Actions of
the European Union.

4 Results

Results of the simulations show that the main effect that the
PLCO distribution has on spreading processes is that it slows
down the diffusion of epidemics, especially for high trans-
mission probabilities. The difference between PLCO and
GEO can also be observed in the distribution of the number
of infected nodes only a short time after the start of the pro-
cess. The PLCO case presents a fat tail, whereas a higher
proportion of the processes have already started in the GEO
case.

5 Conclusions and Perspectives

We have built a simple stochastic network model, where the
structure characteristics appear as a result of the stochastic
process of activations of the nodes. We observe that the ac-
tivation times of the edges is also broadly distributed purely
as a result of the stochastic process. The main effect of the
PLCO distribution is the slowing down of spreading pro-
cesses in agreement with other studies in the literature ([2],
[3]). This project is a work in progress, so we are now study-
ing more deeply different epidemic models on this temporal
network, finite size properties and extensions of the model
by adding more characteristics to the network.
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1 Introduction

Many practical combustion devices are suspect to a strong
resonance phenomena called a thermoacoustic instability.
These instabilities usually manifest themselves by the gen-
eration of acoustic tone(s) within a combustion system and
consist of a feedback loop between acoustic waves and the
unsteady flame heat release rate.

Due to the very nature of the phenomenon both the acous-
tics of the combustor and the thermo-acoustics of the burner
are important. In many cases the total system behavior (e.g.
stability) can be represented by a network of transfer matri-
ces for one-dimensional wave propagation. One of the key
ingredients in the model is the so called flame transfer func-
tion which represents the response of the flame or burner
heat release to acoustic modulation. In this work, the focus
is on the measurement and model fitting of the flame transfer
function.

2 Flame frequency response measurement

In order to measure the burner transfer function, the burner
is mounted on an experimental setup to which a mean flow
and acoustic perturbations are supplied. The acoustic fluc-
tuations u′ [m/s] just below the burner deck are measured by
a hot wire probe, and the resulting heat release rate fluctua-
tions Q′ [W ] are sensed by a photo-multiplier with OH filter.
In this setting, the flame transfer function F can be defined
as

F =
Q′

u′
u
Q
, (1)

where u
Q

is the ratio of mean velocity to mean heat release
and acts as a normalization factor. A typical frequency re-
sponse function resulting from a stepped sine measurement
is shown in figure 1. Note that the almost linear phase de-
crease with frequency which is typical of a time delay.

3 Model fit

In order to incorporate the flame in the thermoacoustic
model, the transfer function is fitted on the frequency re-
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Figure 1: Measured flame response and fit, n = 10, d = 11

sponse by a simple rational model.

H(s,P) =
∑n

k=0 aksk

∑d
k=0 bksk

, (2)

were ak ad bk are the coefficients, and n and d are the orders
of the numerator and denominator polynomial respectively.
Note that P is the parameter vector P = [a1, ...an,b1, ...bd ].
In contrast to many simple mechanical systems, the a-priori
choice of model orders is a quite difficult task for this sys-
tem due to the non-standard gain form and the time delay
behavior of the phase. However, a model order of n = 10
and d = 11 gives good results for a wide range of flames
and operating conditions. The fit for the measurement is
also shown in figure 1.

4 Conclusions

It is shown that given a properly measured flame frequency
response a simple rational fit is sufficient to provide a good
model. Although such task seems trivial from the sys-
tem/control community viewpoint, the transfer function fit
is often neglected in combustion literature and the frequency
response itself is used instead, leading to fundamentally
wrong results in the subsequent stability analysis of the
complete thermo-acoustic system. The author gratefully ac-
knowledges STW for the financial support of this work.

Book of Abstracts 31st Benelux Meeting on Systems and Control

26



Model Predictive Control for Traffic Networks: A Mixed-Logical
Dynamic Approach Based on the Link Transmission Model

M. Hajiahmadi, B. De Schutter, and H. Hellendoorn
Delft Center for Systems and Control

Delft University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands
Email: {m.hajiahmadi,b.deschutter,j.hellendoorn@tudelft.nl}

1 Introduction

With the increasing number of vehicles, the highways are
becoming more and more congested. This along with in-
creasingly stringent traffic requirements necessitates use of
efficient large-scale traffic management and control algo-
rithms. One particular solution to this problem is based
on Model Predictive Control (MPC), where a finite-horizon
constrained optimal control problem is solved in a receding
horizon fashion using the Link Transmission Model (LTM)
proposed by [1]. This model provides fast yet accurate pre-
dictions. However, the underlying optimization problem is
nonlinear nonconvex. One way to mitigate this is to use the
methods developed in [2] to recast the problem as a mixed
integer linear programming (MILP). In the sequel, we will
describe our approach in detail.

2 Approach

The LTM uses links to model homogeneous sections of a
road and nodes to model origins, destinations, on-ramps,
off-ramps, intersections, etc. The LTM is capable of deter-
mining time-dependent link volumes and route travel times
in traffic networks. To this aim, the LTM uses the cumu-
lative number of vehicles as a representation for the traffic
evolution. The cumulative number of vehicles that passed
the upstream and downstream boundaries of the links are
tracked and their values are updated using flow functions
of links and nodes. These flow functions are characterized
by capacities of the links, link travel times, demand pro-
files, available storage space at origins, etc. First, sending
and receiving flows of all links are determined and subse-
quently, transition flows of the nodes are obtained using the
flow functions of their incoming and outgoing links. For
each type of the nodes a different formulation for the tran-
sition flow is defined. For instance, for a merge node in the
LTM framework a median function of the sending/receiving
flows of the connected links is used. The reader is referred
to [1] for more details about the LTM equations.

However, since the LTM model is nonlinear in nature, the
optimization problem that has to be solved to obtain the op-
timal control signals is nonlinear nonconvex. Hence, in ev-
ery control time step, there is no guarantee to have a unique
global solution. Furthermore, the nonlinear optimization

takes considerable time to find a (local) optimal and for
some initial points there is no feasible point. In order to get
rid of the nonlinear nonconvex original optimization prob-
lem, one can use the approach proposed in [2] to end up
with a mixed-integer linear optimization problem. The main
idea is to define some binary variables to describe the hybrid
nature of the system. Then by using the binary variables and
adding some inequality constraints, we will come up with a
system of linear equalities and inequalities consisting of real
and integer variables.

3 Case Study

For testing the proposed approach, a benchmark traffic net-
work example has been selected from [3]. The network con-
sists of a mainstream freeway with a metered on-ramp and
it is modeled using a modified version of the LTM that in-
cludes the metering signals. The flows of the vehicles from
the mainstream origin and the on-ramp are controlled in or-
der to have a minimum total time spent on the road for the
vehicles. The control signals are obtained first by using an
MPC controller based on the original nonlinear LTM model
and next by using the MLD-MPC approach. The perfor-
mance of the two approaches is compared in terms of com-
putational efficiency and total cost.
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Why Integrated Energy Management?

In order to be competitive in commercial road transporta-
tion, methods are needed to increase transport efficiency,
while complying to increasingly stringent emission legisla-
tion. Hybrid Electric Vehicles (HEVs) can improve trans-
port efficiency by reducing fuel consumption. To make op-
timal use of the HEV’s components, all essential energy as-
pects of the vehicle have to be taken into account, both in
the traction, thermal and emission domain: Integrated En-
ergy Management. A real-time (supervisory) controller will
be developed that optimally allocates the power resources
of the HEV. This controller will however not influence the
route, velocity or hardware of the vehicle.

Vehicle System Layout

The system layout of the HEV is schematically shown
above. Not only the traction subsystems (e.g. Internal

Combustion Engine (ICE), Motor Generator (MG), Battery
(BAT), Gear Box (GB), clutches), but also thermal subsys-
tems (e.g. fans, radiators, pumps and valves) and emission
subsystems (e.g. Diesel Particulate Filter (DPF), Selective
Catalytic Reductor (SCR)) are to be considered for the inte-
grated energy optimization.

Intermediate result

For a subset of the energy components an optimal control
based algorithm is developed that controls, not only the
power distribution between ICE (PICE ) and MG (PMG), but
also explicitly gear selection iGB and clutch activation iCL.
The solution of the resulting Mixed Integer Program (MIP)
is converted to a piecewise affine control function to allow
for real-time control on the vehicle [1]. On a validated vehi-
cle simulation the new controller shows the hybrid function-
ality at reduced fuel and shift count compared to the same
controller without gear and clutch integration.

Next steps

To arrive at Integrated Energy Management, the emission
and thermal aspects of the HEV will be incorporated in the
control framework and validated on a prototype vehicle.
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1 Introduction

Modern baggage handling systems at large airports trans-
port luggage in an automated way using so-called destina-
tion coded vehicles (DCVs), which are tubs moving on a
network of conveyor belts or unmanned carts that transport
the bags at high speeds on a network of railway-like tracks.
A DCV-based baggage handling system consists of several
parts: loading stations (where the bags enter the system after
having the check-in and security), unloading stations (where
the bags leave the system to be loaded onto the planes), a
network of single-direction tracks with several (local) loops
(for loading, unloading, and temporary storage of DCVs),
and the early baggage storing, where the bags that enter the
system too early can be stored. From a high-level point of
view, the control problems in automated baggage handling
system can be divided into three categories: (i) route choice
control for DCVs, (ii) line balancing, and (iii) empty cart
management.

2 Problem Statement

Tarău et al. [1] have developed methods for predictive route
choice control of DCVs by assuming there is always a suffi-
cient number of free DCVs at the loading stations such that
the bags are immediately transported upon arrival. In prac-
tice, the total number of DCVs is limited, necessitating dy-
namical assignment of free DCVs to the loading stations.
Line balancing is the problem of assigning a limited number
of free DCVs in the central or local depots to the loading sta-
tions. It is required that the overall time delay in the loading
stations is minimized and that the energy consumption and
wear and tear due to extensive utilization of the resources
are as low as possible. This translates into a balanced trade-
off between minimizing the baggage queue lengths and the
number of DCVs moving around in the network.

3 Approach: MPC

One particular solution to the line balancing problem is
based on Model Predictive Control (MPC), where a finite-
horizon constrained optimal control problem is solved in a
receding horizon fashion using a dynamic model of the sys-
tem [2]. For the sake of simplicity we consider a simple
configuration of the baggage handling system. We derive a
continuous-time event driven model for such a configuration

to use as the prediction model. It will be shown that the pro-
posed control scheme can achieve an acceptable balance be-
tween the overall baggage waiting time and the energy con-
sumption. Furthermore, it provides some degree of robust-
ness against uncertainties on the future baggage demand. As
the system under consideration is piece-wise affine, the opti-
mal control problem can be recast as (with some simplifying
assumptions) a mixed integer linear programming optimiza-
tion, for which efficient solvers exist.

4 Next Steps

Using the methods based on work of Michiels and Niculescu
for control of time delay systems [3], we seek to design an
internal controller that deals with the time delays in the sys-
tem. An MPC controller is then designed for the closed-loop
system in order to satisfy the performance requirements of
Sect. 2. This will essentially be multi-level approach with
the internal controller at the bottom level and the MPC con-
troller at the top level.
The possibility of recasting the problem as a finite horizon
optimal control of linear systems should be investigated. If
possible, this will allow making use of the classical optimal
control results (e.g., the Hamilton-Jacobi-Bellman equations
and Pontryagin’s maximum principle) [4].
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1 Abstract

This presentation discusses energy optimal point-to-point
motion using Model Predictive Control (MPC). MPC [1] is
a model-based control approach that predicts the future be-
haviour of the system and the control signals over a predic-
tion horizon are calculated by solving an optimization prob-
lem while taking into account system constraints. The con-
sidered system is the linear motor based first axis of FMTC’s
badminton robot. This robot has to perform energy optimal
point-to-point motion and arrive at a given set point within a
required time. Energy optimality is achieved by setting the
object function of the MPC optimization problem equal to
the system’s energy losses. The key issue is to utilize the
strategy of the prediction horizon to ensure that the motion
time is exactly equal to the required motion time.

2 Problem Description

The badminton robot of FMTC shown in Figure 1 is a 3 de-
gree of freedom robot equipped with a badminton rocket.
The robot controller receives estimation of the interception
position and time in real-time from a central computer. This
presentation discusses the application of MPC to the first
axis of the badminton robot, in order to arrive at the in real-
time generated interception position and time in an energy
optimal way. It is assumed that linear motor is a perfect ve-
locity controlled system so that the system can be regarded
as an integrator. The input and the output are the veloc-
ity and the position of the robot respectively. According to
the limitations of the system, the considered limits on po-

1Acknowledgement This work has been carried out within the frame-
work of projects IWT-SBO 80032 (LeCoPro) of the Institute for the Pro-
motion of Innovation through Science and Technology in Flanders (IWT-
Vlaanderen). This work also benefits from K.U.Leuven-BOF PFV/10/002
Center-of-Excellence Optimization in Engineering (OPTEC), the Belgian
Programme on Interuniversity Attraction Poles, initiated by the Belgian
Federal Science Policy Office (DYSCO), and K.U.Leuvens Concerted Re-
search Action GOA/10/11.

Figure 1: Badminton robot
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Figure 2: position (y), velocity (u) and acceleration (u̇)

sition, velocity and acceleration are: ±5[m],±3[m/s] and
±30[m/s2] respectively.

3 Energy Optimal MPC Approach

The developed energy optimal MPC approach is based on
Time Optimal MPC [2]. Assuming that friction forces are
negligible, the motion energy losses are copper losses in the
motor and hence proportional to square of the motor current,
which is taken as the object function of the MPC. An impor-
tant constraint to consider in this optimal control problem
is the given time of arrival at the interception position or the
motion time T . If the system arrives at the interception point
early, more energy is consumed, hence the solution won’t be
energy optimal. If the system arrives late, there’s a chance
the robot can’t hit the shuttle.

4 Simulation results and conclusion

Figure 2 shows the simulation result for a motion of 2[m]
and T = 1[s], requested at time 0.1[s]. The non-smooth ac-
celeration is caused by the blocking [2]. The blocking is
required to achieve prediction horizons that are sufficiently
long to allow large displacements with a limited number of
control variables.
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1 Introduction

A graph, also called network, is a mathematical structure
which allows to model complex systems with interacting
agents like the Internet or the human societies. Such struc-
tures can be partitioned into subgraphs, called communities,
with few links between them. This problem of graph par-
titioning is called community detection and is fundamen-
tal for the understanding of the underlying system. Several
methods have been developed to detect communities in large
graphs. We present an adaptation of these methods in order
to detect groups of nodes with the same behavior, that is we
partition the graph so that all the nodes of a group commu-
nicate in the same way with the nodes of the other groups.

2 Community detection

Several objective functions have been defined in order to
partition the graph into communities. We briefly present two
of them : the cut and the modularity.

2.1 The cut
The cut function is defined in order to divide the graph into
two communities C1 and C2. This function counts the num-
ber of edges between the two groups of nodes, that is :

R = ∑
i∈C1, j∈C2

Ai j,

where Ai j denotes the (i, j)−entry of the adjacency matrix
of the graph to partition.

A relevant partition is a partition minimizing R (see [1] for
efficient algorithms).

2.2 The modularity
The modularity function compares the fraction of edges be-
tween two nodes in a same community with the expected
fraction of edges between these two nodes if the edges were
placed randomly in the graph (respecting the degrees of the
nodes), that is :

Q =
1

2m∑i j

(
Ai j −

kik j

2m

)
δ (ci,c j),

where m is the number of edges in the graph, k i is the degree
of node i, δ is the Kronecker symbol and c i is the community
index to which node i belongs.

A relevant partition is a partition maximizing Q (see [1] and
[2] for efficient algorithms).

3 Detecting groups of nodes with the same behavior

We will say that some nodes have the same behavior (or
are of the same type) if they communicate in the same way
with the nodes of the other groups. Illustrate this with the
following examples.

• A movie-actor network : in this graph, a node is ei-
ther a movie or an actor. If an actor plays in a movie,
then their corresponding nodes are connected. So, the
movies are only connected to actors and vice versa.
In this network, there are two kinds of nodes : the
movies and the actors.

• A food web network : in this directed graph, a node
represents an individual. If there is an edge from node
i to node j, that means that individual i eats individual
j. In this graph, all individuals of species A only eat
individuals of species B, and so on. So, a group of
nodes with the same behavior matches with the indi-
viduals belonging to a same species.

The objective functions described in previous section have
been generalized to detect such groups of nodes. We will
study the flow of information in the system whose commu-
nication topology is described by the graph in order to detect
nodes with the same behavior.
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Introduction

Nowadays, manufacturing systems are becoming complex
due to the large number of processes they consist of. To
be able to deal with this complexity, advanced control and
scheduling techniques are used to ensure that the complete
production process runs in a more efficient and reliable way
then controlling and making decisions manually. At this mo-
ment, this is quite often done using model predictive con-
trollers (MPC), which is still an important research topic in
the field of systems and control. In this talk however, we
focus on the definition and optimization of scheduling prob-
lems instead.

We focus on a specific type of manufacturing systems that
consists of batch processes running in parallel. These batch
processes can interact with each other, and therefore influ-
ence the production of different batches in these parallel pro-
cesses. The interaction will be used as the decision variable
in the scheduling problem as illustrated in Figure 1. These
scheduling problems will be modeled using the so called
max-plus approach, which can also be used for doing op-
timization afterwards.

We will show results for a case study for factories of the
compny Xella, where the production of calcium silicate
stones is done in parallel batches, and where the steam flow
between the processes will be the scheduling variable.

Process 1

batchibatchi −1 batchi +1

Process 2

Process 3

Figure 1: Scheduling for three parallel batch processes with in-
teraction between them.

1This work was supported by AgentschapNL. The authors would also
like to thank dr.ir. Ton J.J. van den Boom from Delft University of Tech-
nology for the discussions on max-plus systems.

Max-plus systems

In scheduling problems, one tries to take decisions that influ-
ence the finishing times of (intermediate) products of each
sub-process. Modeling the finishing times using the general
framework of (linear) dynamical systems is not as easy as
usual, hence another strategy should be taken to model these
discrete event systems. Instead of using the regular opera-
tions as addition an multiplication, another algebra will be
used where the basic operations are taking the maximum
value of two elements, and adding them together. This is
named the max-plus algebra. Without giving too much de-
tail in this abstract, we can use this algebra to represent dis-
crete event systems as linear max-plus systems

Σ :

{
x[k+1] = A⊗x[k]⊕B⊗u[k],

y[k] = C⊗x[k],

where⊕ and⊗ denotex⊕ y = max(x,y) andx⊗ y = x+
y. Here,x[k] is denotingtime instanceswhen a process is
ready with the production of abatch k. This is the mayor
difference with normal (linear) dynamical systems. Earlier
research has been shown that this kind of models can be
used in optimization problems, hence can be applied to the
problem we are dealing with.

To solve the scheduling problem of a factory where batches
are produced in parallel, with interaction as decision vari-
able, we have to make the following steps:

1. Modeling of the batch process:Each batch process
that is running in parallel needs to be modeled, im-
plying that the different stages for each batch of prod-
uct are modeled using the max-plus algebra. Also the
interaction moments with other parallel running pro-
cesses need to be included in this model.

2. Defining interaction constraints:It is not possible to
define interactions between arbitrary processes at any
time or batch. This can, for example, be due to phys-
ical constraints in the factory. Therefore, we need to
define these constraints, possibly also using the max-
plus algebra, so that we can take them into account
when solving the scheduling problem.

3. Defining the objective and start optimization:Now
the model and the constraints are available, an objec-
tive function needs to be specified that needs to be
minimized during optimization.
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1 Introduction 

The tendency of demand variability to increase as one 

moves upward a supply chain, is commonly known as 

bullwhip effect [1]. In this research we model and control a 

four nodes supply chain network consisting of a factory Fa, 

a distributor Di, a wholesaler Wh and a retailer Re as shown 

in Figure 1. Our own model based predictive control, 

namely the Extended Prediction Self-Adaptive Control 

strategy (EPSAC) is applied to generate optimal ordering 

decision that can reduce the bullwhip effect. In order to 

evaluate the efficiency of the control performance, we use 

quantifying measures of the bullwhip effect to compare 

various strategies. 

 

 

 

 

 

 

Figure 1. Block diagram of a four nodes supply chain 

2 Process model 

Consider a node { , , , }a i h ei F D W R and the information and 

material exchange with its supplier and customer. A 

material balance around any network node involves the 

inventory level as well as the total incoming products from 

upstream node and total outgoing products to downstream 

node. The inventory position balance can be derived as: 
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where 1z is the discrete time shift operator and corresponds 

to unit sample period delay. If we make a linearization 

assumption that there is always enough stock at node i to 

meet customer demand, then (1) can be simplified to 
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which will be used as the prediction model in MPC control. 

3 Control strategy 

In order to calculate bullwhip, we need the ordering policy 

transfer function. Therefore, it’s in principle necessary to 

formulate a closed loop expression for the MPC. We apply 

distributed EPSAC controllers to the system and each of 

them makes control decision for each node respectively. 

There is no information sharing in this control strategy and 

it is based on the SISO model (2) of supply chain. The 

closed loop transfer function of ordering policy can then be 

derived from the block diagram in Figure 2. 
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Figure 2. MPC closed form structure 

4 Results 

A measure of the bullwhip is defined as the ratio of the 

variance of the orders and the variance of the demand. The 

analytical expression for bullwhip metric can be in the 

following form. We assume an ARMA demand pattern (4), 

which is a weakly stationary stochastic process.  

 Bullwhip  
21 2

/ /

0 0

( ) [ ]
M M

u n u n

m m

Z T z T m

 

    (3) 

We then calculate the bullwhip for classical order-up-to and 

fractional ordering policy, using (3). 
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The result given in Table 1 shows that MPC-EPSAC can 

produce a significantly lower demand variability compared 

to conventional order-up-to ordering policies.  

 

Table 1. Bullwhip results 

Ordering 

Policy 
Order-up-to Fractional MPC 

Bullwhip 10.7396 2.4429 1.3578 
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1 Introduction

Calculating time-optimal point-to-point motion trajectories
for second order systems is known to be a non-convex opti-
mization problem. However, by transforming the problem to
a geometric path following problem, this presentation shows
that a convex relaxation can be found, allowing for efficient
calculation of time optimal point-to-point motion trajecto-
ries. As an illustration the effect of the dynamic friction
term on the optimal time is investigated. It appears that in
certain cases it is beneficial to include dynamic friction in
the mechanical system.

2 Optimization problem

We consider the problem of moving a constrained one-
dimensional second order mass-damper system, with mass
m and viscous friction coefficient c, time-optimally from x0
to xT . Geometrically the time optimal double dwell trajec-
tory is a monotonically increasing function from x0 to xT .
Therefore, for one dimensional systems, the optimization
problem can be transformed into a time optimal geometric
path following problem. To this end, we write the position x
as a function of a scalar path coordinate s ∈ [0,1]. Then x(s)
describes the spatial geometry of the path whereas the time
dependency follows from the relation s(t).

Using [1], we formulate following non-convex time optimal
path-following problem

minimize
a(·),b(·)

∫ 1

0

1√
b(s)

ds

subject to b(0) = 0, b(T ) = 0
b′(s) = 2a(s)

F ≤ x′(s)
(

ma(s)+ c
√

b(s)
)
+mx′′(s)b(s)≤ F

where a(s) = s̈, b(s) = ṡ2 and x′(s) = dx(s)/ds. Note that
the non-convexity enters in the upper bound of the last con-
straint due to the term

√
b(s).

This presentation discusses how a convex relaxation of the
above problem can be found by lifting it to a higher dimen-
sional space. As the problem is rendered convex, relaxed
solutions are found very efficiently. Moreover, in all our

simulations, the solutions from the relaxed problem were
indistinguishable from the true solution.

3 Faster with friction

We can now efficiently solve many problem instances by
varying the parameters c and F (Figure 1). Note that for
F <−F it is advantageous with respect to the optimal time
to introduce some viscous friction. For strongly asymmetric
bounds gains can be as high as 30 %. Due to a faster deceler-
ation with viscous friction, the maximal force can be applied
longer and hence results in a shorter travel time. However,
when introducing too much viscous friction, a slower accel-
eration counteracts this positive effect.
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1 Introduction

Linear systems subject to input saturation have been exten-
sively studied. See, for instance, the papers in the two spe-
cial issues [1, 4]. However, the control of systems subject to
saturating sensors have received little attention. The paper
[2] studied the issue of observability of systems subject to
output saturation while [3] studied the problem of stabiliza-
tion of linear systems subject to output saturation. However,
the latter paper has many limitations for practical implemen-
tation. It is in some sense an open loop design and, more-
over, it is extremely sensitive to noise.

2 Problem formulation

In this talk we discuss some issues related to this problem.
Our prime objective is to design stabilizing controllers for
linear systems subject to sensor saturation. We are looking
for closed-loop designs which can handle sensor and system
noise. Clearly local stabilization is trivial since the satura-
tion will not be active. The goal is to handle a large poten-
tial set of initial conditions. On the other hand if the sensor
and system noise is too large one might expect that it be-
comes impossible to stabilize the system since the sensor
noise will overwhelm the true measurement which is satu-
rated and hence limited in size. Our objective is to improve
upon the earlier design presented in [3] which can only han-
dle uncertainty in the initial condition. We will see that mea-
surement noise does require a quite different design than
the one in [3] but also quite different from a classical ob-
server/state feedback design methodology.

3 Results

Recently a design has been developed to find stabilizing con-
trollers for neutrally stable systems with output saturation
which showed how an observer and a state feedback can be
integrated to obtain internal stability. It is clear that wecan-
not rely on the classical seperation principle in our design.
In this presentation we look at the natural extension of the
problem: a double integrator both with output saturation. It
is not hard to verify that the earlier design cannot be used in
this case and we will present a different design for this spe-
cial system to illustrate how the design needs to be modified.
Finally we briefly describe the intrinsic problems when we

want to design stabilizing controllers for more complex un-
stable systems.
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1 Introduction
Hysteresis is a common phenomena that presents in diverse
systems, such as piezo-actuator, ferromagnetic material and
mechanical systems. From the perspective of input-output
behavior, the hysteresis phenomena can have counterclock-
wise (CCW) input-output (I/O) dynamics [1], clockwise
(CW) I/O dynamics, or even, butterfly I/O maps.
In our previous results in [2], we show that for a certain class
of Duhem hysteresis operator Φ : AC(R+)×R → AC(R+),
we can construct a storage function H : R2 → R+ which sat-
isfies

dH((Φ(u,η))(t),u(t))
dt

≤ ⟨(
˙︷ ︸︸ ︷

Φ(u,η))(t),u(t)⟩ (1)

for all u ∈ AC(R+) and η ∈ R, where η is the initial condi-
tion and AC is the space of absolutely continuous functions.
This inequality immediately implies that such Duhem hys-
teresis operator has CCW input-output dynamics [1].
The aim of this work is to study the stability of feedback in-
terconnections between a linear system and a CCW Duhem
hysteresis operator. In our main results, we extend it by ex-
ploiting the dissipative characterization of CCW Duhem op-
erator from our previous result [2] that also allows the anal-
ysis of positive feedback interconnection.

2 Main results
Depending on the input-output dynamics (CCW or CW) of
the linear system, we present sufficient conditions that guar-
antee the stability of the closed-loop systems as shown in
the following two theorems.

Theorem 2.1 Consider a negative feedback interconnection
between a single-input single-output linear system and a
Duhem operator Φ satisfying the hypotheses in Theorem 3.3
in [2] as follows

ẋ = Ax+Bu1,
y = Cx+Du1,
z = Φ(y,z0),

u1 = −z,





(2)

where A ∈ Rn×n, B ∈ Rn×1, C ∈ R1×n and D ∈ R. Assume
that there exist P = PT > 0, L and ε > 0 such that the fol-
lowing linear matrix inequalities (LMI)

P
[

1
0n×1

]
=

[
D

CT

]
, (3)

1
2

(
P

[
0 0n×n

B A

]
+

[
0 BT

0n×n AT

]
P
)

+εLT L ≤ 0, (4)

hold. Then for every initial conditions, the state trajectories
of the closed-loop system (2) is bounded and all state trajec-
tories converges to the largest invariant set in {(x,z)|L [−z

x ] =
0}.

Theorem 2.2 Consider a positive feedback interconnection
between a single-input single-output linear system and a
Duhem operator Φ satisfying the hypotheses in Theorem 3.3
in [2] as follows

ẋ = Ax+Bu1,
y = Cx,
z = Φ(y,z0),

u1 = z,





(5)

where A ∈ Rn×n, B ∈ Rn×1 and C ∈ R1×n. Let ε := (CB)−1

where we assume CB > 0 and there exist δ > 0 and Q =
QT > 0 such that

1
2
(AT Q+QA)+ εATCTCA ≤ 0, (6)

QB+ATCT = 0, (7)

Q−δCTC > 0, (8)

hold and the anhysteresis function fan satisfies ( fan(ξ ) −
δξ )ξ ≤ 0, for all ξ ∈ R (i.e. fan belongs to the sector
[0,δ ]). Then for every initial conditions, the state trajectory
of the closed-loop system (5) is bounded and converges to
the largest invariant set in {(x,z)|CAx+CBz = 0}.

Based on these stability results, a control strategy can be de-
signed for a linear plant with hysteretic actuator by solving
the LMIs given in (3)-(4) or (6)-(8).
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1 Introduction

Several studies can be found in literature where control
strategies are used to control reaches or irrigation canals,
such as PI controllers, heuristic controllers, predictive con-
trollers and optimal controllers [1]. The dynamics of such a
reach can be described by the Saint-Venant equations: two
nonlinear partial differential equations. Because of compu-
tational reasons these controllers do not work directly with
these equations but use approximating models, e.g. models
based on the linearized Saint-Venant equations. The Linear
Quadratic Regulator (LQR) is an example of a control strat-
egy working with such a linear model. [2, 3, 4] show that
this technique can be used for set-point control. However as
we will show, this controller cannot be used at the same time
for flood control.

2 Model predictive control

This problem does not exist with Model Predictive Control
(MPC). MPC is a control strategy originating from the pro-
cess industry and is used in various applications going from
chemicals and food processing to automotive and aerospace
applications. Just as for LQR, one can find many studies in
literature where MPC is used for set-point control [5, 6, 7].
However these works do not focus on flood control. In pre-
vious work [8] we have been using a very simplified concep-
tual model which models the water levels of a river system
only at a very limited number of points for set-point con-
trol in combination with flood control. In this work we use
a linear version of the Saint-Venant equations with a very
fine spatial discretization for designing and implementing
the control strategies.

3 Results

We have compared the control performance of LQR and
MPC for three different test cases: set-point control, dis-
turbance rejection and flood control. For each of these cases
MPC outperforms LQR. For the case of set-point control,
MPC reaches new set-points after a change in the reference
signal earlier than LQR. When a disturbance is present, the
resulting steady state offset is much smaller when MPC is
used, and for large disturbances MPC succeeds in preventing
the river from flooding by temporaly creating extra buffer

capacity. This is not the case for LQR.

In future work we will test MPC on river systems with mul-
tiple reaches, gates and junctions. Furthermore, an estimator
will be added to the current control scheme in order to esti-
mate the discharges and water levels of a river system from
only a small number of measurements.
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1 Introduction

Iterative learning control (ILC) is an open loop control strat-
egy that aims to reject repeating disturbances and improve
tracking control of repeated motions by using information
about the tracking performance of the previous motion, also
called trial or iteration. The large collection of ILC algo-
rithms can be divided in LTI versus LTV and nonlinear ap-
proaches, model based versus data driven, first order ver-
sus higher order, indirect versus direct, unconstrained ver-
sus constrained, etc. While most of these approaches have
been implemented as distinct variants of ILC, their underly-
ing principles are often identical.
This abstract presents an open source software package that
is a generic approach to model based optimal ILC, and there-
fore incorporates many of the existing algorithms. It allows
the user to adapt the ILC algorithm in the most flexible way.
It can be applied both to tracking control problems and to
point to point motion control problems, to MIMO systems,
and systems that experience a sudden change in dynamic be-
havior. By using a sparse implementation of an interior point
method to solve the underlying optimization problems, the
algorithm can efficiently handle very long data records.

2 Theoretical background

The presented ILC approach is model based, and therefore it
is assumed that a discrete-time state-space model P̂ is avail-
able, which can be either linear or nonlinear. However, in or-
der to introduce learning, the nominal model is augmented
by one or more model correction vectors α , such that the
corrected model P̂c can be written as:

P̂c :

{
x(k+1) = fc[x(k),u(k),α(k)]

ŷc(k) = hc[x(k),u(k),α(k)]

The user has the freedom to determine how the nominal
model is corrected by α . The ILC algorithm now consists
of two steps: in the first step, an optimal value of α is es-
timated to best describe the previous trial’s measurement,

1This work benefits from FWO-project G.0422.08, K.U.Leuven-BOF
PFV/10/002 Center-of-Excellence Optimization in Engineering (OPTEC),
IWT-SBO-project 80032 (LeCoPro) and the Belgian Programme on In-
teruniversity Attraction Poles, initiated by the Belgian Federal Science Pol-
icy Office (DYSCO).

which corresponds to the following optimization problem:

min
α

Jα = (yi− ŷc)
T Qα(yi− ŷc)

ŷc = P̂c(ui,α)

During the second step, an optimal value of the input sig-
nal is calculated, using the corrected model with the esti-
mated value of α , corresponding to the following optimiza-
tion problem:

min
u

Ju = (yr− ŷc)
T Qu(yr− ŷc)

ŷc = P̂c(u,α i)

These optimization problems can easily be extended with
additional objectives and constraints. Both problems are for-
mulated automatically in the gILC software, and then sent to
a third party solver, which is a sparse implementation of an
interior point method. This results in a very efficient algo-
rithm, even for long data records.

3 The gILC package

The gILC package consists of a number of Python class def-
initions, combined with the third party software packages
CasADi [1] (for automatic differentiation and formulation
of the optimization problems) and IPOPT [2] (for the min-
imization of said problems). It allows the user to create a
gILC object, to provide a model for the system, and to eas-
ily set the properties of the algorithm. The software then
provides an update function of the following form:

u_ip1= gilc.update(u_i,y_i)

All algorithm settings can be adapted during operation,
without extra computational effort.

4 Conclusions

More information about the gILC software package, includ-
ing download and install instructions, can be found at
www.kuleuven.be/optec/software.

References
[1] CasADi, implementing automatic differentiation
by means of a hybrid symbolic/numeric approach,
sourceforge.net/apps/trac/casadi/, 2012

[2] IPOPT, a software package for large-scale nonlinear
optimization, projects.coin-or.org/Ipopt, 2012

Book of Abstracts 31st Benelux Meeting on Systems and Control

38



Control System Design for Wireless Electromagnetic-Based
Micromanipulation System

Islam S. M. Khalil*, Leon Abelmann† and Sarthak Misra*

*MIRA-Institute for Biomedical Technology and Technical Medicine
†MESA+ Institute for Nanotechnology

University of Twente
P.O. Box 217, 7500 AE Enschede

The Netherlands
Email: {i.s.m.khalil, l.abelmann, s.misra}@utwente.nl

Abstract

Control strategy to accomplish precise point-to-point posi-
tioning and trajectory tracking of magnetically-guided mi-
croparticles is analyzed in this work. External disturbances
and model mismatch were modeled as inputs to the mag-
netic force governing equation. First, the problem is formu-
lated by modeling the magnetic force experienced by the
microparticles in the presence of viscous drag, buoyancy
force, force due to gravity, external disturbances and model
mismatch [1]; the resulting model is utilized to design an
observer to estimate the mismatch over the nominal and ac-
tual values of these forces. Hereafter, the current-magnetic
force map is derived by minimizing the two-norm square of
the magnetic field-to-current map constrained with the mag-
netic force equation. The result of this minimization prob-
lem along with the designed observer were utilized in the
realization of a control input for the attainment of robust-
ness by compensating for the model mismatch of the elec-
tromagnetic system and rejecting the disturbance forces on
the microparticles.

The proposed control strategy is based on designing two
control loops, an inner-loop for the robustness attainment
and an outer-loop to achieve stability of the overall electro-
magnetic system. In the inner-loop, the force-current map
and its inverse were utilized for estimating the disturbance
forces and the model mismatch, in addition to computing
the required current to reject the disturbances and compen-
sate for the model mismatch. On the other hand, the outer-
loop enforces stability by achieving stable error dynamics
without the necessity to identify the actual system param-
eters and exact model. This was shown to be valid in the
electromagnetic system’s low frequency range through ana-
lyzing the tradeoffs between robustness and stability using
frequency response analysis [2].

In order to examine the validity of the control strategy and
the performance of the overall electromagnetic-based mi-
cromanipulation system, experiments were conducted on
an experimental setup consisting of four electromagnets as
shown in Figure 1. The electromagnets are oriented around

Figure 1: The electromagnetic system developed for the wireless
control of microparticles under magnetic field. The in-
set shows a 100 µm spherical microparticle in a reser-
voir tracking a circular trajectory through the controlled
magnetic fields.

a reservoir at which microparticles with average diameter of
100 µm navigate in a fluidic body with unknown parameters
and in the presence of external disturbance forces [3].
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1 Introduction

When humanoid robots are going to be used in society, they
should be capable to maintain their balance. Knowing where
to step appears to be important to remain balanced. Here
we present an algorithm to determine proper foot placement
(FP) for balance of planar bipeds with point feet [1]. The
algorithm is based on conservation of energy, taking into
account energy losses at impact.

2 Biped model

We model a biped as a chain of N rigid bodies from stance
to swing foot interconnected by revolute joints. The stance
and swing leg swap immediately at the impact of the swing
foot with the ground, so that the biped can be modeled as a
system with impulsive effects:

{
D(q) q̈+C (q, q̇) q̇+G(q) = u, q− ̸∈ S,

q̇+ = ∆(q−) q̇−, q− ∈ S,
(1)

where q ∈ TN is the state vector, D ∈ RN×N is the inertia ma-
trix, Cq̇ ∈ RN is the Coriolis and centrifugal vector, G ∈ RN

is the gravity vector and u ∈ RN is the input vector. The im-
pact map is given by ∆ ∈ RN×N and S is the impact surface.
Subscripts −, + and b indicate states just before impact, just
after impact and in a balanced configuration respectively.

K+ + P+ = Pb → K = 0, P = Pb

K+ + P+ < Pb → K = 0, P < Pb

K+ + P+ > Pb → K > 0, P = Pb

FP1)

2)

3)

Figure 1: Schematic drawing of the relation between foot place-
ment and balance. The kinetic and potential energy are
K and P respectively (+ indicates just after impact).
The potential energy in a balanced configuration is Pb.

3 Foot placement and balance

A balanced configuration is a configuration in which the
center of mass of the biped lies exactly above its stance foot.
A biped is in balance as long as it can still place its swing
foot at a location such that it evolves to a balanced configu-
ration, see Figure 1:

1) The biped steps onto the FP point and it stops exactly
at the balanced configuration.

2) The biped steps after the FP point, does not reach the
balanced configuration and falls backward.

3) The biped steps before the FP point, does not stop at
the balanced configuration and falls forward.

The desired FP for balance can now be found if we assume
that the sum of the kinetic energy K and the potential energy
P is conserved after impact:

K(q+, q̇+)+P(q+)=K(q−,∆(q−)q̇−)+P(q−)=Pb. (2)

Solving (2) for q− yields the desired location that indicates
where the foot would need to be placed to balance the biped
if the impact were to occur in the next instant.

4 Simulation results

We model a three link biped according to (1). At each time
step we solve (2) for q− and use this as reference qr for a
feedback tracking controller. Results of simulations of situ-
ation 2) and 3) are shown in Figure 2. The simulations show
that the biped is continuously in balance and that it can be
controlled to stably walk or stop by proper foot placement.
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Figure 2: Simulation results: actual configuration (q) and desired
one at the end of a step (qr) for stepping after (left) and
before (right) the FPE
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Figure 1: The left and the right Philips Arm

1 Introduction

In the past couple of decades a number of model-based con-
trol schemes has been proposed as a solution to the problem
of motion control of a robotic arm e.g., resolved accelera-
tion control or the computed torque method. To be able to
cope with model uncertainties and changing dynamics due
to for instance varying payloads, these classical methods
that utilize full manipulator dynamics have been further ex-
tended to their more complex, adaptive and robust counter-
parts. However, their shared characteristic of a heavy com-
putational burden which they put upon the control computer,
often makes them difficult to apply in real time.

Alternatively, a simpler approach has been treated in litera-
ture that, unlike the aforementioned cases, does not require
a dynamical model of the robot links. Namely, using joint
torque feedback [1], and providing that the additional torque
measurement is available at the joint level, the robotic arm
system can be reduced to the rotor dynamics only. Never-
theless, precise measurement of the torque, accurate friction
model and directly driven joints are a common assumption.

2 Concept

Figure 2 illustrates the general idea of the joint torque feed-
back control system. The external disturbance τJ (effect of

Figure 2: Positive torque feedback control system

the link dynamics), is measured via a torque sensor τs and
the resulting torque signal is fed back for compensation. In
the case of an ideal actuator, i.e., when τm = τmd , it can be
seen that the load torque τJ is trivially compensated with the
measured sensor torque. As a consequence the load dynam-
ics becomes exactly decoupled, resulting in τnet = τc.

Within this scope, a new algorithm has been implemented
for the motion control of an anthropomorphic robotic ma-
nipulator with a differential drivetrain structure – the Philips
Arm, see Figure 1. The control solution is based on the
available joint torque sensing capabilities of the arm, and
in the adaptive context compensates for the friction and in-
ertia related effects of the drivetrain dynamics. The stability
of the system has been proven analytically. Furthermore,
the topics of accurate calibration of the (nonlinear) optical
torque sensors and real-time velocity estimation, have been
treated as well.

3 Implementation

The real-time controller implementation was achieved by
means of Orocos Real-Time Toolkit (RTT), a tool for the
development of real-time robotics applications using modu-
lar, run-time configurable software components [2].
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Introduction

The manipulation of an object by multiple robot arms is
called cooperative manipulation. It can be useful in complex
tasks that cannot be executed by a single arm. In this re-
search, an asymptotically stable cascaded control algorithm
is proposed for cooperative manipulation of a common ob-
ject. This algorithm controls motion and internal forces of
the object, as well as the contact forces between the object
and environment.

Control strategy for cooperative manipulation

The considered system consists of multiple non-redundant
rigid manipulators that tightly grasp a rigid object. A cas-
cade control structure (depicted in Figure 1) is designed to
control the motion and forces of the system [1].

The motion of the system is controlled by applying inverse
dynamic controllers to each manipulator. Knowledge of dy-
namics of the manipulated object is not required, since the
interaction forces and moments between the object and ma-
nipulators are measured.

The internal stresses in the object are controlled with en-
forced impedance relationships between the object and each
manipulator:
Di (ẍid− ẍir)+Bi (ẋid− ẋir)+Si (xid− xir) = hIid−hIi.

With a desired trajectory of the internal force hId the internal
stresses of the object can be specified. The internal forces
and moments are computed using the object kinematics.

Object +

manipulators

Motion

controller

Internal force-

based impedance 

controller

Internal

forces

q, q̇

h
τxrxd

hI

hId

Closed-chain

constraints

xod
Object 

impedance

controller

xoc

he,c

Figure 1: Feedback control structure.

Contact with the environment is controlled with an enforced
impedance relationship between the object and the environ-
ment:
Do (ẍoc− ẍod)+Bo (ẋoc− ẋod)+So (xoc− xod) = he,c−he,d .

A commanded contact force hext,c can be applied to the
environment. The contact dynamics can be shaped with the
impedance parameters Do, Bo and So.

Asymptotic stability of each controller is proven using Lya-
punov stability theory and LaSalle’s invariance principle.
Up to now, asymptotic stability of the internal force-based
impedance controller was only presumed in [2], but never
proven. Guidelines are suggested to compute the control
parameters of the internal impedance parameters. Conse-
quently, the parameters of all controllers can be tuned intu-
itively. Successful implementation of the control algorithm
is demonstrated in simulations.

Conclusion

With the cascade controller, motion, internal and external
forces of the object can be controlled. Asymptotic stability
is proven for the controlled system.
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1 Abstract

We characterize the reachability of a right-invertible dis-
crete time linear system with convex output constraints us-
ing techniques of geometric control and convex analysis.

2 Introduction

We consider the discrete time linear system Σ, given by the
equations

xk+1 = Axk +Buk, (1a)
Y 3Cxk +Duk, (1b)

where the input, state and output dimensions are m,n and
s, respectively. Here Y denotes a closed convex set in Rs,
which contains the origin.

Let W be a subspace of the input space Rm. We denote by
(Σ,W ), the system obtained by restricting the inputs of Σ
to W . The weakly unobservable subspace of (Σ,W ) will
be denoted by V ∗(Σ,W ). Similarly, V ∗g (Σ,W ) denotes the
stabilizable weakly unobservable subspace of (Σ,W ) (See
[1] for the definitions).

The discrete time linear system (1) can be written as a dif-
ference inclusion

xk+1 ∈ F(xk) (2)

where F : Rn ⇒Rn is a convex set-valued mapping given by

F(x) = Ax+BD−1(Y −Cx).

Then the dual of F is given by

F◦(q) = AT q−CT [((DT )−1BT q)∩Y ◦].

where Y ◦ denotes the polar of Y , which is defined as
Y ◦ := {q|〈q,x〉 ≤ 1 for all x ∈ Y }. Similarly, we have the
negative polar cone Y − := {q|〈q,x〉 ≤ 0 for all x ∈ Y } and
the barrier cone Y b := {q|supx∈Y 〈q,x〉 < ∞}. Clearly F◦

is closely related to the dual system ΣT .

Let R(F) =
⋃

i≥1 F i(0) and X(F) be the set of initial condi-
tions q0 from which an infinite trajectory of (2) starts. We
say that the system (1) is reachable if

X(F)⊆ R(F). (3)

Our aim is to provide necessary and sufficient conditions for
(3) to be true, especially when (1) is right-invertible.

3 Main Result

We prove

Theorem 1 Suppose that the system (1) is right-invertible.
Then the following are equivalent

1. The system (1) is reachable.

2. R(F) = Rn.

3. X(F◦) = {0}.

4. All of the followings hold

(a) For all λ ∈ [0,+∞),

[
AT −λ I

BT

]−1 [CT

DT

]
Y − = {0}.

(b) V ∗(ΣT ,Y ⊥) = {0}.
(c) For all λ ∈ [0,1],

[
AT −λ I

BT

]−1 [CT

DT

]
Y ◦ = {0}.

(d) V ∗g (ΣT ,Y b∩ (−Y b)) = {0}.
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1 Abstract

Max-Plus-Linear (MPL) systems are discrete-event mod-
els [1] with a continuous state space characterizing the tim-
ing of the underlying discrete events. The finite-horizon for-
ward reachability analysis of autonomous MPL models has
been discussed in [2], under a finiteness assumption on the
cardinality of the set of initial conditions. This work investi-
gates the infinite-horizon forward and backward reachability
analysis of autonomous MPL models, where the set of initial
conditions is uncountable and characterized by a Difference-
Bound Matrix (DBM) [3].

2 Introduction

This section introduces the definition of an autonomous
MPL model, an irreducible max-plus matrix and a DBM.
Define Rε and ε as R∪ {ε} and −∞, respectively. Given
an integer k ∈ N, the max-algebraic power of A ∈ Rn×n

ε is
denoted by A⊗

k
and corresponds to A⊗·· ·⊗A, k times. The

base case A⊗
0

represents a max-plus identity matrix. An au-
tonomous MPL model [1] is defined as follows:

x(k+1) = A⊗ x(k),

where A ∈ Rn×n
ε , x(0) ∈ Rn. The independent variable k

denotes an increasing discrete-event counter, whereas the
state variable defines the (continuous) timing of the discrete
events.

A max-plus matrix A∈Rn×n
ε is called irreducible if the non-

diagonal elements of A⊕ ·· · ⊕ A⊗
n−1

are finite (not equal
to ε). Finally, a DBM D ⊆ Rn is a finite intersection
of xi − x j ' α , where '∈ {<,≤}, 1 ≤ i, j ≤ n and α ∈
R∪{+∞}.

3 Problem Formulation

We assume the set of initial conditions /0 ⊂ D0 ⊆ Rn is a
DBM and A is an irreducible max-plus matrix. As stated be-
fore, we consider the infinite-horizon forward and backward

reachability analysis of autonomous MPL models:

F+∞ =
+∞⋃

k=0

{A⊗k ⊗ x : x ∈ D0},

B+∞ =
+∞⋃

k=0

{x ∈ Rn : A⊗
k ⊗ x ∈ D0}.

4 The Results

For each D0, since A is an irreducible max-plus matrix,
there exist m0,n0 ∈ N such that ∪M

k=0{A⊗
k ⊗ x : x ∈ D0} and

∪N
k=0{x ∈Rn : A⊗

k⊗x ∈D0} are the same for M ≥m0, N ≥
n0. This leads to conclude that we can compute F+∞ and
B+∞ with a finite-time procedure, which however may not
handle large dimensional autonomous MPL systems due to
the complexity of the involved operations.

Since D0 ⊆ F+∞ and D0 ⊆ B+∞, we know that F+∞ and B+∞
are non-empty sets. It can be shown that both the image and
the inverse image of a DBM are finite unions of DBMs. By
induction, it can be concluded that F+∞ and B+∞ are finite
unions of DBMs.

5 Conclusions and Future Work

This work has put forward the infinite-horizon reachability
analysis of autonomous MPL systems. We have designed a
procedure to solve this problem. The authors are currently
investigating the extension to the controlled case.

References
[1] F. Baccelli, G. Cohen, G.J. Olsder, and J.P. Quadrat.
Synchronization and Linearity, An Algebra for Discrete
Event Systems. John Wiley and Sons, 1992.

[2] S. Gaubert, and R. Katz. Reachability and Invariance
Problems in Max-plus Algebra. In Positive Systems, vol. 294
of LNCIS, pp. 15-22. Springer Berlin / Heidelberg, 2003.

[3] D. Dill. Timing assumptions and verification of finite-
state concurrent systems. In Automatic Verification Methods
for Finite State Systems, vol. 407 of LNCS, pp. 197-212.
Springer Berlin / Heidelberg, 1990.

Book of Abstracts 31st Benelux Meeting on Systems and Control

44



Optimal sampler with preview from a system theoretic viewpoint

Hanumant Singh Shekhawat
Department of Applied Mathematics

University of Twente
P.O. Box 217, 7500 AE Enschede

The Netherlands
Email: h.s.shekhawat@utwente.nl

Gjerrit Meinsma
Department of Applied Mathematics

University of Twente
P.O. Box 217, 7500 AE Enschede

The Netherlands
Email: g.meinsma@utwente.nl

1 Introduction

Most of the signals in real world are analog in nature (e.g.
speech). For high quality transmission, these analog sig-
nals are often discretized before transmission. At the receiv-
ing end, the discretized signal is converted back to analog
signal. The problem of reconstructing the original signal
from the discretized signal is known as signal reconstruction
problem. One approach to solve the signal reconstruction
problem uses the sampled data system theory (see e.g. [1])
whose setup is shown in Figure 1. This theory uses a signal
generatorG driven by a standard signalw to model the ana-
log signaly. GenerallyG is a causal linear continuous-time
(LCTI) system driven by impulse or white noise. The ana-
log signaly is converted into discretēy with the help of a
samplerS by sampling at intervalh. This discrete signal̄y
is converted back to analog signalu with the help of a Hold
H. This reconstructed signalu must be as close as possible
to the analog signaly (or v if a model of another process like
noise during transmission is incorporated inG). The quality
of the reconstruction process in sampled-data system theory
is generally measured by L2 (or H2) or L∞ (or H∞) norm
of the error systemGe := Gv −HSGy whereG =

[

Gv Gy
]T

(see [1] and the references therein). The problem that we

Ge

we

ȳ y

v

u H S
G

-

Figure 1: Sampled-data setup

consider is that of design of optimal sampler with given pre-
view, for a given HoldH andG. More precisely, we allow
sampler to bel -causal meaning that it is non-causal uptolh
time (so forl = 0 it is just causal and forl = 1 we allow
preview ofh time et cetera). Systems are considered stable
if its 2-norm induced operator norm is finite. The problem
we consider is:

ProblemP1 : Given causalGv andGy, causal and stableH,
andl ≥ 0, find anl -causal and stable samplerS that renders
Ge := Gv −HSGy stable and minimizes‖Ge‖L2.

2 Design of a optimal sampler with given preview

We use the lifting Fourier transform (see e.g. [1]) to ob-
tain the solution of the ProblemP1. We represent the lifted
Fourier domain equivalent ofGv, Gy, H andS by Ğv, Ğy,
H̀ and Ś respectively. Also, we denote the space of all sta-
ble l -causal systems byzl H∞. The ProblemP1 in lifted
frequency domain is given by:

ProblemP2 : Given causalĞv(z) andĞy(z), H̀ ∈ H∞ and
l ≥ 0, find Ś∈ zl H∞ that renders̆Ge := Ğv − H̀ ŚĞy ∈ L∞ ∩

L2 and minimizes‖Ğe‖L2.

Now, we describe the solution of the ProblemP2.

Proposition 2.1. Assume that Gy is rational and
Ğy(ejθ )Ğy(ejθ )∗ > 0 for all θ ∈ [0,2π ]. Also assume
that there exist a factorization of̀H = H̀i H̄o such thatH̀i is
inner andH̄o is bistable and bicausal outer function. Now,
a solution to ProblemP2 exists iff

1. There exists a coprime factorization overH∞ of Ğ :=
[

Ğv Ğy
]T

of the formĞ =

[

I M̆v

0 M̆y

]−1[

N̆v

N̆y

]

with

M̆y, N̆y ∈ H∞ left coprime andN̆y co-inner.

2. (I − H̀i H̀ ∼
i )Ğv ∈ L2 ∩L∞ and there exists áV ∈ L∞

such thatḾh := H̀ ∼
i M̆v − V́ M̆y ∈ zl H∞.

Then, Śopt = H̄ −1
o (Śα,optM̆y − Ḿh) solves ProblemP2

whereŚα,opt = projzl H2(H̀ ∼
i N̆v N̆∼

y − V́) andproj is the or-

thogonal projection on zl H2 (the space of l-causal systems
with finiteL2 norm). Moreover, the error norm satisfies

‖Ğv − H̀ ŚoptĞy‖
2
2 = ‖Ğv + H̀i ḾhĞy‖

2
2 −‖Śα,opt‖

2
2

It can shown that if Tl (H̀ ∼
i M̆v M̆−1

y ) ∈ zl H∞ (where

Tl (
∑

k∈Z akz−k) =
∑

k<l akz−k) then there exists áV ∈ L∞

such thatḾh := H̀ ∼
i M̆v − V́ M̆y ∈ zl H∞.
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1 Abstract

This work investigate approximate solutions of the proba-
bilistic safety (invariance) problem for Stochastic Hybrid
Systems. Algorithms for the efficient computation of the
approximate solution with specific bounds on the error are
presented. Depending on the selected procedure, which is
based on a state space partitioning approach, the approxi-
mation error is proportional to a higher order function of the
chosen partition size.

2 Introduction

Stochastic Hybrid Systems (SHS) provide an excellent
framework to model the interaction of discrete, continuous,
and probabilistic dynamics. Developing efficient numerical
methods for formal analysis and verification of SHS models
is a topic of research in recent years. These numerical ap-
proaches are based on state space partitioning: [1] proposes
a gridding that is uniform in the abstraction step, and which
suffers from heavy computational costs. The work in [2]
provides adaptive gridding to improve the abstraction error
and to reduce the numerical costs, whereas [3] generalizes
the procedure to mixed deterministic-stochastic models.

3 Problem Statement

Stochastic Hybrid Systems can be modelled as a Markov
process over a general state space. Consider a discrete time
Markov process over the state spaceS with one-step con-
ditional distribution functionts(.|s). We are interested in the
probabilistic invariance problem, i.e. in computing the prob-
ability that an execution associated to the process with the
initial conditions0 ∈ S remains within a bounded setA over
a finite time horizon[0,N]:

ps0(A)
.
= P{s(k) ∈ A,∀k ∈ [0,N]|s(0) = s0}. (1)

Defining the following operator over the set of continuous
functions

T ( f )(s) = IA(s)
∫

S
f (s̄)ts(s̄|s), (2)

we are able to characterize the solution of problem (1) by ap-
plying the operatorT N on the indicator function of the setA.

The solution of this procedure is rarely analytic. Hence, we
have to propose some numerical procedure to approximate
it.

4 Numerical Approach

SupposeΠ is a given linear operator on a set of functions
that satisfies the inequality in (3). Under some regularity
conditions on the argument functionf :

‖Π( f )− f ‖∞ ≤ ε . (3)

Using this operator we stablish the following inequality:

‖T N(IA)− (ΠT )N(IA)‖∞ ≤ K ε , (4)

where the constantK depends on the structure of the con-
ditional density functionts(.|s).

We employ interpolation theorems for function approxima-
tion to construct the operatorΠ. The newly developed algo-
rithms require finite number of function evaluations in each
step. They provide specific bounds on the approximation
error that are proportional to a higher order function of the
grid size, depending on the operatorΠ.

We have implemented the results on a one dimensional case
study taken from financial mathematics. We have also ap-
plied the algorithms to a chemical reaction network charac-
terized by species with heterogeneous concentrations.
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Abstract

There are many kinds of excitation signals with different ad-
vantages. In identification of a nonlinear system one may be
interested in linearisation, involving the estimation of the
Best Linear Approximation (BLA) [1-5] of the said system.
The BLA is ‘best’ in terms of the minimisation of errors
in least square sense. The BLA depends on the types of
input signal used; more specifically, the amplitude distribu-
tion or the higher order moments of the signal. BLA ob-
tained from Gaussian signals (Gaussian BLA) is well stud-
ied and has well known properties. For example, in a cas-
caded block structured system, the Gaussian BLA is directly
proportional to the cascaded linear dynamics.

The use of any other signals would result in a BLA with a
bias compared with the Gaussian BLA [6]. The amount of
bias depends on the details of the system – the linearities,
nonlinearities, and the higher order moments of the input
signal. It is therefore possible to tune a random signal to
mimic ‘Gaussianity’ to drive down the bias. Here the term
Gaussianity simply refers to a qualitative measure of how
close a signal matches a zero-mean random Gaussian signal
in terms of their higher order moments. With signal power
(i.e. second order moment) normalised, by adjusting signal
levels and the probabilities of a signal being at these levels,
it is possible to match exactly one higher order moment term
for a ternary sequence, two for a quaternary sequence, three
for a quinary sequence and so on. When these sequences are
used as inputs to identify the BLA of a simple Wiener sys-
tem with a polynomial nonlinearity, the BLA would contain
precisely zero bias for nonlinearity up to and including the
third degree for ternary sequences, fifth degree for quater-
nary sequences and seventh degree for quinary sequences.

Two simulation experiments were conducted; Firstly, with
signal power normalised, symmetric ternary sequences with
levels {+a,0,−a} were generated with different probabili-
ties of symbols at level zero. These sequences were used to

identify the BLA of a Wiener system with a pure cubic non-
linearity. Theory suggested that for this system, when the
probability of being at level zero is set as 2/3 and the proba-
bility at either levels of high and low is set as 1/6, one would
obtain a BLA with exactly zero bias. This was tested along
with the case where the pure cubic nonlinearity is replaced
by a saturation nonlinearity. Secondly, discrete sequences
with 3, 4 and 5 levels were designed to mimic Gaussianity
as close as possible. Along with their uniformly distributed
counterparts, these sequences were used to identify the BLA
of a Wiener system with a seventh degree polynomial non-
linearity. Their performance was compared with the Gaus-
sian case.
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[3] P. Mäkilä and J. Partington, “Least-squares LTI ap-
proximation of nonlinear systems and quasistationarity anal-
ysis,” Automatica, vol. 40, pp. 1157–1169, Jul. 2004.
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1 Motivation and goal

Nonlinear operation of devices is ubiquitous in practical
application examples. When the nonlinearities are small,
a linear system may be sufficient. In such a situation, a
well-established framework of system identification theory
and methods can be used. However, in nonlinear identifi-
cation, there is still a lot of work to be done. This topic
is concentrating on the identification of the most general
block-oriented nonlinear model structure with the restric-
tion that there is no more than one static nonlinearity (SNL),
shown in Figure 1, a.k.a. Linear Fractional Representa-
tion (LFR) model in the literature. Its flexibility (power)
comes from the multiple-input-multiple-output, linear time-
invariant (MIMO-LTI) part of the model, which realizes an
arbitrary interconnection between the model input u, model
output y, input y2 and output u2 of the SNL. As suggested
by Figure 1, the model encompasses, e.g., the Wiener-
Hammerstein and nonlinear feedback block-oriented mod-
els. Besides, the model structure is also reasonably parsi-
monious, since it involves a relatively low number of pa-
rameters. The model may be a good starting point as a first
nonlinear model candidate, and serve as an initial guess for
other nonlinear identification methods, such as the polyno-
mial nonlinear state-space model [1], relying now on a lin-
ear initialization (Best Linear Approximation), which may
otherwise be located too far from the global solution of the
nonlinear optimization procedure.

Figure 1: The considered nonlinear LFR model structure, con-
sisting of a MIMO-LTI and a SNL part.

2 The underlying ideas of the method

The method, aiming at generating initial estimates for the
LFR model, is based on Best Linear Approximations con-
structed at 2 different input amplitude levels. Making the
approximation that the input of the SNL (signal y2) is Gaus-
sian, results in a BLA obtained by replacing the SNL by

an amplitude-dependent gain. Written in state-space form,
it turns out that a certain rank-one modification acts on
the state-space matrices, when the input amplitude varies,
leading to a variation of the gain related to the SNL. The
method essentially equates the BLA’s at both levels (state-
space representations obtained via a frequency domain sub-
space method) to the theoretical expression, taking the (un-
avoidable) similarity transformations into account. As a re-
sult (after solving the matrix equations), both gains related
to the BLA and the MIMO-LTI part are retrieved. Next,
the SNL can be fitted in a nonparametric way from a scat-
ter plot of the inner signals (reconstructed via u, y, and the
MIMO-LTI). A weighted least-squares method then yields a
parametric estimate. See [2] for more details. The simula-
tion results for an arrow-shaped validation signal show that
the initial estimate of the nonlinear LFR model outperforms
both BLA models (see Figure 2).
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Figure 2: Validation output and model errors vs. time (converted
to instanteneous standard deviation). OE-BLA1: simu-
lation output error of the BLA at amplitude 1. White:
simulation output error of the obtained LFR model.
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1 Motivation

What are the consequences of processing measurements,
made on a linear time-varying (LTV) system, by tools meant
for linear time invariant (LTI) systems? This question is rel-
evant in applications where the use of LTI models is pre-
ferred, and one wants to assert the validity of the LTI as-
sumption. This is to be done by means of a minimal addi-
tional amount of processing power.

2 Problem formulation

Given an LTV system, its associated best LTI approximation
is defined such that it minimises the output error in the least
squares sense, for white noise or random phase multisine ex-
citations. As shown in Fig. 1, the LTV system GV is equiv-
alent to the LTI system GBLTIA, the output of which is dis-
turbed by NTV, an additional error term. BLTIA stands for
Best Linear Time Invariant Approximation. GBLTIA is deter-
mined such as to minimise NTV in the least squares sense.

GV

GBLTIA

NTV

+

⌘
u(t)

u(t)

y(t)

y(t)

Figure 1: Approximating the LTV system GV as a linear time
invariant system and an error term NTV.

If GV is time-varying, the error term NTV will be non-
stationary. As a result, the spectrum of NTV is correlated
over the frequency. This property gives a means to detect
time variations in measurements.

3 Methodology

For given measurements of the input and the output signals,
the FRF (Frequency Response Function) of the system is
estimated using the Local Polynomial Method (LPM) de-
scribed in [2]. This method smooths the FRF estimate, and
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is shown to provide an unbiased estimate of the BLTIA of
the system [1].
If the hypothesis of the system being time-varying is true,
then, assuming a slow variation, an order of magnitude of
the ratio of the variance of NTV to its correlation at lag 1 can
be computed, viz.

E
{
|NTV(k)|2

}

E
{

NTV(k)NTV(k+1)
} =

π2

6
(1)

At those frequencies where this ratio, estimated using the
measured signals, is significantly higher than π2/6, the time
variation is below the noise floor. Otherwise, the time varia-
tion is visible in the data.
This is illustrated in Fig. 2, where the BLTIA of a system
with slowly time-varying resonance frequency is estimated.
The uncertainty on this estimate is shown to be mainly due
to the time variation in the lower half of the frequency band
(‘o’ in the figure) and due to noise in the upper half (‘x’).
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Figure 2: Black full line: BLTIA, Grey line: estimated BLTIA,
Circles and crosses: variance on estimated BLTIA with
dominating time variation and noise respectively.
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1 Introduction

The application of advanced identification techniques to
model insulin-glucose systems represents a crucial step to-
wards the development of the artificial pancreas for diabetes
patients. Type 1 diabetes mellitus (T1DM) is a disease char-
acterized by the fact that the pancreas is not able to produce
a sufficient amount of insulin. Therefore, when treating pa-
tients with exogenous insulin delivery, the level of glucose
in the blood needs to be carefully regulated to avoid severe
problems such as hypoglycemia, retinopathy or cardiovas-
cular diseases.

Several mathematical descriptions (mainly first principle
models) have been considered to represent the diabetic pa-
tient, and automated closed-loop control systems based on
these models are currently under study [1]. The main dif-
ficulties associated to the existing models are related to the
fact that the tuning of parameters differs for each patient, and
that the model parameters cannot be identified in practice.

The objective of this work is the identification of models to
describe the glucoregulatory system, based on input-output
data. In particular, nonlinear system identification methods
for block structures are combined with the use of nonlin-
ear functions from statistical learning, e.g. Neural Networks
(NNs).

2 Model structure

In this work, a Wiener structure is considered to model the
insulin-glucose system, on the basis of a set of input-output
simulation data generated using the Hovorka model (see
[1]).

Figure 1 shows the considered model structure. Since the
data were collected for 12 different operating points of the
system, the linear part in the Wiener model consists of 12
different linear blocks, i.e. for each operating point the
Best Linear Approximation (BLA) is estimated [2]. Hence
the nonlinear part should contain switching functions to de-
scribe the system behavior in the different regions. The
nonlinear block consists of the sum of one-input one-output
piecewise linear functions. As an alternative, a 12-input one-
output one-hidden-layer NN with saturation basis functions
is also considered [3].

Figure 1: Wiener structure used to model the insulin-glucose sys-
tem.

3 Simulations

Different excitation signals have been employed for the es-
timation and validation of the Wiener model: a Random
Phase Multisine with five different amplitude levels, and a
pulse excitation. For the nonlinear part of the model, several
kinds of basis function were tested, including polynomial,
sigmoidal and RBF nonlinearities, obtaining the best results
using a simple piecewise linear function.

Preliminary investigations proved to be quite successful, re-
sulting in models characterized by good levels of accuracy
for all the 12 different operating points of the system (more
than 95% of the output power is captured by the models).
Future steps will aim at reducing the number of parameters
in the model. Finally, a different description of the insulin-
glucose system (the Meal model, see [1]) will also be taken
into account, for which a single linear block in the Wiener
structure might be sufficient to capture the dynamics of the
system.
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1 Introduction

In the near future, the Dutch gas distribution is changing due
to the decline of domestic gas production and the increase of
renewable gas from a share of 0.1% to 8 - 12% and 15 - 20%
in 2020 and 2030, respectively [1]. The renewable gas are
mainly produced by farmers. Hence, they can be both pro-
ducer and consumer (prosumer) in the gas grid. This leads
the gas infrastructure change toward a multi-producer multi-
consumer market. Along with the possibilities that the pro-
sumers have gas storage, the future gas grid can no longer
be passive. The grid needs monitoring and controlling over
the balance among gas production, consumption, and stor-
age within the network.

The research aims at providing a fair and optimal price
mechanism for heterogeneous prosumers in the gas grid.
The expected outcome is a balance among supply, demand,
and storages in the network. The developments will be built
upon the results of the Flexines project which is developed
for the electricity grid [2].

2 Research Framework

Given a similar case applied to the electricity chain, we in-
tend to translate the dynamical price mechanism into the
new gas value chain. The main difference between the gas
and electricity network is that the objective function in the
electricity network is to balance between the supply and de-
mand in the grid as the electricity cannot be efficiently stored
at a large scale [2]. Additionally, the gas grid needs to main-
tain the gas pressure within a certain range corresponding
to the desired service level to the prosumers in the gas grid.
Moreover, there are a number of quality issues involved in
the gas value chain. The gas from different fields has differ-
ent gas quality in terms of energy content and its chemical
composition. In this research, we focus on a local gas net-
work. Thus, it is assumed that the gas within the grid has the
same quality.

The state space representation used to describe the system
of a local gas grid is given by

x(t +1) = Ax(t)+Bu(t)+Cv(t)+d(t), (1)

where x(t), u(t), v(t), and d(t) represent imbalance, change

in supply (p(t+1)− p(t)), amount of gas stored in a storage
device, and change in demand, respectively.

We aim to include small and large prosumers in the dynamic
pricing. Hence, topology of the network and the input ma-
trix shown in A and B matrix, respectively, play important
role in representing the heterogeneous prosumers.

The objective function is then to minimize global cost of the
gas network.

Ju(K) = lim
K→∞

1
K

K

∑
k=1

E
[
|x(k)|2 + |u(k)|2 + |v(k)|2

]
(2)

over the solution of the equation (1)

The procedure in obtaining the optimization problem fully
distributed can be found in [2]. The distributed dynamic
price mechanism is then achievable.

We also intend to discuss price schemes under optimal stor-
age shown in [3]. It proposes a balance by satisfying the
demand with renewable gas production and storing the ex-
cess gas supply at peak prices and the reverse order at lower
prices.
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1. Introduction

The simulated moving bed (SMB) is a continuous
chromatographic separation process used for separation of
chemical mixtures. It has been used in the industry for
separations of cheap products like sugar and hydrocarbon,
and high-added value products like enantiomers and
proteins. Various processes have been developed to
exploit the different degrees of freedom of the SMB, in
this way improving the productivity and the cost of the
separation. In the industry, most of these processes are
operated in open-loop at suboptimal operating points, so
as to have a security margin to face disturbances, at the
expense of longer separation time and higher costs.
Hence, besides the selection of optimal operating
conditions, the regulation of the SMB process has
attracted considerable attention.

In [1] a simple adaptive control scheme has been proposed
for the SMB process, based on linear adsorption
isotherms, a discrete-time model of the front wave
position and an adaptation scheme for the wave velocity.
This control scheme has the advantage of simplicity, as
even a proportional controller can be sufficient in most
cases, but also to require little prior knowledge about the
adsorption properties (isotherm parameters), and to be
self-optimizing as it allows the concentration fronts to be
moved in optimal locations.

In the present study, the control concept is further
analysed for the case of linear and nonlinear adsorption
isotherms based on two case studies, i.e. the separation of
Fructo-OligoSaccharides (FOS) and cyclopentanone –
cycloheptanone [2]. Extensive simulation tests are
conducted to investigate the control performance and
robustness.

2. Control design and parameter estimation

In order to control the purities at the outputs, feedback
regarding the position of the waves, forming the inner
concentration profiles, is required. The position of the
waves is determined from concentration measurements
performed by UV detectors placed in the middle of each
zone, and can be adjusted by manipulating the external
flow-rates and the duration of the cycle. The manipulated
variables are computed at the beginning of the cycle and

are considered to be constant until the next one.
To face perturbations, the following feedback control law
is considered:

  ,( ) 1 ( ) , ,...,i i REF i iw k K y y k i I IV    (1)

where i are the optimal open-loop inputs of the process,

K is the controller gain, ( )iy k and ,REF iy are the

measured and reference position of the waves. The
external flow-rates and the duration of the new cycle are
computed from ( )iw k by imposing the feed flow-rate.

To face parameter changes (or lack of prior knowledge), a
parameter estimator is introduced.
ˆ ˆ( 1) ( ) (1 ) ( ), 0 1i i ik k K k K         (2)

where K is the estimator gain and  ( )i k are the

parameter errors computed from the measurements and
the estimation of the position of the wave given by a foot-
point model.
The control strategy is summarized in figure 1.

Fig. 1. Controller with parameter estimation
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1 Introduction 
 

This paper presents a multi-objective dynamic 

programming algorithm to determine the trade-off between 

time-optimal and energy efficient control of a driveline for 

a heavy duty vehicle. The driveline consists of an internal 

combustion engine, a torque converter and a gear box with 

three gear ratios, actuated with wet clutches. In the past 

decade, fuel economy has become more and more 

important for automotive industry. Rule-based supervisory 

control strategies are commonly used to schedule the gear 

shifts. These algorithms typically neglect the efficiency 

characteristics of the driveline components, yielding a 

suboptimal performance. Dynamic programming [1] is 

often proposed for the energy efficient control of 

automotive drivelines [2]. However, most publications are 

limited to simulation studies and ignore time-optimality. 
 

The developed multi-objective control algorithm allows to 

determine the trade-off between time-optimal and energy-

efficient control of the driveline. The algorithm uses 

physical models for the driveline components which 

describe their efficiency characteristics and are identified 

based on experimental data. The developed approach is 

experimentally validated on a wet clutch driveline test set-

up, shown in figure 1. The obtained results show a 

significant reduction both in time and in fuel consumption 

can be achieved with respect to an industrial rule-based 

control algorithm currently used in heavy duty vehicles. 

 
Figure 1: a wet clutch driveline test set-up 

 

2 Multi-objective dynamic programming 
 

To determine the trade-off between time-optimal and 

energy efficient control of a driveline, a multi- objective 

dynamic programming (MO-DP) algorithm is developed. 

In dynamic programming (DP), discretization decomposes 

the optimal control problem into smaller sub-problems for 

which the optimal driveline inputs, gear ratio and required 

engine torque, are easily computed. Next, a combinatorial 

search is performed to retrieve the optimal inputs for the 

entire manoeuvre. Opposed to the DP approach, MO-DP 

threats the output speed as an additional degree of 

freedom, which allows to compromise time-optimality and 

energy efficiency. The algorithm uses experimentally 

identified physical models for the driveline components 

which describe their efficiency characteristics. The engine 

efficiency is given by the specific fuel consumption map. A 

look-up table describes the speed-dependent characteristics 

of the torque converter. The transmission model includes 

the drag losses in the clutches and heat losses in the gears. 
 

The developed MO-DP algorithm returns a set of pareto-

optimal control signals with respect to time and fuel 

consumption. The right graph of figure 2 gives this pareto-

front for an acceleration from 100 to 600 rpm. The graphs 

at the left show respectively the scheduled gear and the 

fuel consumption for two points of the pareto-front (DP1 

and DP2) and the rule-based control strategy that targets a 

maximum tractive effort (MTE). These experiments 

demonstrate that accelerating in first gear is slightly faster, 

but consumes about 10 % more fuel than when an up-shift 

is included. The rule-based control schedules the up-shift 

earlier which is suboptimal, as it falls beyond the pareto-

front. 

 
Figure 2: Left: Experimental results: output speed and 

cumulative fuel consumption; Right: Pareto-fronts  
 

3 Conclusions 
 

The multi-objective dynamic programming approach is a 

powerful control technique to analyse the achievable 

performance and efficiency of a driveline. Furthermore, the 

developed technique is flexible and can for instance be 

easily extended to hybrid drivelines. Future research 

focuses on deriving real-time implementable strategies 

from the obtained results. 
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1 Introduction

Model Predictive Control has been studied intensively dur-
ing the past 30 years and is nowadays applied in many in-
dustries. Current research, however, now focuses on embed-
ded applications. Attempts to run MPC on industry standard
controlling hardware like Programmable Logic Controllers
(PLC) are limited to explicit MPC because of computation
speed [1]. Explicit MPC is much faster for small (SISO)
systems with only a few states and a limited prediction and
control horizon. For a MIMO-system with a prediction and
control horizon larger then 10, explicit MPC is not recom-
mended. If the sample time is in the order of seconds, an
online MPC strategy is possible. This research investigates
and validates the use of an online QP solver to implement
MPC on a industry standard PLC for a MISO-system. To
this end, the Hildreth algorithm [2] and qpOASES [3] are
exploited.

2 Set-up

As a small scale and flexible test set-up, a hairdryer is con-
sidered. This device is adapted to a multiple input-single
output (MISO) system with one controlled variable (i.e., the
air temperature) and two manipulated variables (i.e., the re-
sistor power and the fan speed). The PLC is a Siemens S7-
315T CPU programmed with S7-SCL, a language similar to
the computer language Pascal.

3 The MPC controller

The MPC controller is formulated as an optimization prob-
lem with only constraints on the inputs. This choice has
been made to facilitate the translation of the qpOASES code
to S7-SCL. The model of the system is of fourth order. The
control horizon is 7 steps and the prediction horizon is 22
steps of one second. All data that could be computed offline
is precomputed and stored on the PLC.

4 Results

Both algorithms follow a predefined reference trajectory ac-
curately. The Hildreth algorithm solves the online operation
(estimation, reading of in- and outputs, composition of the
matrices for the QP solver and generation of optimal inputs)
in maximum 20 ms. The qpOASES algorithm is much more
complex compared to the Hildreth algorithm and therefore
takes 407 ms to calculate the solution. These results are
obtained on the practical set-up. Although it takes more
time for the latter algorithm, qpOASES can be aborted early,
which is an advantage for online use. Currently, there is
still some room to speed up the S7-SCL implementation of
qpOASES. Future work will therefore focus on the speed up
of employed matrix operations.

5 Conclusion

This work describes the successful implementation and val-
idation of an online MPC on a PLC. Although the Hildreth
algorithm is not recent, it serves very well in this small prob-
lem. If the system size increases, qpOASES will be used
as this algorithm can be aborted early. Future work will
focus on the speed up of the S7-SCL implementation of
qpOASES.
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The use of component analysis on fMRI data is an important
neuroimaging computational tool. In this paper we focus
on the particular application of extracting the so-called de-
fault mode neuronal network from resting brain data ([?] and
references therein). While independent component analysis
(ICA) is currently the method of choice in this application,
we investigate the advantages and limitations of using sparse
PCA as an alternative to ICA. Indeed, the searched neuronal
networks are mostly intrinsically very sparse and it has been
suggested that ICA is a prior for sparsity rather than for sta-
tistical independence in neuroimaging [?].

1 Methods

We denote byX(m,T ) the fMRI signal, withm the number of
voxels andT the number of time samples. Dimensionality
reduction of the initial data can be expressed by :

Y(n,T) = W(n,m)X(m,T ) (1)

whereY(n,T ) is the new representation of the dataset in a
n-dimensional space withn ≤ m since we want to reduce
the dimensions of the data, andW(n,m) is the matrix that ex-
presses the base switch from them to n-dimensional space.

In order to implement the ICA approach we used the fas-
tICA algorithm which aims to achieve statistical indepen-
dence between the components ofY(n,T ). On the other hand,
sPCA aims to induce sparsity in the principal components
contained inW(n,m) (See [?] for more details) and we used
the generalized power method [?] to implement sPCA. The
optimization problem to extract one sparse principal compo-
nent can be written :

φli(γ) = max
w∈Bm

√
wT Cxw− γ||w||i (2)

wherew is a column ofW(n,m), Cx is the sample covariance
matrix of the data matrix,li indicates that the norm-i of w is
used (i = 0 or 1), Bm is the unit ball andγ is thesparsity-
controlling parameter.

When applied to simulated fMRI data our results suggest
that sPCA gives better results than ICA when the sparsity
of the networks composing the simulated data is higher than
a certain threshold. However, this advantage is lost in real
data because it appears that sPCA is less robust than ICA

to some perturbations that exist in real fMRI data such as
the motion of the patient during acquisition of the data. We
then use real fMRI data from nine control patients and we
design three different experiments. Those experiments aim
to evaluate the ability of both techniques to extract neuronal
information out of the fMRI signal.

2 Experimental results

In each experiment ICA gives better results than sPCA. We
can retain two important drawbacks of sPCA compared to
ICA. First, the neuronal networks extracted through sPCA
appear to be more affected by perturbations such as motion
of patients, making the extraction of neuronal components
from one subject to another less robust than with ICA. Sec-
ond, sPCA does not seem to be able to isolate neuronal in-
formation in a few components only, whereas ICA does.

3 Ongoing work

In addition to sparsity, neuronal networks are also highly
structured. We currently investigate an optimization prob-
lem of the form :

φ(γ) = min
w∈Bm

f (w)+ γ Ω(w) (3)

as presented in [?] in which the regularization termΩ(w)
induces sparsityand structure inw.
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1 Introduction

Differential algebraic equations (DAEs) arise frequentlyin
numerous applications including mathematical modelling,
circuit and control theory [1]. DAEs are known under a
variety of names, depending on the area of application for
instance they are also called descriptor, implicit or singu-
lar systems. The most general form of DAE is given by
F(ẋ,x, t) = 0. where∂F

∂ ẋ may be singular. DAEs are char-
acterized by their index. DAEs with an index greater than 1
are often referred to as higher-index DAEs and the index of
an ODE is zero. Generally, the higher the index, the more
difficult it is to solve the DAE numerically and an alternative
treatment is the use of index reduction techniques. On the
other hand, there are several reasons to solve differentialal-
gebraic equations directly, rather than convert it to a system
of ODEs [2]. In this study, the solution of linear time vary-
ing initial value problems in differential algebraic equations
is approximated by using Least Squares Support Vector Ma-
chines [5, 6].

2 Formulation of the method for IVPs in DAEs

Consider a linear time varying DAE

C(t)Ẋ(t) = A(t)X(t)+B(t)u(t), t ∈ [tin, t f ], X(tin) = X0,
(1)

whereC(t) = [ci j(t)], A(t) = [ai j(t)] ∈ Rm×m and B(t) ∈
Rm×r. The state vectorX = [x1, ...,xm]T ∈ Rm, the input vec-
tor u ∈ Rr andẊ(t) = dX

dt . C(t) may be singular on[tin, t f ]
with variable rank and the DAE may have an index that is
larger than one. WhenC is nonsingular, equation (1) can
be converted to an equivalent explicit ODE system. Assume
that a general approximate solution toi-th equation of (1) is
of the form of ˆxi(t) = wT

i ϕ(t) + di, whereϕ(·) : R → Rh

is the feature map andh is the dimension of the feature
space. To obtain the optimal value ofwi anddi, a colloca-
tion method is used [3] with a discretization of the interval
[tin, t f ] into a set of points{ti}N

i=1. The parameterswi anddi,
for i = 1, ...,m, follow from [6]:

minimize
wi,di,ei

`

1
2

m

∑̀
=1

wT
` w` +

γ
2

m

∑̀
=1

eT
` e`

subject to CW T Ψ = A
[
W T Φ+D

]
+G+E, (2)

W T ϕ(t1)+D:,1 = X0

whereW = [w1| · · · |wm] ∈ Rh×m, Φ = [ϕ(t2)| · · · |ϕ(tN)] ∈
Rh×(N−1),Ψ = [ dϕ

dt |t=t2| · · · | dϕ
dt |t=tN ] ∈ Rh×(N−1),

D =

[d1 · · ·d1
...

...
dm· · ·dm

]
,E =




e1(t2) · · ·e1(tN)
...

...
em(t2)· · ·em(tN)


 and

G =




g1(t2) · · ·g1(tN)
...

...
gm(t2)· · ·gm(tN)


. N is the number of collocation

points (which is equal to the number of training points) and
g(t) = [g1(t)| · · · |gm(t)] = B(t)u(t). The solution in the dual
form becomes ˆx`(t) = ∑m

v=1 ∑N
i=2 αv

i (cv`(ti)[∇0
1K](ti, t) −

av`(ti)[∇0
0K](ti, t))+β` [∇0

0K](t1, t)+b`, ` = 1, ...,m.
where [∇0

0K](t,s) and [∇0
1K](t,s) are the kernel function

and its derivative respectively.αv
i and β` are Lagrange

multipliers associated with (2).D:,1 is the first column of
matrix D.

Problem 1: Consider the singular system of index-3 [4]:

C(t)Ẋ(t) = A(t)X(t)+B(t)u(t), t ∈ [0,20], X(0) = X0

whereC =

[
0−t 0
1 0 t
0 1 0

]
, A =

[−1 0 0
0 −1 0
0 0 −1

]
andB(t) = 0 with

x(0) = [0,e−1,e−1]T . The problem is solved on domaint ∈
[0,20] for N = 70. Fig. 1 shows the residualsei(t) = xi(t)−
x̂i(t) for i = 1,2 and 3.
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Figure 1: Obtained model errors for problem 1.
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1 Introduction

The economic load dispatch problem (ELDP) is a classical
problem in the power systems community. It consists in the
optimal (minimal cost) scheduling of the output of n power
generating units to meet the required load demand subject to
unit and system inequality and equality constraints:

min
p∈Rn

fT (p) =
n

∑
i=1

ai p2
i +bi pi + ci + |di sin

[
ei

(
pmin

i − pi

)]
|,

s.t. pmin
i ≤ pi ≤ pmax

i ,
n

∑
i=1

pi = pd + pl ,

pl =
n

∑
i=1

n

∑
j=1

piBi j p j +
n

∑
i=1

b0
i pi +b00.

This optimization problem is challenging on three dif-
ferent levels: the geometry of its feasible set, the non-
differentiability of its cost function and the multimodal
aspect of its landscape. For this reason, ELDP has re-
ceived much attention in the past few years and numerous
derivative-free techniques have been proposed to tackle its
multimodal and non-differentiable characteristics [1]. How-
ever, all these heuristic solutions face difficulties to respect
the load equality constraint, and they are not endowed with
convergence guarantees.
In this work, we propose a different approach exploiting the
rich geometrical structure of the problem. We show that the
equality constraint can be handled in the framework of Rie-
mannian manifolds and we develop a projected subgradient
descent algorithm to provide fast and robust convergence to
local minima.

2 Projected subgradient descent for the ELDP

The equality constraint defines the surface of an ellipsoid in
Rn, which is a smooth embedded manifold. The canvas of
optimization on manifolds allows to produce a sequence of
iterates that belong to the feasible set at all times. Conse-
quently, the original problem is turned into a simpler bound-
constrained problem. In order to do so, we develop the nec-
essary tools specifically for the ellipsoid manifold.

Next, we study the cost function and show that it is piece-
wise smooth. This suggests to use Clarke’s generalized cal-
culus to obtain the associated subgradient. Although this set
can be hard to compute in general, we show that the cost
function at hand can be expressed as the pointwise maxi-
mum of smooth functions; therefore the subgradient is eas-
ily available, following the canvas presented by Dirr et al.
in [2]. We then describe how a deterministic descent direc-
tion can be obtained by solving a simple, low-dimensional
quadratic program. Finally, we use the result of this sub-
problem to perform a classical descent iteration using line
search with Armijo’s rule, which ensures convergence to a
Clarke stationary point.

3 Experimental validation

We tested our approach on 4 real data sets of dimensions
3, 5, 6 and 15. We also implemented some state-of-the-
art heuristic competitors for comparison purpose, namely,
cross-entropy, particle swarm optimization and differential
evolution. The proposed method surpasses the competitors
both in terms of convergence speed and precision. Further-
more, our approach presents the major advantages of scaling
well with respect to the problem dimension and producing
valid iterates at all times. On the other hand, the competitors
provide better exploration of the search space. Therefore, a
possible extension of our work will be to incorporate explo-
ration techniques into the proposed approach.
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1 Introduction

In this work, we investigate the parameter estimation prob-
lem in linear regression models where the parameters are
known to belong to a given ellipsoidal uncertainty set. Op-
timization over this set is usually performed by minimizing
the maximum mean-squared error (MSE) in order to guaran-
tee performance specifications that hold for all elements in
the ellipsoid [1]. However, an explicit solution is only avail-
able for a few specific cases. As an alternative, we analyze
the minimization of the expected MSE which has an explicit
solution and point out its properties.

2 Problem formulation

Let y = Hx+v be the linear regression model where y ∈ Cp

is the measured data, x ∈ Cn is the deterministic parame-
ter vector to be estimated, H is a known model matrix with
full column rank and v is a zero-mean random vector with
a positive definite covariance matrix C. Considering a lin-
ear estimator of the form x̂ = Gy, the MSE which is de-
fined as E{∥x̂ − x∥2}, becomes a function of the unknowns
G and x: ε(G,x) = x∗(I − GH)∗(I − GH)x + Tr(GCG∗)
where I denotes the identity matrix and (·)∗ returns the con-
jugate transpose of its argument. In the least-squares es-
timator (LS), ε(G,x) is minimized by imposing the con-
straint GH = I so that the resultant estimator is unbiased
and only minimizes the variance. As a different approach,
we assume that x is known to lie in the ellipsoidal uncer-
tainty set U = {x ∈ Cn|x∗Tx ≤ r2} with T ≻ 0 and r > 0
and utilize this knowledge to find a biased estimator that has
a better expected MSE when compared to the LS. The pro-
vided improvement over the LS increases as H gets more
ill-conditioned. The minimization problem can be formu-
lated as

min
G

E
x∈U

{ε(G,x)− ε(GLS)} (1)

where ε(GLS) is the MSE of the LS.

3 The solution and its properties

The unique minimizer of (1) is given by

GEXP := G = (H∗C−1H+((n+2)/r2)T)−1H∗C−1. (2)

As the solution reveals and in accordance with our expecta-
tions, GEXP converges to GLS as U → Cn.

Apparent from the structure in (2), G is in the form of the
Tikhonov (ridge) estimator. The parameter estimate x̂EXP =
GEXPy is also equal to the solution to the regularized least-
squares problem minx̂EXP{(y − Hx̂EXP)

∗C−1(y − Hx̂EXP)+
x̂∗

EXPMx̂EXP} where M = ((n+2)/r2)T.

Admissibility Result: An estimator x̂ is admissible on U
if it is not dominated by any other linear estimator, mean-
ing that there is no other estimator having a MSE that is
never larger than the MSE of x̂ for all x ∈ U , and is strictly
smaller for some x ∈ U [2]. In [1], it is derived that
the Tikhonov estimator is admissible on U if and only if
Tr(TM−1) ≤ r2. Applying this result to our case yields:
x̂EXP is always admissible on U since n < n+2. Therefore,
admissibility is a shared property of the current approach
and the minimax estimator (MX) which is obtained via
(1) after replacing the E with the max operator. More-
over, x̂EXP has the admissibility robustness of α := 100

(
1−√

n/(n+2)
)
%, meaning that admissibility is retained for

all {x ∈ Cn|x∗Tx ≤ γ2} where γ ∈ [(1−0.01α)r,∞). In Fig.
1, the analyzed method is compared against the LS and the
MX with respect to the MSE for a given model and an el-
lipsoid (T = diag(1,4),r2 = 4) in 2-D. Although it does not
dominate the LS as the MX does, it outperforms the MX at
a large region in the ellipsoid. Similar simulations are car-
ried out under various model settings to distinguish different
relative performances.

Figure 1: MSE differences within a given ellipsoid in 2-D. Left:
ε(GLS)− ε(GEXP,x), Right: ε(GMX,x)− ε(GEXP,x).
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1 Introduction

The controllability concept was born in the early sixties in
Kalman’s work [1] and it has played a central role through-
out the history of modern control theory. In the context of
linear systems, the well-known Kalman rank condition and
Popov-Belevitch-Hautus test are among the classical results
of modern control theory. For nonlinear systems, only local
controllability results are available.

In this work, we consider the controllability and stabiliz-
ability problem for (continuous) piecewise affine dynami-
cal systems. A piecewise affine dynamical system is an in-
put/state/output system for which the product of the state
and output spaces is partitioned into polyhedral regions and
an affine dynamics is active on each of these regions. It is
well-known that checking certain controllability properties
of even very simple such systems is a undecidable problem
[2], i.e. there is no algorithm to decide whether such a sys-
tem is controllable.

Our main goal is to derive algebraic necessary and sufficient
conditions for global controllability of piecewise affine dy-
namical systems. Based on achieved results, we also pro-
vide algebraic characterizations for stabilizability of such
systems.

2 Piecewise affine dynamical systems. Main results

Let {Y1, . . . ,Yh} be a polyhedral subdivision (see e.g. [3]
for the details) of Rp, and let f : Rp→ Rn be a continuous
piecewise affine function with f (y) = Fiy+gi whenever y ∈
Yi. Consider the dynamical systems of the form

ẋ(t) = Ax(t)+Bu(t)+ f (y(t)) (1a)

y(t) =Cx(t)+Du(t) (1b)

where x ∈ Rn is the state, u ∈ Rm is the input, y ∈ Rp is the
output, and all considered matrices have appropriate sizes.
We call such a system piecewise affine dynamical system.

Definition 2.1. An absolutely continuous function x : R→
Rn is called a solution of the system (1) for the initial state
x0 and locally integrable input u if x(0) = x0 and the pair
(x,u) satisfies the system (1) for almost all t ∈ R.

Since the function f is continuous, the right-hand side of
(1a) is globally Lipschitz. Thus, the system (1) must admit a
unique solution for each initial state x0 and locally integrable
input u which is denoted by xu(t;x0).

Definition 2.2. We say that the system (1) is globally con-
trollable if for any two states x0,x1 there exist T > 0 and a
locally integrable input u such that xu(T ;x0) = x1; stabiliz-
able if for any state x0 there exists a locally integrable input
u such that lim

t→∞
xu(t;x0) = 0.

The main contribution of this work is that we derive alge-
braic characterizations for controllability as well as stabiliz-
ability of piecewise affine dynamical systems. These char-
acterizations recover the former results in [4, 5] as special
cases and make a premise for future work on controllability
issue of similar system classes such as linear complemen-
tarity systems and affine differential variational inequalities,
and also on feedback stabilization issue.
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1 ABSTRACT

Since the beginning of the 20th century, the number of ve-
hicles on streets has been increasing almost monotonically.
Although traffic rules are imposed to avoid accidents, the
number of accidents is not decreasing as desired. This de-
mands better vehicle safety. One of the active safety systems
for facilitating better vehicle safety is Vehicle Dynamics
Control (VDC). VDC supports the driver in emergency situ-
ations by producing a yaw torque in the case of exceedance
of a certain yaw rate. Such emergency situations could arise
from unexpected disturbances. In such situations, an av-
erage driver might not be able respond quickly enough to
avoid an accident, whereas a VDC generates required cor-
rective yaw moments and thereby assists the driver.

Modern vehicles have many active and semi-active VDCs
such as Electronic Stability Program (ESP), Active Front
Steering (AFS), etc. As these systems are designed indi-
vidually, when used in a vehicle, they might counteract each
other. Therefore integration of such systems i.e., Integrated
VDC (IVDC) is important for better vehicle safety.

To design a VDC, various control methods are available.
Many of them are linear. However vehicle states could go
outside the linearizing point depending on driving condi-
tions. In such cases, linear controllers may not stabilize
the vehicle. Another approach is based on Linear Parameter
Varying (LPV) model based on longitudinal vehicle veloc-
ity. In terms of accuracy of the model, the LPV model might
be better than a LTI model. However this excludes model
variations with respect to parameters other than longitudinal
vehicle velocity. Therefore a nonlinear as well as Integrated
VDC (IVDC) approach is preferable to cover the operating
region and nonlinearity, and to avoid possible intereferences
with individual controllers.

State Dependent Riccati Equation (SDRE) based control
is one of the promising nonlinear control methods [1] and
SDRE based IVDC has demonstrated promising simulation
[2] as well as practical [3] test results. In this method, an
Algebraic Riccati Equation (ARE) is solved at each sam-
ple to generate the control signal. However solving ARE is
computationally complex.

In this work, Extended Kalman Filter (EKF) iterative, Schur,
Eigenvector, and Hamiltonian methods to solve ARE real
time are implemented and studied for their timing, accuracy,
and feasibility. The three methods, Schur, Eigenvector, and
Hamiltonian are found to have an average calculation time
of 3.9, 2.5, and 1.6 milliseconds on a dSPACE real time pro-
cessor. In addition to the least processing time, the Hamil-
tonian based approach yields the lowest quadratic cost for
SDRE based Integrated Vehicle Dynamics Control (IVDC).
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1 Introduction

Average consensus problem is a special case of cooperative
control in which the agents of the network asymptotically
converge to the average state (i.e., position) of the network
by transferring information via a communication topology.
One of the issues of the large scale networks is the cost of
communication and computational burden. Quantized infor-
mation, in which the agents transmit the information sporad-
ically, can be a solution for this problem. So far, there has
been studies on the average consensus problem with quanti-
zation e.g. [1], however the effect of one of the most com-
mon problem in communication networks, delay, in combi-
nation with quantization is not well understood. In this work
we introduce the continuous-time average consensus prob-
lem of a network of agents with quantized transferred data
and constant heterogeneous communication delays.

2 On the limitations of uniform quantizers

We consider a network of N single integrators connected
by a weight-balanced and weakly-connected graph topol-
ogy. Each agent is communicating with its own neighboring
agents via a quantized communication channel. The quan-
tized position of agents (x) with quantization level ∆ is the
following:

q(x) =
⌊

x
∆
+

1
2

⌋
(1)

We assume the communication of each two agents is af-
fected by a constant delay, τi j, where i and j are neighbours.
We do not consider the effect of self-delay (τii = 0). The
overall system equation is the following in which D is a di-
agonal matrix whose diagonal entries are the degrees of each
agent, also the non-zero values of the graph adjacency ma-
trix are assumed to be equal to one:

ẋ(t) =−Dq(x(t))+




∑i∈N1
q(xi(t− τi1))

.

.

.

∑i∈Nnq(xi(t− τin))




(2)

For simplicity we rewrite the above equation in the form
ẋ(t)=−Dq(x(t))+A(q(xt)), where xt = x(t +θ)|θ∈[−τmax,0]
and τmax ≥ ti j for all i, j.

Let φ : [−τmax,0]→ Rn be any absolutely continuous func-
tion with the following properties: φ j(0) = (k + 1

2 )∆ for
some k ∈ Z, and φi(0) 6= (h + 1

2 )∆ for any h ∈ Z and all
i 6= j; moreover, for any i, j and for any h ∈ Z, φi(−τ ji) 6=
(h + 1

2 )∆. Take now any absolutely continuous function
x : [−τmax,ε]→ Rn, with ε > 0, which agrees with φ on
the interval [−τmax,0] and is such that A(q(xt)) is equal to a
constant c for all t ∈ [0,ε]. Observe that such a function x
always exists by definition of φ and provided that ε is suffi-
ciently small.
Consider now the auxiliary system ξ̇ (t) =−Dq(ξ (t))+c=:
f (ξ (t)) and let ξ one of its Krasowskii solution defined
on [0,ε] starting from φ(0). Because the rhs of (2) com-
puted along ξ (t) and the rhs of the auxiliary system agrees
on [0,ε], we define ξ (t) as a solution to (2). Following
[1], let I(ξ (0)) be a neighborhood of ξ (0) such that, for
any ξ ∈ I(ξ (0)), it holds that ξ j 6= (h + 1

2 )∆ for any in-
teger h 6= k, and ξi 6= (h + 1

2 )∆ for any i and any h ∈ Z.
Let I+(ξ (0)) = ξ ∈ I(x(0)) : ξ j > (k+ 1

2 )∆ and I−(ξ (0)) =
ξ ∈ I(ξ (0)) : x j < (k+ 1

2 )∆. Let f+ be the value of the aux-
iliary system vector field in I+(ξ (0)) and f− be the corre-
sponding value in I−(ξ (0)). The j-th components of f+ and
f− can be written as:

f j
+ = c j−d jq(ξ j(0)) = c j−d j(k+1)∆, f j

− = f j
++d j∆

where d j is the degree of node j. As in [1], we conclude that
ξ (t) evolves along the discontinuity surface ξ j = (k+ 1

2 )∆
for t ∈ [0,ε]. In practice this might cause chattering and
request fast information transmission on a short period of
time, an undesirable scenario in networked systems.

3 Conclusion and Future work

We showed that sliding mode (and chattering in practice)
can happen in the presence of delays and quantization. To
overcome this limitation, research on implementing hybrid
(hysteretic) quantizers ([1]) is in progress.
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1 Introduction

Synchronization is a pervasive phenomenon in physics, bi-
ology, and engineering. The topic has attracted much atten-
tion also in the systems and control community in the re-
cent years. In this talk we discuss and revisit two important
models of synchronization in networks of oscillatory sys-
tems: thediffusive coupling model, in which synchroniza-
tion results from a feedback interconnection akin to a neg-
ative output feedback of the synchronization error, and the
impulsive coupling model, in which each oscillator impul-
sively kicks the connected oscillators at every zero-crossing
of some phase variable.

2 Synchronization in Systems and Control

Synchronization is a system theoretic concept: it is a prop-
erty that results from interconnecting open systems in the
right fashion. The early connection between master-slave
synchronization and observer design [1] popularized the
concept in the systems and control community. It has stimu-
ated many recent efforts to generalize stability concepts to
incremental stability concepts, see e.g. the use of contrac-
tion analysis[2], incremental Lyapunov stability [3], andin-
cremental passivity [4] in synchronization studies. All these
contributions pertain to thediffusive coupling model.

3 Synchronization experiments

Experimental manifestations of synchronization have be-
come popular in the recent years, see e.g. [5]. Highlight
YouTube examples include flashing fireflies, metronomes,
and revisiting the historical pendula experiment of Huygens.
In those and most experiments reported in the literature, the
kicks appear as the central ingredient. Diffusive coupling,
when hypothetized, plays at best a secondary role. But the
mathematical literature on kick-induced synchronizationin
networks is scarse.

4 Pulse-coupled versus diffusively-coupled models of
oscillators

Based on recent and older –e.g. [6] – literature, the talk
will provide a short introduction the mathematical mod-
eling of spking networks through their reduction to phase
models. I will stress the importance of the phase response
curve, present recent synchronization results from [7] and

[8], a basic conjecture, and hopefully inspiring connections
with consensus and diffusive coupling models in the limit of
weak coupling. At the time of many developments in hybrid
systems theory, the talk will primarily be an invitation to pay
more system-theoretic attention to a barely touched topic of
importance in many areas of applications.
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1 Introduction

Physical interaction between Unmanned Aerial Vehicles
(UAVs) and the surrounding environment is a research trend
that is currently receiving great attention in the field of aerial
robotics. The goal is to exploit in real applicative scenarios
the potentialities of systems that are able not only to fly au-
tonomously, but also to interact safely with remote objects to
accomplish tasks such as data acquisition by contact, sample
picking, objects repairing and assembling. To achieve this,
several methodological and technological challenges have to
be faced. In particular, most aerial configurations are under-
actuated mechanical systems, which means that not all their
degrees of freedom (DoFs) can be actually controlled simul-
taneously. This feature affects the design of the control law,
in particular because stability has to be preserved even in
presence of disturbances deriving from physical interaction.

2 Control Design

The interaction between the aerial robot, the manipulator
and the environment are investigated both during free-flight
and in the case in which docking to a vertical surface is
achieved. Building upon this analysis, an energy-based con-
trol strategy is proposed. The main idea is to “passify” [1]
the position dynamics of the vehicle relying upon a cascade
control strategy [2], in which the attitude is considered vir-
tually as an available control input. The closed-loop passive
system can be then controlled as a standard robotic manip-
ulator, implementing hybrid force/position and impedance
control strategies suitable to handle both contact and no-
contact cases.

3 The Flying Hand System

From a technological viewpoint, the flying hand integrates
a commercial quadrotor helicopter with a custom-made ma-
nipulation system (see Fig. 1). We constructed a fast and
robust prototype that can perform cartesian movements to
compensate for the aerial vehicle’s dynamics, in both free
flight and during contact, and can realize interactions. The
manipulation system uses a three DoFs Delta structure to-
gether with an end-effector, realized by a Cardan gimbal
that allows a compliant interaction. The Cardan gimbal is
endowed with a small actuator for the roll motion, a com-
pliant element to correct its orientation in the direction of

Figure 1: AscTec Pelican quadrotor during interaction with a wall
by means of the manipulation system.

interaction and two passive compliant rotational DoFs [3].

4 Experiments

The first experiment consists in tracking a desired point,
which is fixed in the workspace with respect to the inertial
frame. Two different cases are compared: (a) the manipu-
lation system is kept rigid in a certain configuration as if it
were a rigid tool; (b) the manipulation system is exploited
in all its seven degrees of freedom. In the second experi-
ment, the system is controlled so to realize an interaction
with the wall by means of the manipulation system. During
the second experiment, the quadrotor approaches a vertical
surface. The reference position of the manipulator is fixed
with respect to the vehicle. A reference position is set to the
quadrotor, such that the system enters in contact with the
wall. When the system touches the wall, the manipulator
moves as a consequence of the intrinsic compliance of the
low-level control. The impedance behavior of the quadrotor
generates a virtual force on the vehicle that depends on its
position and velocity error.
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Skilled manipulation is required when a robot is in contact
with the environment. The interaction robot-environment is
intentional in industrial applications such as grinding, pol-
ishing, cutting, excavating and non-industrial such as do-
motics [1] and [2]. Implementation of all these tasks re-
quires motion and force control due to the non-contact to
contact transitions. The motion and force control in robot
manipulators is thoroughly discussed in [3] and [4] in the
Euler-Lagrange framework. It is the aim of this paper to
propose a dynamic extension in the form of a standard me-
chanical system and based in the port-Hamiltonian (PH) for-
mulation [5].

Except for [6], in a specific multi-fingered robotic hand
and [7], where friction and tyre forces are used for a wheel
slip control, the PH framework has not been exploited for
force modeling and control purposes.

In this paper, a dynamic extension and a coordinate trans-
formation are introduced on the state space of a port-
Hamiltonian standard mechanical system. The new dynamic
state and the coordinate transformation are realized for force
feedback purposes. The new dynamic state is the sum of
the internal and external forces of the mechanical system.
The internal forces are given by a set of storing kinetic and
potential energy elements, and a set of energy dissipation
elements. The external forces are exerted from the envi-
ronment and are modeled as generalized vector forces. In
order to realize the coordinate transformation, an integral
action over the dynamic extension is proposed. The force
feedback is included through the coordinate transformation
and a new Hamiltonian function is introduced. Furthermore,
the dynamic state and the coordinate transformation are re-
alized in order to preserve the structure and also to have a
passive output of the transformed port-Hamiltonian system.
The present work is inspired by the previous results of [8]
and [9].
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1 Introduction

The core idea of the RoboEarth project [?] is to develop
a global WWW-style database where service robots oper-
ating in domestic and healthcare environments can share
and re-use any obtained knowledge of their everyday ac-
tivities. This common knowledge consists for instance of
the maps they create for navigation, learned object models
for perception and manipulation, and hierarchically stored
plan descriptions of their commanded tasks. The partners in
the RoboEarth project consist of multiple research institutes
throughout Europe, which all bring their own area of ex-
pertise. The RoboEarth project was launched in December
2009 in the European FP7 framework programme.

Part of the projects dissemination consists of yearly real-
life demonstrations to the general audience. One of these
demonstrators was presented in 2011, where the custom-
build service robot AMIGO was introduced and instructed
to ’serve a drink’ to a patient in a hospital room. The main
components that were required for this task, object mod-
els, semantic maps and modularized plan components were
downloaded through RoboEarth.

Figure 1: The TU/e AMIGO ’serving a drink’.

2 The 2012 Demonstrator

The demonstrator planned for February 2012 will expand
to an illustrative multi-robot scenario, where both the TU/e
AMIGO and Willow Garage’s PR2 will collaboratively im-
prove upon their task specific knowledge during execution

of the ’serve-a-drink’ action plan. With respect to the sec-
ond demonstrator, improvements will be made towards a
first generic high level executive, merging of navigational
maps on the database side, sharing of articulation models for
opening doors and increased robustness for task execution.

3 RoboEarth Architecture

Fig. ?? depicts the current implementation of the RoboEarth
architecture. On top the RoboEarth database is shown,
with 4 containers for maps, task descriptions and physi-
cal/semantic object descriptions. Upon user instruction, a
plan is composed based on the RoboEarth hierarchical plan
components by the CRAM plan executive. Plan composi-
tion is based on the current status of the world (a combina-
tion of self-sensing and the environmental belief state stored
in RoboEarth) and the reasoner module KnowRob [?]

trigger
execution

actionlib service calls

task plan

downloaded
object models

object position

object detector

detected objects

Figure 2: The RoboEarth component architecture

One of the goals in the project is to eventually execute most
of these local components on the RoboEarth database itself,
allowing also less sophisticated robots to assist in complex
domestic tasks.
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1 Introduction

One key research topic in the study of coordinating multiple
robots is to understand under what conditions the synergy
effect emerges. While most of the previous work on coop-
erative robots confirms the existence of synergy effects, less
is known about how to quantify them and more importantly,
how they affect autonomous robots’ tendencies to cooper-
ate. In this paper, using game theoretic ideas, we propose a
modified snowdrift game to study the emergence and evolu-
tion of cooperation among robots in multi-robot water polo
matches. We first formulate a game setting in which groups
of robots play matches repeatedly that are modeled by modi-
fied snowdrift games. Then by introducing a cooperation co-
efficient we investigate how evolutionary stability is affected
by cooperation efficiency through replicator dynamics in in-
finite populations. We are able to identify evolutionarily sta-
ble strategies (ESS) under different fixed values of the co-
operation coefficient. We further study the co-evolution of
the cooperation efficiency with game dynamics using simu-
lations of Fermi processes in finite populations. It is found
that the cooperation efficiency improves when robots are ca-
pable to learn.

2 Modified snowdrift game

We consider a simplified scenario in robotic water polo
matches, in which the team of players under study cares only
scoring more goals without paying attention to the defense.
The match is played in repeated rounds and in each round
there are two field players from the team who may choose
to or not to shoot. The strategies can be described in a game
theoretic setting as follows: strategy C, to cooperate, is to
shoot while strategy D, to defect, is to wait for the other
teammate to shoot. The base game can then be described by
a two-player, two-strategy symmetric game, whose payoff
matrix M is

C D

M =
C
D

(
b− kc b− c

b 0

)
, (1)

where b is the benefit when at least one player shoots be-
cause of the potential to score, c is the cost of shooting alone,
and k > 0 is a parameter, which is called the cooperation co-
efficient, introduced to quantify the synergy effect between
the two players. Here we assume b > c > 0. When both
of the two players opt for C, each of them shares the cost
c discounted by the cooperation coefficient k. So smaller k
implies higher cooperation efficiency and thus greater syn-
ergy effects. We use G to denote this base game and call it a

modified snowdrift game since the standard snowdrift game
is a special case of G when k = 1

2 .

3 Evolutionary game

We consider three reactive strategies in this paper: (a) the
ALLC strategy is the strategy that a player always plays C;
(b) the tit-for-tat (TFT) strategy is the one that the player
plays C in the first round and does what his opponent did
in the previous round; (c) the suspicious Tit-for-tat (STFT)
strategy is the one that the player plays D in the first round
and does what his opponent did in the previous round. For
a given constant m > 0, every time when the base game G
has been played m times, one has a stage game G, which is a
two-player, three-strategy symmetric game. We analyze the
evolutionary stability of the formulated modified snowdrift
games G with the cooperation coefficient k as the parameter
with fixed different values. We can reinterpret the analy-
sis result in the context of the robotic water polo matches.
A robot player prefers to shoot together with its teammate
when the cooperation efficiency is high. In contrast, when
the cooperation efficiency is low, robots are more motivated
to shoot alone.

4 Adaptive cooperation efficiency

Using the stage game G, we study the co-evolution of the
cooperation efficiency k with game dynamics using simula-
tions of Fermi processes [1] in a group of 12 agents. We
assume that k is bounded by kmin ≤ k ≤ kmax. The update
rule of k is

k(g + 1) =





kmax if k̃(g) > kmax

kmin if k̃(g) < kmin

k̃(g) otherwise
(2)

where k̃(g) = k(g) + 1 − η ncc(g)
2m and η > 0 is called

the learning coefficient, which quantifies the robots’ learn-
ing capability to improve their cooperation efficiency. The
simulation results show the capability of the robots to im-
prove their cooperation efficiency has great influence on the
dynamics of the adaptive cooperation coefficient k and the
dynamics of the strategies. Better learning capability leads
to better cooperation efficiency and cooperation is preferred.
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1 Introduction

Many software packages are available for simulation of dy-
namical systems. They may differ in input method, or
may target a specific application by having specific build-
ing blocks. For simulation, they will however all ‘solve’ a
model by (assuming a known initial state) calculating the
state some interval later, and then based on that extrapolated
state, again an interval later, etc. .

Discrete-time systems are calculated only on the simula-
tion samples. Continuous-time systems are more difficult
to solve since the state of a continuous integrator also de-
pends on its input during the interval, which is not calcu-
lated explicitly and thus must be interpolated using numeri-
cal integration methods such as ‘Runge Kutta’ or ‘Adams-
Bashford’. An implicit assumption of continuous-time
solvers is that the states and signals in the model are con-
tinuous. When a continuous-time system is confronted with
a discontinuous signal, simulation accuracy and causality
problems will arise. This is a serious issue in systems with a
high frequency of discontinuities compared to the frequency
of the signal of interest (e.g. switching power converters).
Currently available commercial simulation programs inad-
equately try to work around this problem by reducing the
step size around the discontinuity. The proper solution is
a modification of conventional numerical integration meth-
ods, which is not available on the market at this time.

2 External discontinuities

When a signal with discontinuities (e.g. a sawtooth) is fed
to a continuous-time system, the integration step which con-
tains the discontinuity is problematic. Although reducing
the time step reduces the possible error, it is not a true solu-

tion.

A first modification to the solver is to insert a simulation
sample at the discontinuity. This forces the discontinuity
to be exactly at the end of the interval instead of ‘some-
where in the interval’. For some integration methods (such
as Euler) this solution is perfect. However, solvers which
take an intermediate step at the end of the interval such as
Runge-Kutta 4, will still make an integration error because
the intermediate evaluation at the end of the interval will be
calculated with the discontinuous signal having the value of
the following interval. Thus a discontinuity will have an ef-
fect in the preceding interval, effectively making the system
simulation behave acausal.

3 Internal discontinuities

A more difficult situation occurs when the system contains
blocks with zero crossing detection (state events). These
blocks can insert additional samples which allow for exam-
ple a comparator to switch at precisely the right time. In this
case also a simulation with Euler solver can run into prob-
lems because the zero crossing detection algorithm uses the
finished sample at the end of the interval. Since this sam-
ple’s value can be affected by the discontinuity through a
feedback loop, the zero crossing time may be a function of
itself. The discontinuity can even negate itself, leading to
simulation deadlock.

A modification of the conventional solver algorithms will
be proposed which truly solves the above problems, which
are present in all of the current state of the art simulation
programs.
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1 Abstract

Systems affected by delay can be found in many applications
within the control field, see the monograph [1] for an excel-
lent overview. In the discrete-time setting, such systems are
modeled by a delay difference equation (DDE). In this re-
search DDEs that are subject to external disturbances are
considered. For the input-to-state stability (ISS) analysis of
DDEs two different approaches that are based on Lyapunov
theory exist. Firstly, the Krasovskii approach which is an ex-
tension of classical Lyapunov theory to systems with delay,
see, e.g., [2]. Secondly, the Razumikhin approach which is
an application of the small-gain theorem to systems with de-
lay, see also [2]. Both methods have particular advantages
and disadvantages. For example, the Krasovskii approach is
non-conservative but not computationally tractable for large
delays. On the other hand, as the Razumikhin approach is
an application of the small-gain theorem it simplifies the ISS
analysis at the cost of some conservatism. Both methods
have proven to be effective in a wide variety of control prob-
lems involving the ISS analysis and stabilization of DDEs.

Alternatively, based on the fact that a DDE can be expressed
as an interconnected system, the ISS analysis can also be
performed using dissipativity theory [3]. Thus, sufficient
conditions, involving storage and supply functions, for ISS
can be formulated. Moreover, similar conditions can also
be used to establish K L -stability or to guarantee `2 dis-
turbance attenuation for DDEs. This technique is less con-
servative than Razumikhin theorems and shares the advan-
tages of such theorems when compared to the Krasovskii ap-
proach, i.e., the method remains computationally tractable
for large delays and provides a set with invariance proper-
ties that are particular to systems with delay. Moreover, for
linear DDEs, when quadratic storage and supply functions
are considered, the synthesis algorithm corresponding to
the dissipativity based conditions recovers the correspond-
ing synthesis algorithm for the Razumikhin approach as a
particular case. Apart from that, the stability analysis can be
performed by solving a linear matrix inequality (LMI) while
the stability analysis via the Razumikhin approach requires
solving a bilinear matrix inequality. Furthermore, stabiliz-
ing controller synthesis for linear DDEs can also be formu-
lated as an LMI. As such dissipativity theory provides a third
alternative for the ISS analysis and stabilization of DDEs.

In what follows, the three ISS analysis techniques are com-
pared via an example. In Section 6.1 of [2] a controller
was designed for a DC-motor controlled over a communi-
cation network. In particular, the maximal admissible de-
lay (MAD) for which a certain rate of convergence could
be guaranteed, was established. Results were obtained us-
ing both the Razumikhin and the Krasovskii approach. Ob-
viously, the dissipativity based approach can also be used
to solve this problem. In Table 1 the MAD and the com-
plexity of the corresponding controller synthesis algorithm
are shown for all three approaches. These results confirm
that the stabilizing controller synthesis method based on
the Krasovskii approach is the least conservative. Further-
more, the stabilizing controller synthesis method based on
the Razumikhin approach has the lowest complexity. The
method based on dissipativity theory on the other hand
is less conservative than the Razumikhin approach and of
lower complexity than the Krasovskii approach. As such
it provides a trade-off between the advantages of the Razu-
mikhin and the Krasovskii approach.

Table 1: The MAD and the dimension of the corresponding con-
troller synthesis LMI for each method.
method: MAD dimension of the LMI

Razumikhin approach 4.24ms 26×26
Dissipativity approach 4.40ms 32×32
Krasovskii approach 4.80ms 36×36
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We describe a multimesh approach for model reduction of
large scale dynamical systems [1], modelled via generalized
state-space systems {M,A,B,C} of the type

{
Mẋ(t) = Ax(t)+Bu(t)

y(t) = Cx(t)

(with input u(t)∈Rm, state x(t)∈RN and output y(t)∈Rp),
obtained from a finite element discretization constructed on
a fine mesh. The basic step of the algorithm is a fixed point
iteration used to solve the H2 model reduction problem [2].
This iteration requires the solution of a pair of Sylvester
equations defined in terms of the state space equations and
a current low order approximation

{
M̂, Â, B̂,Ĉ

}
of the dy-

namical system.

We show how this fixed point can be efficiently obtained
using a multilevel approach where the fixed point iteration
is applied only a few steps on each grid level. We illustrate
these ideas on the construction of low order models for a
particular example of advection–diffusion equations.

We also describe extensions of the scheme to time-varying
and nonlinear dynamical systems. The nonlinearity can
be tackled using alternatively the DEIM interpolation tech-
nique [3] . The idea is to use H2 model reduction in order
to iteratively compute the dominant signal space of the state
x(t) instead of using POD. Some of the main advantages of
this approach are:

• an output y(t) can be taken into account,

• no a priori simulated solutions are needed,

• theoretical bounds on H2 optimal model reduction
can be used.

Ideally, the goal is to apply only one or two nonlinear itera-
tions on the finest mesh.

Finally, we investigate the connections between Model Or-
der Reduction and iterative schemes. On the one hand,
Krylov solvers preconditioned with multigrid can be used
as inexact solver for the Sylvester equations in the H2 it-
erations. On the other hand, we show that a reduced order
model can be used as a preconditioner.
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Introduction

In our work we focus on reset control systems. The basic
concept in reset control is to reset all states or subset of
states of a linear controller to zero whenever its input meets
a threshold.

Reset control actions are similar to a number of popular non-
linear control strategies such as relay control, sliding mode
control and switching control. A common feature to all of
them in the use of a switching surface to trigger a control
signal. One of the main disadvantages of reset controllers is
that the reset action may destabilize a stable feedback sys-
tem. Reset control systems can also be considered as a spe-
cial case of hybrid systems. Stability analysis for a seem-
ingly simple situation, a single linear planar system with a
state reset, is considered by the authors in [3].

Motivation and Problem Statement

The main motivation for using reset control comes from the
urge to reduce overshoot in a step response since reset con-
trollers can overcome limitations present in all linear con-
trollers [2].

u e 
R P

r  yp
Σe

Figure 1: Block diagram of a reset control system

Indeed, by invoking reset of the controller states dramatic
performance improvement may result. A major drawback,
however, is the potential risk of loosing stability. In this
paper, inspired by this effect, we study stability of systems
with state reset in an abstract setting. Our results may be

applied to reset control systems but are also of interest in
their own right.

The reset systems that we study can conveniently be mod-
eled as in Figure 2. HereA is a Hurwitz matrix,V is a linear
sub space of the state space andΠ is a projection operator.

ẋ = Ax
x !∈ V x ∈ V

x := Πx

Figure 2: Linear system with state reset

The main result that we derive is a sufficient condition in
term of a system of linear matrix inequalities. Furthermore,
we introduce the concept of project gain. Through the pro-
jection gain we provide quantitative insight in the effect of
switching on the overall stability of the reset system.
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1 Introduction

Periodically time-varying (PTV) systems appear in a lot of
engineering applications [1]. Examples can be found in con-
trol, sampled data systems, multi-rate filter banks, mechani-
cal processes, and so on. For instance, mechanical systems
that sustain a periodic motion (at constant angular speed) ex-
hibit a PTV behavior due to the rotating parts in the system.

Recently, a nonparametric scheme was developed to obtain
an estimate of the evolution of the time-varying dynamics
of continuous-time PTV systems, [2]. The proposed method
imposes restrictions on the type of input (i.e. a broad band
periodic signal). In this work, this assumption is relaxed to
arbitrary inputs.

2 Output-error framework

The problem that is tackled here is shown schematically in
Fig. 1 where the time-varying dynamics of an LPTV sys-
tem are described by theinstantaneous transfer function
(ITF), G( jω, t). Loosely spoken, the ITF can be seen as
being the time-varying response to a complex exponential,
u0(t) = e jωt ,

u0(t) = e jωt → y0(t) = |G( jω, t)|e j(ωt+∠G( jω,t)). (1)

The similarity in (1) with the LTI-response is obvious, ex-
cept that the amplitude change and the phase shift are now
time-dependent.

Figure 1: LPTV system, described by the ITFG( jω, t) with known input
u0(t) and disturbed outputym(t). The output noiseny(t) =
Hy{e(t)} is written as filtered band-limited white noisee(t).
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Since most physical systems exhibit a smooth dynamic be-
havior, their dynamics can locally be well-described by a
polynomial, as is thoroughly elaborated in [2]. This power-
full algorithm is applied to the ITF,G( jω, t) in (1).

3 a PTV Mass-Damper-Spring System

The simulated system is alinear PTV mass-damper-spring
system with equation of motion

m
d2y0(t)

dt2 + c(t)
dy0(t)

dt
+ k(t)y0(t) = kmu0(t). (2)

Both the natural frequency and the damping ratio of the sys-
tem are selected to be PTV. The inputu0(t) is chosen to be
normal distributed,N (0,1). The true outputy0(t) was dis-
turbed by stationary, band-limited colored noise with a time
domain SNR of 20 dB. The results are summarized in Fig.
2 by looking at the estimated ITF for some time instants.
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Figure 2: The true ITF at some time instants (grey), estimated ITF
(black). The averaged uncertainty of the ITF over time (bold
black), mean RMS over time (grey dots).
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1 Introduction

In this work, a new identification method for large intercon-
nected systems is presented. A 2D grid of systems which
have full state-space parametrization is considered. The
proposed method optimizes the Output-Error of the lifted
system by using a structure exploiting Steepest-Descent
method. It is shown that the computational burden can be
efficiently managed by using Multilevel Sequentially Semi-
Separable (M-SSS) matrix operations. A numerical example
is provided.

2 Problem formulation

We consider a grid ofMN sub-systems as depicted in Fig.1.
Every sub-system is described by the following set of equa-
tions:
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, (1)

wherex(v,h)
k ∈ ℜn×1 is the state vector,u(v,h)

k ∈ ℜr×1 is the

input vector,y(v,h)
k ∈ ℜℓ×1 is the output vector,e(v,h)

k ∈ ℜq×1,

w(v,h)
k ∈ ℜq×1, N(v,h)

k ∈ ℜq×1 andS(v,h)
k ∈ ℜq×1 are the inter-

connection variables. Then, the lifted system of the grid can
be obtained by performing consecutive substitutions in (1):

[
xk+1
yk

]
=

[
A B

C D

][
xk

uk

]
, (2)

wherexk ∈ ℜ(MN)n×1 is the interconnected state vector that
contains all the local states stacked together. Similar def-
initions hold for xk+1 ∈ ℜ(MN)n×1, uk ∈ ℜ(MN)r×1, and

yk ∈ ℜ(MN)ℓ×1. On the other hand,A ∈ ℜ(MN)n×(MN)n, B ∈
ℜ(MN)n×(MN)r , C ∈ ℜ(MN)ℓ×(MN)n, and D ∈ ℜ(MN)ℓ×(MN)r

are M-SSS matrices [1]. Thus, the identification problem
can be formulated as follows: Given the input-output data:

{u(v,h)
k ,y(v,h)

k }v={1,...,M},h={1,...,N}
k={1,...,K} ,

find the distributed system matricesA(v,h), B(v,h), B(v,h)
e ,

B(v,h)
w , B(v,h)

N , B(v,h)
S , C(v,h), C(v,h)

e , C(v,h)
w , C(v,h)

N , C(v,h)
S , D(v,h),

D(v,h)
e , D(v,h)

w , D(v,h)
N , D(v,h)

S , F (v,h)
e , F (v,h)

w , F(v,h)
N , F (v,h)

S , W (v,h)
e ,

W (v,h)
w , W (v,h)

N andW (v,h)
S , for all v ∈ {1,2, · · · ,M} andh ∈

{1,2, · · · ,N} up to a set of similarity transformations.

Figure 1: Subsystem(v,h).

3 Output error identification

In the Output-Error model approach, the following objective
function has to be minimized:

JK (θ) =
1
K

K

∑
k=1

||yk − ŷk(θ)||22 =
1
K

K

∑
k=1

εk(θ)T εk(θ), (3)

whereθ is the vector that contains all the parameters of the
matrices described above. For the sake of simplicity and in
order to minimize (3), the Steepest-Descent method is con-
sidered. In this case, the update law becomes:

θ i+1 = θ i + µJ
′
K (4)

whereµ ∈ [0,1] is the step size andJ
′
K is the Jacobian that

satisfies the following equation:

J
′
K = − 2

K
(

K

∑
k=1

(
∂A(θ)

∂θ
x̂k(θ )

)T

Xk(θ)+
K

∑
k=1

(
∂B(θ)

∂θ
uk

)T

Xk(θ)+ (5)

K

∑
k=1

(
∂C(θ)

∂θ
x̂k(θ)

)T

εk(θ)+
K

∑
k=1

(
∂D(θ)

∂θ
uk

)T

εk(θ)), (6)

Xk−1(θ) = A
T
(θ)Xk(θ)+C

T
(θ)εk(θ) (7)

wherex̂k(θ ) andεk(θ ) are obtained by simulating the model
given in (2). Since we are considering a distributed identifi-
cation problem, the system matrices all have M-SSS struc-
ture (denoted by∗). Therefore, partial derivatives, matrix-
vector product and matrix transpose operations can be per-
formed in complexityO(MN), (see [1]).
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1 Introduction
The goal of this paper is to present a new method which
estimates non-parametrically slowly time-varying systems
(STV). If the parameter changing of the observed system is
sufficiently slow, we can use a new algorithm based on mod-
ified, generalized B-spline basis functions. In case of STV
systems the output is determined by a two dimensional im-
pulse response function hLV as y[n] = ∑∞

k=−∞ hLV [n,k]u[k].
Assume that the length of u[n] is N and the length of y[n]
is N, then h[n,k](n = 0, ...,N− 1 and k = 0, ...,N− 1) con-
sists of N2 unknown values, to be determined on the ba-
sis of those measurements. Infinitely many solutions are
equally possible. Among all the possible solutions, we se-
lect a smooth solution. This can be done using smoothing
methods, e.g.: spline interpolation or approximation.

2 Spline technique

Assuming that only a few parameters are slowly changing
and plotting the frequency response function (FRF) step by
step next to each other we get a smooth surface that can be
estimated with several methods (e.g.: polynomial-fitting) or
with the new approach: the B-spline [1] based spline inter-
polation method generalized to two dimensions [2]. With
the spatial technique we can measure the FRF matrix [4] as
a collection of different time realizations of FRFs. Namely,
we measure the FRF of the system at certain time instant,
then we put the result into a matrix and repeat this proce-
dure a few times. With that a double smoothing can be used
to decrease the number of parameters to be stored i.e. de-
crease the degree of freedom and the computing time: once
over the different excitation time (which refers to the sys-
tem memory) and once over the actual excitation (referring
to the system behavior).

3 An example

Consider a very simple simulation example: a time-varying
system represented by a second order inverse Chebyshev
low-pass filter with changing ripple ratio and resonance fre-
quency (see Fig. 1. on the left). Using a (to the resonance
frequency reactive, see Fig. 1. on the right) weighted cost
function we can judge the goodness of estimation. The ac-
ceptance level in rms sense is 27.76 (in this example there
are 301x256 points, with an average error in the whole do-
main is -40 dB on each measured point). Figure 2. shows
the generalized estimate with double smoothing B-splines

of degrees [1] 3/2 using each twelfth knot (the point that is
used for fitting the surface) on frequency and time axis.

Figure 1: On the left side the system under test is shown. On the
right side the weights are shown.

Figure 2: On the left side the B-spline estimation is shown. On
the right side the rms value of the Euclidean distance
between true and estimated systems in decibel scale is
shown.

4 Summary

In this work we developed a new non-parametric estimation
method for slowly time-varying systems with modified and
generalized B-spline technique. This technique is very use-
ful because it is more flexible and faster than the single poly-
nomial fitting, the computing time is linear in the number of
points (knots) and much faster than traditional methods. The
only cost that we have to pay that either the knot sequences
or the matrices of B-spline must be stored.
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1 Introduction

Although the linear time-invariant (LTI) system identifica-
tion framework has proven its merits for many years, in quite
some applications the linearity and time-invariance hypothe-
ses are only approximately true or not valid at all. The need
to operate processes with higher accuracy and efficiency
has therefore resulted in the realization that the non-linear
(NL) and time-varying (TV) nature of many physical sys-
tems must be handled by the control design.

In the linear parameter varying (LPV) framework, the dy-
namic relation between the input and output signals is still
assumed to be linear, but it is continuously adapted based on
the actual value of the scheduling parameters. Besides the
excitation one should also choose a periodic or non-periodic
scheduling. A common assumption is the bounded rate of
variation of the coefficients and parameters.

2 Gain scheduling

Because LTI-systems have become a well-known frame-
work, they have given rise to an intuitive form of LTV mod-
elling, called gain-scheduling [3]. Here, the basic concept
is to linearize the NL system model at different operating
points, resulting in a set of local LTI descriptions. Next,
the LTI model or the according controller designs are inter-
polated to obtain a global solution of the entire operation
regime. The obvious advantage of this approach is that only
LTI system should be estimated. However, a full measure-
ment must be carried out for each operating point, and we
cannot capture dynamics w.r.t. the varying parameters. We
will therefore opt for a direct, global identification method.

3 Model class

The goal of this research is the development of algorithms
for the identification of time-varying dynamical systems.
The calculations will be done directly in the frequency do-
main, in contrast to [2]. In a first step, a non-parametric
estimate of the noise and system model is estimated, as de-
scribed in [1]. In a second step, one of three specific model
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structures can be extracted:

1. A differential or difference equation with parameter-
varying coefficients [5, 6]

2. A parallel structure of LTI systems, each followed by
a parameter-varying gain [6]

3. A state space model with parameter-varying A,B,C,D
matrices

4 LTV state-space

Although some promising work has already been done on 1.
and 2. in [5, 6], we know from [4] that a conversion from
one model class to another is not as straightforward as in the
LTI case. We will concentrate on the latter class, because
state space can be used directly in control applications. The
research is therefore immediately relevant to the industry,
which results in a variety of applications and test setups. The
drawback of using the state-space representation

ẋ(t) = A(p(t))x(t)+B(p(t))u(t) (1)
y(t) = C(p(t))x(t)+D(p(t))u(t) (2)

is that we do not have a direct relation between the input
u and the output y, while these are the only measured val-
ues. It will therefore be necessary to estimate the states x,
e.g. by adapting a sub-space algorithm to cope with the time
variation.

References
[1] R. Pintelon & J. Schoukens: “System Identification:
A Frequency Domain Approach” IEEE Press, 2001
[2] V. Verdult & M. Verhaegen “Subspace identification
of multivariable linear parameter-varying systems” AUTO-
MATICA Volume: 38 Issue: 5 Pages: 805-814, 2002
[3] J. De Caigny: “Contributions to the Modeling and
Control of Linear Parameter-Varying Systems” Doctoral
Thesis, KUL 2009
[4] R. Toth: “Modeling and Identification of Linear
Parameter-Varying Systems” Springer Germany, 2010.
[5] E. Louarroudi: “Identificatie van Lineaire Periodieke
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1 Problem description

This paper presents a numerical solution for scalar state con-
strained optimal control problems for which we can formu-
late the Hamiltonian which is assumed to be convex in the
control variable:

H = g(x,u,r)+ p f (x,u,r)+λ1(x− x)+λ2(x− x). (1)

Here, g is the integrant of the cost function J =∫ T
0 g(x,u,r)dt to be optimized, x the scalar state variable, u

the scalar control variable, and r the extraneous input, p the
Lagrange multiplier, f the state dynamic equation, λ1 and λ2
the multiplier functions for the state constraints, x the upper
state constraint, x the lower state constraint. Besides, the
terminal constraints are given: x(0) = x0, and x(T ) = xT .
Using Pontryagin’s Maximum Principle [3], the necessary
conditions of optimality can be derived:

• the differential equation on the multiplier function:

ṗ =
∂H
∂x

=
∂g(x)

∂x
+ p

∂ f (x)
∂x

+λ1−λ2, (2)

• the complementary slackness condition:

λ1(t) = 0 for t ∈ [q : x∗(q)< x], (3)

λ2(t) = 0 for t ∈ [q : x∗(q)> x], (4)

• the discontinuity of the multiplier trajectory p given
by the following jump condition (for details, see [1]):

p(τ+) = p(τ−)+µ1(τ)−µ2(τ), (5)

with µ1 ≥ 0 and µ2 ≥ 0. Under the assumption that
ξ1 and ξ2 have a piecewise continuous derivative, it
is possible to set λ1(t) = ξ̇1(t), λ2(t) = ξ̇2(t), for ev-
ery t for which ξ1 and ξ2 exist and µ1(τ) = ξ1(τ−)−
ξ1(τ+), µ2(τ) = ξ2(τ−)− ξ2(τ+), for all τ ∈ [0, T ]
where ξ1 and ξ2 are not differentiable,

• the Hamiltonian H has a global minimum with respect
to control u:

u∗ = arg min
u∈U (r)

H(x∗,u, p∗,r), (6)

where u∗ the optimal control trajectory, U the set of
admissible controls, x∗ is the optimal state trajectory,
and p∗ the corresponding optimal adjoint multiplier
trajectory.

2 Solution

Ignoring the state constraints (λ1 = λ2 = 0), from the neces-
sary conditions of optimality an initial value problem can be
constructed. Given a prescribed extraneous input r and an
initial multiplier value of p, (6) can be solved at each time
step. The initial value problem (ẋ, ṗ) = f (x(0), p(0)) sub-
ject to the terminal constraint x(T ) = xT can be solved with
a single shooting algorithm. If f (t,x0, p0) denotes the so-
lution of the initial value problem subject to the initial con-
ditions x(0) = x0 and p(0), the problem reduces to finding
p(0) = p∗(0). A root finding algorithm can be used to obtain
p∗(0), e.g., bisection.

Our approach [2] will adopt the unconstrained solution and
extends it for the state constrained case. The procedure is
briefly outlined:

• the unconstrained optimal trajectory is calculated,

• if state constraints are exceeded, the problem is split in
two subproblems at the time where the unconstrained
solution exceeds the state constraint the most,

• the subproblem for times before the time where the
maximum exceeding is reached, has an endpoint con-
straint at the boundary that is reached, while the sub-
problem for times after the time where the maximum
is reached has an initial condition at the boundary,

• this procedure is repeated until none of the sub-
trajectories exceeds a bound (recursion).

A proof for optimality of the solution is given.

3 Example

The approach is applied to the power split control for hybrid
vehicles for a predefined power and velocity trajectory and
is compared with a Dynamic Programming solution. The
computational time is, at least, one order of magnitude less
than for the Dynamic Programming algorithm for a superior
accuracy.
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1 Introduction

This work presents iterative learning control [1] (ILC) al-
gorithms for multiple points tracking problems, developed
at DCAS Laboratory, GIST, under supervision of Professor
Hyo-Sung Ahn.

Existing ILC approaches solve the multiple points tracking
problem in two consecutive steps: the first step generates
a reference trajectory that passes through all given points
at given times. In the second step, ILC controller learns
the control input in order to follow this reference trajectory.
However, these approaches show drawbacks under certain
circumstances. First, even though the given reference trajec-
tory plays an important role in the performance of the ILC
controller, there is no connection between trajectory plan-
ning and the control algorithm. Hence, it is not certain to
guarantee that the specified trajectory is the optimal trajec-
tory for the ILC implementations. Second, most planning
algorithms face difficulties in generating optimal reference
trajectories. In particular, the existence of a large number of
data points can lead to a significant increase in the computa-
tional analysis. Third, when there is a change in the motion
profile, the whole two step procedure has to be repeated.
In order to overcome these drawbacks, ILC controllers that
combine both steps are developed.

2 ILC algorithms

First, we present a new learning technique that investigates
the relationship between two stages. The key point here is
the flexible selection of reference trajectory. Specifically, we
identify a class of reference trajectories and their relation-
ships. Then, we develop an update law for the reference tra-
jectory such that the convergence rate of the ILC controller
is improved, that is, the reference trajectory is updated by
the ILC scheme instead of being fixed in the iteration do-
main. After that, the control input is learned for the updated
reference trajectory. The advantage of this approach is faster
convergence, resulting in a reduced cost and complexity on
practical implementations.

Second, we propose a concurrent approach that learns both
the reference trajectory and the control signal iteratively.
The strength of the proposed formulation is the methodol-
ogy to obtain a control signal through learning laws that
take into accounts the reference points and system dynam-
ics. Here, we apply the norm optimal ILC algorithms for
analysis purposes. However, our approach is different since
the cost function considers errors only at the given reference
points, which leads to a new learning algorithm where the
dimension of the learning vector is equal to the number of
reference points. Thus, the approach also reduces the mem-
ory requirements. Proofs of and conditions for stability and
monotonic convergence are given.

In addition, we extend the second approach by studying
learning algorithms in the case where we allow the refer-
ence points to vary inside an interval in the iteration domain.
This problem happens naturally in many applications since
the reference points might not be defined exactly because
of non-repetitive measurement noise, sensor noises, distur-
bances... The approach is presented through three main
steps. First, we formulate the new optimization based ILC
problem including the non-repetitive uncertainties, which is
bounded, at the reference points. Then, the problem is for-
mulated as a two objectives optimization model. Second,
by solving the min-max problem, we achieve an optimized
adaptive ILC algorithm. Last, a convergence analysis is per-
formed.
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1 Introduction

A vast majority of controllers in industry are simple feed-
back controllers with a limited number of control parame-
ters, e.g. PIDs. In order to tune such a controller properly,
some experiments in open loop, e.g. step tests, are typically
carried out on the machine to estimate the system’s behavior
and calculate the optimal controller settings. Afterwards,
the settings of the controller are seldomly adjusted, either
because the operator lacks the appropriate knowledge, or be-
cause it is practically undesired to carry out more open loop
experiments. It appears in many cases however that further
adjusting is necessary to guarantee optimal control behavior.
Iterative feedback tuning (IFT) [1] offers an answer to this
issue.

2 Iterative Feedback Tuning

IFT is a method to automatically adjust the controller’s set-
ting in an iterative procedure while the control loop remains
closed. In each iteration a particular excitation, calculated
from observed input and output signals, is fed to the con-
trolled system as a reference. From the observed behavior,
one can estimate the partial derivatives of a quadratic cost
function to the control parameters. One can then adjust these
parameters based on a gradient-descent method, in order to
iteratively minimize the error in the long run.

A number of adaptations of the original algorithm of Ref. [1]
have been made, mainly in view of practical applicability.
As it is undesired that the excitation disturbs the controlled
system too much, transitions should be bumpless. Further-
more, a trade-off can be made between the magnitude of the
excitation and the accuracy of the gradient estimate. Finally,
IFT is combined with feed forward in parallel.

3 Experimental validation on an autonomous tractor

In this research, IFT is applied to control an autonomous
tractor. Autonomous tractors become more and more impor-
tant in agriculture as operator costs increase. An important
challenge in the control of such tractors is to deal with vary-
ing soil conditions. Learning control provides a solution.
To investigate and test advanced learning control methods
for autonomous tractor steering in practice, a field robot has
been built in the LeCoPro project (Fig. 1) [2].

Figure 1: The autonomous tractor in action.

The idea is to steer the tractor along a predefined trajectory,
guided by a GPS system with an accuracy of a few centime-
ter. When the tractor is off track, e.g. after a headland turn,
it is crucial that the controller puts the tractor back on track
as quickly as possible to avoid production loss. The result
of applying IFT in combination with feed forward on a tra-
jectory of parallel lines is shown in Fig. 2 for a simulation
of the system. Initially, the tractor is ill-tuned and oscillates.
After a few turns, the tractor more quickly corrects for the
track offset without oscillating.

Figure 2: The tracking behavior of the autonomous tractor im-
proves after a few iterations of IFT (axes units are in
m).
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Framework

Over the last decades there has been a considerable growth
in freight transportation. Most of consumer goods are
shipped in standardized containers across different modal-
ities of transportation. The requirements of high productiv-
ity and container throughput at low cost bring operational
challenges to terminal operators as physical infrastructure is
limited and the volume of container transshipment increases.
Therefore, how to effectively manage the volume growth is
investigated by considering a more integrated way of look-
ing at transport of freight in an inter-modal way. Multi-agent
techniques for control will be developed to solve complex,
real-time problems of container terminals in an uncertain
and changing environment. A hierarchical control structure
is envisioned for the control of multiple container terminals
as shown in Fig. 1, enabling a more flexible container trans-
shipment. The research hereby focuses on coordination both
within and among such transport hubs.

Problem Formulation & Approach

Single container terminal modeling and control

A container terminal provides the interface [1] between
transportation using vessels, trains, and trucks as an inter-
modal transport hub. The growth of freight transported by
containers motivates efficient management to minimize the
turn-around time of vessels and reduce delays of containers.
The efficiency is influenced by how modeling of a container
terminal is close to the behavior of a real one. The existing
models proposed are either too detailed or too abstract. How
to model and control container terminals from a systematic
point of view at the operational level still remains unclear.

We propose to describe the characteristics of the operation in
a container terminal as a hybrid dynamical model using the
Mixed-Logic Dynamics framework [2]. For such a model
we will propose a model predictive control (MPC) strategy.
The modeling of a container terminal using such a hybrid
system representation can be addressed at the operational
level in order to obtain a trade-off between details of mod-
eling and feasibility of solving the MPC problem. The cost
function in the MPC formulation focuses on the economic
costs with respect to turn-around time of vessels, along with
the costs of using resources available in the terminal.
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Fig. 1: Control structure for multiple container terminals.

Multiple container terminal modeling and control

Multiple container terminals can be regarded as a large-scale
networked system. The centralized control of such a com-
plex networked system brings a large computational burden
and low reliability. Multi-agent technique is proposed for
coordinating the flow of containers among multiple con-
tainer terminals in a tractable way. At the port level, an
overall agent could coordinate the actions of a lower level
of container terminal agents and the vessels that transport
containers. Each container terminal agent can on its turn co-
ordinate the actions of agents associated with each machine
inside the terminal. The challenge is then to determine what
models each agents should use and what objectives should
be achieved to obtain the best performance as a whole net-
work of terminals. Techniques such as distributed MPC us-
ing augmented Lagrangians [3] will be investigated.
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1 Introduction

We describe a network constructed from anonymized com-
munications between 17 million mobile phone users in
France over a period of 5 months. We use this network
and the “Louvain method” to automatically identify cohe-
sive communities in France. The identified communities are
contiguous and coincide for a large part with the administra-
tive regions in France. We further analyze the stability of the
communities obtained by modifying the detection algorithm
and the time frame used for the detection.

2 Identification of the regions

Based on the dataset described above we construct a net-
work of geographically located nodes. The nodes are the
antennas (roughly 20000 of them) and the strength of the
connection between two antennas is measured by the total
number of calls, or by the total communication time between
them. The location of the antenna is their physical location.
We then use the so-called “Louvain method” [3] to detect
communities in this network. No community detection has
ever been performed on similar networks for France (see [2]
and [5] for studies in Belgium and in Great Britain) . The
visualization of the communities obtained is represented on
Figure 1. All communities are contiguous (a property that is
not imposed by the algorithm) and the communities closely
follow the administrative regions of France, with a few no-
ticeable exceptions. The map that we produce here was pub-
lished in the December 17, 2011 issue of the newspaper “Le
Monde” and the map has since then been scrutinized and
commented by many blog contributors. The differences be-
tween the communities found by our algorithm and the of-
ficial administrative regions in France is discussed at length
in several of these blogs.

3 Stability analysis

One could ask whether the community borders are stable or
if they vary with the community detection algorithm or with
the time frame used.

We present four different techniques that aim at quantifying
1Department of Mathematical Engineering, Université catholique de

Louvain, Belgium.
2Sociology and Economics of Networks and Services Department, Or-

ange Labs, Issy-les-Moulineaux, France

Figure 1: Automatic detection of mobile phone communities in
France. The communities coincide for a large part
with the administrative regions. Map reproduced in the
newspaper “Le Monde” [1].

the stability of communities. These techniques have a low
computational complexity which is one of our major con-
cern since we are dealing with very large networks. The re-
sults of our techniques provide detailed stability information
about community decompositions. For network with geo-
graphically located nodes this helps to address natural ques-
tions such as: are community borders stable? do cities play a
role in the community stability? Finally, we propose several
visualizations of our network in order to capture complex
social features in France but also the complexity of the com-
munity detection process on our network.
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Introduction

Due to the increased traffic on the roads people are looking
for an attractive alternative to reach their destination. Espe-
cially for longer trips railway transportation is such an at-
tractive alternative. This results in more people traveling
by train, which in turn results in the railway networks be-
ing operated closer to their maximum capacity. The effect
of this is that trains have less buffer time to reduce their de-
lays, resulting in more and longer delays, which may spread
over large parts of the network. It is therefore important that
these delays are dealt with as well as possible.

Currently dispatchers try to minimize the effects of delays
in their dispatching area by rerouting trains or changing the
order in which trains run over the infrastructure. They do
this, based on the current situation in their dispatching area,
by using a set of dispatching rules and their experience. In
general they do not know the situation of the entire network
and are not aware of the consequences of their actions out-
side of their dispatching area. Because of that the chosen
dispatching actions may not be ideal for the entire network.

The main focus of our research is to develop a method that,
based on the current state of the network, allows the dis-
patchers to determine which dispatching actions they should
take to achieve an optimal solution for the entire network,
where optimal relates to minimizing a cost function based
on the total delay and the number of missed connections.

Model Description

The railway traffic will be modeled as a discrete-event sys-
tem, where the events are the arrivals and the departures of
the trains at specific points of the network. The running,
dwell, and headway times are fixed values based on real-life
data. The resulting discrete-event model is a macroscopic
model and can be described using max-plus algebra, result-
ing in a max-plus-linear model. The default max-plus-linear
model cannot model the dispatching actions; for that an ex-
tension to switching max-plus-linear systems [1] is needed,
where each dispatching action is described by a different
max-plus-linear model and a dispatching action is imple-
mented by a switch to the corresponding max-plus-linear
model.

Model predictive control is used to predict the future state of
the network and return the network back to the desired state
as quick as possible. The prediction is done by using the

switching max-plus-linear model to simulate several peri-
ods of the railway traffic. The dispatching actions are deter-
mined by solving a mixed integer linear optimization prob-
lem, where the switching max-plus-linear model determines
the constraints and the dispatching actions are the control
variables of the optimization problem. Although the prob-
lem can be written as a mixed integer linear optimization
problem, due to the large number of constraints and control
variables it may take a long time to find an optimal solution,
while the dispatcher needs a solution as soon as possible. So
the main limitation for implementing this in practice is the
required computation time.

Research Goals

The goal of our current research will be to reduce the re-
quired computation time. We intend to do this by deter-
mining an initial solution to the optimization problem based
on properties of the network model. We will analyze the
steady-state behavior of the model describing the railway
traffic and its relation to the control variables.

Because our model is a switching max-plus-linear model,
we can use the analysis tools available to max-plus algebra
to analyze the steady-state behavior and its relation to the
control variables. The steady-state behavior is determined
by the max-plus eigenvalue and the max-plus eigenvectors
of the system matrix for each dispatching action. When the
network is running in steady-state the eigenvalue describes
the minimum possible period of the timetable and the eigen-
vectors describe the moment the arrival and the departure
events happen. By determining the eigenvalues and eigen-
vectors that match the current situation in the network as
closely as possible, with a minimum accumulated delay, we
can select the control variables related to these eigenvalues
and eigenvectors and use them as the initial solution to the
mixed integer linear optimization problem.
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1 Introduction

With the rapidly increasing use of mobile vehicles, the traf-
fic networks are suffering two main problems: traffic jam
and increasing scale, especially in urban areas. Most of the
state-of-the-art researches point out that a large scale hierar-
chical control structure is one of the solutions to solve these
two problems. But on the way to there, there are still several
difficulties. One of the problems in the existing situations
is the lack of traffic count data: researchers use the data of
traffic counts to build up the models. The problem is: is the
traffic count data reliable? In most of the urban areas traffic
count data are lacking, and many of the data are corrupted
by measurement errors. The state-of-the-art literature about
the estimation of traffic counts are mainly focusing on de-
creasing the systematic errors to improve the accuracy of
the estimation of traffic counts, as Szeto and Gazis [1] and
A. Ehlert et al. [2] propose, but the problem of lacking traf-
fic counts data is still existing. This paper introduces urban
properties, such as number of cars, number of residences,
age composition etc. of urban blocks, with which the traffic
count data can be completed without detectors.

2 Urban Properties

Urban properties are essential attributes of traveling behav-
ior of urban blocks. According to different research scales,
an urban block could contain of one building, a small area
with several buildings, a group of street blocks, or even the
whole city in some cases. In each urban block, its function
can be divided into several types: living, working, shop-
ping etc. Those different types of blocks have their own
traveling time table of floating inside and outside the urban
blocks, which is influencing the related traffic networks di-
rectly. For example, the urban properties of living blocks
have three main properties:Pnode : (δ ,λ ) is used to indi-
cate the geometric coordinate position of a node,Cnode is
the number of cars that can be produced or absorbed by the
node,Anode : {a → [0,1]|a ∈ [age ranges]} is the age com-
position of a node.

Thus, the traffic count data based on the urban property data

can be generated. Denote

f (node, t) : {(node, Cnode, Anode, t) → Nc}
as the in-flow or out-flow dynamic function of urban blocks,
whereNc is the number of cars the block generated in a cer-
tain time point.

3 Case Study and Discussion

In order to expound that similar urban blocks have similar
dynamic traffic performance in general, we take the area of
Kruithuisweg in Delft, the Netherlands, as shown in Figure
1. The traffic count data of nodes G, H, I and the data on
the link between J and K, K and M, and M and N are de-
termined. According to the environment, node D is similar
to node G, and node E is similar to node I. Similar nodes
should have similar dynamic traffic behavior due to the same
amount and similar behavior of inhabitants. Thus, we use
the Node G and I to estimate the performance of node D
and E respectively. The result of the case study shows that
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Figure 1: Graph of Kruithuisweg area

the error rate of the estimated model is lower than 20% af-
ter 6:00 a.m. until 10:00 p.m., which is accurate enough for
the estimation of traffic counts. In the future, more detailed
analytics of the influencing of the urban properties on the
traffic networks will be researched. Urban properties based
estimation to obtain O-D matrices will be used to improve
the control of the traffic networks in the future.
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1 Introduction

Advanced train control systems enable energy-efficient driv-
ing of trains, which becomes more and more important be-
cause of the rising energy prices and environmental con-
cerns [1]. The automatic train operation (ATO) subsystem of
the advanced train control system drives the train according
to an optimal trajectory and recalculates it when operational
conditions change [1]. Therefore, it is important to develop
an efficient algorithm to find the optimal speed-distance ref-
erence trajectory.

2 Operational Constraints

Wang et al. [2] have proposed a mixed-integer linear pro-
gramming (MILP) approach to calculate the optimal trajec-
tory. The varying line resistance, variable speed restrictions,
and varying maximum traction force are taken into account
in the optimal trajectory planning problem in [2]. How-
ever, there exist other constraints that can result from the
timetable or from real-time operational restrictions [3]. For
example, in order not to get hindered by a preceding train,
a train may be required not to pass a location earlier than
a certain time. On the other hand, in order not to hinder a
following train, a train may have to be at a certain location
not later than a scheduled time.

Albrecht et al. [3] classified these operational constraints
into two groups: target points and target windows. Tar-
get points correspond to fixed passing times, which could
e.g. be arrival and departure times at stations. In dense net-
works, target points could also be passing times at certain
places where overtaking and crossing of trains is planned.
If the passing time is not that strict but is characterized by
an earliest arrival time and a tolerated delay, then it forms
a target window constraint. The scheduled arrival times at
minor stations without connections with other trains can be
regarded as target windows.

3 Solution Approaches

The methods for the optimal trajectory planning problem in
the literature can be grouped into two main categories: an-
alytical solutions and numerical optimization [4]. The op-
timal driving style of analytical solutions typically contains

four optimal regimes: maximum acceleration, cruising at a
constant speed, coasting, and maximum deceleration. Based
on these four optimal regimes, Albrecht et al. [3] proposed
an analytical algorithm for the optimal trajectory planning
problem under operational constraints that yields the mini-
mal number of regime changes. In general, a traction force
that can take values in a interval (instead of in a limited set of
fixed values) and frequent changes in the traction force are
not easy to follow for the driver. Therefore, the approach
in [3] is easier for the driver as it is characterized by a small
number of regime changes.

However, numerical optimization is a better choice for an
advanced train control system with an ATO subsystem. On
the one hand, the entire freedom of traction force and fre-
quent changes in traction force is not a problem for an ATO
subsystem. On the other hand, the analytical methods of-
ten meet difficulties if more realistic conditions are consid-
ered that introduce complex nonlinear terms into the model
equations and the constraints as stated in [4]. Numerical op-
timization approaches involves dynamic programming, ge-
netic algorithms, collocation methods, MILP, and so on.

In this presentation, we explain how the MILP approach
of [2] can be extended to include these operational con-
straints, i.e. target points and target windows. Furthermore,
we also extend the approach of [2] to solve trajectory plan-
ning problems for multiple trains.
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1 Introduction
Networked Control Systems (NCSs) offer many advan-
tages, such as increased architectural flexibility and reduced
wiring. However, NCSs are inherently subject to quantiza-
tion effects, packet dropouts, time-varying transmission in-
tervals and delays and communication constraints. In this
research, we develop a unified framework for the stability
and performance analysis of NCSs in joint presence of all
these network-induced phenomena.

2 NCS Model
We focus on linear plants and controllers, and periodic pro-
tocols (with the well-known Round-Robin protocol as a spe-
cial case), which leads to a modeling framework for NCSs
based on discrete-time switched linear uncertain systems of
the form

x̄k+1 = Ãσk ,hk ,τk x̄k + B̃σk ,hk ,τk ε̄k, (1)

in which x̄k , k ∈ N contains here the state of the plant, the
state of the controller and some other (memory) variables.
The value for σk is determined by the scheduling proto-
col and the parameters hk and τk denote the uncertain (but
bounded) time-varying transmission interval and delay, re-
spectively. In (1), the quantization effects ε̄k , induced by
uniform quantizers, are modeled as norm-bounded additive
disturbances on both plant and controller signals.

3 Stability Analysis
Based on a suitable overapproximation of the NCS model
(1), see [1], we develop LMI-based conditions that guaran-
tee exponential input-to-state stability (EISS). EISS is char-
acterized by the existence of an EISS Lyapunov function V
that satisfies the following inequality constraints

α1‖x̄k‖
2 6 V (x̄k,k)6 α2‖x̄k‖

2

V (x̄k+1,k+1)−V (x̄k,k)6−α3‖x̄k‖
2
+κ‖ε̄k‖

2, (2)

for some α1,α2,α3,κ > 0. The satisfaction of (2) implies
EISS with a certain upper bound on the ISS gain γISS. The
conditions (2) can be used for NCSs equipped with uniform
quantizers, to guarantee the following ultimate bound (UB)
on the state of the system (1) as k→∞;

limsup
k→∞

‖x̄k‖6 γISS sup
s∈N
‖ε̄s‖6 γISS

√√√√ nz∑
i=1

(
ζi
2

)2
, (3)

in which ζi > 0, i ∈ {1, . . . ,nz}, with nz the total number
of quantized signals, denotes the step sizes of the uniform
quantizers.

4 Illustrative Example
We illustrate the theory using a benchmark example of a
batch reactor, which communicates its two plant outputs,
each having their own uniform quantizer, over a network.
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Figure 1: Numerical results for various upper bounds on the UB.

For this example with quantization step sizes ζi = 10−3,
i = {1,2}, the numerical results for various upper bounds on
the UB as function of the maximum allowable transmission
interval and delay are depicted in Fig. 1.

5 Further Work
In [1], we demonstrate that the framework as presented here
also allows to consider quadratic protocols, with the well-
known Try-Once-Discard protocol as a special case, and
other types of quantizers, such as logarithmic quantizers.
We show that based on a suitable overapproximation of the
NCS model (1), we can guarantee EISS and a certain `2-gain
using newly developed conditions based on LMIs. Using
these notions of EISS and `2-gain, we can assess closed-
loop stability and performance of the NCS and make trade-
offs between the various network properties, such as bounds
on transmission intervals and delays, the quantization prop-
erties and control criteria, such as ultimate bounds (in case
of uniform quantizers) and global exponential stability (in
case of logarithmic quantizers).
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1 Introduction

Numerous papers show the benefits of steer-by-wire (SbW),
however, hardware limitations are rarely discussed. In Ack-
ermann [1] a minimum required actuator bandwidth is de-
termined using a linear vehicle model, however a maximum
effective bandwidth is not mentioned. To define these re-
quirements the maximum effective steering frequency will
be explored here using a multibody model of a Jaguar XF
that includes all suspension kinematics and non-linear tire
behavior.

2 Results

The additional functionality of steer-by-wire will be most
useful at large lateral acceleration and yaw-rate, usually ex-
perienced in limit handling situations. This means that ve-
hicle characteristics are far from linear. Therefore, to deter-
mine up to which frequency an additional steering action is
useful, the vehicle is steered up to a lateral acceleration of
7 m/s2. The steering wheel angle is then varied sinusoidal
with an amplitude δ∆. The steering angle thus reads

δsw = δss +δ∆ sin(2π f t) (1)

with f = 0.1,0.2 . . .49Hz. The steady state angle is chosen
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Effective
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Figure 1: Lateral acceleration as a function of steering wheel an-
gle.

to be δss = 50◦ and the varying steering angle δ∆ = 20◦. As
a result, the vehicle will experience a change in lateral accel-
eration as is indicated in figure 1. As a result of damping in
the vehicle, a hysteresis loop will occur. To get insight into

the frequency up to which a steering action is useful, the
derivative of the lateral acceleration to the steering wheel
angle day

dδsw

∣∣∣
δsw=δss

is calculated.

The results of the simulations can be seen in figure 2. It
is clear that for increasing frequency the lateral accelera-
tion can not be influenced as much as with a low frequency
steering action. It furthermore has to be noted that due to
tire relaxation effects the derivative has a negative sign for
f = 1.4Hz. The negative sign beyond f = 24Hz can be ex-
plained by a combination of the limited stiffness in the steer-
ing system and tire relaxation effects.
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Figure 2: Influence of varying steering wheel angle on lateral ac-
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3 Conclusion

It is shown that there exists an upper limit up to which steer-
ing actions are useful. Already for low frequencies a drop in
effectiveness can be observed.
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1 Introduction

Autonomous navigation of robots is an important research
topic nowadays. These mobile robots are usually controlled
by predefined laws, which makes it difficult to explore
unknown environments and to deal with poor defined sit-
uations. On the other hand, biological examples like the
human brain show networks of billions of neurons that co-
ordinate all our actions. From these examples, the idea arose
to make an ”intelligent system” using a network of neurons.
The goal of this research is to train a network of electronic
neurons [1] to control a two-wheel mobile robot.

2 Neuronal controller with training procedure

A neuronal controller with a structure as shown in Figure 1
is used. The network has three sensor neurons whose input
voltages are related to the measured distances by the (left,
middle and right) sensors of the robot. The period time of

Sensor
neurons

Sn3 Sn2 Sn1

HR HR HR

dleft dmiddle dright

Motor
neurons

Mn1 Mn2

ωl ωr

−
+

+ +
+

−

Figure 1: Network structure with HR neurons in the input layer.

the sensor neurons is determined by the input voltage and
therefore influenced by the measured distance to an obstacle.
The sensor neurons are coupled with the motor neurons and
the spiking behavior of the sensor neurons determines the
response of the motor neurons. Next, the number of spikes
of the motor neurons determine the angular velocities of the
driving wheels of the mobile robot.

The electronic neurons show mutual differences, which lim-
its the performance of the controller. To improve the results,
clusters of nonidentical neurons are trained to replace the
sensor neurons. To act as a single (average) neuron, the neu-

rons in the clusters should be synchronized. The training
procedure is shown in Figure 2. Within the adaptation mech-

Add neuron

to cluster

Synchronize

neurons

Change period

time
Start with one

neuron

Figure 2: Flowchart of the steps in the training algorithm.

anism the coupling gains between the neurons are changed
to match the period time of the cluster with the period time
of a, beforehand chosen, reference neuron. After changing
the period time, an extra neuron can be added to the cluster
to improve the correspondence with the reference period.

3 Experimental results

Experiments have been performed with clusters of five neu-
rons. The robot drives around and the distances to obstacles
are the inputs for the trained clusters. In the plot on the
left hand side in Figure 3 we see the difference in trajectory
between an untrained (white) and trained (gray) network.
Without training, the robot has a preferential driving direc-
tion, caused by the differences between the neurons. How-
ever, after training the clusters, the robot is able to drive in
a straight line. The other experiment demonstrates that the
robot is able to detect and avoid obstacles, using the neu-
ronal controller.
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Figure 3: Experimental results of the robot driving around.
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1 Introduction

There is a growing interest in reducing the energy con-
sumption of mechatronic systems such as pick-and-place
machines. For linear time-invariant (LTI) systems, energy-
optimal point-to-point (PTP) motion trajectories can easily
be computed by solving a convex optimization problem.
The dissipated energy is minimized subject to linear equal-
ity constraints, which ensure that the system reaches the de-
sired endpoint at the specified time instants. Other system
limitations such as maximum input current, maximum ve-
locity, etc. can be incorporated in the optimization problem
by formulating them as linear inequality constraints.

The same approach can also be used to compute the energy-
optimal system input for a series of PTP motions with spec-
ified time instants for each of the dwells. In many practical
situations, however, the exact dwell times of the intermedi-
ate PTP motions are irrelevant, and therefore free to mini-
mize the energy required for the series of PTP motions. We
present an algorithm for LTI systems to compute the energy-
optimal time allocation for a series of PTP motions. The
presented algorithm is able to account for linear constraints,
such as maximum input and maximum velocity constraints.

2 Energy-optimal time allocation algorithm

Consider a series of Q PTP motions to be executed within
Ntot samples. The first step of the energy-optimal time al-
location algorithm is to compute the minimally dissipated
energy E j(N), for j ∈ {1, . . . ,Q} as a function of the execu-
tion time N. The second step is computing the minimal en-
ergy E12(N) for the first two PTP motions, and the number
of samples N2(N) allocated to the second PTP motion as a
function of the execution time N:

E12(N) = minimize
N2

E1(N−N2)+E2(N2).

These minimization problems are solved by simply finding
the smallest element of the vector E1(N−N2)+E2(N2).

Next, the third PTP motion is added to the first two in the
same way resulting in the minimal energy E123(N) to per-
form the first three PTP motions, and the number of samples
N3(N) allocated to the third PTP motion as a function of the
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Figure 1: Energy-optimal input currents and trajectories.

execution time N:

E123(N) = minimize
N3

E12(N−N3)+E3(N3).

This procedure is repeated until the last PTP motion is added
and we obtained (i) the minimal energy to perform the se-
ries of PTP motions within Ntot samples, and (ii) the num-
ber of samples N∗Q = NQ(Ntot) allocated to the last PTP mo-
tion. N∗Q−1, . . . ,N

∗
2 are obtained by recursively going back

through the solutions NQ−1, . . . ,N2 and N∗1 = Ntot−∑Q
j=2 N j.

3 Simulation results

The proposed algorithm is numerically validated using a
model of an XY-positioning system consisting of 2 perma-
nent magnet linear motors. The energy losses in the internal
motor resistance, and the energy losses due to viscous fric-
tion are minimized subject to input constraints.

The XY-positioning system is commanded to execute a se-
ries of 4 PTP motions. The optimal end time of each PTP
motion is indicated in Fig. 1 by a black cross. Fig. 1 shows
the energy-optimal current signals and trajectories of the 2
linear motors as a function of time.
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1 Introduction

A common non-invasive measurement technique is based on
dielectric spectroscopy (DS). This technique allows measur-
ing the properties of the system as a function of the fre-
quency as well as distinguishing between the different pro-
cesses that could be involved [1]. When developing a non-
invasive glucose measurement system, one must deal with
different noise sources that need to be identified and quanti-
fied in order to provide confidence bounds for the estimated
glucose level. Hence advanced signal processing techniques
are needed to quantify, detect and discriminate the presence
of noise sources as well as the non-linear distortions inher-
ent to the system. Combining non-linear identification tech-
niques and odd random phase multisines (ORPM) [2], to-
gether with the DS will allow for an accurate non-invasive
glucose measurement system.

In a first step towards the in-vivo identification of blood glu-
cose levels, in-vitro experiments are performed using differ-
ent solutions. It let us identify the influence of various con-
stituents of human blood on the system response as well as
the variance in the experimentation. In this report three prin-
cipal blood components are tested given its prevalence in
blood or its influence over the conductivity process. During
the experiments the concentration of the investigated sub-
stances is maintained and its impedance is evaluated over a
number of physiological glucose levels.

2 Experimental Setup

In order to identify the effect of glucose on the obtained
impedance spectra three different solutions at five glucose
concentrations were used. The three solutions were: dem-
ineralized water (Milipore MilliQ Element), human Albu-
min at 4gr/dL (Baxter) and a Sodium-Chloride solution at
350mg/dL (VWR). In each solution glucose was added at 0,
70, 120, 240 and 400 mg/dL (D-Glucose - Merck).

The hardware used was a Bank POS2 potentiostat, with sig-
nals generated and recorded by a NI 4461 PCI DAQ card.
The excitation signals are ORPM. The frequency range em-
ployed for the impedance evaluation was from 1Hz to 30
kHz with a resolution of 1Hz. The electrochemical cell con-
sists of a working (4 mm diameter) and counter electrode
of Platinum and a reference electrode of Silver (Dropsens).
These sensors exhibit a high electrochemical activity and

good repeatability [3]. All the experiments were performed
at 21 and 37 degrees Celsius.

3 Results

Experiments using incremental experimentation, room and
body temperature and different repetitions show the influ-
ence of these factors over the glucose impedance measure-
ment. According with the results a low variance in the ex-
perimentation is obtained at body temperature as well as in
high glucose concentrations.

The BLA combined with ORPM generates information re-
lated to the linear behavior of the system under test, as well
as the noise level and the non-linearities present in the sys-
tem. Based on the results, the BLA describes appropriately
the impedance behavior of each one of the analyzed systems.

4 Conclussions

The capabilities of an ORPM to perform glucose measure-
ments are studied. The measurement technique is based on
DS and uses an ORPM excitation signal analysis. Although
the results are preliminary, they clearly elucidate the capa-
bilities of random phase multisine analysis for glucose mea-
surements. In the future more complex sampled matrices
should be analyzed (plasma, complete blood, over the skin,
fat, etc). Besides, this is also necessary to test the effect
of environmental factors. However, the proposed approach
shows a great capacity to detect the impedance levels in the
most prevalent blood components.
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The growing importance of statistical studies of Diffusion
Tensor Images (DTI) requires the development of a process-
ing framework that accounts for the non-scalar and nonlin-
ear nature of diffusion tensors. This motivation led a number
of authors to consider a Riemannian framework for DTI pro-
cessing because a Riemannian structure on the data space
is sufficient to redefine most processing operations. As a
prominent example, the Log-Euclidean metric proposed in
[1] has emerged as a popular tool because it accounts for
the tensor nature of DTI data at a computational cost that
remains competitive with respect to standard tools. A limi-
tation of the Log-Euclidean metric is its tendency to degrade
the anisotropy of tensors through the standard operations
of processing. Because anisotropy is the core information
that motivates tensor imaging, the present paper proposes
a novel metric that is anisotropy preserving while retaining
the desirable properties of the Log-Euclidean metric. The
properties of the proposed metric are illustrated on the basic
operation of interpolating between diffusion tensors.

1 Methods

The proposed Riemannian geometry is rooted in the spec-
tral decomposition of the tensors, which models any posi-
tive definite matrix as a diagonal positive scaling in a ba-
sis appropriately rotated from the canonical basis. This
parametrization suggests a metric that weighs separately the
rotation and the scaling using the geometries of both groups.
This basic idea appears in early work on DTI [2] but we
introduce additional features to make it practical and rele-
vant for DTI processing. First, we use the invariant met-
rics of each group in order to recover the invariance prop-
erties of the Log-Euclidean metric by scaling and rotation.
Second, the anisotropy of the tensor is used to balance the
contributions of rotation and scaling: by making rotations
of isotropic tensors cheaper, one obtains a geometric frame-
work that inherently accounts for the uncertainty about the
measured directions of diffusion. Third, we use quaternions
for all computations involving rotations. The computational
saving is significant and analog to the one obtained when
working with the Log-Euclidean metric as opposed to the
affine invariant metric.

2 Results

The benefits of the proposed framework are illustrated on
the basic operation of interpolation. Figure 1 compares
the interpolation of two anisotropic tensors within both the
Log-Euclidean and the proposed frameworks. The Log-
Euclidean interpolation causes a large decrease of the rela-
tive anisotropy (RA), resulting in degraded anisotropy infor-
mation for the average tensor, while the proposed framework
overcomes this limitation because the RA evolves monoton-
ically between the two tensors. Thanks to the use of quater-
nions, the computational cost of generating these results is
comparable in both frameworks.

0 0.2 0.4 0.6 0.8 1

0.62

0.8
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Spectral Interpolation

Log-Euclidean 
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t

Figure 1: (Top) Interpolation between two tensors with the Log-
Euclidean and the spectral framework. (Bottom): Evo-
lution of the relative anisotropy through the interpo-
lation with the Log-Euclidean and the spectral frame-
work.
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1 Introduction

Minimally invasive surgery (MIS) consists in operating
through small incisions in which a camera and adapted in-
struments are inserted. It allows to perform many interven-
tions with reduced trauma for the patient. One of these is the
ablation of peripheral pulmonary nodules [1].

Nevertheless, the means for detecting nodules during MIS
are limited. In fact, because of the lack of direct contact,
the surgeon cannot palpate the lung to find invisible lesions,
as he would do in classical open surgery. As a result, only
clearly visible nodules can be treated by MIS presently.

Our work aims at designing, building and controlling a tele-
operated palpation instrument, in order to extend the possi-
bilities of MIS in the thoracic field. Such an instrument is
made of a master device, manipulated by an operator, and
a slave device which is in contact with the patient and re-
produces the task imposed by the master. Adequate control
laws between these two parts allow to restore the operator’s
haptic sensation [2].

2 The palpation device

The palpation device has been designed in collaboration
with thoracic surgeons and is represented on figure 1. A
pantograph has been built to be used as the master of the
palpation tool. The slave is made of a 2 degrees of free-
dom (dof) clamp, which can be actuated in compression and
shear. The compression corresponds to vertical moves of
the pantograph, and the shear to horizontal ones. Force sen-
sors have been designed to measure the efforts along these
directions, both at the master and the slave side, in order
to implement advanced force-feedback control laws and for
validation purposes.

Since the slave device has not been built yet, the dynami-
cal behaviour of the complete teleoperation device has been
modelled based on the CAD drawings and teleoperation
control laws have been applied in simulation. Position-
position, force-position and 3-channel control schemes have
been tested and compared using classical performance crite-
ria.

Figure 1: Teleoperated palpation device

3 Future work

On-going work aims at introducing a visco-elsatic model of
the lung, including the presence of nodules, into the simula-
tion of the teleoperation device [3], in parallel with the real-
isation of the slave. Once the latter is built, further modeling
of the teleoperation device using frequency domain identi-
fication will be carried on, in order to take manufacturing
errors into account. Based on that model, control laws that
best suit the needs of palpation will be studied and experi-
mentally tested [4].
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Introduction 

 
In this contribution the development of a piezoelectric 
tactile sensor system for the differentiation of soft tissues 
and phantoms is presented. The aim of this system is to 
provide a medical tool that can help neurosurgeons with 
the critical task of brain tumour resection, where in 
particular, the most important characteristic is to offer the 
surgeon the capability to find accurately tumour 
boundaries during surgery. The differentiation among 
distinct tissues and phantoms that have similar mechanical 
characteristics is a technique based on the detection and 
evaluation of different electrical parameters, where 
frequency response function measurements utilizing 
multisine excitation are performed to obtain the transfer 
function of the bimorph’s voltages USensor/UActuator. The 
system was tested on a series of gelatine gel phantoms at 
different concentrations. The bimorph sensor system is 
able to detect even minimal differences. 
 

 Materials and Methods 
 

I. Mimicking Phantoms Materials 
 
Biological tissues are materials with a complex internal 
structure which exhibits viscoelastic behaviour. At early 
phases of investigations, it is not recommendable to work 
with real biological tissues due to its highly demanded care 
and narrow window time to perform measurements. 
Instead, it is commonly used to work with phantoms 
fabricated with polymers or gelatine, which expose 
comparable viscoelastic behaviour than the real tissue (e.g. 
brain tissue). Phantoms, also have the advantage that they 
present a higher stability (i.e. their physical or chemical 
structure will not change rapidly), being possible to use 
them for a considerable time [1].  
 
II. Measurement Concept. 
 
The sensor system is based on the use of a piezoelectric 
bimorph. As shown in Fig. 1, one of the piezoelectric 
layers is used as a driving element to generate vibrations 
and the second layer is used as a sensor. When the contact 
ball tip touches the tissue, the mechanical impedance will 
change. To evaluate a tissue sample, frequency response 
function measurements using multisine excitation are 
performed and the changes from the no-load condition (i.e. 
no contact with tissue) in the resonance peaks as well as 

the transfer function of both piezo layers’ signals, 
USensor/UActuator , are used to determine the alteration in the 
consistency of the sample. The use of multisine excitation 
to  obtain  the  FRF  is  justified  due  to  the  need  of  a  fast  
measurement procedure. One of the resonance modes is 
used to estimate the transfer function, where the position of 
the poles functions as differentiation criteria. 
  

Results 
 

Experiments performed on a series of gelatine phantoms 
using different amplitude levels were carried out to analyse 
influence of the nonlinearities. The results of these 
experiments indicate that nonlinear distortions are present 
but still a linear model can be obtained to differentiate 
phantoms with high accuracy. Moreover, the sensor was 
tested at several contact forces to determine the influence 
of this variable in our results. Differentiation of phantoms 
was achieved successfully even at small forces (i.e. 1 cN). 
Higher contact forces lead to a better quality in the 
measurement, although this increases the risk of damage 
on the tissue. 
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Fig. 1. Left: Piezoelectric bimorph tactile sensor in contact with tissue. Right: 

assemble of the sensor into a housing.   
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1 Introduction

Memristors, meminductors, and memcapacitors [1] consti-
tutive an increasingly important class of two-terminal circuit
elements whose resistance, inductance, and capacitance re-
tain memory of the past states through which the elements
have evolved. All three elements are nonlinear and can be
identified by their pinched hysteresis loop in the voltage ver-
sus current plane, current versus flux plane, and voltage ver-
sus charge plane, respectively; see Figure 1. While there are
many discovered experimental realizations and applications
of systems that exhibit memristive behavior, ranging from
applications in non-volatile nano memory to intelligent ma-
chines with learning and adaptive capabilities, the number
of systems showing memcapacitive and meminductive be-
havior is still somewhat limited. Nevertheless, several ap-
plications of these concepts are foreseen in the field of logic
and arithmetic operations using memristive and memcapaci-
tive devices, and field-programmable quantum computation
using meminductive and memcapacitive devices [2].

2 Contribution

In this presentation, we consider circuits made from mem-
ristors, meminductors, and memcapacitors and their conven-
tional counterparts in the Lagrangian framework [3]. It will
be shown that meminductors and memcapacitors do not al-
low a Lagrangian formulation in the classical sense since
these elements are nonconservative in nature and the asso-
ciated energies are not state functions. To circumvent this
problem, a different configuration space is considered that,
instead of the usual loop charges, consist of time-integrated
loop charges. The Lagrangian is defined by the difference
between two novel state functions in a fashion similar to the
usual magnetic co-energy minus electric energy setup, but
having the dimensions of energy times time-squared which
is equivalent to action times time. As a result, the corre-
sponding Euler-Lagrange equations provide a set of inte-
grated Kirchhoff voltage laws in terms of the element fluxes.
Memristive and resistive losses can be included via the in-
troduction of a second scalar function that has the dimension
of action. A dual variational principle follows by consider-
ing variations of the integrated node fluxes and yields a set
of integrated Kirchhoff current laws in terms of the charges.

Although integrated charge, which in SI units is measured
in Coulomb times seconds, is a somewhat unusual quantity
in circuit theory, it may be considered as the electrical ana-
logue of a mechanical quantity called absement. Absement
(a contraction of absence and displacement) is measured in
meters times seconds and its rate of change coincides with
position. One meter-second corresponds to being absent one
meter from a reference point for the duration of one second.
Based on this analogy, simple mechanical devices are pre-
sented that can serve as didactic examples to explain mem-
ristive, meminductive, and memcapacitive behavior.
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Figure 1: Memory circuit elements.

Selected References

[1] Di Ventra, M., Pershin, Y., and Chua., L. (2009).
Circuit elements with memory: memristors, memcapacitors
and meminductors.Proc. of the IEEE, 97(10), 1717–1724.

[2] Pershin, Y. and Di Ventra, M. (2011). Memory effects
in complex materials and nanoscale systems.Advances in
Physics, 60(2), 145–227.

[3] Jeltsema, D. and Scherpen, J. (2009). Multi-domain
modeling of nonlinear networks and systems: energy- and
power-based perspectives.IEEE Control Systems Magazine,
29(4), 28–59.

31st Benelux Meeting on Systems and Control Book of Abstracts

91



Metrics for oscillator models: an input-to-phase approach
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1 Introduction

Oscillatory behaviors are observed in every field of science.
They arise from the interactions between multiple processes,
which often makes their design principles not intuitive. To
uncover the rules that map networks to functions we have to
adapt tools from linear to nonlinear systems theory.

A central notion in systems theory is the notion of distance
between dynamical systems. It arises naturally in system
identification, model reduction, robustness analysis, to cite
a few. The few existing measures to compare oscillator mod-
els focus on steady-state information (e.g. period, amplitude
of oscillations, or periodic orbit).

In this paper, we motivate the use of infinitesimal phase re-
sponse curve as an input-to-phase characteristics of an oscil-
lator. We introduce new metrics for oscillator models based
on their phase response curves and derive their sensitivities.

2 Infinitesimal phase response curves
as an input-to-phase oscillator characteristics

In this paper, an oscillator is modeled as an open dynamical
system defined by a set of differential equations

ẋ = f (x)+ εg(x)u(t) , x ∈ Rn , u ∈ R.

We assume that the ‘zero-input’ system has a hyperbolically
stable periodic orbit and that the open system is perturbed
by a weak input (0 < ε � 1). This assumption implies that
trajectories remain confined in the vicinity of the periodic
orbit.

Using an asymptotic method of reduction [1], the system is
reduced into a one-dimensional phase model

θ̇ = ω + εqu(θ)u(t) , θ ∈ S1 , u ∈ R ,

in which ω ∈ R>0 is the angular frequency of the oscillator.
The (input) infinitesimal phase response curve is the map
qu(·) : S1 → R which measures the asymptotic phase-shift
response to an infinitesimal δ -function. It serves as an im-
pulse response characteristics in the direction of phase-shift.

The characterization of this phase model is used to study
the entrainment and the synchronization of the system. The
infinitesimal phase response curve qu(·) plays thus a lead-
ing role in those properties. Moreover, there are many ap-
plications where the phase response curve can be measured
experimentally.

3 Metrics between oscillator models

We define the distance between two oscillator models as a
distance between their infinitesimal phase response curves.
Depending on the nature of the oscillator and the question,
we define a metric which fulfills none, one, or both follow-
ing invariance properties.

Circular-shift invariance. The choice of a reference position
(associated to a zero-phase) along the periodic orbit is often
artificial. In those cases, we require that

d(q1(·),q2(·)) = d(q1(·),q2(·+σ))

with σ ∈ S1.

Magnitude-scale invariance. The actual magnitude of the
input signal is not always known (e.g. in systems biology).
This uncertainty about the input magnitude induces an un-
certainty on the phase response magnitude. In those cases,
we require that

d(q1(·),q2(·)) = d(q1(·),λq2(·))

with λ ∈ R>0.

Moreover, we derive the metric sensitivity involving the sen-
sitivity of the infinitesimal phase response curve which mea-
sures the effect of perturbing a parameter on an infinitesimal
phase response curve.

4 Applications

We illustrate our approach by answering systems theory
questions on simple oscillator models from different fields:
cellular rhythm in systems biology [2], spike generation in
neurodynamics [3], and low-noise clock synthesis in elec-
tronics [4].
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From rational representations to minimal output nulling and driving
variable representations of a Behavior
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1 Introduction

In this talk, we deal with a special category of representa-
tions of linear time invariant differential systems (LTIDS) in
the behavioral framework. In the behavioral framework, a
behavior, B, of a LTIDS admits many representations such
as the kernel of a polynomial differential operator [2], the
kernel of a rational differential operator [4], etc. In model-
ing of LTIDS, we often need variables other than the mani-
fest ones, called latent variables. Representations involving
these are called latent variable representations. These la-
tent variable representations in general involve polynomial,
and/or rational differential operators. There are also special
class of latent variable representations called state represen-
tations, in which the latent variable satisfies a special prop-
erty called the axiom of state. This axiom states that this
variable has the property that it parametrizes the memory of
the system, i.e., it splits the past and future of the behavior.
A behavior admits different kinds of state representations
such as classical input/state/output (I/S/O) representations,
driving variable representations, output nulling representa-
tions [3], [1]. In this talk we shall limit our attention to
driving variable and output nulling representations.

2 Problem Description

In this talk we show that given a behavior B and a rational
kernel representation with a proper real rational matrix, any
realization of the above matrix yields an output nulling rep-
resentation of this behavior. Similarly, we show that given
a controllable behavior B and a rational image representa-
tion with a proper real rational matrix, any realization of the
above matrix yields a driving representation of this behavior.

Minimality of a representation is defined differently for each
of the state space representations that a behavior admits [3].
An I/S/O representation is minimal if the state dimension
is minimal over all I/S/O representations of B. A driving
variable representation is minimal if the state and the driv-
ing variable dimensions are minimal over all driving vari-
able representation of B. An output nulling representation
is minimal if the state dimension and the dimension of out-
put space are minimal over all output nulling representations
of B. It is well known that every proper real rational ma-

1Johann Bernoulli Institute for Mathematics and Computer
Science, University of Groningen, P. O Box 800, 9700 AV
Groningen, The Netherlands Phone:+31-50-3633999, Fax:+31-
50-3633800 s.v.gottimukkala@rug.nl, and
h.l.trentelman@math.rug.nl.

trix admits a realization such that the underlying constant
real matrices form a controllable and an observable pair. In
the classical I/S/O setting, a representation obtained from
such realization is always minimal. However this is not
the case with driving variable and output nulling represen-
tations. The controllability and observability conditions on
the underlying constant real matrices are not sufficient to
ensure minimality of the output nulling and driving variable
representations.

This motivates us to pose the following questions:

1. Given are a behavior B, its rational kernel representa-
tion with a proper real rational matrix and a realization
of the above matrix such that the underlying constant
real matrices form a controllable and an observable
pair. Find conditions under which the above realiza-
tion yields a minimal output nulling representation of
the behavior.

2. Given are a controllable behavior B, its rational im-
age representation with a proper real rational matrix
and a realization of the above matrix such that the
underlying constant real matrices form a controllable
and an observable pair. Find conditions under which
the above realization yields a minimal driving variable
of the behavior.

We show that for a given behavior, there always exists a
proper real rational matrix such that a realization exists
which yields a minimal output nulling (driving variable) rep-
resentation of the behavior.
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1 Introduction

The convergence of products of stochastic matrices has
proven to be critical in establishing the effectiveness of dis-
tributed coordination algorithms for multi-agent systems.
After reviewing some classic and recent results on infinite
backward products of stochastic matrices, we provide a new
necessary and sufficient condition for the convergence in
terms of matrices from the Sarymsakov class of stochastic
matrices. We further generalize some conditions in the defi-
nition of the Sarymsakov class and prove that the resulted set
of matrices is exactly the set of indecomposable, aperiodic,
stochastic matrices. In the end, we investigate a specific
coordination task with asynchronous update events. Then
the set of scrambling stochastic matrices, a subclass of the
Sarymsakov class, is utilized to establish the convergence of
the system’s state even when there is no common clock for
the agents to synchronize their update actions.

2 Products of stochastic matrices

A square matrix P= {pi j}n×n is said to be stochastic if pi j ≥
0 for all i, j ∈ {1, . . . ,n} and ∑n

j=1 pi j = 1 for all i = 1, . . . ,n.
For a stochastic matrix P and all A ⊆ {1, . . . ,n}, let FP(A )
be the set of one-stage consequent indices of A defined by

FP(A ) = { j : pi j > 0 for some i ∈A }.
We say P is indecomposable and aperiodic and thus called
an SIA matrix if limm→∞ Pm = 1cT , where 1 is an n-
dimensional all-one column vector, and c = [c1, . . . ,cn]

T

is some column vector satisfying ci ≥ 0 and ∑n
i=1 ci = 1.

We say P belongs to the Sarymsakov class K if for any
two disjoint nonempty subsets A , ˜A ⊆ {1, . . . ,n}, either
FP(A)∩FP( ˜A ) 6=∅, or FP(A )∩FP( ˜A ) =∅ and |FP(A )∪
FP( ˜A )|> |A ∪ ˜A |, where |A| denotes the cardinality of A .
We say P is a scrambling matrix if for any pair of distinct
row indices i and j, there always exists a column index k
such that both pik and p jk are positive. Consider a compact
set P of n×n stochastic matrices. The following four con-
ditions are proved to be equivalent.

C1. For each integer k≥ 1 and any P(i) ∈P, 1≤ i≤ k, the
stochastic matrix P(k) · · ·P(1) is SIA.
C2. There is an integer ν ≥ 1 such that for each k ≥ ν and
any P(i) ∈P, 1 ≤ i ≤ k, the matrix P(k) · · ·P(1) is scram-
bling.
C3. There is an integer µ ≥ 1 such that for each k ≥ µ and
any P(i) ∈P, 1≤ i≤ k, the matrix P(k) · · ·P(1) has a col-
umn with only positive entries.

C4. There is an integer α ≥ 1 such that for each k ≥ α and
any P(i) ∈P, 1≤ i≤ k, the matrix P(k) · · ·P(1) belongs to
the Sarymsakov class K .

Theorem 1. Let P be a compact set of stochastic matrices,
and P(i) ∈P . Then P(k) · · ·P(1) converges to a rank-one
matrix 1cT as k→∞ if and only if any of the four conditions
C1, C2, C3 or C4 holds.

3 The Sarymsakov class and SIA matrices

For a stochastic matrix P and all A ⊆ {1, . . . ,n}, let
Fk

P (A ) be the set of k-stage consequent indices of any
nonempty set A ⊆{1, . . . ,n}, which is defined by Fk

P (A ) =

FP(Fk−1
P (A )) for k ≥ 2 and F1

P (A ) = FP(A ). We say a
stochastic matrix P belongs to the class W if for any two
disjoint nonempty subsets A , ˜A ⊆ {1, . . . ,n}, there ex-
ists an integer k such that either Fk

P (A )∩Fk
P (

˜A ) 6= ∅, or
Fk

P (A )∩Fk
P (

˜A ) =∅ and |Fk
P (A )∪Fk

P (
˜A )|> |A ∪ ˜A |. It

is easy to see that K ⊆W since we can always take k = 1.

Theorem 2. A stochastic matrix P is in W if and only if P is
SIA.

4 Asynchronous updates in multi-agent systems

Consider a system consisting of n agents, which is described
by

x(t +1) = Px(t), t = 0,1, . . . , (1)

where P is an n × n stochastic matrix, and x(t) =
[x1(t), . . . ,xn(t)]T ∈ Rn is the state of the system. we con-
sider a possible asynchronous implementation of system (1).
Assume that the agents’ clocks have the same skew but dif-
ferent offsets and thus one can program into each agent the
notion of the length a period of time T . We consider the
case when the agents update exactly once within each T and
ignore the unlikely event that two agents update exactly at
the same time.

Theorem 3. Assume each agent updates exactly once within
T . If the stochastic matrix P in (1) is scrambling, then with
asynchronous implementation the states of all the agents be-
come the same asymptotically.
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G(z) f(x)
u0(t) x(t) y0(t)

Figure 1: A discrete time SISO Wiener system (G is a linear dy-
namic system and f is a nonlinear static system)

1 Introduction

The class of Wiener-Schetzen models can describe a large
variety of nonlinear systems. The dynamical part of these
models is formulated in terms of orthonormal basis func-
tions (OBFs), while the nonlinearity is modeled through a
multivariate polynomial. The parameters of the model are
the coefficients of this polynomial. Generally, this polyno-
mial contains a relatively large number of significant terms,
resulting in a large number of parameters. This abstract is
based on [1].

2 Problem formulation

The identification of a discrete time single input single out-
put (SISO) Wiener system, shown in Fig. 1 is considered.
The excitation signal u0(t) is considered to belong to the
class of extended Gaussian excitations.

In [2], it is shown how a set of poles gives rise to a set of
OBFs and that if the poles are close to the true poles of the
underlying linear dynamical system, this system can be well
approximated with only a limited number of these OBFs.
In the general case with possibly multiple real and complex
valued poles, the Takenaka-Malmquist OBFs are obtained.

In [3], we estimate the pole locations using the best linear
approximation (BLA) of the system. For the Wiener sys-
tem shown in Figure 1 and with u0(t) belonging to the class
of extended Gaussian excitations, the BLA of the system is
equal to:

GBLA(z) = cG(z) , (1)

in which c is a constant. Since the BLA has the same poles
as the linear dynamic subsystem G, the poles of the esti-
mated GBLA are excellent candidates to be used in the con-
struction of the OBFs. Although the quality of the pole es-

KG(z) f( x
K
)

u0(t) K x(t) y0(t)

Figure 2: An equivalent representation of the Wiener system
shown in Fig. 1

timates is very good, the number of parameters can still be
large. Therefore, a parameter reduction step is considered.

3 Basic idea

An equivalent representation of the Wiener system shown
in Figure 1, resulting in the same input-output behavior, is
shown in Fig. 2, in which K is an arbitrary non-zero con-
stant. Since the BLA can represent the system dynamics
very well (see equation 1), we propose to replace one of
the OBFs by the BLA. In that way, most of the dynamics
are represented by only one basis function. The other basis
functions can then be seen as correction terms. Many of the
parameters resulting from these basis functions can be con-
sidered small compared to those resulting from the BLA.

4 Results

Simulation results show a major reduction of the number of
parameters, with only a minor increase in the rms error on
the simulated output.
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1 Motivation

This work considers the identification of linear systems
based on binary output measurements. This can be useful
for applications where sensors measuring the output are too
costly or impractical to install. If it is possible to determine
whether the output is above or below a given threshold,
this information can then be used instead. An example is a
moving object whose position is not measured, but where
an optical sensor can detect when it passes a specific point.

G(q) F

Dynamic system Binary measurement

u(k) x(k) y(k)

Figure 1: Schematic representation of considered systems.

Fig. 1 gives a schematic representation of the considered
systems, with the binary measurement represented by a non-
linear function F . It relates the output of the linear system
x(k) to the binary value y(k) through

y(k) = F(x(k)) =

{
0 if x(k)< xth,

1 if x(k)≥ xth,

where xth is the threshold at which the binary output changes
in value between 0 and 1. The goal is now to identify a good
model Ĝ(q) without measuring x(k), using only u(k) and
y(k), as well as the known behavior of F .

2 Methodology

In contrast to existing techniques with strict requirements
on the excitation signals, the available data is assumed
to be obtained from short and independent experiments,
during which only a single transition of the binary output is
observed. This situation often arises in practical cases, such
that data measured during normal system operation can be
used. However, a consistent identification can then only be
performed if data from multiple experiments is combined.

The identification relies on making predictions x̂(k) for
the different experiments. These are determined using
the known input signals and an estimated Finite Impulse
Response (FIR) model Ĝ(q). The best model is then
found by minimzing a cost function that is composed by
comparing the values of x̂(k) with the measured binary

values y(k), taking into account the known behaviour of the
binary measurement. Two different methods are developed
to do so:

• The first method directly uses the binary information
and applies penalties for predicted values of x̂(k) that
are not in the range corresponding to the binary value.
This achieves a high prediction accuracy but yields
constrained optimization problems.

• The second method is developed as an alternative to
reduce the required computational load of the first.
By assuming the output equals the threshold near
the detected transition, a small error is introduced
but the estimation reduces to an unconstrained linear
least squares optimization problem. Solutions can
therefore be found much faster, and it also becomes
possible to find recursive solutions.

3 Experimental validation

For the experimental validation the test setup shown in Fig. 2
is available. It contains a sliding mass which is driven by
an electromotor. The mass’s position is measured with a
linear encoder, while an optical sensor also provides binary
measurements. The models estimated using the binary data
can thus be evaluated by comparing their predictions to the
true measurements, or by comparing the models to those
estimated with the data from the linear encoder.

electromotor

reflector & optical sensor

linear encoder sliding mass

Figure 2: Test setup with binary output sensor.
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1 Introduction

Prediction-error methods (PEMs) [1] have been the domi-
nant method in system identification for the past 30 years.
Despite their success these methods also have some draw-
backs. For instance, an explicit parametrization of the model
is always required and the search for the parameters can
involve search surfaces that may have many local minima.
Good initial parameter values are then of crucial importance.
These are typically obtained by using subspace methods [2].
In this article we will present a numerical method for find-
ing the global optimum which does not require any initial
parameter value. It will be shown that PEMs are non-linear
polynomial optimization problems and that these are equiv-
alent to solving a non-linear multivariate polynomial sys-
tem. An algorithm will be provided that effectively counts
the number of affine solutions of the non-linear polynomial
system and determines these solutions by solving a general-
ized eigenvalue problem. The whole theory is described in
a numerical linear algebra framework.

2 Prediction Error Methods are Polynomial
Optimization Problems

The model parameters of a LTI model

A(q)y(t) =
B(q)
F(q)

u(t)+
C(q)
D(q)

e(t) (1)

are found from minimizing the prediction errors

e(t,θ) =
A(q)D(q)

C(q)
y(t)− B(q)D(q)

C(q)F(q)
u(t). (2)

This can be written as the following optimization problem

θ̂ = argmin
θ

N

∑
t=n+1

l(e(t,θ)) (3)

subject to (2) where l refers to a suitable norm. We will
assume the quadratic norm l(e) = e2

2 . By using Lagrange
multipliers λ1, . . . ,λN−n these constraints can be added to
the cost function

N

∑
t=1

e(t,θ)2

2N
+

N

∑
t=n+1

λt−1

[
e(t,θ) =

A(q)D(q)
C(q)

y(t)− B(q)D(q)
C(q)F(q)

u(t)
]

(4)

which shows that for the quadratic norm PEMs correspond
to a non-linear polynomial optimization problem. Taking
the partial derivatives of (4) with respect to every unknown

and equating these to zero results in a multivariate polyno-
mial system. PEMs are therefore mathematically equivalent
to solving a multivariate polynomial system.

3 Prediction Error Methods are Eigenvalue Problems

Since PEMs are equivalent with solving a multivariate poly-
nomial system it can also be shown that they are in essence
a generalized eigenvalue problem. In [3] the link be-
tween multivariate polynomial system solving and eigen-
value problems by means of the Macaulay matrix is dis-
cussed. This matrix contains all coefficients of the poly-
nomial system and its nullity reveals the total number of so-
lutions.

4 Counting and Finding Affine Roots

In practice, multivariate polynomial systems will have roots
at infinity which are also counted by the nullity of the
Macaulay matrix. These solutions are not desired and need
to be removed when formulating the generalized eigenvalue
problem. The concept of a reduced monomial system will
be introduced and it will be shown how this monomial sys-
tem guarantees to count and find only the affine roots. An
algorithm will be provided and the main computational tool
in the implementation is a sparse rank-revealing QR decom-
position.
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1 Introduction

The Robust (RLPM) and Fast (FLPM) Local Polynomial
Methods were developed to find a non-parametric Fre-
quency Response Function (FRF) estimate [1]. In this con-
tribution the methods are compared and applied on experi-
mental data coming from a heat diffusion experiment. Both
methods assume that the excitation signal is a periodic sig-
nal and that the transient can be approximated locally in the
frequency domain by a low-degree polynomial. FLPM also
approximates the FRF by a local polynomial with a low de-
gree. This approximation results in a bias error in case a
low-degree polynomial cannot approximate the FRF well.
RLPM does not approximate the FRF by a local polyno-
mial. Thus, using RLPM avoids this bias error due to under-
modeling. Unfortunately RLPM cannot estimate the level
of the nonlinear distortions unless data coming from at least
two experiments with uncorrelated inputs is available.

2 Theoretical analysis

The methods consider that the single-input, single-output
system is disturbed by filtered white additive noise on the
input and the output (Fig. 1).

Figure 1: Scheme of measurement setup. G represents the con-
sidered system; r, the reference signal; u, y the noisy
input, output signals; and nu, ny the input, output noise.

First, the reference r(t), input u(t) and output y(t) signals
are collected during P consecutive periods (N samples per
period). The DFT spectra of the signals are calculated as

X(k) =
1√
NP

NP−1

∑
i=0

x(t)e− j 2πkt
NP (1)

where X = R, U or Y . Transforming the P consecutive peri-
ods to the frequency domain implies that only transient and
noise are present on the P− 1 lines in-between every two
consecutive excited frequency lines.

Next, the non-excited frequency lines are used to estimate
the transient on the input and output signal at the excited
frequency lines. This is possible since the transient is locally
approximated by a polynomial.

Finally, the estimated transient (T̂Z = [T̂Y T̂U ]
T ) is subtracted

from the DFT spectra at the excited frequency lines.

Znew(k) = Z(k)− T̂Z(k) with Z = [Y U ]T (2)

FLPM then estimates the FRFs between the reference and
input/output signal (ĜRY and ĜRU ) by approximating them
locally by a polynomial. RLPM avoids the bias that is poten-
tially introduced by FLPM by calculating the FRF estimates
as ĜRY (k) = Ynew(k)/R(k) and ĜRU (k) =Unew(k)/R(k).

The FRF between input and output signal is for both meth-
ods found as ĜUY (k) = ĜRY (k)/ĜRU (k).

3 Results and conclusion

Both methods were used to find FRF estimates for a simple
heat diffusion problem. Fig. 2 shows that at low frequencies
FLPM outperforms RLPM. This is due to the avoided bias
and thus confirms the theoretical analysis.

Figure 2: FRF estimates (solid lines) and root-mean-square errors
(dotted lines) using FLPM (black) and RLPM (gray).

At higher frequencies FLPM seems to outperform RLPM.
This is due to the smoothing over the neighboring frequen-
cies caused by the local polynomial approximation of the
FRFs. However, the information content of both FRF esti-
mates is the same.
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1 Introduction

Intermodal transportation may be defined as the transporta-
tion of a person or a load from its origin to its destination by
a sequence of at least two transportation modes, the transfer
from one mode to the next being performed at an intermodal
terminal [1]. The reliable and efficient operation of large-
scale intermodal transport networks, (such as road and rail-
way networks, flight networks, ocean-shipping and coastal-
shipping networks, etc.) is of huge importance for meeting
the continuously increasing transport demand of goods in
the national and international trade and promoting sustained
development of the economy and the environment.

With the development of modern technology, various sen-
sors, communication devices, embedded control units and
actuators have been equipped in nearly every local node of
large-scale transport networks, which takes up the task to
monitor and manage the operating performance of its own
relatively small part of the entire network. These equip-
ments endow the local nodes with the intelligence, with
which anyone of the local nodes can gain the ability to com-
municate with other nodes. The key issue that arises here is
how these intelligent nodes will coordinate their actions,so
as to guarantee the operating performance of the network as
a whole. Our research aims at developing multi-level, coor-
dinated, intelligent on-line control methods for large-scale
intelligent intermodal transport networks.

2 Research Framework

In order to make optimal use of the intelligence in transport
networks, model predictive control (MPC) will be applied
for control of the nodes. When applying MPC to the intel-
ligent transport network, the nodes are modeled as control
agents that determine the optimal actions for the next con-
trol cycle by optimizing the objective function using differ-
ent predictive models, the measurements of the initial state
of the network at the beginning of the current control cycle
and the predictions of the evolution of the possible distur-
bances over a certain prediction horizon.

Due to the large-scale nature of transport networks, single-
agent control structures encounter challenges due to the
computational complexity of control tasks and the limi-
tations on communication bandwidth. Decentralized and

distributed multi-agent control structures can reduce the
amount of computation for each control agent in the sys-
tem, although, typically lead to a lower system performance
compared to that of an ideal single-agent control structure.

The multi-level multi-agent control structure (see Figure1)
provides the possibility to obtain a trade-off between sys-
tem performance and computational complexity [2]. There
are several control levels in a control structure. The control
agents in lower levels take care of the fast dynamics of a
small part of the network, while the control agents in higher
levels take care of the slower dynamics of a larger part and
coordinate the actions of the control agents in lower levels.

Figure 1: Multi-level multi-agent control structure

In order to ensure the stability and the control performance
of the multi-level multi-agent control structure, specialco-
ordination mechanisms should be developed. Hence, we
have the following three research objectives: 1) improve the
computational efficiency of the existing coordination con-
trol methods or develop a new one; 2) analyze its theoreti-
cal properties; 3) investigate its control performance by case
study in intelligent intermodal transport networks.
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1 Introduction

We have designed a model that describes the balance of
electricity production and consumption in a multi-producer
multi-consumer Smart Grid. A perfect balance between pro-
duction and consumption is taken to be the control goal. One
strategy to achieve balance in the network is to match pro-
duction and consumption only inside each house. However,
if neighbors cooperate and share some information with
each other, the balancing could be done more efficiently.

Due to the many constraints on the µ-CHP, which produce
at the same time heat and electricity, we will use Model Pre-
dictive Control (MPC) to solve the optimal control problem.
We solve a central optimal control problem in a completely
distributed way using a distributed MPC approach based on
dual decomposition as described in [1]. Each house has a
unique demand pattern based on realistic patterns generated
by ECN pattern generator.

2 Dynamically coupled households

In the house one can make decisions for when to turn on
(off) its µ-CHP, i.e. determining the change in electricity
production ui(k). The real electricity imbalance x̃i(k) on
node i is then

x̃i(k+1) = x̃i(k)+ui(k)+wi(k), (1)

the imbalance at the previous time-step plus the change in
production ui(k) and change in demand wi(k).

We realize communication in the network through dynamic
coupling between the houses’ notion of imbalance, xi(k).
Each house i has a state equation also involving imbalance
information from neighboring houses. The model for imbal-
ance information in house i is given by

xi(k+1) = Aiixi(k)+∑
j 6=i

Ai jx j(k)+Biiui(k)+wi(k), (2)

where Bii is the input weight, Aii is weighing the electricity
imbalance information of house i itself, and Ai j weights the
information received from neighbors. Notice that the phys-
ical imbalance enters the system at each house i through
change in production ui(k) and change in demand wi(k),
where it is included in the information about imbalance
xi(k+1).

The control goal is to steer the states x(k) = [x1(k), ...,xn(k)]

to zero as cheaply as possible in u(k) = [u1(k), ...,un(k)]:

Jopt = min
u(k)

n

∑
i=1

Qiix2
i +Riiu2

i , (3)

where n is the number of households, Qii,Rii > 0 are weights
and (3) is subject to the constraints (2) and operational con-
straints on the µ-CHP. These operational constraints in-
volves a minimum (maximum) production pmin,(max), and a
minimum time on (off) after start-up (shut-down).

3 A dynamic price mechanism

Distributed optimal control via dual decomposition meth-
ods [2], achieves distributed dynamic price patterns. The
extension of the distributed optimal control settings via dual
decomposition methods to an MPC setting is treated in [1].

We apply this distributed MPC method to the (large scale)
embedding of µ-CHP’s in the electricity grid. A simulation
example is shown in figure 1.

Figure 1: One house in a network where n=5.
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1 Introduction

In the search for sustainable energy sources as a replace-
ment for fossil fuel based energy production, wind energy
is one of the cheapest and most available resources for
large-scale production. A new technology to harvest wind
energy uses tethered airplanes at high altitudes and is re-
ferred to as ‘Airborne Wind Energy’ (AWE). Several dif-
ferent AWE approaches are under development at several
research groups and companies around the world. Our re-
search focuses on AWE systems that consist of an airplane
tethered to a ground-based generator that is performing pe-
riodic motions. During the first phase of its periodic mo-
tion, the airplane delivers a high traction force on the cable
while it is being unrolled, causing the generator to produce
electricity. When the cable is fully unrolled, the airplane is
controlled such that the traction force is as low as possible,
and the cable is retracted. Over the two phases combined,
net electricity is produced.
A critical element in the development of AWE systems is
automatic control of the airplanes, which depends a.o. on a
reliable estimate of the pose of the airplane. This presenta-
tion discusses a Moving Horizon Estimator (MHE) for the
pose of tethered airplanes.

2 Measurements and Estimation

A reliable airplane pose measurement system is developed
that runs at a sufficiently high sampling frequency (500–
1000 Hz). It is a combination of an absolute measurement
system (e.g. a stereo vision system, a GPS, or an Ultra
Wide Band (UWB) system) that runs at a low frequency (1–
10 Hz) and an Inertial Measurement Unit (IMU) that runs
at a high frequency (500–1000 Hz). The IMU is mounted
on the aiprlane, and measures its acceleration and rotation
speed in all three directions at a sampling frequency of up to
800 Hz. By integrating these measurements through a kine-
matic model, estimates of the pose are available at a high
frequency. Without the absolute measurement system, the
IMU would drift due to the integration of noisy measure-
ments. Fusion of the IMU and the absolute pose measure-
ments is therefore needed.

The Kalman filter is the most commonly used tool for state
estimation and sensor fusion. The Kalman filter however
only is optimal in case of a linear system and measurement
model. In case of non-linear dynamics, an extended or un-

scented Kalman filter can be used, but they are suboptimal.
A different approach comes in the form of MHE. A MHE es-
timates the system state by solving an optimal control prob-
lem online. In a typical MHE approach, the following opti-
misation problem is solved:

min
x,w,v

T−1

∑
k=0
‖ wk ‖2

Q−1
k

+
T

∑
k=0
‖ vk ‖2

R−1
k

subject to xk+1 = f (xk,wk), ∀k = 0, ..,T −1
yk = h(xk,uk)+ vk, ∀k = 0, ..,T

(1)

where v and w are noise terms introduced to model the mea-
surement noise and model uncertainty respectively, x is the
system state, y represents the measurements and T is the
considered time horizon. Because the IMU delivers mea-
surements at a high sampling frequency, such an approach
would quickly amount to very large optimisation problems
to be solved. Therefore an approach in which the IMU mea-
surements are approximated by polynomials is developed,
with a basis equal to {1, t, ..., tm−1} and m the selected de-
gree. The polynomial coefficients c = {c1,c2, ...,cm} are the
decision variables for the optimisation problem. Each set
of IMU measurements between two absolute pose measure-
ments is represented by a polynomial. This yields the fol-
lowing optimisation problem to be solved:

min
x,c

T−1

∑
k=0
‖ IMUk−hIMU(ck) ‖2

Q−1
k

+
T

∑
k=0
‖ yk−ha(xk,uk) ‖2

R−1
k

subject to xk+1 = f (xk,ck), ∀k = 0, ..,T −1

where ha and hIMU are the absolute pose and IMU measure-
ment functions respectively. hIMU returns the estimated IMU
measurements according to the polynomial base and the re-
spective weighting factors. By taking the degree of the poly-
nomial base not too high, the number of decision variables
can be dramatically reduced compared to problem (1), al-
lowing for a faster solution of the problem. Simulation and
experimental results will be shown during the presentation.
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1 Introduction

The performance of Model Predictive Control (MPC) de-
grades over time if proper supervision is not performed,
due to the model-plant mismatch. Since frequency-domain-
based robust control approaches are better understood in
dealing with uncertainty, we need to establish a connec-
tion between frequency-domain information and the finite
horizon optimal control problem. For that reason, the sin-
gular value decomposition (SVD) of the Toeplitz matrix in
the quadratic performance index of MPC is studied. It was
shown in [2] that for sufficiently long prediction horizons,
the eigenvalues of the Hessian matrix converge to the energy
density spectrum of the associated system seen by the per-
formance index. We extend that work and show that the left
and right singular vectors of the Toeplitz matrix provide the
phase information of the associated system for sufficiently
long prediction and control horizons.

2 Results

The Toeplitz matrix in MPC reflects the connection between
future inputs and future outputs of the system. Considering
a stable SISO system, we can neglect the impulse response
of the system from a time instant k0: H(k) = 0 for k > k0.
Thus, the Toeplitz matrix T ∈ RN×N is given by:

T =




H(0) 0 . . . . . . . . . 0
...

. . . . . .
...

H(k0) . . . H(0) 0
...

0
. . . . . . . . .

...
...

. . . . . . . . . 0
0 . . . 0 H(k0) . . . H(0)




(1)

where N is the control horizon and the prediction horizon of
the MPC. We obtain the singular value decomposition of the
Toeplitz matrix: T =USV ⊤. The diagonal of S (i.e. singular
values of T ) contains the gain information of the system,

and the singular vectors U and V are of sine wave shape and
contain the phase information of the system. Fig. 1 shows
the correspondence between the phase of the system and the
information provided by the Toeplitz matrix.
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Figure 1: Arccos of the inner product of the Toeplitz ma-
trix’s singular vectors & phase

3 Conclusion

This information paves the way for the analysis of the fi-
nite horizon control problem and help us make use of fre-
quency domain techniques in dealing with model uncertain-
ties occurring at certain frequencies. Multi-variable systems
with non-minimum phase zeros or delays will also be stud-
ied based on the results of [1].
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1 Introduction

We address unconstrained convex optimization problems
with low-rank solutions. We propose an algorithm that al-
ternates between fixed-rank optimization and rank-one up-
dates. The fixed-rank optimization is characterized by dif-
ferent factorization models. The search space is nonlinear
but is equipped with a particular Riemannian structure that
leads to efficient computations. For each of the factoriza-
tion we present a second-order trust-region algorithm witha
guaranteed quadratic rate of convergence. Overall, the pro-
posed optimization scheme converges super-linearly to the
global solution while still maintaining complexity that islin-
ear in the number of rows of the matrix. The performance of
the proposed algorithm is illustrated on the low-rank matrix
completion problem.

2 Problem formulation

We focus on the following convex unconstrained problem

minX∈Rn×m f (X) (1)

where f is a smooth convex function with the additional in-
formation that the solutionX∗ of the problem (1) is low-
rank. Programs of this type have attracted much attention in
the recent years as efficient convex relaxations of intractable
rank minimization problems [Faz02, KO09, CCS10] with
trace (nuclear) norm ortikhonov regularization. While
most fixed-rank optimization algorithms assume a priori the
search space and solve for a local minimum, we perform a
systematic and efficient search for the global minimum of
(1). The usefulness of this scheme has been presented in
[MMBS11] in the context of trace norm.

Alternating between fixed-rank optimization and rank-one
updates ensures that all intermediate iterates are low-rank
while converging super-linearly to global minimum. Lo-
cal minima are then escaped by incrementing the rank until
the global minimum in reached. The rank-one update is al-
ways selected to ensure a decrease of the cost. This scheme
of low-rank optimization differs from standard approaches
which require singular value thresholding operations at each
iteration [CCS10, MGC11].
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Figure 1: Different factorization models of ap-rank non-
symmetric matrix.

3 Factorization models

We discuss the geometry associated with each of the fac-
torization model and give the necessary insights to devise
second-order schemes, shown in Figure 1. The search space
of p-rank manifold is the quotient manifold defined by

Rn×p×Rm×p/GL(r) ← GHT

St(p,n)× S++(p)×St(p,m)/Op ← UBVT

St(p,n)×Rm×p/Op ← UZT

where GL(r) is the set of full rankr× r matrices andOp is
the set ofp× p orthogonal matrices.
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1 Introduction

Design of ultrasonic equipment is more frequently facili-
tated with numerical models. These numerical models, how-
ever, need a calibration step, as usually not all characteristics
of the materials used are known. Characterisation of mate-
rial properties combined with numerical simulations and ex-
perimental data can be used to acquire valid estimates of the
unknown material parameters. In our design application, a
finite element (FE) model of an ultrasonic particle separa-
tor, driven by an ultrasonic transducer in thickness mode,
is required. The particle separator consists of a glass cu-
vette with a piezoelectric transducer attached to the glass by
means of epoxy adhesive. Separation occurs most efficiently
when the system is operated at its main eigenfrequency.

2 Approach

A two-step approach was applied in order to obtain a cal-
ibrated model of the separator. Admittance measurements
on the piezo transducer were used for all steps of model cal-
ibration and validation. In the first calibration step the un-
known material parameters of the piezoelectric transducer
were estimated with an optimisation routine [1], while pre-
serving prior physical knowledge known from manufacturer
data [2]. Starting point for the optimisation were parameter
estimates obtained from a full factorial design of numerical
experiments. In the second step the model was extended to
the entire separator, also preserving known parameters and
estimating the remaining unknowns or uncertain parameters,
for instance the thickness of the adhesive layer between the
piezoelectric transducer and the separator chamber’s glass.

3 Results

The results show that the approach leads to a fully calibrated
2D model of the piezo transducer and the complete cuvette
(see Figure 1). Nevertheless, both a sensitivity analysis on
the piezo transducer and the results of the DOE show that
very small changes to the input parameters, like the adhe-
sive layer thickness or even the water temperature, will dra-
matically change the system response. This means that ei-
ther such system should be made and operated within tight
specifications to obtain the calculated performance or the
operation of the system should be adaptable to cope with a
slightly off-spec system, requiring a controller to find and

maintain the eigenfrequency. Finally the separator model
was ’filled’ with water and validated with admittance mea-
surements. The obtained pressure profiles show the typical
nodal lines which cause the ultrasonic agglomeration of par-
ticles.

Figure 1: Measured and simulated admittance magnitude of the
empty cuvette

4 Conclusion

Preserving known physical knowledge while optimising the
response with unknown parameters was an efficient method
for system calibration. The method does not only provide
adequate input for future design, but also provides valuable
insight into the influence of various parameters to the system
response.
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1 Introduction

We face the problem of community detection or clustering,
which has been widely discussed in [2]. We use the kernel
spectral clustering model (see [3]) to accomplish this task,
by employing the primal-dual framework and making use
of out-of-sample extension. The clustering model can be
trained on a small subset of the whole graph (by solving
an affordable eigenvalue problem) and then be applied to
the rest of the network in a learning framework. The out-
of-sample extension is a unique feature of our algorithm in
the community detection field, and allows to analyze large
networks. In this picture, two tasks become crucial:

• the choice of a good criterion to properly select the
parameters to feed into the model, like the kernel pa-
rameters (if any) and the number of clusters.

• the extraction of a subgraph which is representative
for the overall community structure characterizing the
entire network.

In order to achieve the first goal we use a new method pro-
posed in [4]. This criterion is based on Modularity, a quality
function which, although with some drawbacks, has been
shown to be a meaningful measure accounting for the pres-
ence of a significant community structure in networks. Re-
garding the selection of a small representative subgraph to
use as training set, we propose an active selection method
based on the greedy optimization of the expansion factor
(see [5]). We demonstrate the effectiveness of our model
on synthetic networks and benchmark data from real net-
works (power grid network and protein interaction network
of yeast), ad we also make a comparison with the Nyström
method.

2 Kernel spectral clustering model

GivenNtr training nodesD = {xi}Ntr
i=1,xi ∈ RN and the num-

ber of communitiesk, the primal problem of spectral clus-
tering via weighted kernel PCA is formulated as follows:

min
w(l),e(l),bl

1
2

k−1

∑
l=1

w(l)T
w(l) − 1

2N

k−1

∑
l=1

γle
(l)T

D−1
Ω e(l) (1)

such thate(l) = Φw(l) + bl1Ntr (2)

whereϕ : RN → Rdh is the mapping to a high-dimensional
feature space,Φ is the Ntr × dh feature matrix Φ =

[ϕ(x1)
T ; . . . ;ϕ(xNtr)

T ], γl ∈ R+ are regularization constants,
bl are bias terms,l = 1, . . . ,k −1. The dual problem related
to this primal formulation is:

D−1
Ω MDΩα(l) = λ lα(l) (3)

where Ω is the kernel matrix withi j-th entry Ωi j =
K(xi,x j) = ϕ(xi)

T ϕ(x j), DΩ is the diagonal matrix with di-
agonal entriesdΩ

i = ∑ j Ωi j, MD is a centering matrix. The
out-of-sample extension on theNtest new nodes becomes:

e(l)
test= Ωtestα(l) + bl1Ntest (4)

whereΩtest is theNtest× Ntr kernel matrix.

3 Results

In the case of the synthetic networks in order to compare
the memberships predicted by the kernel spectral clustering
model with the true memberships the ARI index is used. On
the other hand, in the case of the real datasets, to assess the
quality of the clustering produced by the model, the Mod-
ularity of the predicted partition is calculated. The results
obtained are good both in terms of the quality of the discov-
ered partitions and the computation time needed to perform
the analysis. Moreover, our model outperforms the Nyström
method. The analysis of very large graphs and online clus-
tering (by extending the trained model on every new test
node arriving in a data stream) can be considered as future
challenges.
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1 Introduction

This work briefly describes a geometrical ap-
proach—Riemannian Mesh Adaptive Direct Search
(RMADS)—for optimizing a range-based contrast function
in order to estimate independent components (ICs) respect-
ing the unit-norm constraint. The empirical results using
signal and image data show that the convergence quality
of the RMADS algorithm employed in the IC estimation
surpasses the state-of-the-art approaches.

2 RMADS optimizing range-based contrast

The RMADS is a Riemannian extension of the MADS al-
gorithm [1] for minimizing a non-smooth function which
ensures an asymptotically dense set ofpolling directions.
Given an initial iterate, the MADS algorithm locates an op-
timizer of the objective function by evaluating the function
at some trial points, and not requiring any of its derivative
information. At each iteration, the trial points are selected
such that they lie on amesh, constructed using a finite set
of directions scaled by amesh size parameter. These direc-
tions must form a positive spanning set, and remain as the
product of some fixed non-singular generating matrix and an
integer vector. The objective function values are evaluated
at the trial points, and theimproved mesh point is selected as
the one with a lower function value compared to the incum-
bent iterate without insisting on sufficient decrease. Follow-
ing thissuccessful iteration, the incumbent solution and the
mesh size parameter are updated. If the iteration fails in pro-
ducing animproved mesh point, themesh size parameter is
reduced, and the trial points closer to the incumbent solution
are tried. Even though the convergence depends only on the
aforementionedpoll step, an optionalsearch step may be in-
cluded which enhances the exploratory capability of MADS.

Owing to the requirement to remove the scaling indetermi-
nacy in the independent component analysis (ICA) problem,
the ICs are constrained to have unit-norm. In other words,
the optimization enforces the constraint that each IC lies on a
unit-hypersphere. However, to avoid the accumulation of es-
timation errors in the deflation method, it is a common prac-
tice to resort to the simultaneous approach of IC estimation.
Consequently, the underlying constraint on the IC estimate
can be viewed as a cartesian product of unit-hyperspheres;

this is equivalent to formulating the ICA problem on the
oblique manifold.

Despite being non-smooth, the range-based contrast func-
tion enjoys the discriminacy property, which ensures that
each local optimum of the function corresponds to a satis-
factory IC estimate [2]. Interestingly, since the RMADS is
endowed with the guarantee of convergence to a local opti-
mum of a non-smooth objective function, it turns out to be
a pertinent choice for optimizing the aforementioned con-
trast function. Nevertheless, the MADS designed for the
Euclidean setting has to be carefully tailored to optimize on
the oblique manifold, and in addition preserve the conver-
gence guarantees. The RMADS algorithm utilizes the fol-
lowing ingredients of theoblique manifold optimization: (i)
exponential map and (ii) log map to perform the vector ad-
dition and subtraction, respectively, such that the resultant
quantity belongs to the manifold, and (iii)parallel transport
to carry out a mathematical operation between the vectors
on two different tangent spaces, by transporting one vector
to the tangent space of the other. Since the range-based con-
trast function can easily be shown to have Lipschitz conti-
nuity, a convergence sketch can be provided to explain how
the RMADS still guarantees a local optimum solution under
mild assumptions.

3 Experimental validation

We performed a simulation by mixing the natural im-
ages/audio signals with a random non-orthogonal mixing
matrix. The mixed images/signals are thenwhitened and
separated using the ICA estimates obtained via the proposed
and the state-of-the-art ICA approaches. The separation
quality assessed using the performance index (PI) bears ev-
idence to the benefits of our approach.
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1. Introduction 

 

Drying is an important but energy intensive process 

applied in a wide variety of industries. Assuming a 100% 

energy efficient dryer, the amount of heat required to 

evaporate 1kg of free water from a product is in the order 

of 2.5MJ. The energy efficiencies of conventional dryers 

are however usually in the range 20 – 60%. With about 

60000 products dried in application domains spanning 

virtually all industrial process systems, drying contributes 

about 15% of total industrial energy consumption. Dryer 

control is important for energy efficiency and product 

quality and many innovative dryer designs have been 

developed towards performance improvement. This work 

shows from energy balances and process resiliency 

analysis how dryer controllability and energy efficiency 

can be improved simultaneously. The viability of desiccant 

adsorption drying as a means of achieving this is shown. 

 

2. Methodology 

 

DryerHeater
Ambient air

Wet product Dry product

TainFa, Tamb , Yain Taout

Xp
Fp, Xpin

 

Fig. 1 Dryer schematic. 

 

For the conventional drying system (Fig. 1), product 

moisture content Xp and outlet air temperature Taout are 

outputs controlled by air flowrate Fa and inlet temperature 

Tain. Tamb is the ambient temperature. The energy balance 

states that the drying air sensible heat loss across the dryer 

equals the latent heat gain plus heat loss Qloss 

 

     lossvppinpaoutainpvainpaa QHXXFTTCYCF  (1) 

 

The energy efficiency η, the ratio of the energy of the 

evaporated water to the dryer heat input is approximately 

 

   ambainaoutain TTTT                                           (2) 

 

where Fp, Xpin are product flow and inlet moisture content 

respectively, Yain is inlet air humidity, Cpa and Cpv are 

specific heat capacities of air and water vapour while ΔHv 

is the latent heat of vaporization of water. The process gain 

matrix which determines system controllability is given by 

 















ainaoutaaout

ainpap

TTFT

TXFX
G                                      (3) 

  

Controllability can be analysed using tools like the relative 

gain array RGA (note:   is the Hadamard product) and the 

Morari Resiliency Index MRI given respectively by 

 

 TGGRGA 1                                                            (4) 

  GsvdMRI min                                                          (5) 

 

Differentiating equation (1) with respect to Fa and Tain, 

(assuming Qloss does not vary with them), gives: 

 

     aoutainapaaouta TTFXKFTF  1              (6) 

     11  ainpaainaout TXKFTT                           (7)                                               

 

where the constant    vppvainpa HFCYCK   

 

The dryer process gain matrix which determines the 

system controllability properties is therefore seen to be 

related to the energy performance. When the drying air is 

dehumidified by passing through a desiccant adsorption 

system before the heater, the gain matrix elements change. 

Also, extra degrees of freedom and state variables are 

introduced, altering controllability and energy efficiency. 

Using modelling techniques, it can be shown how and 

under which conditions this modification can improve 

controllability and energy efficiency simultaneously. 

 

3. Conclusion  

 

Process design modifications affect both steady-state 

performance measures like energy efficiency and 

controllability. By including desiccant dehumidification as 

an add-on to the basic dryer, energy efficiency and 

controllability can be improved simultaneously .  
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1 Introduction and Background

The coming years will see noise and emission regulations
become ever more stringent, especially in the domain of
heavy duty vehicles. The producers of these vehicles have
already started looking for solutions. One of the promising
solutions is powering the auxiliaries of these vehicles elec-
trically, through a generator driven by the Internal Combus-
tion Engine (ICE) of the vehicle, see [1].

Electrically powered auxiliaries require a constant voltage
and frequency supply of electricity, like mains. Therefore,
the generator, which is powered through the ICE, has to be
driven at constant speed. This means a transmission that can
convert the variable speed of the ICE to a constant speed in-
put to the generator is required. The Continuously Variable
Transmission (CVT) is such a device that has continuous
ratio coverage through its range. This concept of drawing
power from the ICE at constant speed is called the Constant-
Speed Power Take-Off (CS-PTO).

In this research, the potential of the CVT in CS-PTO appli-
cations is investigated. One such application is completed
on the test rig, and the resulting performance is discussed.

2 The CVT

This project concentrates on the pulley CVT among the
many available types. The pulley CVT employs two sets of
conical pulley sheaves with a belt in between that transfers
the power from the input to the output side, see figure 2(a).
On each side, one of the pulley sheaves can move axially,
changing the radius at which the belt sits on the pulley, thus
changing ratio. Certain clamping forces are required to keep
or change the axial positions of the moveable pulley sheaves.
These forces are supplied hydraulically, as depicted by the
primary and secondary pressures p1 and p2 in figure 2(a).

The main mechanisms of operation of the CVT are friction
and hydraulics. Therefore, its behaviour is highly nonlinear.
This makes identification and control challenging, see [2].
Moreover, a cascaded control system is required as to track
the desired ratio, one should also be able to control the hy-
draulic valves accurately, as can be seen in figure 1.

3 Control and Results

Manual tuning is employed in designing the controls of the
system depicted in figure 1. In addition to linear feedback
control, linear and nonlinear feedforward control and de-
coupling controls are employed. Moreover, various safety
strategies have been included to safeguard the CVT.

Extensive performance tests prove that the maximum error
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Figure 1: Control system overview.
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Figure 2: (a) The CVT. (b) Tracking performance of the designed
controller.

in ratio tracking is 6%. The efficiency of the variator is es-
timated to be between 91 and 94%. These results comply
with project requirements. However, it is clear that there is
still room for improvement.

4 Conclusions and Looking Forward

Developing controls for the system and extensive perfor-
mance tests established good benchmarking of the capabil-
ities of this CVT setup and hydraulic valves as actuators.
From this point on, the components of the system will be
identified and modelled in computer environment where op-
timal controls can be developed according to the perfor-
mance and robustness criteria.

References
[1] A. J. Klostermann, “New concepts for fuel efficient auxil-
iary systems for heavy duty vehicles,” October 2011, in ATC Work-
shop Notes.
[2] T. Oomen, S. van der Meulen, O. Bosgra, M. Steinbuch, and
J. Elfring, “A robust-control-relevant model validation approach
for continuously variable transmission control,” in American Con-
trol Conference, 2010.

Book of Abstracts 31st Benelux Meeting on Systems and Control

108



Control for Low Emission, High Efficiency Diesel Engines

Chris Criens, Frank Willems, Maarten Steinbuch
Eindhoven University of Technology

Den Dolech 2, P.O. Box 513, Gem-Z -1.138
5600 MB Eindhoven, The Netherlands

c.h.a.criens@tue.nl

Introduction

In 2013 the new EURO VI emission standards will become
active. As a result, the emissions of Nitrous Oxides (NOx)
and Particulate Matter (PM) will have to be lowered signif-
icantly. To realize this, tight control over the combustion
conditions will have to be combined with exhaust gas af-
tertreatment.

Engine Air-Path

The amount and composition of the intake air of a diesel
engine are managed by a Variable Geometry Turbine (VGT)
and Exhaust Gas Recirculation (EGR) system.

By applying EGR, the combustion temperature and oxygen
concentration are reduced, resulting in lowered emissions of
NOx. The combination of EGR valve and variable turbine
enables independent control over both the amount and com-
position of the intake air.

Variable
Turbine
Geometry

Fresh air

Exhaust
NOx, PM

EGR

Torque

Intake manifold

Figure 1: A schematic representation of the main components of
a diesel engine air system

Control

Feedback control is used to adapt to disturbances, making
the engine behavior more predictable and stay closer to its
optimum. Optimal in this sense typically means the best
possible efficiency within the constraints provided by the en-
gine hardware and emission legislation.

A new control method has been developed that uses setpoint
tracking of NOx-emissions, PM-emissions and pumping
losses (to represent efficiency). This results in a two-input
(EGR, VGT), three-output (NOx, PM, pumping losses) con-
trol problem. Using a singular value decomposition, the
output-direction that is not influenced by the two actuators
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EngineSetpoint
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Feedback
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rPumpinglosses
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Figure 2: Overview of the engine control scheme

can be separated. Simultaneously the remaining steady-state
input-output behavior is decoupled.

Figure 3: A feedback controlled engine vs. a traditional open
loop controlled (Uncontrolled) engine with various dis-
turbances present. The plot shows the results in 3-d
with 2-d projections on the axes.

The new feedback controller decreases the effect of the dis-
turbances by a factor 10. Additionally, the average emis-
sions decrease by 10 to 20 percent and fuel consumption
improves by 0.7 percent. Engines equipped with the new
controller will have more dependable behavior and be more
environmentally friendly.
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1 Introduction

In the industry is common to find systems that perform a
task in a repetitive way, i.e., pick and place machines, print-
ers, etc. It is desired for these systems to perform in the
fastest way possible and with high accuracy, because this
reflects productivity and quality. For example, bad perfor-
mance in a printer system may end up in registration (dot
position) errors which translate in a low print quality.
Because of the repetitive nature of these systems most of
the errors will appear in each repetition they perform.When
feedback is not capable to reject these repetitive distur-
bances, a repetitive controller (RC) can help us to reject the
disturbances of a specific frequency.

2 Control structure

In cases where there is uncertainty in the frequency of the
disturbance, High Order Repetitive Control (HORC) pro-
posed in [2] can be used to compensate for it. HORC in-
troduce a series of memory loops to widen the notch in a
certain frequency at the expense of amplification in between
harmonics so the HORC is robust to frequency mismatches.
In [3] the notch is narrowed to achieve attenuation in be-
tween harmonics by choosing different weights in the loops
so the RC becomes robust to noise.
In cases where the disturbances are spatial, delay-variable
repetitive control (DVRC) [1] can be useful. DVRC is ca-
pable of calculating the RC delay in every iteration based on
another spatial variable. One of the drawbacks of DVRC is
that the robustness is limited for frequency uncertainties or
noise.

Combining these two techniques HORC and DVRC, allows
us to build a new Robust Delay-Variable Repetitive Con-
troller (RDVRC). This new structure will be robust against
frequency mismatch or noise in the disturbance by choosing
the proper weights in accordance with our system properties
(noise, dynamics, sensors, etc.). For stability of the RDVRC
a new criterion is derived based on the stability proof pre-
sented in [1] and [2].

3 Experimental Results

Our experimental setup consists of a transporting belt and
two rollers. It is clear that the position in any point of the
belt depends on the rollers, and on the speed at which they
operate. The belt is operated at 5 different speeds while mea-
suring the error in the position of the belt.
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Figure 1: Cumulative power spectrum density (CPSD) of the
original disturbance (black), feedback error (black
dashed), DVRC(dark grey) and obtained with new
structure RDVRC (light grey)

It can be observed in Figure 1 that the feedback is not capa-
ble to reject the repetitive disturbance. The DVRC is capa-
ble to do that but RDVRC is able to reduce noise in between
harmonics, obtaining even more satisfactory results.
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1 Introduction

In this talk we present a port-Hamiltonian approach to the
deployment on a line of a robotic sensor network (see e.g.
[3] for related work). Using the port-Hamiltonian modelling
framework has some clear benefits. Including physical in-
terpretation of the model, insight in the system’s energy and
structure, scalability, and use of the Hamiltonian for stability
analysis. A concise overview of port-Hamiltonian systems
theory can be found in [2].
Deployment on a line fits within the broader context of us-
ing robotic sensors networks for (autonomous) inspection of
dikes. The aim of the autonomous dike inspection is to make
a group (swarm) of robotic sensor move along the surface of
the dike, while monitoring it with e.g. ground penetration
radars (GPR).
The ideas in this talk are inspired by [1], who uses a passiv-
ity based-approach for coordination. It is well known that
there is a strong link between port-Hamiltonian systems and
passivity, which can be used in the stability analysis of the
network.
In this talk we’ll look at a network of N robots, which are
modelled as fully actuated point masses. The interaction
among the robots is represented by a graph G. The robots
correspond to the vertices of the graph. The M edges of the
graph correspond to virtual couplings [4], which are virtual
springs and dampers. The dynamics of the interconnected
system [4] are given by

q̇vc = −BT ∂H
∂ p

ṗ = B ∂H
∂qvc −

(
Dr +BDvcBT

) ∂H
∂ p ,

(1)

where qvc, p, B, H, Dr, and Dvc denote respectively the
relative distances, momenta, incidence matrix of graph
G, Hamiltonian, robots dissipation matrix, and the virtual
dampers dissipation matrix.

2 Deployment on a line

The deployment objective is to spatially distribute the
robotic sensor network at equal relative distances on a line.
We assume that all robots only interact with their nearest
neighbors. The corresponding graph G is called a chain (or
path) graph.
We extend the state with two static virtual walls, located
at the boundaries of the line segment. Using a coordinate

transformation we obtain the dynamics on the constrained
state space [2]. At the equilibrium of this system the de-
ployment objective is achieved. The equilibrium is globally
(asymptotically) stable if the robots and/or virtual couplings
are (strictly) passive. The corresponding (distributed) con-
trol law for the robots is given by

u = B
∂H
∂qvc −BDvcBT ∂H

∂ p
. (2)

Note that ∂H
∂qvc and Dvc in (2) are design parameters, which

can be used to shape the equilibrium and the transient re-
sponse of the network.

3 Elementary simulation results

We have run elementary simulations for a network with
eight robots, two virtual walls, and nine virtual springs. The
robots are strictly passive (Dr > 0), while the virtual cou-
plings are lossless (Dvc = 0). The figure below shows the
time evolution of the robots.
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From their initial positions, the robots move towards a con-
figuration where they are deployed at equal distances on the
line segment.
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1 Introduction

In order to adequately perform tasks in a domestic setting,
robots need to be aware of their environment and need to
know the relations between objects in the world. A world
model can be used to store and keep track of object posi-
tions and other attributes, such as velocity, color or weight.
Typically, such world model is constructed based on obser-
vations received from sensors by fusing the received infor-
mation into one global, consistent belief state. At the same
time, a reasoning component can be used to translate the
quantitative descriptions provided by the world model to
qualitative, symbolic representations from which new sym-
bolic properties can be derived. For example, the world
model may track the positions of a cup and table in Carte-
sian coordinates, while the reasoning component translates
this information to qualitative relations, such as ’the cup is
on top of the table’.

However, the process described above is hindered by the fact
that the world can only be partially observed due to occlu-
sions, and is constructed from noisy data because of sensor
limitations. To be able to adequately cope with these prob-
lems, uncertainty must be explicitly represented and dealt
with, not only in the world model but also in the reasoning
component.

2 Reasoning with Uncertainty

The problem of constructing a consistent world model from
noisy observations is well-studied in literature. For example,
the tracking community provides several well-established
methods for fusing sensor information within a probabilis-
tic framework [1]. At the same time, many methods exist
for performing probabilistic inference in reasoning systems,
such as [2]. However, the probabilistic output of the world
model is typically first ’truncated’ to strict facts, e.g., the
most probable state, before being fed to the reasoner. For ex-
ample, the reasoning system described in [4] only uses the
most probable location of the robot as input, while the lo-
calization module itself provides probabilistic information.
This approach has the disadvantage that valuable informa-
tion may be lost.

The implementation of the world model as used on our

The research leading to these results has received funding from the
European Union Seventh Framework Program FP7/2007-2013 under grant
agreement no248942 RoboEarth.

AMIGO robot is based on the multiple-hypothesis approach
known from tracking literature [3]. This means that multi-
ple possible states of the world are outputted, including the
dependencies between those possible worlds. Our aim is to
implement a reasoning module which makes explicit use of
those multiple possibilities. For example, if a robot is asked
to retreive a cup, and the world model outputs that the cup is
either on coordinate C1 or C2 in room A or coordinate C3 in
room B, the reasoner may output that its best to go to room
A, even if C3 has the highest probability. The conversion of
the quantitative information provided by the world model to
the symbolic representation used in the reasoner will be per-
formed by explicitly linking probability distributions over
the attribute space of the objects to symbolic expressions.
For example, a cup position probability distribution over a
table surface can be linked to the expression ’the cup is on
the table’.

A benefit of this approach is that qualitive information
’known’ to the reasoner can also be used to update the world
model. If John tells the robot that he will be in room A in
one hour, the robot can represent this information as a prob-
ability distribution over the room for the attribute ’position’.
Then, this type of information can be fed to the world model
as if it was an observation. If the robot later receives obser-
vations of a person in room A, it will be able to associate
these measurements to John. In a similar way, if the robot
knows that it has succesfully picked up a cup with 90% cer-
tainty, the world model can be updated with this position
information using a distribution centered around the robot’s
gripper. That way, it can keep track of the cup’s position,
even without observing it.
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Abstract 

 
It is proven that simple PD position feedback plus 
feedforward dynamics compensation can achieve global 
asymptotic tracking for one-DOF mechanical systems 
under the assumption of exact model knowledge. In order 
to cope with model uncertainty, the control law is extended 
with a model parameter adaption algorithm. 

 
1 Introduction 

 
Loria [1] developed a position feedback controller for one-
DOF mechanical systems yielding global asymptotic 
stability assuming exact model knowledge. The main 
disadvantage of this controller is that it involves hyperbolic 
tangent, sine, and cosine functions, which are not easy to 
implement and may induce very high value of the control 
effort. In addition, control parameter tuning is not at all 
straightforward. 
In this work an alternative position feedback controller is 
presented. The proposed control is much simpler and more 
intuitive and hence easier to implement than the method 
presented in [1]. 
 

2 Problem statement 
 
Starting from the dynamics of a one-DOF mechanical 
system [2, p.190], that is 

τ=++ )sin(qMglqBqJ &&&                          (1) 

the output tracking errors 1)(),( ℜ∈tete &  are defined as: 
qqeqqe dd &&& −=−= ,                              (2) 

where 1)( ℜ∈tqd  is any 3C reference trajectory. Our 
objective is to design a control input )(tτ  that uses 
feedback of only position )(tq  such that 0)(),( →tete &  as 

∞→t . 
 

3 Control design 
 
3.1 Output feedback PD plus (OPD+) control 
The model-based control law is proposed as follows 

)sin(qMglqBqJkek dddp ++++= &&&υτ                 (3) 

)( beqaq cc +−=& , beqc +=υ                      (4) 
where bakk dp ,,,  are positive gains, respectively, and cq  
is an auxiliary variable. 
 
Theorem 1: The proposed (OPD+) control (3) and (4) 
ensures the globally asymptotic stability. 
A Lyapunov based proof is given during the presentation. 

 
3.2 Adaptive output feedback PD (AOPD) control 
If the exact model is not known, the proposed control law 
equals 

υθτ dpd kekY ++= ˆ                                  (5) 

( )∫ −+−=
t

ddd deYYkekY
0

)()()((ˆ σσσασθ &               (6) 

where θ̂dY  represents the feedforward desired dynamics 

compensation with the estimated model parameters θ̂ ; 
α,k  are positive adaptive gains, and υ  is given by (4) and 

(5). 
 
Theorem 2: The proposed AOPD control (4)-(6) ensures 
global asymptotic tracking, provided the control gains are 
chosen to satisfy some sufficient conditions (see the 
presentation). 
A Lyapunov based proof is given during the presentation. 
 

4 Illustrative example 
 
Comparisons of the proposed OPD+ control with the 
method presented in [1] are performed. One of the 
examples is the tracking of a sinusoidal reference 
trajectory )rad))(sin(1(2 tqd −= . Figure 1 shows the 
resulting position tracking errors and clearly illustrates the 
advantage of the proposed method. 
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Fig. 1. Position tracking errors. 
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1 Introduction

Before domestic robots will be part of our daily lives, further
large-scale research on both hardware and software is re-
quired. In software, the Robot Operating System (ROS) [1]
is nowadays acknowledged as a standard software platform
that is used by numerous research institutions. This open
source software is available to everyone and by sharing
knowledge with the community there is no need to ‘rein-
vent the wheel’, hence drastically speeding up develop-
ment. Similarly, this paper proposes the Robotic Open Plat-
form (ROP): an open hardware platform available to all
(www.roboticopenplatform.org). The more research groups
will join and use ROP, the more ROP will become a valuable
collection of configurable and affordable hardware compo-
nents. Our target is that eventually a fully operational ser-
vice robot can be built for around C15,000 (bill of material).

2 Modularity and Standards

Personal robots are expected to become a market with a sim-
ilar influence as the personal computer market. Comparing
the two markets, we are now in the era before the design
of the IBM standard PC architecture. There are very few
personal robotic systems on the market, they are expensive,
and components are not interchangeable. Identical to how
the IBM architecture revolutionized the PC market, the cre-
ation of design standards for personal robots will open up
the great potential of the personal robotics market.

In the design of current research platforms, such as the
PR2 [2] and the Care-O-bot 3 [3], the importance of mod-
ularity has been acknowledged. For example, the interfaces
of the PR2 robot can be found on the manufacturers web-
site. However, the mechanical, electrical and software inter-
faces of various manufacturers are still very different, mak-
ing it impossible to, e.g., straightforwardly equip one robot
platform with the arm of another one. Having one platform
where users are encouraged to share their designs with the
community implicitly stimulates the development of com-
mon standard interfaces. Furthermore will the fast devel-
opment of affordable actuators and sensors enable the con-
struction of affordable modules for base, torso, arms and
head, such that the bill of material is expected to drop rapidly
in the coming years.

1The research leading to these results has received funding from the
Dutch ministry of Economic affairs.

3 Current Status and Future Work

The first robot that was presented on ROP is the AMIGO
service robot (see Figure 1). The ROP website contains
all available documentation needed to create a full copy of
AMIGO, and the corresponding software will be made pub-
licly available on ROS. This robot was quickly followed
by the Willow Garage TurtleBot and the Tech United Eind-
hoven TURTLE soccer robot will be added soon.

Figure 1: The AMIGO robot

Our hope is that research groups over the world will share
their designs on ROP and will reuse available designs and
knowledge, such that a strong community will grow and de-
velop, similar to what happened with ROS over the recent
years. We are currently focussing on the design of AMIGO
2.0, which will feature a unified interface between modules,
and a completely open source robotic arm.
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Abstract

Rooted in the seminal work of Hodgkin and Huxley [1],
conductance-based models have become a central paradigm
to describe the electrical behavior of neurons. These mod-
els combine a number of advantages, including physiologi-
cal interpretability (parameters have a precise experimental
meaning) and modularity (additional ionic currents and/or
spatial effects are easily incorporated using the interconnec-
tion laws of electrical circuits). Not surprisingly, the gain in
quantitative description is achieved at the expense of mathe-
matical complexity. The dimension of detailed quantitative
models makes them mathematically intractable for analy-
sis and numerically intractable for the simulation of large
neuronal populations. For this reason, reduced modeling
of conductance-based models has proven an indispensable
complement to quantitative modeling [2]. In particular, the
FitzHugh-Nagumo model [3], a two-dimensional reduction
of Hodgkin-Huxley model, has played an essential role over
the years to explain the mechanisms of neuronal excitability
(see e.g. [4] for an excellent introduction and further ref-
erences). More recently, Izhikevich has enriched the value
of reduced-models by providing the Fitzugh-Nagumo model
with a reset mechanism [5] that captures the fast (almost dis-
continuous) behavior of spiking neurons. Such models are
used to reproduce the qualitative and quantitative behavior
of a large family of neuron types [6]. Notably, their com-
putational economy makes them good candidates for large-
scale simulations of neuronal populations.

The Hodgkin-Huxley model and all reduced models derived
from it [3, 6] focus on sodium and potassium currents, as the
main players in the generation of action potentials: sodium
is a fast depolarizing current, while potassium is slower and
hyperpolarizing. Initally motivated by reduced modeling of
dopaminergic neurons in which calcium currents are essen-
tial to the firing mechanisms [7], the present paper mim-
icks the classical reduction of the Hodgkin-Huxley model
augmented with an additional calcium current. The calcium
current is a distinct player because it is depolarizing, as the
sodium current, but acts on the slower timescale of the potas-
sium current.

To our surprise, the inclusion of calcium currents in the HH
model before its planar reduction leads to a novel phase por-
trait that has been disregarded to date. Mimicking earlier

classical work, we perform a normal form reduction of the
global HH reduced planar model. The mathematical nor-
mal form reduction is fundamentally different in the clas-
sical and new phase portrait because it involves a different
bifurcation. The classical fold bifurcation is replaced by a
transcritical bifurcation.

The results of these mathematical analysis lead to a novel
simple model that further enriches the modeling power of
the popular hybrid model of Izhikevich. A single parameter
in the new model controls the neuron calcium conductance.
In low calcium conductance mode, the model captures the
standard behavior of earlier models. But in high calcium
conductance mode, the same model captures the electro-
physiological signature of neurons with a high density of
calcium channels, in agreement with many experimental ob-
servations. For this reason, the novel reduced model is par-
ticularly relevant to understand the firing mechanisms of
neurons that switch from a low calcium-conductance mode
to a high calcium-conductance mode. Because thalamocor-
tical (TC) neurons provide a prominent example of such
neurons, they are chosen as a proof of concept of the present
paper, the benefits of which should extend to a much broader
class of neurons.

References
[1] Hodgkin A and Huxley A (1952) A quantitative description
of membrane current and its application to conduction and excita-
tion in nerve. J. Physiol. 117: 500-44.

[2] Rinzel J (1985) Excitation dynamics: insights from simpli-
fied membrane models. Fed Proc. 44:2944-6.

[3] FitzHugh R (1961) Impulses and physiological states in the-
oretical models of nerve membrane. Biophys J. 1: 445-66.

[4] Ermentrout GB, Terman DH (2010) Mathematical Foun-
dations of Neuroscience. Interdisciplinary Applied Mathematics.
Springer.

[5] Izhikevich EM (2003) A simple model of spiking neurons.
IEEE Trans Neural Netw. 14: 1569-72.

[6] Izhikevich, EM (2007) Dynamical Systems in Neuro-
science: The Geometry of Excitability and Bursting. MIT Press.

[7] Drion G, Massotte L, Sepulchre R, Seutin V (2011) How
modeling can reconcile apparently discrepant experimental results:
The case of pacemaking in dopaminergic neurons. PLoS Comput.
Biol. 7, e1002050.

31st Benelux Meeting on Systems and Control Book of Abstracts

115



Decision making in noisy bistable switches: a local analysis
for non local predictions

Laura Trotta, Eric Bullinger and Rodolphe Sepulchre
Departement of Electrical Engineering and Computer Science,

University of Liège, B-4000 Liège, Belgium
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1 Introduction

Bistable switches are frequently encountered in biology be-
cause binary decisions are at the core of many cellular pro-
cesses. A bistable switch model is often described by a set of
ordinary differential equations with two stable steady-states,
each of them associated with a distinct decision. Depending
on the external stimulus, the system can flip back and forth
between these two stable states, choosing one of the two
possible options. Examples of bistable switches are found
in a broad variety of biological models including models of
the cell cycle, the controlled cell death and development [1].
Most of these models are nonlinear and high dimensional
which make them difficult to analyze. In addition, biological
switches are often subject to different sources of noise which
introduce some stochasticity in the system. Therefore, un-
derstanding which parameters and states govern the decision
making process requires analyzing the transient behavior of
a high-dimensional, nonlinear and possibly stochastic sys-
tem. In this paper, we propose to use a local approach to
study decision making in bistable switches subject to addi-
tive white noise. This local method is proposed as a valuable
alternative to extensive numerical simulations generallyre-
quired to understand the mechanism under investigation.

2 Method and Results

Let,
dx
dt

= f (x)+ εξ (t), x ∈ Rn (1)

describe a system such that forε = 0, the system is a bistable
switch with two stable equilibrium points (x1,x2). ξ (t) is a
vector-valued random process of zero mean whose compo-
nents are independent and each of which is an independent
identically distributed random variable. This vector-valued
random process is introduced to account for intrinsic fluc-
tuations and is motivated by the Langevin theory. In this
paper, we argue that it is possible to use a local approach to
study decision making in (1). This work is based on the hy-
pothesis that the deterministic bistable model(ε = 0) has a
saddle point (x0) with some properties of time-scale separa-
tion between its attractive and repulsive directions. Our ap-
proach is motivated by the work of E. Stone and P. Holmes
on random perturbations of heteroclinic attractors [2] and
the work of Bogacz et al. on the physics of decision making

[3]. In particular, we show that under appropriate assump-
tions, the decision process can be described locally by an
Ornstein-Uhlenbeck process whose dynamics is governed
by parameters directly related to the saddle point. For two
examples of biological switches, we compare the results ob-
tained with this local model with the results obtained for the
global model.

3 Discussion

In this paper, we try to estimate some statistics about the
decision making process in a bistable model submitted to
noise by studying the local properties of the system around
an hyperbolic saddle point. Despite the fact that the sad-
dle is not an equilibrium point of the stochastic system, we
show that a local approach is still instructive. Under appro-
priate assumptions, the system can be reduced to an Orstein-
Uhlenbeck process whose dynamics depend on the proper-
ties of the saddle point. Yet, Orstein-Uhlenbeck processes
have been used to study decision making under uncertainty
in a broad variety of fields including statistics and cogni-
tive neurosciences [3]. This local approach could also be
a good starting point for the study of decision making in
multi-stable models. Especially further work should discuss
possible connections between our work and recent work on
the transient behavior of stochastic gradient algorithms [4].
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1 Introduction

This work provides insight into the modeling cycle in bi-
ological network reconstruction. Understanding regulatory
mechanisms in biological networks is a multi-stage process
that involves acquisition and consolidation of prior knowl-
edge, experimental design, data collection, hypothesis test-
ing and model validation. Often, in parameter identifica-
tion problems, models need to be fine-tuned and validated.
This is a cyclic process that involves learning from both data
and the model. This work involves reverse engineering bi-
ological networks using gene expression time course data
sets. Following wet-lab experiments, transcription profiles
for the genes that are involved in the D-xylose metabolism
in the XlnR regulon ofAspergillus niger were categorized.
The genes showed different transcription profiles as a result
of the D-xylose perturbation on the XlnR regulon. The rela-
tionship between the model and data was analyzed.

2 Methods

The study of biological networks is often based upon exper-
imentally measured data orin silico studies. We model the
XlnR regulon ofAspergillus niger [1], and using the cyclic
evaluation we adapt the models to improve our understand-
ing of the dynamics exhibited in the gene expression data
set. Nonlinear ordinary differential equations and Hill func-
tions were used to model the gene regulation and their asso-
ciated dynamics. By fixing the values of the less sensitive
parameters, the estimates of the more sensitive parameters
significantly improved. The gene expression profiles were
analytically categorized for the data sets corresponding to
the low (1 mM) and high (50 mM) D-xylose concentrations.
The D-xylose concentration follows the expression:

u1(t) = u1(0)
θ

β + eKt ; given u1(0) = u10 (1)

where θ ,β and K are parameters andt is time. The
transcription-translation model we used is given in (2). Here
xi is the mRNA abundance andzi is the protein concentra-

tion; kis,k
′
i1,ki2,ki3,kid ,ri andηi are the system parameters.





ẋi = kis
k

′
i1u1

1+ k
′
i1u1

1
1+ ki2u1

ϕ(zi, :)− kidxi,

żi = rixi − ηizi; xi(t0) = xi0, andzi(0) = zi0

(2)

Here,ϕ(zi, :) is either an activator i.e.ϕ(zi, :) = ki3zi/(1+
ki3zi) or repressorϕ(zi, :) = 1/(1+ ki3zi) Hill function.

3 Results and discussion

Under the experimental condition considered (low or high
D-xylose concentration), the gene transcription levels im-
plicitly relate to the amount of enzymes produced. The re-
sults show that for this group of genes, better model fits can
be obtained if more is known on the precise role played by
post-translation modification products and the associatedD-
xylose metabolism at high D-xylose concentrations. Most
target gene transcription profiles show high order dynam-
ics to the second and third order, indicating the existence of
feedback loops in the network.

4 Conclusion

Different levels of perturbation with the 1 mM and 50 mM
D-xylose on the regulon lead to different target gene expres-
sion dynamics. The bimodal responses exhibited by some
target genes suggest a potential existence of other contribu-
tors to the regulation mechanism in the XlnR regulon. The
dependence of the steady states on the parameter was high-
lighted by the system steady state analysis.
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1 Introduction

One particular extension of the standard Lyapunov stability
theory concerns the use of Lyapunov-like vector functions
instead of scalar ones. Vector valued functions combined
with comparison theorems stemming from the theory of dif-
ferential inequalities, have been initially used for the stabil-
ity analysis of continuous-time nonlinear systems. Concep-
tually, the comparison systems approach lies in the follow-
ing: if a stability analysis or control synthesis problem is
too difficult to investigate, an attempt is made to establish
a relationship between the system under consideration and
another system via a vector function, such that both systems
enjoy similar properties. Analogous methods have also been
developed and applied to discrete-time systems using linear
or nonlinear comparison systems. An overview of the exist-
ing methods can be found in [1], [2].

2 Positively invariant and contractive sets

Applying the comparison systems method, necessary and
sufficient conditions verifying positive invariance and con-
tractiveness of subsets defined by nonlinear vector inequali-
ties of the form

S(v,d) = {x ∈ Rn : v(x) ≤ d} (1)

with respect to continuous-time as well as discrete-time sys-
tems, have been established. The idea behind the approach
is based on the following: Ifv(x) is a vector valued func-
tion defined on the state-space of a systemx(t +1)= f (x(t))
andy(t + 1) = h(y(t)) is the associated comparison system
constructed using functionv(x), then v(x0) ≤ y0 implies
v(x(t)) ≤ y(t) for t ≥ 0. In other words, in the case of con-
tractiveness, the rate of convergence of each border surface
vi(x) = di of the set defined by the vector valued inequality
v(x) ≤ d is upper bounded by the the rate of convergence
of the corresponding componentyi(t) of the state vector of
the comparison system. Thus, positive invariance of the set
defined by inequalityy ≤ d with respect to the comparison
system implies the positive invariance of the setv(x) ≤ d
with respect to the original system.

3 Main results

In the case whenv(x) = Gx, that is in the case when the set
defined by the inequalityv(x) ≤ d is a polyhedron, the rate of
convergence of the componentsyi(t) of the vectory(t) pro-
vides information about the rate of convergence of the facets
(Gx(t))i = yi(t) of the polyhedron. A polyhedron, however,
can also be described in terms of its vertices. Motivated by
this fact, this note is focused on two main issues, namely
in developing new types of comparison systems providing
information about the evolution of the vertices of a polyhe-
dron and extending the approach to other complex types of
sets.

Starting from recent results [3], [4], we first deal with the
problem of establishing positive invariance and contractive-
ness for sets of a more general form than (1):

S(V,g,d) = {x ∈ Rn : (∃y ∈ Rp, y = Vx : g(y) ≤ d)} . (2)

Then, we move on to the problem of establishing compar-
ison systems associated with the original systems via sets
described by their “generating vectors”

Q(W,g,r)={x ∈ Rn : (∃y ∈ Rp, g(y) ≤ r : x = Wy)}.
(3)

An application of these so called dual comparison systems,
associated with sets (3), will be demonstrated for the case of
discrete-time bilinear systems.
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1 Problem and Concepts

The motivation of the problem of observer construction is
the need for observers for several engineering control prob-
lems. Examples of such problems are control of motorway
traffic, control of electric circuits, etc.

Define a time-invariant continuous-time piecewise-affine hy-
brid system on polytopes (PAHSP) without inputs, see [2],
as a dynamical system as understood in control and system
theory, with the representation,

dxq(t)/dt = A(q)xq(t)+a(q), xg(t0) = xq,0,

y(t) = C(q)xq(t)+ c(q),

q+ = f (q−,e,xq−), q− = q0,

r(q−,e,xq−) = M(q−,e)xq− + cr(q−),

q ∈ Q, xq(t) ∈ X(q), y(t) ∈ Rp.

The observer problem is to uniquely determine the state of a
PAHSP at the end of a time-interval from the observations of
the output of the PAHSP received during that time-interval.
Earlier publications cover observability of linear hybrid sys-
tems but not the problem considered in this lecture. The
problem of checking observability of piecewise-affine hy-
brid systems has been proven to be undecidable, see [1].
Therefore a more modest aim is considered: can a decidable
sufficient condition for observability be proven?

Coobservability is defined as the system theoretic property
that on any interval one can uniquely determine the state at
the final time from the observations received on the interval.

2 Construction of an Observer

Assume that at any time-instant the discrete part of the
state of a PAHSP can be determined uniquely from its out-
put trajectory. Define the state estimate polytope (SEP) as
the set of states within the continuous state set which are
compatible with the current and past outputs. If the affine
system at discrete state q is observable, or, equivalently,
if (A(q),C(q)) is an observable pair, then the SEP shrinks
shortly after the initial time to a vector in the state set and

the state is then estimated. If at state q, the affine system is
not observable then the SEP reduces to a polytope in the un-
observable subspace. Once a discrete event occurs then the
SEP is intersected with the current exit facet and is trans-
formed by the reset map to a new SEP within the continu-
ous state set of the new discrete state. This cycle repeats.
If coobservability holds, then the SEP reduces to a single
vector in the local state polytope, after a finite number of
discrete transitions

3 Coobservability check

The second problem is the construction of a procedure to de-
termine whether a piecewise-affine hybrid system is coob-
servable. Assume again that from the output the discrete
state can be determined uniquely. At the initial time there
is again an initial state estimate polytope (SEP). If at the
local discrete state the affine system is not observable then
reduce the SEP to a polytope in the unobservable subspace.
Determine all exit facets of the state polytope at which the
state trajectory can leave the polytope. It is in general a
difficult and a practically almost-untractable problem to de-
termine which exit facets can be reached from any particular
initial state. Once the set of exit facets is determined or over
approximated then one obtains from it a branching set of
discrete state trajectories. If the state trajectory reaches an
exit facet then it is first intersected with the exit facet, which
may reduce its dimension. Subsequently the reduced SEP is
transformed by the reset map to a new SEP in the state set
of the new discrete state. Thus after one cycle of computa-
tions one obtains a new SEP at another discrete state which
has a strictly smaller or equal dimension than the SEP at the
previous discrete state. The cycle of computations then re-
peats. If for every branch of the finite set of branches of the
discrete-state trajectories there exists a finite cycle of com-
putations reducing the SEP to a single vector then the system
is coobservable.
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1 Abstract

The complexity of models and databases plays a pivotal
part in model-based research. Simple models and databases
contain only few processes and variables, and usually have
only limited predictive value. More complex models and
databases are aimed at more reliable and more accurate pre-
dictions. They contain more processes and variables, de-
scribing more details of the modelled system. However,
in increasing the complexity there is also a larger need for
data support, and factors may have been introduced into the
model or database of which there is only limited knowledge.
In practice, a significant increase in the complexity may ac-
tually increase rather than decrease the uncertainty with re-
gard to the model or database output. Apart from that, sev-
eral practical issues play a role in the complexity of simu-
lation models and databases, for instance, the running time
of more complex models easily outgrows computer capa-
bilities, which reduces the possibilities for rigorous testing,
verification, sensitivity analysis, bifurcation analysis, vali-
dation and calibration of the model, and thus decreases the
confidence in the model [1].

We have developed the concept of ‘equilibrium’ in the com-
plexity of a model or database [2], not to be confused with
‘equilibrium’ in the meaning of ‘steady state’. A model or
database is considered to be in equilibrium when it is suffi-
ciently complex for making predictions within a certain ac-
curacy demanded by the application, while the complexity
is supported by adequate data of sufficient quality and min-
imised to fulfill practical conditions. The concept of ‘equi-
librium’ is not unrelated to statistical model selection us-
ing, for instance, an automated selection criterion such as
the Akaike Information Criterion (AIC [3]), but it is much
broader and not fixed to one objective criterion – the above
definition is specifically application-oriented, and the com-
plexity is not limited to the number of parameters.

To analyse if models and databases are in ‘equilibrium’
we have developed an evaluation list. This ‘Evaluation list
Model Complexity’ (EMC) consists of several questions on
subjects with regard to model complexity. The list is to be
filled out by people involved in the development and/or use
of the model or database under evaluation and other stake-
holders. Rather than a formal criterion with which a model
or database is valued, like the AIC, the list consists of ques-

tions that are set up such that they generate ‘conflicts’. This
set-up proves useful for exposing weak spots. For exam-
ple, if one question asks about the intended application of
the model, then the next question will ask for what applica-
tions the model is actually being used currently. If the two
answers do not match, a potential issue has been found.

Different versions of the list have been subjected to expert
review, tested with cases from the scientific literature, and
with cases provided by organisations that make ample use
of simulation models and spatial databases for policy eval-
uations for the Dutch government [4]. In the presentation I
will discuss the motivation and concepts behind the list, and
some of the obtained results of the application of the list.
Furthermore, I discuss some future work on the subject, in-
cluding further testing of the new version of the evaluation
list, the application of the list to a broad ranges of models
and databases, the development of guidelines for model im-
provement based on the findings of applying the list, and the
development of a EMC ‘light’ version that consists of only
a couple of questions for quick scanning. For more informa-
tion see the web page [5].
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1 Introduction

Initial FRF measurements of an unknown system are often a
cumbersome endeavor. How does one design a suitable ex-
citation signal when very little is known about the system?
Excitation signals with a logarithmic power spectral density
(PSD) are often used, since these spread the available signal
power evenly over the features of the system[1]. For mul-
tisine excitations, such a PSD is to be approximated in the
sense that the PSD is discrete and confined to a linear fre-
quency grid. This results in a quasi-logarithmic (quasi-log)
multisine [2]. In this paper we present an elegant and simple
way to design such a quasi-log multisine. This consists of
a well-chosen amplitude spectrum such that it approximates
the spectrum of the logarithmic signal closely and suitable
choice of the spacing between frequency lines. Such a signal
allows for a robust identification of unknown systems.

2 Approach

The studied method relies on periodic multisines as excita-
tion signals. We determine a suited frequency ratio α f =
fk+1

fk
of the (quasi) log frequency grid, which is related to the

minimal damping that we expect in the class of systems un-
der test. For a given linear grid spacing, the quasi-log grid
will have a reduced frequency resolution at low frequencies
compared to the desired signal. We compensate for this ef-
fect by concentrating the power carried by the neighboring
lines of the logarithmic multisine on the available lines of
the (compensated) quasi-log grid. In Figure 2 we show the
spectrum of a linear and log grid multisine, together with a
quasi-log multisine and the compensation described above.
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Figure 1: Different frequency grids and compensation factor.

3 Results

Simulations compare the performance of the different ex-
citation signals. Within the band of interest, systems with
identical damping but different resonance frequencies were
identified for 1000 noisy realizations of the measurements.
The variance on the FRFs is displayed in Figure 2.
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Figure 2: Variance σĜ of the FRF of systems with equal damping
but different resonance frequencies, for different exci-
tation signals with identical power.

We see that a linearly spaced multisine results in a high vari-
ability: the variances vary widely as a function of the reso-
nance frequency. Both the quasi-log and the compensated
quasi-log signal offer independence of the variance on the
value of the resonance frequency.

4 Conclusion

The proposed quasi-log multisine allows to improve the FRF
measurement and obtain a constant SNR over the frequency.
When compared to the classical multisine, the variance at
low frequencies is much lower at the cost of a modest in-
crease of the variance at the high frequencies.
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1 Abstract

Hydrogen sulfide is present in many hydrocarbon gas
streams such as synthesis gas. Bulk removal proceeds
by physicochemical processes, such as the amine-Clauss
process[1]. These processes are associated with some dis-
tinct disadvantages as high temperatures and pressure. As
microbiological sulfide oxidation proceeds around ambient
temperatures and atmospheric pressure, the biological desul-
furization process is considered as an alternative to the ex-
isting technology[2].

In the biotechnological process for hydrogen sulfide removal
under halo alkaline conditions (see figure [3]), a variety of
oxidation products can be formed. The process selectivity
of the process depends on various substrate levels, as oxy-
gen, sulfide and polysulphide. The formation of elemental
sulfur is preferred as thiosulfate and sulfate formation will
increase the process costs significantly. In order to scale-up
the biological desulfurization process, more insight between
the associated biological kinetics and hydraulic phenomena
is needed. Hence, analytical models need to be developed to
predict full scale gas-lift reactors.

Figure 1: Flow scheme of the biotechnological process for biogas
desulfurization.
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Abstract

Before attempting to estimate (identify) the parameters of
a given model, one may have to choose the proper model
structure among a set of candidates, which may correspond,
for instance, to competing scientific hypotheses about the
description of some phenomenon (see, e.g., some of the
practical examples in [1]). Choosing between model struc-
tures is called model discrimination. For it to be possi-
ble on the basis of experimental data, these models must
be distinguishable, a property that can be tested by tech-
niques similar to those used to test models for identifiability
(although identifiability of two structures is neither neces-
sary nor sufficient for their distinguishability), see [2]. In
practice, of course, the ability to discriminate distinguish-
able model structures depends of the informational content
of the data collected. This is why optimal experiment design
for model discrimination has received some attention in the
statistical literature.

For optimal design to be possible, some performance index
is needed. T-optimal design [3] aims at maximizing some
measure of the lack of fit between the output of some model
assumed to be true and that of an alternative structure. When
experiment design boils down to input design for a dynamic
state-space model, it can be seen as the search for an opti-
mal control law for a specific cost function. Yet, surprisingly
little seems to have been done to connect the fields of opti-
mal control and experiment design for model discrimination.
This presentation is a contribution to filling this gap.

Let two competitive model structures be defined by the fol-
lowing state and output equations

ẋ1(t) = f1(x1(t),ϑ1)+b1u(t) (1)
y1(t) = g1(x1(t),ϑ1)

and

ẋ2(t) = f2(x2(t),ϑ2)+b2u(t) (2)
y2(t) = g2(x2(t),ϑ2)

with x1(t) and x2(t) state vectors of appropriate dimensions,
ϑ1, ϑ2 parameter vectors, u(t) the joint control input vector,
and f1(·), f2(·) non-linear vector functions. For the purpose
of introducing the idea of optimal input design for model

discrimination using analytical solutions and based on Pon-
tryagin’s maximum principle, we limit ourselves to the case
of two non-linear scalar state equations that are affine in
their joint input.

The methodology was applied to a fed-batch reactor case
study with zero-, first-order and Monod kinetics. For details
see [4]. Future work will focus on multi-state, parameterized
and not fully observed models requiring numerical solutions
to the problem.
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1 Introduction

In recent years, Unmanned Aerial Vehicles (UAV), such as
quadcopters, have received increasing attention. In the re-
search world, they are an interesting platform for e.g. test-
ing new control algorithms. An interesting challenge is the
robust control of quadcopters. This presentation discusses
how the period lyapunov differential equations can be used
to obtain approximate robust control for a time-optimal pe-
riodic quadcopter flight task. The results are limited to com-
puter simulation for now, but the KU Leuven quadcopter
platform is available for demonstration in the future.

2 Quadcopter model

A quadcopter typically has 4 rotors, of which 2 rotate clock-
wise, and the other 2 rotate anti-clock-wise. The state vec-
tor of a quadcopter consists of the 3D postion, velocity, ori-
entation and rotation speeds of the body, and of the spin-
ning speeds of the 4 rotors. Orientation is parametrised by
quaternions. This amounts to a total of 17 states. The con-
trol inputs to the system are torques applied on the 4 rotos.
The aerdoynamic forces and torques are modelled according
to [4].

3 Problem formulation

3.1 Flight scenario
In the investigated flight scenario, the quadcopter must meet
two waypoints A and B in a periodic time-optimal fashion.
The system is free to choose at what time these waypoint
shall be met. A hard constraint is present in the form of an
impermeable vertical cylinder that prohibits a line-of-sight
connection between A and B.

3.2 Robust linear feedback control
To robustify the non-linear system in an approximate fash-
ion, a Lyapunov based approach is taken [1]. In this formal-
ism, the original system is augmented with extra states P that
satisfy the following linear Lyapunov differential equations:

P(t) = A(t).P(t)+P(t).AT (t)+B(t).BT (t) P(0) = P(T )
(1)

where A and B are linearisations of the system dynamics
with respect to states and disturbances respectively. P can
be interpreted as an uncertainty ellipsoid on the states of the
original system. Robustification is obtained by adding a P-
weighted term to constraints.

To obtain a linear feedback control, original controls of the
system are explicitized as u = ū+ K̄ [(x− x̄)+w], where bar
quantities become parameters of the optimal control prob-
lem and w models measurement noise.

An invariant appears in the system due to the use of
quaternions, requiring modifications to the periodicity con-
straints [2].

4 Numerical approach

The resulting optimal control problem is treated numerically
by a direct approach, using a collocation scheme on fully im-
plicit model equations. A sparsity-exploiting interior point
method is used to solve the resulting non-linear problem.
The python interface of CasADi [3], is used as a develop-
ment framework.
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1 Introduction

Time-optimal path tracking problems often arise in indus-
trial applications, such as welding, gluing and painting,
as well as in applications such as programming by human
demonstration, and target interception and capturing.
Therefore time-optimal motion for robotic manipulators has
significant importance from a productivity and economical
point of view. But it is a highly complex task, due to
the non-linear, coupled robot dynamics which make the
optimization problem extremely non-convex. Therefore this
work focuses on planning of robot motions along prescribed
geometric paths, called path tracking. In this case the
optimization problem can be reformulated as a convex
problem [1] for which the global optimum can be found
efficiently. This method exploits the fact that motion along
a path can be expressed by a single path coordinate s(t).
By expressing the optimization problem in the variables
a(s) = s̈ and b(s) = ṡ2, it is transformed into a convex
optimization problem [1].

In some applications it can be useful to also include a
Cartesian acceleration constraint on the motion of the end
effector of a robotic manipulator. This results in a constraint
on the Cartesian end effector acceleration twist [2]. Some
possible applications are moving loosely stacked objects on
a plate, or moving an open barrel filled with a liquid. In
these cases, the acceleration of the end effector, expressed
in the end effector frame must be constrained to avoid
the objects from falling off or to avoid the liquid from
overflowing the barrel.

2 Cartesian acceleration constraint

The Cartesian acceleration twist ṫee
bs (see [2]) of the end

effector {ee}, with respect to the base frame {bs}, can be
represented in three ways (see [3]): body-fixed, inertial
and hybrid, depending on the velocity reference point and
coordinate reference frame. Hence three different Cartesian
end effector acceleration constraints can be formulated.

In the presentation it will be shown that in all the
cases the Cartesian acceleration constraint depends linearly

on the two optimization variables a(s) and b(s):

ṫee
bs ≤ j1a(s)+ j2b(s)≤ ṫ

ee
bs, (1)

with j1 = J(q)q′ and j2 = J(q)q′′ + J̇(q,q′)q′ where J is
the geometrical Jacobian [2], q the joint angle vector and
ṫee
bs and ṫ

ee
bs the lower and upper bound on the Cartesian

acceleration twist. Hence adding a Cartesian acceleration
constraint preserves convexity of the problem.

In the presentation the application of this method is il-
lustrated with numerical and experimental results for a
KUKA LWR robot with seven degrees of freedom. For
example, figure 1 shows the result of numerical simulation
and gives the y component of the body-fixed acceleration
twist for a linear path along the y axis of the robot base, in
function of the path coordinate s for an unconstrained Carte-
sian acceleration twist (left) and a constrained Cartesian
acceleration twist (right).

Figure 1: Cartesian acceleration (y component) along the path s
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1 Introduction

Since the early 1980s many mechanical-hybrid vehicle
concepts have appeared in the literature with one mutual
goal: to decrease fuel consumption. To be competitive in
the automotive industry, however, other aspects such as
costs and complexity should also be taken into account.
Currently, it is not clear which mechanical-hybrid gives
the best trade-off between these aspects. Comparison
between these concepts is not trivial, because there are
many variables, such as (1) topology, (2) components, (3)
flywheel size, and (4) energy management strategy (EMS),
amongst others. The following research question arises:

Which mechanical-hybrid vehicle gives the best trade-off be-
tween fuel saving and costs and complexity?

[1] van Berkel et al., 2011 

[2] Brockbank, 2010 

[3] Diego-Ayala et al., 2008 

[4] Kok, 1999 

Figure 1: Selection of four mechanical-hybrid concepts that will
be compared in fuel saving, costs, and complexity.
Each concept consists of a combustion engine (E), fly-
wheel (F), vehicle (V), and a dedicated transmission.

2 Approach

An extensive survey shows that (at least) 17 different
mechanical-hybrid vehicle concepts have been studied in the
literature. High-level comparison of the topologies shows
that only few actually different topologies exist. Based on
this observation, a selection of four competitive concepts is
made for further investigation, as schematically depicted in
Fig. 1. The fuel saving potential of each concept is com-
puted for one reference vehicle, but for various flywheel
sizes by using an optimal EMS that is obtained with dy-
namic programming (DP). To avoid excessive computation
times, component models are simplified and the grid sizes
of the DP algorithm are optimized based on the accuracy of
the component models. The cost and complexity are esti-
mated based on the expected mass and the number of mode
switches, respectively. Finally, an overview is given that
shows the trade-off between fuel saving, cost, and complex-
ity.
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1 Abstract

Energy management (EM) in hybrid electric vehicles
(HEVs) typically determines the optimal power split be-
tween the internal combustion engine (ICE) and the electric
machine. To date, significant work has been done to solve
this problem with various approaches. In general, this is
divided into two main groups namely, heuristic based and
optimal control techniques. The heuristic methods such as
rule-based, fuzzy logic and genetic algorithm, are often ap-
plied in real-time implementation. However, the main disad-
vantage of these methods is that they are very sensitive to the
tuning of rules and experience of the designers. The optimal
control strategies, on the other hand, can offer an optimal
solution to the stated EM problem. Besides many off-line
optimization methods like dynamic programming (DP) and
quadratic programming (QP), etc, a well known and promis-
ing on-line energy management is the equivalent consump-
tion minimization strategy (ECMS) [1]. The ECMS strategy
tries to minimize a local cost function, called Hamiltonian:

H = ṁ f uel (τice,Nice)+λPs

The Hamiltonian consists of the actual fuel consumption
and a weighted electric consumption, where ṁ f uel [g/s] is
the fuel mass flow depending on the engine torque τice[Nm]
and engine speed Nice[rpm]. Ps[W ] is the net battery storage
power and considered as a decision variable. Note that, the
battery state of energy Es[J] is related to Ps by the equation
Ės = Ps. So far, the challenge was to find an optimal La-
grange costate λ minimizing the Hamiltonian function and
satisfying additional constraints such as battery charge sus-
taining and power limitation of the ICE, the electric machine
as well as the battery. The optimal solution can be achieved
if some prior knowledge of the drive cycle is known. How-
ever, this assumption is not valid in real-time implementa-
tion of the energy management strategy.

Moreover, in order to achieve minimal fuel consumption
in HEVs, an EM strategy is required to control not only the
chemical and mechanical power flow but also the thermal
power one (Fig. 1). The thermal buffers such as ICE and bat-
tery temperature have significant influence on fuel consump-
tion in HEVs, since the performance of the ICE is very re-
stricted during cold-start period and the battery is defective

Figure 1: Schematic overview of the main subsystems and their
interaction in HEVs

if its temperature is below/above a predefined level. The cur-
rent solution with separated control loops for each thermal
buffer does not achieve global energy efficiency in all sit-
uations. Hence, an integrated energy and thermal manage-
ment (IETM) in HEVs is neccessary to obtained the com-
plemented power management for HEVs. This integration
brings more challenges in solving the optimal control prob-
lem due to the appearance of additional costates when other
thermal states are taken into account. Few works have been
reported about the aiming at integrated energy and thermal
management in the more general framework of ECMS, see
for example [2] and the references there in. However, online
implementation is often not possible due to the difficulty in
determining the initial conditions of the costates.
This work firstly presents a method to obtain the value of λ
by using only the past information of the drive cycle. By
utilizing the result of this method, the EM problem is then
extended to the IETM with the integration of other thermal
states.
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1 Introduction

This work addresses a mission planning problem for a sce-
nario in which two autonomous vehicles with complemen-
tary characteristics have to cooperate in order to perform
a desired task in an optimal way. In particular, inspired
by real-world search-and rescue operations, we concentrate
on a very simple system of heterogeneous vehicles, arising
from the combination of (i) a slow autonomous surface car-
rier (typically a ship), with long range operational capabili-
ties, and (ii) a faster vehicle (typically a helicopter, an UAV
or an offshore vehicle) with a limited operative range. The
carrier is able to transport the faster vehicle, as well as to
deploy, recover, and service it.

In this work, we focus on a particular Travelling Salesman
Problem (TSP) representing a generalization of the one pro-
posed in [1] and that will be hereafter denoted as Gener-
alized Carrier-Vehicle Travelling Salesman Problem (GCV-
TSP). Informally we may state this problem as the one of de-
termining the minimum-time trajectory allowing the faster
vehicle to visit a given set of points and then to come back,
along with the carrier one, to the initial position.

Figure 1: The carrier-vehicle system.

2 Methodology

To solve the GCV-TSP problem is quite a challenging task
that involves several different decision variables belonging

both to the continuous and integer worlds. More specifically
it is necessary to determine

(a.) the order of visit of the points

(b.) the number of take offs and the number of points
that have to be visited for each take-off

(c.) the continuous trajectories the two vehicles have to
follow

that minimize the mission completion time. The resulting
problem, having the classical Euclidean TSP as a particular
case, is clearly at least an NP-Hard problem and thus, up
to the actual knowledge, it cannot be solved in polynomial
time. As a consequence, for practical applications, efficient
polynomial-in-time heuristics have to be developed.

Here we propose a heuristic for the given problem based on
a bottom-up approach. Namely, we will :

(1) solve the problem of determining the continuous
trajectories for the two vehicles (c.) assuming that
the values of the discrete variables associated with the
order of the points (a.) and the number of points to
visit for each take-off (b.) are known;

(2) develop heuristics to deal with the problem of de-
termining the variables (b.) assuming that only the
order of visit (c.) is given.

(3) Finally, dropping the last assumption, we will de-
velop a heuristic for the determination of the order
of visit of the n points.

To highlight the practical effectiveness of the proposed
heuristic, the results of a significative numerical analysis
will be shown and discussed.
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1 Introduction

The analysis and control of linear systems with varying pa-
rameters, so-called linear parameter-varying (LPV) systems,
have become major research areas since the nineties. LPV
systems arise naturally when modeling mechatronic systems
such as wafer stages, pick-and-place robots, micro electro-
mechanical systems and active vision systems. To meet the
tightening performance and accuracy demands from indus-
try, control design methodologies that account for the vary-
ing parameters as well as uncertainty of the system dynam-
ics are becoming indispensable. Especially for high-order
plants, design methods for reduced-order controllers are de-
sired, due to their low implementation cost and high relia-
bility.

Lyapunov based methods proved to be succesfull for set-
ting up analysis and synthesis conditions for robust output-
feedback control of linear time-invariant (LTI) systems [6,
2]. A given LTI system is stabilized while optimizing an H2
and/or H∞ norm. However, this generally invokes bilinear
matrix inequalities (BMIs) which, contrary to linear matrix
inequalities (LMIs), are non-convex and hard to solve. Pro-
vided that the controller to be designed is of full order, a
nonlinear change of variables exists that transforms the BMI
problem into an LMI problem [5]. In case of reduced-order
controller design a different characterization applies. One
of the possibilities is to rewrite the BMI problem as a prob-
lem involving LMIs and a rank constraint. Unfortunately,
the latter problem is NP-hard [4], due to non-convexity of
the rank constraint.

2 Proposed Approach

Regarding full-order LPV control, several extensions exist.
In [3], a full-order LPV controller design for discrete-time
systems of the form

x(k+1) = A(α)x(k)+Bw(α)w(k)+Bu(α)u(k),
z(k) = Cz(α)x(k)+Dzw(α)w(k)+Dzu(α)u(k),
y(k) = Cy(α)x(k)+Dyw(α)w(k)

(1)
is proposed. Here k denotes discrete-time, and x,w,u,z,y
denote the state, exogenous input, control input, exogenous
output and measured output respectively. The system (1) is
assumed to have a homogeneous polynomial parameter de-
pendency on the scheduling parameter α that varies within
a multi-simplex. Bounds on the rate of variation of α can

be defined and taken into account. A polytopic uncertainty
domain can then be constructed, of which the vertices are
used to derive a finite set of sufficient LMI conditions for
full-order LPV controller synthesis.

Extensions of the method from [3] to the case of reduced-
order controllers are desired. However, a method to sim-
plify the BMI conditions for reduced-order LPV controller
synthesis is necessary. In recent work [1], a set of suffi-
cient LMI conditions is derived for the existence of reduced-
order robust controllers for continuous-time uncertain lin-
ear systems. This is done using a two-step procedure. First
a parameter-dependent state-feedback is determined, which
is then used to synthesize the robust output-feedback con-
troller. The introduction of some conservatism seems un-
avoidable to obtain a convex optimization problem for such
an intrinsically hard problem. Inspired by the method used
in [1], we will investigate the possibilities of extending the
results from [3]. Our choice for discrete-time systems stems
from the fact that system identification and implementation
is done in a digital way nowadays.
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1 Introduction

The trend in the design of high precision motion systems
is towards lightweight systems to enable high accelerations.
At the same time, this causes the systems to become less
stiff, causing flexible dynamics to shift to lower frequencies,
which poses a challenge for the control design. The flexible
dynamics of these systems tend to be lightly damped due to
the materials that are used.

Since for these systems frequency response data (FRD) can
be obtained with high accuracy and at low cost, controllers
are conventionally designed in a data-based way using de-
coupling in combination with manual loopshaping. How-
ever, the analysis methods for these techniques are limited.

This research aims at the extension of data-based analysis
methods using so-called Transfer Function Data (TFD) de-
rived from FRD. Here, it is shown that TFD can be used to
compute the closed-loop poles of the system in a data-based
way.

2 Closed-loop poles from TFD

FRD contains the response of a system H(s) at frequencies
ωn, i.e., H( jωn). Thus, FRD only gives information on the
system for points s that lie on the imaginary axis. Therefore,
the concept TFD is introduced here. TFD contains the re-
sponse H(si) of the system at a grid of complex frequencies
si = σi + jωi, which can lie anywhere in the complex plane.
For stable, strictly proper systems, TFD in the right half
plane can be computed from FRD by Cauchy integral [1]

H(si) =
1

2π

∫ ∞

−∞

H( jω)

( jω− si)
dω, si ∈ C+. (1)

For lightly damped systems, TFD in the left half plane can
be obtained from

H(s) = H(−s), (2)

due to the symmetry of the poles with respect to the imagi-
nary axis. It can be shown that for MIMO systems, this can
be performed for each entry of the MIMO transfer function
matrix separately. Using this method a sampled, data-based
representation of the MIMO transfer function H(si) can be
obtained.

The closed-loop poles pcl of a MIMO system H(s) with
feedback controller C(s) can be computed using TFD from

D(si) = det(I +H(si)C(si)) = 0, (3)

A numerically reliable way to determine which points si sat-
isfy (3), is to look for points si where the real and imaginary
part of this determinant cross zero, see Fig. 1. The loca-
tions where these curves intersect are the pole-locations. As
a bonus, the zero-crossing method also gives the open-loop
poles of the system. The open-loop and closed-loop poles
are distinguished easily since D(si) = ∞ at the open-loop
poles.
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Figure 1: Data-based computation of the closed-loop poles using
TFD. The points where the zero crossings of ℜ(D(si))

(∇) and ℑ(D(si)) (◦) intersect are the pole loca-
tions. For comparison, the system poles (grey ×)
and closed loop poles (black ×) obtained from a
model are plotted as well.
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Introduction

Next-generation high-precision positioning systems are de-
signed to be lightweight, in order to enable an increase of the
speed of movement. As lightweight systems tend to have
complex dynamical system behavior, model-based control
design is essential to achieve high-performance. Model-
based control typically requires weighting to specify the de-
sign objectives, e.g., disturbance attenuation and reference
tracking. Hence, for successful control design, the design of
weighting functions is of vital importance.

Weighting function design for lightweight systems

The main control challenge for lightweight systems is the
presence of flexible dynamical behavior at frequencies rel-
evant for control. In fact, to achieve high-performance, a
controller should be designed that not only delivers accurate
positioning at the sensor locations, but also prevents defor-
mation of the structure. This is known as inferential control.

Conventional weighting function design for motion sys-
tems [1] poses magnitude bounds on the closed-loop trans-
fer function matrices in order to specify design objec-
tives, see weightings W1 and W2 in Fig.1. However, for
lightweight motion systems with flexible phenomena close
to the crossover region, i.e., σi(L)≈ 1, the lack of weighting
in the mid-frequency range allows lightly damped closed-
loop poles, hampering inferential performance. Therefore,
weighting should be specified for the dominant gains of the
system in all frequency ranges. Fig. 1 shows the proposed
design WMF in the mid-frequency range.
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Figure 1: Singular values of the open loop L with (black) and
without (black dashed) mid-frequency weighting

In this research, conventional design specifications ex-
pressed in the weightings W1 and W2 are extended by shap-
ing the dominant gains of the system in the mid-frequency
range. The dominant gains in a multivariable system can be
shaped if the weighting functions explicitly address the input
and output directionality of the system in control-relevant
frequency ranges. This is critical, since the directional-
ity associated with deformations of the system is different
from the directionality of rigid-body dynamics. The result-
ing frequency-dependent decoupling enables explicit shap-
ing of the dominant gains. After decoupling the system with
respect to the dominant gains, a lead filter is used to create
phase lead around the lightly damped flexible mode (Fig. 1).

Experimental results

The response of a multivariable lightweight motion system
to a step excitation in a single motion degree-of-freedom as
depicted in Fig 2 shows that the extended weighting function
results in additional damping of the closed-loop poles.
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Figure 2: Response at the output y for a step in the input distur-
bance: conventional (gray) and extended (black)

This result shows that exploiting directionality of a multi-
variable plant is the key to high-performance inferential con-
trol for lightweight motion systems.

Outlook
Although the proposed weighting function design enhances
high-performance model-based control, it can not effec-
tively deal with transmission zeros. This typically results in
degrading inferential performance. First promising results
show that extending the number of actuators and sensors
in conjunction with the proposed weighting function design
enhances inferential performance.
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1 Introduction

Endoluminal endoscopy consists of the insertion of an en-
doscope via a natural orifice of the human body. This tech-
nique allows the diagnostic as well as the treatment of sev-
eral gastric diseases (e.g. gastroesophageal reflux disease,
treatment of obesity, gastric tumors, ... [1]).

For some of these surgical interventions, such as gastric mu-
cosa tumor ablation (figure 1), the gastroenterologist has
first to inject saline water into the gastric wall. This injection

Figure 1: Saline injection beneath a gastric tumor

must be done precisely between the mucosa and the muscu-
lar layers, without completely piercing the gastric wall.
To do so, the equipment used is a needle carried by a
catheter, itself introduced in the endoscope. The physi-
cian has to rely only on his feelings when manipulating the
catheter to complete this task. Unfortunately, the flexibility
of the catheter and the friction from the endoscope heavily
deteriorate the force feeling of the operator.

The goal of this project is to develop a motorized endoscope
which allows to perform a teleoperated needle insertion and
injection, and consequently to be able to get rid of the afore-
mentioned drawbacks.

2 The project

A first simplified master-slave tests bench (without neither
catheter, neither endoscope) was built. Some classical tele-
operation control scheme were then implemented allowing
to compare their performance. An algorithm detecting the
puncture of a layer when a needle is piercing a multi-layers
soft tissue was developed. Both the force feedback and the
algorithm were tested and validated during needle insertion
in pig stomach.

A second tests bench, including both an endoscope and a

catheter, is now under development. The master motor is
directly driving a pulley itself driving a belt. This direct
driving aims to keep the device compact while minimizing
both inertia and friction effects. The use of a belt reminds
the movement made when inserting the catheter in the endo-
scope.
A catheter driving system, set on the endoscope head, pro-
vides the position measurement. The interaction force be-
tween the needle and the tissue is measured by an in-situ
sensor. A second position sensor will be used at the end of
the catheter. Catheter position measurement on both prox-
imal and distal sides of the endoscope will provide more
information in order to characterize the flexibility and the
backlash of the catheter and thereby to study their influence
on the global system stability and performance.

3 Future developments

When the second tests bench will be finished, the influence
of the catheter flexibility and backlash will be studied. The
transition detection algorithm will then be adapted to take
into account this flexibility and the backlash. Finally, a
complete stability analysis of the global system will be per-
formed.
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1 Introduction

Domestic robots are typically confronted with a complex,
dynamically changing and unstructured environment. In
such environments, robots must be able to perform a wide
variety of tasks, e.g., safe navigation, object manipulation,
including many different objects. An important prerequisite
for successfully accomplishing these tasks is the availability
of an accurate description of the environment the robot is
operating in. In this work, such a description of the environ-
ment will be referred to as world model. A world model usu-
ally contains 3D-positions of uniquely labeled objects. In
dynamic scenarios, dynamic object attributes such as veloc-
ities are included as well [1] and depending on the tasks any
other object attribute can be added. The robot perceives the
world using a perceptual system possibly containing multi-
ple sensors such as cameras and laser scanners. The per-
ceptual system generates measurements, i.e., time-stamped
features, that can be anything from colored blobs in a cam-
era image [2] to labeled object positions [1]. These mea-
surements are the input for the algorithm that constructs the
world model.

2 Requirements

The world modeling algorithm should link measurements
from the perceptual system to semantically meaningful la-
beled objects in the world model. Creating and maintaining
this link is called anchoring [3]. Updating the object at-
tributes based on measurements is a non-trivial task due to
the uncertainties the robot will be confronted with and mea-
surement noise in the input data. Therefore, a proper data
association algorithm is required. In addition, model-based
object tracking can be used (i) for estimating attributes that
can not be measured directly and (ii) to do predictions. Fi-
nally, the algorithm should allow real-time execution on a
robot with limited computational resources.

3 Probabilistic Multiple Hypothesis Anchoring

A probabilistic multiple hypothesis anchoring (PMHA) al-
gorithm was developed meeting these requirements. It is in-
spired on anchoring as described in [3] with an explicit data
association algorithm based on multiple hypothesis tracking

The research leading to these results has received funding from the
European Union Seventh Framework Program FP7/2007-2013 under grant
agreement no248942 RoboEarth.

(MHT) [4]. The MHT algorithm solves the data association
problem by considering all possible measurement to object
associations. Each set of associations is called a hypothesis
and gets a probability of being correct. Unlikely hypotheses
are pruned in order to allow real-time execution. The main
advantage of the MHT is the ability to correct previous deci-
sions based on new measurements. By incorporating a mul-
tiple model tracker [5], any kind of prior knowledge can be
exploited, e.g., ”John arrives at work at 8 am” or ”humans
approximately move according to a constant velocity motion
model”.

4 Results

The PMHA algorithm is implemented on our AMIGO robot
and experiments have shown:

• Successful anchoring of measurements to objects.
• Probabilistic data association using MHT. As a result,

new measurements can be used to correct previous de-
cisions.

• Multiple model tracking exploiting any kind of prior
knowledge that is available.

• Real-time execution at tens of Hertz in scenarios with
many objects.
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1 Introduction

In the area of predictive microbiology, most models focus
on simplicity and general applicability, and can be classi-
fied as black box models with the main emphasis on the
description of the macroscopic (population level) microbial
behavior as a response to the environment. Their validity to
describe pure cultures in simple, liquid media under mod-
erate environmental conditions is widely illustrated and ac-
cepted. However, experiments have shown that extrapola-
tion to more complex (realistic) systems is not allowed as
such. In general, the applicability and reliability of exist-
ing models under more realistic conditions can definitely be
improved by unraveling the underlying mechanisms and in-
corporating intracellular (microscopic) information [1], ef-
fectively taking a look inside the black box. Following a
systems biology approach, the link between the intracellular
fluxes and the extracellular measurements can be established
by techniques of metabolic flux analysis.

2 Methodology

A metabolic network is a graphical representation of (a sub-
set of) all metabolic reactions occuring inside a cell. All
information contained in this network is equally well de-
scribed by the stoichiometric matrix. This matrix forms the
basis for the mass balances of the concentrations of the in-
tracellular metabolites. The number of metabolites and reac-
tions is, even for a medium-scale network, quite extensive,
so the intracellular mass balances turn into a rather large
system of differential equations. By assuming a pseudo-
steady state at the microscopic level (with respect to the
macroscopic level), the mass balances reduce into an under-
determined homogeneous linear system. This system can
be directly integrated into the macroscopic model structure,
yielding a system of differential equations with time-varying
controls, the so-called free fluxes. By parameterizing the
free fluxes and collecting measurement data for the states
(the macroscopic variables), a dynamic parameter estima-
tion arises. To get a dynamic view of the fluxes, it is suf-
ficient to parameterize the free fluxes as a function of time.
By parameterizing the free fluxes as a function of the macro-
scopic concentrations and conditions (T,pH,. . . ), it is possi-
ble to build a dynamic predictive model.

3 Methods
The dynamic parameter estimation problem is solved by
discretizing the differential states via a multiple shooting
scheme. The resulting nonlinear program is solved with
IPOPT, an interior point method for NLP’s. First- and
second-order information is obtained by solving the first-
and second-order sensitivity equations together with the
original dynamic model.

4 Results
The methodology described above is exemplified for a
small-scale metabolic network. The free fluxes are param-
eterized as a function of time by splines of varying order.
These parameters are estimated based on simulated data
with different levels of measurement noise. Confidence in-
tervals for the estimated parameters, and thus for the free
fluxes, are calculated.

5 Conclusion
The dynamic metabolic flux analysis methodology based on
dynamic optimization is successful in estimating dynamic
metabolic fluxes. In future work, this methodology will be
applied to estimate fluxes during a lag-phase which is in-
duced by a sudden temperature shift. By parameterizing the
free fluxes as a function of macroscopic concentrations and
temperature, a dynamic model for this specific transient be-
haviour will be developed.
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1 Introduction

Models of intracellular biochemical reaction networks are
difficult to parameterise due to the low number of quantita-
tive time series experimental values. Therefore, model val-
idation or invalidation plays an important role, as it allows
to check qualitatively whether a model structure is suited or
not to reproduce qualitatively the experimental findings.

Apoptosis is an important form of programmed cell death
for removing damaged or unwanted cells in organisms.
Thus, the regulation of apoptosis is very important as its
misregulation can induce severe pathologies: on the one
hand, apoptosis is less present e.g. in cancer or viral infec-
tions, while on the other, cell death is enhanced in neurode-
generative diseases or AIDS.

2 Apoptosis model

In this presentation, we analyse the robustness of an exper-
imentally validated polynomial differential equation model
of TNF-induced pro-and anti-apoptotic signalling [1]. The
model contains of 47 species, 89 complexes and 106 kinetic
parameters (70 irreversible and 18 reversible reactions).

Figure 1: Sketch of TNF-induced Pro- and Anti-Apoptotic Sig-
nalling. The final decision of a cell to start the cell
death program or not is taken by a carefully regulated
network intertwined pro-apoptotic (via caspases) and
anti-apoptotic (via NF-κB) pathways.

3 Robustness analysis

We show that the model’s bistability is robust to large pa-
rameter variations. Only two parameters are shown to be
fragile, in particular when changed simultaneously.

Many biological experiments quantify average concentra-
tions or the percentage of viable cells, while other meth-
ods such as microscopy-based experiments observe single
cells. The integration of single cell and cell population be-
haviour of TNF-induced pro- and anti-apoptotic signalling
has been achieved via a cell ensemble model, whose robust-
ness is also analysed here. We show that within the cell
population there are cells with not only quantitative differ-
ences, but also qualitative ones. In particular, all cells are not
bistable. The degree of robustness applicable for the nomi-
nal cell is expanded to combine mono- and bistable models.
This measure, applied solely to the two-dimensional sub-
space of fragile parameters, is shown to correlate well with
the time of death. While robustness of bistability can serve
for model validation of the nominal cell model, it cannot for
the model of the cell population.

4 Conclusion

The nominal apoptosis model [1] is robust with respect to
bistability. Of the high-dimensional parameter space, two
relatively fragile directions could be uncovered. Therefore,
the model seems valid from a robustness point of view.

The robustness analysis of the model of apoptosis simul-
taneously describing single cells and cell population be-
haviour highlights the complexity of analysing robustness
of cell population models, as within a cell population there
might exist subpopulations with different qualitative prop-
erties (number of steady states, existence of limit cycles,
etc.). By generalising the degree of robustness, we obtained
a measure that correlates well with the time of death.
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1 Abstract

Models of biological systems are characterized by the un-
availability of many physical parameters, despite the contin-
uing development of experimental techniques [1]. Parame-
ter estimation via time series data has proven to be a valu-
able alternative. However, measurement inaccuracies, data
scarcity and parameter interdependencies create a high un-
certainty in parameter values and thus also in model predic-
tions [2, 3]. Estimation of the size of the region in which
the true parameter values may be located (the confidence
region), can help to determine the severity of the predic-
tion uncertainty. Approximation of the confidence region
can be done by random sampling, which is relatively ac-
curate but computationally exhaustive [4]. The alternative
is a local sensitivity analysis, which is fast and easily imple-
mentable [5]. However, this approximation is based on a lin-
earization, which can cause considerable and unpredictable
errors for nonlinear models.

We propose a method to sample the prediction region by
adapting an existing global parameter search method. The
sampled parameter values are each inserted into the model,
and a prediction simulation is carried out. The result is an
area covered with possible model predictions (the prediction
region), indicating the size of the uncertainty.

Another trait of biological systems is extreme complexity,
unavoidably resulting in model errors. We show how struc-
tural model errors can be modeled and approximated, based
on discrepancies between model fit and data.

Altogether, our method follows a simple algorithm, has
modest computational demands, and can be naturally in-
tegrated with optimal experiment design analysis. Some
favorable properties of the algorithm could be demon-
strated, suggesting a general reliability for a broad class of
continuous-time models.

Figure 1 shows schematically the main idea. The theoretical
parameter confidence region corresponding to the data set
is sampled, whereafter the sampled parameter values are in-
serted into the model. The model simulations then cover an
area of possible model predictions (the prediction region),
indicating the size of the uncertainty.

Figure 1: Schematic representation of parameter space and pre-
diction region for two parameters and two outputs.
Left: data set with measurement noise. Top right: theo-
retical confidence region and corresponding prediction
region. Bottom right: approximation by sampling.
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1 Introduction

In this paper symmetric Coupled difference Riccati Equa-
tions are considered associated with the Linear quadratic
discrete-time graphical games. Linear quadratic graphical
games represent several kinds of multi-agent problems that
involve a communication graph. A synchronization prob-
lem, where a set of agents synchronize to the state of the
leader, is one such example. Here the communication graph
is used to define a tracking error. The setting of this control
problem has a lot of similarities with multi-agent systems
with global dynamics and individual quadratic performance
indices ([1]). Each agent minimizes its own cost function,
therefore the game-theoretical Nash equilibriums is a solu-
tion. Using the Bellman equations originating from the clas-
sical dynamic programming approach, a linear feedback law
can be iterated.

This paper generalizes the knowledge from systems and
control to solve and analyze the difference graphical games.
Sufficient solvability conditions for the coupled Riccati
equations are given.

2 The synchronization problem

Consider N agents with states zi whose interaction is rep-
resented by the undirected graph G , with edge weights ei j,
and the weighted in-degree di. Then the local tracking error
is defined as xi and the dynamics of this local tracking error
can be given as the local neighborhood dynamics in Eq.(2.)

xi(k) = ∑
j∈Ni

ei j(zi(k)− z j(k))+gi(zi(k)− z0(k)) (1)

xi(k+1) = Axi(k)+(di +gi)Biui(k)− ∑
j∈Ni

ei jB ju j(k)) (2)

where xi(k) ∈ Rn is the state of the agent i, ui(k) ∈ Rmi is the
control input. gi is a local gain. Rewriting (2), the global
dynamics are

x(k+1) = Āx(k)+((L+G)⊗ In)B̄u(k) (3)

with the global state xT (k) =
[
xT

1 (k), . . . ,x
T
N(k)

]
and global

input vector uT (k) =
[
uT

1 (k), . . . ,u
T
N(k)

]
. The Kronecker

product, ⊗, is used to define Ā = (In⊗A). And the diag-
onal matrix of local gains gi is G. B̄ is the block diagonal
matrix B̄ = {B1, . . . ,BN}. L is the laplacian matrix of G .
Instead of looking at the error between each agent and the
leader, one looks at a combination of tracking errors (1) to
define the following distributed cost function for each agent

Ji =
∞

∑
k=0

(
xT

i,kQiixi,k +uT
i,kRiiui,k + ∑

j∈Ni

uT
j,kRi ju j,k

)
. (4)

Though the performance indices are local and the action are
applied locally, the individual actions have consequences for
all agents in the graph. Hence the cost-to-go functions of the
agents will consist of the states of all agents in the graph.

3 Coupled Riccati equations

The cost-to-go-function V ∗i (x(k)) = xT (k)Six(k) is quadratic
due to the structure of the problem, and can be analyzed
using symmetric coupled Riccati equations

Si = Q̄i +ΛT SiΛ
+ ∑ j∈{Ni,i}ΛT S jB̄ jR−1

j j Ri jR−1
j j B̄T

j S jΛ ∀i ∈ N (5)

Here block diagonal matrices B̄ j =
{

0, ...,B j, . . . ,0
}

, and
Q̄i = {0, . . . ,Bii, . . . ,0} are used. If this solution exists then
it can be shown that the global system is asymptotically sta-
ble, and the agents are in a global Nash equilibrium. The
corresponding game values are J∗i (x0) = xT

0 Six0. This so-
lution can be iterated using the Coupled Difference Riccati
Equations

Sq+1
i = Q̄i +Λq T Sq

i Λq

+ ∑ j∈{Ni,i}Λq T Sq
j B̄ jR−1

j j Ri jR−1
j j B̄T

j Sq
j Λ

q ∀i ∈ N
(6)

If Λ =
[
I +∑ j∈N B̄iR−1

ii B̄T
i Si
]−1

Ā exists for all q then Sq+1
i

can be iterated. The Coupled Riccati equations describe the
expected behavior of multi-agent synchronizations, which
have wide-spread application possibilities.
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1 Neuromorphic engineering

Living organisms are able to successfully perform challeng-
ing tasks such as perception, classification, association, and
control. In hope for similar successes in artificial systems,
neuromorphic engineering uses neurophysiological models
of perception and information processing in biological sys-
tems to emulate their functions but also resemble their struc-
ture [1]. In this abstract, we focus on the basal ganglia (BG),
brain region in control of primitive functions of the nervous
system, and specifically on their involvement in action selec-
tion and reinforcement learning (RL). We hypothesize that
neuromorphic-inspired systems will greatly benefit the RL
community.

2 Computational architecture of the basal ganglia

The BG are a group of interconnected subcortical nuclei that
participate in cortical- and sub-cortical loops. These loops
are topographically organized in relatively discrete channels
that loop back, via appropriate thalamic relays, to the same
area of cortex (e.g. limbic, associative, sensorimotor) from
which they originated [2]. Two essential functions of the
BG are action selection and RL; we investigate how theses
functions can be morphed and engineeringly exploited.

2.1 Action selection
Parallel processing functional systems that compete for be-
havioral expression loop through the BG, conveying phasic
excitatory signals—“bids” for selection—to the input nu-
clei [2]. Through comparison of input magnitudes (com-
peting bids), the tonic inhibitory output is withdrawn from
“selected” channels—disinhibition via the direct pathway
of thalamocortical targets—and maintained or increased on
“non-selected” channels—inhibition via the indirect path-
ways to suppress unwanted actions [3]. This action selection
model can be exploited in Cognitive Pattern Generators, by
analogy to the motor system’s Central Pattern Generators,
rhythm generators that operate to organize cognition [4].

Integration of these rhythm generators in Reservoir Com-
puting (RC) models could generate powerful neuromorphic
processing systems. RC, emulating information processing
in the cortex, relies on a fully connected one-hidden-layer
recurrent neural network, the reservoir, with dynamics at
the “edge of chaos” and with only trainable weights in the
connections from hidden nodes to the multiple outputs [5].

This simplicity of training comes with challenges: creat-
ing a rich enough reservoir, particularly if many dynamics
systems employ its different outputs with different sets of
weights [5]. Cognitive Pattern Generators could select spe-
cific system dynamics for a set of desired outputs.

2.2 Reinforcement learning
The BG play also a critical role in reward and RL cir-
cuits. Phasic firing in dopamine (DA) neurons in the ven-
tral tegmental area (VTA)—BG region providing impor-
tant modulatory signals to other BG nuclei and external
structures—complies with a reward prediction error signal
of contemporary learning theories, e.g. in temporal differ-
ence (TD) learning [6]. One suggestion for biological RL
is DA modulation of cortico-striatal synaptic plasticity [8].
Exploiting this reward-modulated plasticity could improve
RC effectivity: the internal dynamics can autonomously
tune themselves to the dynamic regime which is optimal for
a given task [7]. This mechanism could also explain cogni-
tive functions, e.g. conditioning and working memory, and
dysfunctions, e.g. Parkinson’s and schizophrenia [8].

3 Basal ganglia model

The first step in this learning-oriented neuromorphic engi-
neering is the modeling of the BG and their parallel process-
ing loops, a subject of ongoing research. Particular interest
lies in phasic firing in DA neurons and its role in plasticity.
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Abstract

We consider randomized discrete-time consensus systems
that preserve the average on expectation, and provide an
upper bound on the mean square deviation of the consen-
sus value from the initial average. Our results are based on
a new approach, unrelated to the convergence properties of
the system.

1 Problem Statement

Given a set of nodes I of finite cardinality N, we consider a
distributed state x(t)∈ℜI evolving according to a stochastic
discrete-time system of the form

xi(t +1) = ∑
j∈I

ai j(t)x j(t) ∀i ∈ I, t ∈ Z≥0 (1)

where for every i, j ∈ I, we assume ai j(t) to be a sequence
of independent and identically distributed random variables
such that ai j(t) ≥ 0 and ∑l∈I ail(t) = 1 for all t ≥ 0. Sys-
tem (1) is run with the goal for the state of each node to pro-
vide a good estimate of the initial average 1

N ∑i∈I xi(0). Note
that x(0) is unknown but given, and our results are valid for
any x(0) ∈ℜI . System (1) can be rewritten as

x(t +1) = x(t)−L(t)x(t) t ≥ 0, (2)

where Li j(t) =−ai j(t) if i 6= j and Lii(t) = ∑ j: j 6=i ai j(t).

Convergence of such systems has already been treated in
the literature: If the graph induced by E[L(t)] is strongly
connected and there exists i ∈ I such that almost surely
Lii(t)< 1, then there exists a scalar random variable x∞ such
that x(t) converges almost surely to x∞1 [2]. Rather than in
convergence, we are interested in the quality of the conver-
gence value, in terms of its distance from the initial average
x∞− x̄(0), where we use x̄(t) := 1

N ∑i∈I xi(t). It can be easily
verified that the expected limiting value of the system is the
initial average E(x∞ = x̄(0)) if and only if 1∗E(L(t)) = 0.
Such systems preserve the average on expectation.

2 Main result

Theorem 1 Let x be an evolution of system (2) that con-
verges to consensus, and denote V (t) = 1

N ∑i
(
xi(t)− x̄(t)

)2
.

If 1∗E[L(t)] = 0 and there exists γ > 0 such that

E[L(s)∗11∗L(s)]≤ γ E[L(s)+L(s)∗−L(s)∗L(s)], (3)

then E
[
(x∞− x̄(0))2

]
≤ γ

N V (0).

The proof, available in [1], relies on showing that the ex-
pected increase of (x̄(t)− x̄(0))2 can be bounded proportion-
ally to the expected decrease of the disagreement V (t). Our
argument does not make use of the convergence properties
of the system, and the bound we obtain does not a priori de-
pend on “global” properties of the interaction graphs, such
as its spectrum. The convergence rate, instead, does depend
on the graph spectrum, and so did accuracy results previ-
ously available for particular cases of system (2) – see [1].

3 Application

The strength of the bound obtained in Theorem 1 depends
on the value of γ . In general, the optimal γ can be large,
as some systems do lead to large mean square deviations.
As detailed in [1], there exist however important classes of
systems for which the inequality (3) holds for values of γ
that are small and independent of N, so that the mean square
deviation is proportional to 1/N. An example result is the
following. If the node updates are mutually independent,
i.e. ai j(t) and akl(t) are independent random variables when
i 6= k, and if there is a lower bound a∗ on the self-confidence
aii(t) of the nodes, then one can prove that Theorem 1 holds
with γ = (a∗)−1− 1. This bound only depends on locally
controllable quantities: unlike previous results, it therefore
imposes no requirement on the network structure, which can
be hard to implement in practice.
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1 Introduction

In this talk a full nonlinear model for the power network
in port–Hamiltonian framework is derived to study its
stability properties. For this we use the modularity ap-
proach i.e., we first derive the models of individual com-
ponents in power network as port-Hamiltonian systems
and then we combine all the component models using
power-preserving interconnections to give a global port-
Hamiltonian model of the power network. In this way
we obtain a structure-preserving disaggregated model
that basically preserves the original topology of the net-
work, which will subsequently pave the way for energy
based analysis.

2 Modeling of power network

A typical power network consists of 1. generators, 2.
loads, 3. buses to which loads and generators are con-
nected, and 4. transmission lines, connecting these
buses, consisting of in-series inductive component and
in-parallel capacitive components [1].

The port-Hamiltonian models of these components are
derived by using their bond–graph representations [2].
The port-Hamiltonian models of generators and trans-
mission line components are given by

ẋi = [Ji − Ri]∇xiHi(xi) + giui

yi = gti∇xi
Hi(xi)

(1)

where xi, ui, yi, Ji = −JTi , Ri = RT
i ≥ 0, Hi(xi) are

the state vector, input vector, output vector, intercon-
nection matrix, dissipation matrix and energy function,
respectively of component i. For generator, the state
vector consists of fluxes in inductances, angular dis-
placement and momentum of the rotor. The inputs
to generator are voltage across the field winding and
mechanical torque applied to the rotor. The outputs
are current in the field winding and speed of the ro-
tor. For transmission line, the state vector consists of
flux in inductance and charges across the capacitors.
The inputs and outputs of transmission line are current
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j.m.a.scherpen@rug.nl

2Laboratoire des Signaux et Systèmes CNRS-
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flowing through and voltages across these components,
respectively.

In this talk we assume that the loads are purely resistive
i.e., it is given by static relation yi = RLui. To obtain
the interconnection laws governing power network we
define a graph on it. The graph is obtained by treating
buses as nodes and all other elements as edges. If the
the incidence matrix of this graph is given by M , then
the interconnection laws are given by MIe = 0 and
MTV = Ve where Ie, Ve and V are vectors of edge
currents, edge voltages and node voltages, respectively.

By combining all these individual models of the com-
ponents and eliminating network constraints we get a
global power network model as

ẋ = [J− R]∇xH(x) + gu

y = gt∇xH(x)
(2)

where state x consists of states of all individual compo-
nents, and H(x) = ΣHi(xi) is the total energy function.
Input u is vector of all rotor field voltages and mechan-
ical torques, and y is the vector of field currents and
rotor speeds.

After having obtained the complete port–Hamiltonian
model of the power network we study its stability, for
which we assume a constant input in (2). In the talk we
will show that for this forced Hamiltonian system the
total energy function ceases to be a candidate Lyapunov
function. For the remedy, we use the results obtained
in [3] to construct a candidate Lyapunov function using
the energy function. We will also discuss the influence
of network interconnection structure on the stability of
the overall system.
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Figure 1: OFIT: edge detection in image, reconstructed boundary
in poloidal plane and schematic of coordinate transform
from image to tokamak coordinates.

1 Introduction

In the tokamak [1], a nuclear fusion reactor, a 100+ million
degree plasma is confined by magnetic fields. The state of
the plasma can be measured using a wide range of magnetic
measurements. However, such magnetic interpretations of
the plasma state suffer from drifts, signal to noise issues
and rely on complex, iterative reconstructions to obtain a
detailed measurement of the plasma. [2] Therefore, this
work introduces a non-magnetic approach to the plasma-
state reconstruction problem using visible light camera im-
ages, designed specifically with feedback control applica-
tions in mind.

2 Plasma boundary reconstruction

A new diagnostic, dubbed OFIT, to reconstruct the tokamak
plasma boundary using visible wavelength images is devel-
oped for use in feedback control of tokamak plasma position
and shape. [3] In the cold edge of the plasma, visible light
is emitted. Exploiting this edge-localized and toroidally
symmetric emission profile, a new coordinate transform is
presented to reconstruct the plasma surface from a poloidal
view image. A simple edge detection algorithm is applied to
find the plasma edges in the image. These edges (lines) are
then transformed from image coordinates to tokamak coor-
dinates (surfaces) using the new toroidal surface reconstruc-
tion transform as illustrated in fig. 1.

3 Plasma internal reconstruction

The internal structure of the tokamak plasma is described
by a set of concentric flux surfaces. Many important pa-

Figure 2: Example of estimates flux surfaces (OFIT+, blue) com-
pared to results of magnetic reconstruction(red), for
ITER, MAST, and JET equilibria. To focus on the flux
surface shapes, identical plasma boundary and mag-
netic axis were used for both flux maps. Estimation
errors are also shown, as a percentage offset of the mi-
nor radius.

rameters of the plasma are so-called flux functions; their
value is constant on each flux surface. The profiles of these
parameters are controlled using actuators and sensors that
are distributed two-dimensionally in the cross section of the
plasma. As such, a distributed control system is described
where the mapping of actuators and sensors to the coordi-
nates of the control variables is given by the shape of the flux
surfaces. The flux surface layout is a function of the spatial
distribution of electrical current flowing through the plasma.
Their shape can be obtained through magnetic reconstruc-
tion. Alternatively, their shape can be estimated by prop-
agating the shape of the plasma boundary to the magnetic
axis. An estimation algorithm is developed that provides
fast flux surface estimates that are accurate to within 1% of
the minor radius of the plasma. Fig. 2 shows examples
of magnetically reconstructed and estimated flux surfaces in
three tokamaks and also the estimation errors during the ex-
periment. The efficiency of these techniques makes them
ideally suited for real-time implementation and control ap-
plications.
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1 Introduction

Industrial printers deliver high-quality prints and high
throughput independently of the media type in the print
queue (e.g. paper weight, paper size, thermal properties),
the job type (simplex/duplex) and environment (e.g. tem-
perature, humidity). They are composed of several subsys-
tems and many states (speed, position, temperatures). The
print quality depends on physical variables (e.g. tempera-
tures, velocity) inside. If the print temperature is too low,
the toner will not penetrate the paper sufficiently and it will
remain on the top of the paper and will be erased. If the print
temperature is too high, the toner will melt and stick to other
surfaces.

The media properties (e.g. paper weight) are directly in-
fluencing the system dynamics. A specific characteristic of
printers is that a few seconds in advance the properties of
the sheet are known. This information can be used in feed-
foward to obtain a better performance of the system. Main
problems encountered in printing control are the nonlinear
dynamics due to changes in controllable and measurable
disturbances (e.g. change in the media type) and hard con-
straints which may vary in time. The process is limited by a
variable maximum available power.

2 Problem Statement

The objective is to maximize the throughput and keep the
printing quality within constraints under all operating con-
ditions. An interesting problem for printers is also the cold
start. To maximize the throughput of the machines, it is im-
portant to determine an optimal heating strategy, as temper-
ature considerably influences the print quality. The machine
needs to be warmed up to a certain temperature to make sure
that the printing quality is not lost not even for one page.

1This work has been carried out as part of the OCTOPUS project with
Océ-Technologies B.V. under the responsibility of the Embedded Systems
Institute. This project is partially supported by the Netherlands Ministry of
Economic Affairs under the Bsik program.

Also when switching between media types, once the print-
ing process started, the quality has to be guaranteed.

The research challenge is to design a runtime adaptive con-
trol system that maintains a high level of performance under
nonlinear dynamical behavior and changing partly known
operational conditions. To deliver high performance, the
system should adapt in runtime, based on the operating con-
ditions and constraints. In our case, the adaptation is mainly
related to changes in the media type (print queue). Since
there is a direct influence of the system dynamics, dependent
on the paper properties, different models should be used in
control for cold start and warm process. A parameter de-
pendent model of the system could catch all the dynamics
for cold and warm process. A control approach is proposed
to maximize the throughput while guaranteeing the quality
of the system. It is based on a nonlinear dynamic parameter-
dependent predictive controller. MPC is a good choice to
control the behavior of printers, because it can deal in an
optimal way with hard constraints and available informa-
tion of the print queue [1, 2]. The controller has to track a
time-varying target, given hard constraints of the plant and
measured and unmeasured disturbances. A trade off is be-
ing made between maximizing the throughput and printing
quality in the cost function. Since the proposed method gave
good results in simulations, this encourage a full analysis of
the properties in closed-loop as a next step, to prove the ef-
fectiveness of the method.
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1 Introduction

With a desired 20% integration level of sustainable en-
ergy in 2020 by the European Union, a desired capacity of
6000MW offshore in The Netherlands by 2020 and the pre-
dicted lack of availability of fossil fuels, wind energy hasa
bright future. However, the largest bottleneck is still thecost
of energy which is roughly twice the cost of their fossil al-
ternative. For that reason, the Far and Large Offshore Wind
(FLOW) innovation program was initiated. One of the tar-
gets of this program is to reduce the production costs with
20%, which would significantly strengthen the position of
wind turbines. To achieve this goal, active control is becom-
ing more and more important. For example, in a turbine the
rotor torque, blade pitch angle, position of the rotor with re-
spect to the wind, drive-train torsion and tower bending are
actively controlled.

2 Integrated design approach

Typically, when designing turbines, first the structural dy-
namics and aerodynamical behavior of the wind turbine are
optimized, followed by the independent design of the differ-
ent controllers. Furthermore, the dynamics of the controlled
turbine are a result of the interaction of the controller, the
structural dynamics and aerodynamics. A consequence of
independently designing the controllers is that each control
loop is conservatively optimized, i.e., taking into account
safety margins and cross-couplings between the different
control loops, resulting in suboptimal designs. Also, the
combined dynamics of turbine and controllers often do not
yield optimal designs. For those reasons, the design of wind
turbines is approached in an integrated design fashion. This
means that both the structural dynamics and the controller
design are simultaneously optimized, with the ultimate goal
to minimize the production costs.

3 Research scope

The scope of the research is not to integrate all components
of a wind turbine (as is done in [1]) in a single design, but to
only focus on the simultaneous optimization of the struc-
tural design of the blades (aeroelastics) and the different
controllers. To be more specific, the objective parameters
in the blade design are the mass and stiffness, whereas the
shape is assumed to be fixed. We will consider the torque
and blade pitch regulators in our optimization framework.

Objective +
Constraints

Optimization Design loads

Redo optimization

Figure 1: Optimization procedure for the integrated design of
structural blade dynamics and controllers.

In literature, very few examples of such integrated structure
and controller design are found. However, one example is
the isolation of buildings against earthquakes [2].

In the optimization process, the objective is to optimize the
structural dynamics of the blades and controllers, so that the
blades have minimum weight on the one hand, but are able
to withstand the different loads which they are subjected to
in real-world on the other hand. Furthermore, the design is
constrained by for example the placement of blade modes
in order to avoid excitation by other modes present in a tur-
bine. The integrated design is accomplished by iteratively
optimizing the design and subjecting it to the design loads to
check whether the design is satisfactory. If the design speci-
fications are not met, the optimization procedure is repeated
(see also Figure. 1).

The research is started with a demonstration of a simultane-
ous design of both structure and controller on an experimen-
tal 2D-airfoil with actuator flap. In this simplified approach,
the framework for the integrated design of wind turbines is
developed.
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1 Introduction

Batch processes are widely used in chemical and life sci-
ences industries for the production of products with a high
added value (e.g., medicines, enzymes, high-performance
polymers). Accurately controlling the final quality of a
batch process presents a major challenge. First of all, a batch
process is dynamic in nature. In addition, physical measure-
ments of the quality parameter that can be used to predict
the final quality are often simply not available online.

Data-driven models provide an answer to this problem, and
have been applied successfully both to simulation and in-
dustrial data. These techniques use simple, online available
measurements (temperatures, pressures, flow rates, ...) to
monitor the batch process or predict the final quality. Exam-
ples include Nomikos and MacGregor [1], Ündey et al. [2],
Choi et al. [3] and Gins et al. [4]. In these works, abnor-
mal quality is detected through (i) deviations from the nom-
inal batch behavior or (ii) estimation of the batch-end quality
(i.e., the quality after completion of the batch).

2 Online batch-end quality optimization

Most research effort for batch processes has been directed
towards process monitoring; the number of applications
where the data-driven models are used to actually control
or optimize a batch is very limited. Recently, McCready
optimized the production of a batch process with an MPLS
model by adapting the manipulated variables (MVs) at three
distinct decision moments [5]. Expansion to full batch pro-
duction optimization requires, ideally, changes in MVs ev-
ery few time points. As a result, more test runs are required
to identify the MPLS model. The time required to perform
these tests is a major drawback: successful industrial adap-
tation hinges on fast implementation. Hereto, as few test
runs as possible should be conducted.

This paper investigates whether all possible decision mo-
ments must be considered during model identification. From
training sets with a limited number of MV changes, predic-
tive MPLS models are constructed. If these models are capa-
ble of predicting the final quality when MV changes occur at
times not included in the training set, the number of tests re-
quired for model identification can be significantly reduced.

3 Results

Two case studies were performed: one where only a single
change in the manipulated variable was allowed, and one
where multiple changes could be performed. In both studies
it was concluded that the inclusion of a few switch times
in the training data sufficed: the final quality of batches
with other switch times was accurately estimated on- and
offline, provided the switches occur in the range of training
switch times. This is a valuable result for practical (indus-
trial) implementation and acceptance because the amount of
test batches needed is reduced and the information content
of each experiment is increased.
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1 Introduction

We present the design and analysis of a Hyrbid controller
for the METIS Cold Chopper (MCC). The MCC is a 2D ro-
tatable mirror in the optical path of the Mid-Infrared E-ELT
Imager and Spectrograph (METIS) instrument [1]. It pro-
vides telescope beam chopping by rotating this internal mir-
ror. The system has three degrees of freedom, two rotational
and one parasitic translational movement in the direction of
the mirror vertex. It has to satisfy stringent performance re-
quirements while dealing with different noise sources, dis-
turbances and constraints on the input signals.

2 Hybrid controller design

The developed controller combines time-optimal control de-
sign (for handling the constraints and transient performance)
and aH∞ controller (for achieving stability and robustness a-
gainst uncertainties and disturbances). We note that our con-
trol strategy is motivated by recent results on periodic output
regulation using a hybrid control framework [2]. The hybrid
configuration is given in [2, Eq. (7)].

The matricesAC, BC andCC of the controller’s flow dynam-
ics have the following structure

AC =




? 0 0
0 0 0
0 0 0


 BC =




? ?
−1 0
0 0


 CC =

[
? ki 0
? 0 0

]
,

where the elements in? are obtained from theH∞ design. An
integrator with gainki is added to the controller for achiev-
ing zero angular steady state error. The matricesΦ andΨ of
the controller’s jump dynamics have the following structure

Φ =




Id 0 0
0 0 1
0 1 0


 Ψ =




0 0
k1 0
k2 0


 ,

wherek1 andk2 are the correction gains that can be added to
the integrators. During the jump, the state for theH∞ con-
troller is kept constant whereas the integrators are exchang-
ing values.

1METIS is a collaboration between NOVA, ATC, CEA Saclay, ETH,
KU Leuven and MPIA. The MCCD is a collaboration between NOVA,AS-
TRON, JPE BV, the RUG, SRON, and TNO.

It can be shown that output regulation is guaranteed if the
hybrid system satisfies:

σmax
(
Jcl exp

(
Hcl(T/2− τs)

))
< 1, (1)

whereHcl :=

[
AG BGCC

BCCG AC

]
, Jcl :=

[
M 0

ΨCG Φ

]
, the tu-

ple (AG,BG,CG) is the system’s matrices of the mechanism,
M := exp(AGτs), T is the chop period andτs is the duration
of the feedforward control input.

3 Analysis results

Matlab/Simulink was used to analyze the performance of the
controller. In figure 1 the simulation results of two consec-
utive chops between 0 mrad and 8.5 mrad is shown. The
settling time is approximately 5 msec, the positional stabil-
ity is smaller than the required 1.7µrad and the positional
accuracy is< 1µrad.
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Figure 1: The closed-loop system behaviour with the hybrid con-
troller with the desired positions of 0rad and 8.5mrad.

References

[1] B. Brandl et.al., “METIS - the mid-infrared E-ELT
imager and spectrograph,”in McLean IS, Casali MM, ed-
itors. Ground-based and airborne instrumentation for as-
tronomy II, SPIE 7014, 70141N, 2008.

[2] L. Marconi and A.R. Teel, “A note about hybrid lin-
ear regulation,” Proc. 49th IEEE Conf. Dec. Contr., Atlanta,
Georgia, 2010.

31st Benelux Meeting on Systems and Control Book of Abstracts

145



Implications of measurement noise for
Partial Least Squares model order selection

J. Vanlaer, P. Van den Kerkhof, G. Gins, and J.F.M. Van Impe
BioTeC, Department of Chemical Engineering, KU Leuven – Catholic University of Leuven

W. de Croylaan 46 PB 2423, B-3001 Heverlee (Leuven), Belgium.
{jef.vanlaer, pieter.vandenkerkhof, geert.gins, jan.vanimpe}@cit.kuleuven.be

1 Introduction

The development of automated monitoring systems is an im-
portant challenge for the chemical and life sciences indus-
tries [4]. Especially for batch processes, which are com-
monly used for the production of goods with high added
value, close process monitoring is of utmost importance.
However, despite the frequent use of low-level controllers,
detection of and response to abnormal events often remains
a manual operation, severely complicated by the large size
and complexity of modern process plants.
Multiway Partial Least Squares (MPLS [3]) models ex-
ploit the information arising from numerous online sen-
sors in today’s (bio)chemical processes for monitoring pur-
poses. These models enable online prediction of the batch-
end quality, which is generally only measured offline after
batch completion. However, noise present on both online
sensor measurements and offline quality measurements in-
fluences the predictive performance of the MPLS models,
which has important consequences for the selection of the
optimal model order. Up until today, no analytical relation
has been identified to describe the influence of measurement
noise on PLS batch-end quality predictions, which partly
explains the reluctance of companies to accept this tech-
nique. The non-linear properties of the PLS predictor and
the lack of knowledge about its statistical distribution make
the derivation of such a relation extremely difficult [2].
Therefore, this work aims at investigating the influence of
noise on PLS predictions of final batch quality and the im-
plications for model order selection. Since most online sen-
sors produce accurate measurements, the research focusses
on noise on the (offline) quality measurements.

2 Methodology

To investigate the statistical properties of MPLS model pre-
dictions with respect to noise on the output measurements, a
Monte Carlo simulation with 1000 repetitions is performed
for 10 different levels of the output noise, using data of a
penicillin production process from an extended version of
the Pensim simulator [1]. For every repetition, the noise
is resampled from a Gaussian distribution with zero mean
and a standard deviation ranging from 1 to 10 percent of the
mean penicillin concentration in the training batches. Bias
and variance of the model predictions are studied and the

results are used to assess the performance of several tech-
niques for model order selection.

3 Results

Prediction bias and variance show inverse behaviour with
respect to the model order. While prediction bias initially
decreases to reach a minimum value at a model order that is
independent of the noise level, prediction variance increases
with increasing model order since more noise is included in
the higher order components. This inverse behaviour holds
important consequences for selection of the optimal model
order, which corresponds to a trade-off between bias and
variance. An adjusted Wold’s R criterion that only includes
extra components if they significantly improve the predic-
tion according to a chosen significance level selects lower
model orders than the minimum MSE and Wold’s R criteria,
trading variance for (small) bias. In general, the adjusted
Wold’s R criteria are shown to be slightly preferable to se-
lect the optimal model order.
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1. Introduction 

 
Some very complex biochemical substances in the 
pharmaceutical field cannot be synthesized by traditional 
chemistry.  However, animal cells can be programmed to 
synthesize them. One such method is to cultivate these 
cells extracted from animal tissue (eg. CHO, hybridoma) 
in a suspended continuous mode. A perfusion filter placed 
in the outstream allows the biomass to be kept in batch 
while other compounds are continuously extracted. Thus, 
small volumes can be operated for long periods, reaching 
high cell concentrations, low product residence time and 
high productivity. A small bleed outstream allows the 
operation to reach steady state. 
 

 
 

Fig. 1. Continuous Perfused Bioreactor 

 
In this study, a nonlinear macroscopic model described in 
[1] of fairly general applicability to animal cell cultures is 
used. It considers reasonable assumptions such as that cell 
grow is limited by glucose and glutamine availability, cell 
death is promoted by accumulation of lactate and 
ammonia and glutamine exhaustion, a part of glucose is 
spent for cell maintenance, and the production of the 
product of interest, monoclonal antibodies, is partially 
growth-related and partially not. 
 

 
 
The objective of this study is to evaluate several sensor 
configurations in terms of observability and practical 
performance of an extended Kalman filter. The selection 
of sensor configurations is also discussed in terms of 
equipment costs and measurement implementation. 
 
The extended Kalman filter is intended for a control 
strategy based on a nonlinear model predictive controller 
as described in [2]. 
 

As an example, some estimation results are shown in 
Figure 2 for the estimation of biomass and metabolite 
concentrations based on the measurements of the two 
major substrates, glucose and glutamine. 
 

 
 

Fig. 2. EKF Estimation of Biomass and Metabolites 
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1 Introduction

Fault detection and fault diagnosis of (bio)chemical batch
processes is a difficult problem due to their dynamic na-
ture. Principal Component Analysis (PCA)-based tech-
niques, originating from the work of Nomikos and Mac-
Gregor [1], have become popular for data-driven fault de-
tection. On the other hand, fault diagnosis of the detected
disturbance remains a difficult issue. In this work, a new
data-driven diagnosis technique is developed, using a statis-
tical classifier based on Least Squares Support Vector Ma-
chines (LS-SVMs [2]). LS-SVMs exhibit a large general-
ization performance, especially when the number of train-
ing samples is small. This is an important advantage as the
availability of faulty data is a common bottleneck in devel-
oping data-driven diagnosis techniques.

2 Fault diagnosis method

The identification of the LS-SVM classifier consists of three
steps. In a first stage, past faulty batches are scanned with
fault detection statistics based on the PCA model of normal
operating conditions data. Based on process knowledge and
operator experience, fault classes are defined and each of the
detected faults is assigned to one fault class. The number
of classes is a trade-off between classifier performance and
practical use of the diagnosis results.

In the second step, the faulty data of each batch is scaled
and an appropriate data window starting from the detection
of the fault is selected. The goal of this step is to obtain a
uniform characteristic data pattern for each fault class. Con-
trary to Fischer Discriminant Analysis (FDA)-based meth-
ods [3], the classifier is not trained on the data of each entire
faulty batch because samples obtained at later time points
might be influenced by different corrective actions (depend-
ing on the operator). Moreover, multiple faults can occur
in a single faulty batch. An appropriate scaling increases
similarity within each fault class and avoids overloading the
classifier with irrelevant features. For example, normalizing
around the mean trajectory reduces the difference between
faults of the same class occurring at different time points.

Finally, the LS-SVM classifier is trained. An (LS-)SVM
classifier is basically a binary classifier. Different techniques
exist to decompose the multi-class diagnosis problem into a

series of binary classification problems (e.g., One-versus-
One and One-versus-All).

During the application phase, the current batch is monitored
using an existing fault detection system. Upon detection, a
window of pretreated data is passed to the classifier which
assigns a fault class to the current disturbance. Based on
this information, operators take corrective actions or abort
the process if the batch can not be salvaged. Monitoring the
fault detection statistics and successive fault classifications
reveal if the operator actions bring the process back within
normal operating conditions.

3 Results

The proposed approach is validated on data generated with
an expanded version of the PENSIM simulator [4]. The sim-
ulated data contains faults from six different classes. The
obtained results provide a proof of concept of the proposed
technique and demonstrate the importance of appropriate
data pretreatment.
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1 Abstract

Recently the connection of port-Hamiltonian systems theory
with graph theory has been emphasized [2, 3]. In the cur-
rent talk we are primarily interested in using the framework
of port-Hamiltonian systems on graphs for studying the
throughput and robustness of network models with sources
and sinks under flow and capacity constraints [6].

As an initial problem we consider the following system as

ẋ = Bu+d

y = BT x

where B is the incidence matrix of a graph, x is the vector
of state variables associated to the vertices of the graph, u is
the flow input associated to the edges, while d is an external
input corresponding to flows at the sources and sinks of the
graph. Furthermore, we assume there are flow constraints.

For controlling this system we use a classical PI controller.
This can be represented as a port-Hamiltonian system with
external input. By constructing an explicit Lyapunov func-
tion inspired by the construction in [5], we prove that the
controlled system is asymptotically stable while the ele-
ments converge to a common value and the controller state
converges to a value ū, such that Bū+d = 0.
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Introduction

Network modeling of lumped-parameter physical systems
naturally leads to a geometrically defined class of systems,
i.e., port-Hamiltonian (PH) systems [4, 6]. The PH mod-
eling framework describes a large class of (nonlinear) sys-
tems including passive mechanical systems, electrical sys-
tems, electromechanical systems, mechanical systems with
nonholonomic constraints, thermal systems and distributed
parameter systems with boundary control. The popularity
of PH systems can be largely accredited to its application
for analysis and control design of multi-input multi-output
(MIMO) physical systems

Nonlinear modeling and control methods, including the PH
framework, have the great disadvantage of not including
any frequency information in the modeling and control de-
sign. In practice the frequency-based control methods are
preferred because of the importance of the system behavior
in the frequency domain. In the frequency domain trans-
fer functions, Bode plots, PID controllers, lag-lead compen-
sators and filters are some examples of powerful tools for
analysis and control [1]. However, such methods are only
theoretically justified for linear systems. Many physical sys-
tems are actually nonlinear, for which linearization is then
first required. However, the results only hold locally, (very)
close to the linearization point. On the other hand, nonlinear
control often offers methods to steer a nonlinear system to a
desired state for any initial condition. When global conver-
gence cannot be proven, techniques exist to define a region
of attraction [3]. Some results on including frequency meth-
ods into nonlinear control can be found in [2, 5, 8].

Contribution

Here, we describe the standard notch filter in the PH form.
In control applications a notch filter is often used for control
of systems with lightly damped flexible modes (resonance
frequencies). A notch filter is a filter that passes signals of
all frequencies except those in a stop band centered around
a center frequency. Furthermore, by a specific choice for the
notch parameters it is possible to realize aninverse notch fil-
ter. An inverse notch filter does the opposite, it only passes
signals which are centered around a center frequency. In-
verse notch filters are usually used for disturbance attenua-

tion since high feedback gain is applied at the disturbance
frequency [7]. The main contribution here is to include fre-
quency filtering into nonlinear control design by describing
a standard notch filter in the PH framework. In a similar way
we also present a PH description of the inverse notch filter.
By having the notch filter in PH form we can simply inter-
connect it, in a passive way, with another (nonlinear) PH
system, which then preserves the passivity property for the
closed-loop system. We are able to combine the nonlinear
control methodology of passivity based-control (PBC) [6]
with a notch filter, which is tuned to reduce (or increase in
the case of an inverse notch) the feedback gains at a specific
frequency.
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1 Introduction
Every control methodology designed to achieve a desired
performance is inevitably limited by actuators constraints,
at implementation level. The mismatch between the con-
troller output and the effective constrained actuation leads
to performance degradation which may extend up to loss of
stability. This problem can be encountered already in simple
control design, like PI control, where the controller output is
not driving the plant when saturation occurs, which causes
a wrong update of its state, namely an excess of error ac-
cumulation in the integral part of the controller, with subse-
quent loss of performance (windup). These issues are well
known and the literature contains several contributions, the
so-called antiwindup correction, which characterize a well-
established core of solutions with several tools ready for ap-
plications [1, 6].

Most of these techniques have been developed for linear
plants while, despite the industrial relevance of the problem,
few antiwindup approaches have been studied for nonlin-
ear systems. Motivated by ongoing research on port Hamil-
tonian systems [3], and taking inspiration from the anti-
windup approach for Lagrangian systems [2] and from the
antiwindup solution for induction motors recently proposed
in [5], we outline an antiwindup setup for port Hamilto-
nian systems which can be rendered incrementally passive
by output injection [4]. This feature allows for an augmen-
tation of the plant dynamics by an internal model, which is
driven by the error between the ideal reference and the ac-
tual trajectory and is used to modify the controller input for
performance recovery, as in [2].

2 The methodology
Consider the regulation problem of imposing a prescribed
steady-state response x∗ to a plant (saturation is denoted by
σ ). Using a linear settings for simplicity, consider

ẋ = Ax+Bσ(u) y =Cx (1)

and suppose that the feedback u = K(x,x∗) guarantees reg-
ulation. To solve the problem by output feedback we intro-
duce an observer

˙̂x = Ax̂+Bσ(u)+ v ŷ =Cx̂

which is rendered contractive w.r.t. x, independently on the
input u, by the output injection v = L(x̂− x) (in a nonlinear
setting, contraction by a suitable definition of v is entailed
by incrementally passivity of (1)). Then, neglecting satura-
tions, regulation is achieved by u = K(x̂,x∗).

A typical goal in presence of saturation is to preserve the

unconstrained behavior given by K(x̂,x∗) for small signals,
namely when K(x̂,x∗) does not saturate, and to recover from
saturation-induced phenomena when K(x̂,x∗) saturate. With
this aim, the constrained reference signal is decomposed as
the sum x̂ = xU + xaw with dynamics

ẋU = AxU +Bu+ v−w yU =CxU
ẋaw = Axaw +B[satM(u)−u]+w yaw =Cxaw.

The unconstrained dynamics xU can now be regulated in-
dependently from the actuator limits, thus by enforcing
u = K(xU ,x∗), while the mismatch between xU and x̂ caused
by saturation is now stored within the state xaw of the an-
tiwindup dynamics. Then, performance recovery can be
imposed by stabilizing xaw at zero, through w. In fact,
(xU ,xaw) = (x∗,0) implies x̂ = x and, by contraction, x = x∗.
Clearly, the two dynamics are coupled through [satM(u)−u]
(zero when σ(K(xU ,x∗)) =K(xU ,x∗)) and w, which suggest
limits in the stabilization performances achievable on xaw.

3 Conclusions
We believe that the antiwindup approach proposed above is
an effective framework to solve simple regulation problems
on a large class of Hamiltonian systems which show an in-
cremental passivity property like, for instance, electrome-
chanical systems. An example with ad-hoc modifications
and suitable selection of u and w is presented in the induc-
tion motor control in [5].
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1 Introduction

The control of spatially distributed interconnected systems
is of great interest in practical applications such as flexi-
ble structures, wind farms, biochemical reactions, etc.. The
biggest challenge in distributed control of spatially intercon-
nected systems is the complexity of the control algorithms.
The system matrix that describes the input-state-output be-
havior ofN interconnected subsystems, with subsystems of
order n, will be of size nN× nN matrix. Therefore con-
ventional solution algorithms will requireO(n3N3) floating
point operations (flops), which makes traditional controller
synthesis expensive for fine discretization or large numberof
distributed subsystems. To surmount this obstacle, a lot of
research has been done during the past decade. Sequentially
Semi-Separable(SSS) matrix provide an effective approach
and this structured space matrix allows for decoupling of
distributed controllers, thus distributed controllers can be
designed separately. In [1], some efficient algorithms have
been developed to do controller synthesis of 1-D system in
O(n3N) flops, which is a linear computational complexity.
To extend this to multi-dimensional systems, our research
focuses on designing a fast solver for multi-level SSS ma-
trices of linear computational complexity for 2-D systems,
which is a big challenge for controller synthesis that requires
advanced concepts form numerical linear algebra. This fast
solver for multi-level SSS matrices can be applied for iden-
tification and distributed control of wind farm.

2 Distributed Control of Large-Scale Systems

In [1], some efficient algorithms for SSS matrix operation of
linear computational complexity are designed for distributed
control of 1-D systems as shown in Figure 1. To extend his
research, we consider the 2-D spatially distributed intercon-
nected subsystems, which are shown in Figure 2. By utiliz-
ing methods described in [1], we can first assemble the 1-D
string systemΣs to a state-space model. The matrices ofΣs

all have an SSS matrix structure. Then the 2-D distributed
system is equivalent to another 1-D distributed system, with
subsystemsΣs. Therefore, the matrices of the state-space
model all have a multi-level SSS matrix structure, that is,
generators of this type of matrix have an SSS matrix struc-

ture. These matrices are of sizenMN×nMN, whereM and
N are the number of subsystems along the vertical and hori-
zon direction, respectively. The structured matrix approach
of distributed control has the property that the distributed
controller is decoupled and can therefore be designed sepa-
rately, which leads to a flexible controller configuration.

Figure 1: 1-D spatially distributed interconnected system struc-
ture

Figure 2: 2-D spatially distributed interconnected system struc-
ture

3 Expectation

Ordinary matrix operations have computational complexity
of O

(
(nMN)3

)
, which is prohibitive for controller synthesis.

The goal of this research is to develop a fast solver for multi-
level SSS matrices that has linear computational complexity,
and to apply this fast solver to the distributed control of wind
farms with the same structure as the 2-D system shown in
Figure 2.
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The Kolwezi Concentrator (KZC) from Gécamines Com-
pany in the Democratic Republic of Congo is an industrial
wet grinding process consisting of a double closed-loop cir-
cuit composed mainly of one rod mill, two ball mills, two
hydrocyclones classifiers, one pump sump, one pump, one
slurry distributor and several pipes and channels for mate-
rial transport. For regulation purposes, product particlesize,
product flow rate and product density are regarded as con-
trolled variables while fresh ore feed rate (u1), rod mill feed
water and dilution water flow rate (u2 andu3) are the three
manipulated variables. The KZC circuit can be considered
as a multi-input multi-output dynamical system with cou-
plings, time delays, strong external disturbances such as ore
hardness and feed particle size variations, and internal dis-
turbances caused by model mismatch (see [1]).

0
0.5

1
1.5

2
2.5

3
3.5

4

0
2000

4000
6000

8000
10000

12000
14000

16000
18000
4000

5000

6000

7000

8000

9000

10000

11000

12000

13000

 

Mill axis [m]

Solids class 3 mass evolution within the rod mill [kg/m]

Time [s]

 

M
a

s
s
 o

f 
c
la

s
s
 3

 s
o

lid
s
 [

k
g

/m
]

5000

6000

7000

8000

9000

10000

11000

12000

Figure 1: Time-axial position evolution of the mass of solid class
3 within the rod mill

In this work, a phenomenological approach combining pop-
ulation mass balance and pulp dynamics transport is used
for rod mill and ball mill modelling. This leads to non-linear
partial differential equations (PDE) (see [2]) containingsix
parameters for each mill. A steady-state model is sufficient
to describe the hydrocyclones classifiers. The other compo-
nents of the KZC flowsheet are simply considered as time
delay elements. All model parameters are determined from
experimental data by using the non-linear least squares al-
gorithm. Both a steady-state simulator and dynamical sim-
ulator based on three classes of particle sizes have been de-
veloped within the MATLAB/SIMULINK software. The
steady-state simulator is based on an analytical solution of

the steady-state equations. For the dynamical simulator, the
method of lines is used to transform the PDE of each mill
into a set of ordinary differential equations which is solved
by means of the ODE15s solver from MATLAB.
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Figure 2: Time evolution of product particle size distribution,
class 1 (in blue), class 2 (in green) and class 3 or fine-
ness (in red)

The simulation results are close to the data observed in prac-
tice, which allows us to validate our mathematical models.
Figure 1 shows the 3-D space evolution of class 3 (fineness)
mass within the rod mill and figure 2 shows the time evolu-
tion of the particle sizes at the circuit output after step vari-
ations ofu1 (t/h) at t = 3600s, u2 (m3/h) at t=7200 s,u3

(m3/h) at t = 9000s, ore hardness att = 10800s and feed
particle size att = 14400s.
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1 Introduction

The H2 norm plays an important role in the field of systems
and control as a robustness measure with respect to noise
or external disturbances and has numerous applications in
many fields, such as robust optimization and H2 optimal
control. For time-delay systems with transfer function

γ(s) :=C(sI−Σm
i=0Aie−sτi)−1B,

it was shown in [1], that the H2 norm ||γ(s)||2 can be calcu-
lated by rewriting the time-delay system in a linear infinite-
dimensional form and applying a spectral discretization to
become a system without delay. The H2 norm of this
(larger) standard LTI system, ||γN(s)||2, can be easily calcu-
lated, resulting in an approximation for ||γ(s)||2. Downside
of this method is the fact that the discretized model is of
order nN, with n the size of the original time-delay system
and N the number of discretization points. In [2], a Krylov
based model order reduction technique for time-delay sys-
tems is suggested which allows to reduce the order of the
discretized model further down to a chosen value k << N,
matching several moments of γ(s) and γN(s) around zero
and infinity. Our approach builds on this technique and ex-
tends it into a two-sided Krylov method. This not only al-
lows to choose smaller values of k as we match double the
amount of moments, but more importantly also to efficiently
calculate derivatives of the H2 norm w.r.t. matrices of the
original time-delay system.

2 Contributions

The idea behind the approach consists of discretizing a delay
system of order n into a standard linear system of the form

GN ż(t) = z(t)+HNu(t), y(t) = FNz(t), z(t) ∈ RnN×nN ,

in such a way that several moments at zero and infin-
ity are preserved. Subsequently, the system matrices
FN ,GN ,HN are projected on the Krylov spaces Kk(GN ,HN)
and Kk(GT

N ,(G
T
N)
−1FN) as

F̂ = FNV, Ĝ =W T GNV, Ĥ =W T HN ,

where V,W contain the vectors respectively spanning the
right and left Krylov spaces and F̂ , Ĝ, Ĥ the system matri-
ces of the reduced model of dimension k, such that these
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Figure 1: Frequency response and error after reducing a time-
delay system or order n = 100 to a reduced model of
order k = 10. Notice a smaller error around zero and
towards infinity.

moments are again preserved, as shown in Fig 1. Moreover,
our construction is such that the matrices of the reduced sys-
tem are independent of N as long as N > 2k, hence the im-
plementation does not involve a choice of N. As the reduced
order system closely approximates the original time-delay
system, we can approximate ||γ(s)||2 in function of the small
matrices F̂ , Ĝ, Ĥ of the reduced model.

By constructing both a right and left Krylov space of GN ,
we are able to not only evaluate the H2 norm, but also its
derivatives w.r.t. the system matrices Ai,B,C in function of
F̂ , Ĝ, Ĥ, thus again independently of N. For low-order feed-
back control, control parameters typically appear in the sys-
tem matrices Ai,B,C, therefore being able to express and
efficiently evaluate elements of ∂ (γ2)

∂Ai
, ∂ (γ2)

∂B , ∂ (γ2)
∂C is most in-

teresting from optimization and control point of view.

References
[1] J. Vanbiervliet, W. Michiels and E. Jarlebring, Using
spectral discretization for the optimal H2 design of time-
delay systems, Int. J. Control, 84(2):228-241, 2011.

[2] W. Michiels, E. Jarlebring and K. Meerbergen, Krylov
based model order reduction of time-delay systems, SIAM J.
Matrix Anal. Appl. 32(4):1399-1421, 2011.

Book of Abstracts 31st Benelux Meeting on Systems and Control

154



Interacting multi-agent systems

Rahayu Prihatin
Department of Applied Mathematics

University of Twente
P.O. Box 217, 7500 AE Enschede

The Netherlands
Email: r.prihatin@ewi.utwente.nl

Anton Stoorvogel
Department of Applied Mathematics

University of Twente
P.O. Box 217, 7500 AE Enschede

The Netherlands
Email: a.a.stoorvogel@utwente.nl

1 Introduction

Decentralized control systems are characterized by systems
that are made up of smaller systems, or agents, which have
only indirect information about the other systems. That is,
agents do not share the same measurements nor does one
agent know the inputs to all the other agents. Examples
of decentralized systems are abundant and include power
systems, economic systems, and systems of multiple au-
tonomous agents, to name a few. Control of such sys-
tems has been the subject of much research since Wang and
Davison’s seminal paper [2] in 1973, in which they prove
necessary and sufficient conditions for stabilization of lin-
ear, time-invariant (LTI) decentralized systems by LTI con-
trollers.

In some cases the agents have no interaction and the inter-
action only comes from a common objective. This is a very
active research area anf early results were reported in [1].
In this presentation, however, we investigate agents which
do have interaction between the different agents. In other
words, we have agents whose dynamics interact and the in-
teraction is not solely coming from a common objective.

2 Problem formulation

We consider systems of the form:

ẋi = Ai xi + Biui +

N
∑

j=1

Ei j y j

yi = Ci xi

We first consider the relatively simple case where we need to
design a protocol for agenti with only local measurements
yi and local inputui . It can be shown that the minimum-
phase property of(Ai , Bi ,Ci ) guarantees that we can obtain
stabilization of systems. Next, we consider the more general
case where agenti has measurement:

zi =

N
∑

j=1

gi j y j

and we need a protocol to designui . In that case, we inves-
tigate different objectives. The first case is consensus where

we requireyi − y j converges to zero for alli and j . The sec-
ond objective is regulation where we have a reference signal
r and we want to obtain thatyi − r converges to zero for all
i . In the latter case, we obviously need that at least some
agents have access to the reference signal. Clearly resultsin
the latter case also requires knowledge about the reference
signal. In this presentation we concentrate on sinusoidal ref-
erence signals.

3 Results

This first case with only local measurements has been com-
pletely resolved. We will also present preliminary resultsfor
the second class of problems.
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1 Diffusively coupled multi-agent systems with
switching topologies

Let Gi = (V,Ei) with i ∈ {1,2, . . . , p} be simple, undirect-
ed graphs where V = {1,2, . . . ,n} is the vertex set and
Ei ⊆ V ×V is the edge set. For each Gi, we group vertices
into two categories as follows: let V i

L = {`i
1, . . . , `

i
mi
} ⊆ V

and V i
F = V \V i

L. Then the diffusively coupled multi-agent
system associated with Gi can be given by

ẋ j =− ∑
( j,k)∈Ei

(x j− xk), if j ∈V i
F

ẋ j =− ∑
( j,k)∈Ei

(x j− xk)+u j, if j ∈V i
L

where x j ∈R is the state of agent j and u j ∈R is the external
input to agent j.

By defining x =
[
x1 . . . xn

]T and u =
[
u1 . . . un

]T ,
this system can be written into a compact form

ẋ =−Lix+Miui

where Li is the Laplacian matrix of Gi and Mi ∈ Rn×n is
defined by

[Mi] jk =

{
1 if j = `i

k
0 otherwise.

In this note, we consider the switched multi-agent system
given by

ẋ(t) =−Lσ(t)x(t)+Mσ(t)u(t), (1)

where σ(t) : R+→{1,2, . . . , p} is a right-continuous piece-
wise constant switching signal.

2 Graph partitions

We quickly review graph partitions that will be used in the
sequel. More details can be found in [1]. Any nonempty
subset of the vertex set V is called a cell. A collection of
mutually disjoint cells π = {C1, . . . ,Cr} is said to be a par-
tition of V if

⋃r
j=1 C j = V . Let Π denote the set of all the

partitions of V . A partition π1 is said to be finer than a parti-
tion π2, denoted by π1 6 π2, if each cell of π1 is a subset of
some cell of π2.

Let ΠAEP(G) denote the set of all almost equitable partitions
of a given graph G = (V,E) [1]. For the collection of graphs

{G1, . . . ,Gp}, define

ΠAEP(π1, . . . ,πp) = {π | π ∈ΠAEP(Gi) and π 6 πi for all i}
(2)

where πi is a given partition of Gi. It can be shown that there
exists a unique partition, say π∗ = π∗(π1, . . . ,πp), such that

π∗ ∈ΠAEP(π1, . . . ,πp)

π 6 π∗ for all π ∈ΠAEP(π1, . . . ,πp)

π 6 π ′ for all π ∈ΠAEP(π1, . . . ,πp) =⇒ π∗ 6 π ′.

We denote the distance partition relative to a vertex v of a
graph G by πD(v;G) (see [1] for more details).

3 Main results

Let K denote the controllable subspace of the system (1).
Then, we prove that

K ⊆ im P(π∗(πL
1 , . . . ,π

L
p )) (3)

where πL
i is the partition {{`i

1}, . . . ,{`i
mi
},V i

F} and P(π) de-
notes the characteristic matrix of the partition π . After this
upper bound in terms of the almost equitable partitions, we
prove the following lower bound on the dimension of the
controllable subspace K :

dim(K )> max
i ∈ {1,2, . . . , p}

k ∈ {1,2, . . . ,mi}

card(πD(`
i
k;Gi)). (4)

Moreover, these two bounds are tight in the sense that there
are examples for which one of them is attained whereas the
other holds strictly. Such examples will also be provided in
the presentation.
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Networks are everywhere. In many applications, they are
used to represent interactions between the different elements
of interest. But at the same time as theoretical knowledge
and practical tools of graph theory were developed, network
sizes grew tremendously. Social networks, which were stud-
ied for a few dozens of individuals, are now composed of
millions of people sharing online friendships; mobile phone
networks have a penetration rate that grew from around 20%
in the late nineties to almost 100% nowadays in developed
countries; biological networks such as protein-to-protein in-
teractions, may have billions of nodes; etc.

Many network properties (degree distribution, average dis-
tance or flow propagation for example) have been studied
extensively. A key feature of real networks lies in the non-
homogeneous local distribution of edges. Each node tends
to be more densely connected with a specific subset of the
vertices of the graph than with the rest of the network. These
structural organizations of nodes are called communities.

Extracting communities from large networks have been a
challenging problem for years, and a popular class of meth-
ods consists of optimizing the so-called modularity. This
quality function introduced by Newman and Girvan [1] de-
fines good communities as group of nodes with an inter-
nal edge density larger than the associated density expected
from the degree distribution of the graph. Optimizing the
modularity has been shown to be a NP-hard problem and
while many heuristics have been developed for specific con-
texts, a lot of them are not suitable for more general frame-
work due to their computational requirements or the struc-
ture of the network. The Louvain method [2] provides a
good tradeoff between the complexity of the algorithm and
the quality of the clustering. However the method still strug-
gles to extract community structures for very large networks
and is not suitable for parallel implementation.

We propose a synchronized version of the Louvain method
where the synchronization also allows an efficient paral-
lelization of the algorithm. Even if our implementation is
built upon modularity maximization, we point out that our
algorithm is also suitable for different quality functionslike
the Potts model of Reichardt and Bornholdt for example.
First, each node chooses an assignment to one of its neigh-
bors, independently of the choice of the other nodes, based

on the local gain of the quality function to merge the two
nodes. Communities are then defined as the connected com-
ponents in this directed assignment graph. Then, knowing
the local decision of each node, we build a recursive syn-
chronized correction step designed to guarantee some global
convergence of the method. Three levels of correction are
proposed: first we impose that the sum of the global gains
for each community must be positive; we also impose that
the gain of assigning each node to its community must be
positive; the last correction level imposes that the gain to
assign a node to its community is larger than the gain to
assign it to any other community. Those correction levels
may produce switches of nodes between communities but
also merge and split of communities. Finally, when a steady
state has been found, communities are aggregated to form
a new graph where each node represents a community and
each vertex is the sum of the edges between two communi-
ties.

We compare the results of our algorithm on the popular
benchmark of Lancichinetti and Fortunato [3] with the clas-
sical Louvain method, the fast modularity algorithm by
Clauset and the Infomap algorithm by Rosvall (not based
on modularity optimization). Results show that our algo-
rithm is able to produce good community structure of com-
parable quality with the other methods. On the other hand,
we demonstrate that the computational cost required by our
method is considerably lower than for the other methods,
indicating that our solution might be very appropriate to ini-
tialize a finer tuning of the communities when required.
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1 Introduction

The distributed control of multi-agent systems has gained
lots of attention during the last decade. In particular, con-
sensus problem has been widely investigated for networks
of agents. The pioneering works in this regard have been
carried out for the case where the agents’ dynamics are sin-
gle or double integrators. An excellent review can be found
in [2]. The consensus results for the case where the agents
have a general, yet identical, linear dynamics with time-
independent communication topology are reported in [1].

Despite the extensive amount of research available in the
context of consensus/synchronization of multi-agent sys-
tems, there are few works which have considered network
of agents with general linear dynamics together with time-
dependent communication topology (see e.g. [3]).

In this talk, we consider the network of agents with gen-
eral, but identical, linear dynamics, and the communication
topology may switch within a set of admissible topologies.
We allow switching to be arbitrary meaning that the switch-
ing may occur at arbitrary time instances. It will be observed
that synchronization is essentially an output stability prob-
lem. Given the agents’ dynamics, coupling rule, and set
of admissible topologies, we derive conditions under which
synchronization is achieved.

2 Preliminaries

Let Gi = (V,Ei) with i = 1,2, . . . ,N be an undirected (un-
weighted) graph where V = {1,2, . . . , p} is the vertex set
and Ei ⊆V ×V is the edge set. A diffusively coupled multi-
agent system with switching topology consists of a collec-
tion of identical linear input/state/output systems given by

ẋ j(t) = Ax j(t)+Bu j(t) (1a)
y j(t) =Cx j(t) (1b)

together with the diffusive coupling rule

u j(t) = ∑
(i, j)∈Eσ(t)

(yi(t)− y j(t)), (1c)

where j ∈ V , x j ∈ Rn is the state of agent j, σ is a right-
continuous piecewise constant function of time taking its

value from the index set {1,2, . . . ,N}, and u j ∈ Rm is the
diffusive coupling term. For each i = 1,2, . . . ,N, let Li de-
note the Laplacian matrix corresponding to the graph Gi =
(V,Ei). Then, the multi-agent system (1) can be written in
the compact form of

ẋ(t) = Aσ(t)x(t), (2)

where x = col(x1, . . . ,xp), and Aσ(t) := Ip⊗A−Lσ(t)⊗BC,
where “⊗” denotes the Kronecker product.

We say the multi-agent system (1) is synchronized if every
solution of (2) satisfies lim

t→∞
(x j(t)− xk(t)) = 0 for all j,k =

1,2, . . . , p.

3 Main Contribution

As mentioned earlier, several conditions to guarantee the
synchronization of network (2) are provided in this talk. The
proposed conditions are mostly derived form the following
crucial result.

Theorem 3.1 Consider the network (2). Let the eigenvalues
of Li be denoted as 0 = λ i

1 6 λ i
2 6 λ i

3 6 . . . 6 λ i
p, for each

i = 1,2, . . . ,N. Let λ and λ denote the minimum and maxi-
mum values of λ i

j, for i ∈ {1,2, . . . ,N} and j ∈ {2,3, . . . , p},
respectively. Then, the network (2) is synchronized if there
exists a common quadratic Lyapunov function for the pair
of matrices A−λBC and A−λBC.
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1 Context and idea

Dynamical systems where agents interact with each other
according to a graph structure have recently drawn a lot
of attention. For instance, “consensus” studies a problem
where agents attract each other to finally all have the same
state. Interactions among agents is thereby defined by an ex-
ternally imposed graph. For agents inRk, the issue is to find
minimal requirements on the interconnection graph – that
can be directed and time-varying way – guaranteeing con-
vergence of all agents to a common state; see e.g. [1, 2]. For
agents on nonlinear spaces, like a sphere, the problem can
be difficult also for fixed undirected graphs: although the in-
terconnected system converges towards an equilibrium set,
determining all stable equilibria as a function of graph prop-
erties is an open problem [3]; the dual problem of repulsive
agents is similar.

The broad research field ofanalog computationrelaxes dis-
crete computational questions to a continuous state space,
and lets a dynamical system evolving on this state space con-
verge to a “solution” of the algorithmic problem. The link
is obvious through optimization problems, but this requires
introducing a problem-specific geometry; see e.g. [4, 5] in
the control community.
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It is then tempting to link one of the many graph-based
computational problems, to simple dynamical systems with
agents interacting according to the same graph. We make
this link between

• graph k-coloring(see figure, left):k colors are avail-
able to ‘color’ the nodes of a graph; two nodes that are
connected by a graph edge must always have different
colors.

• repulsive agents on projective space (see figure, right):
a geometry is taken where each agent state can be vi-
sualized as representing a line ofRk. A distance mea-
sure is defined between any two such lines, and agents

move in order to maximize the distance to their graph-
defined neighbors.

2 Results

Let So denote that the agent states belong to a set of mutu-
ally orthogonal lines ofRk. Consider the question, taking
a graph as argument: Does the system of repulsive agents
have a stable equilibrium inSo?

We show that answering this question is as difficult as decid-
ing k-colorability of the graph. Thus, fork > 2, character-
izing the stable equilibria of repulsive agents on projective
space is NP-hard in the number of agents. The Bell-Kochen-
Specker Theorem developed in the context of quantum sys-
tems, implies that unfortunately the converse reasoning does
not help: Letting a swarm of repulsive agents reach a glob-
ally stable equilibrium, does not necessarily solve graph col-
oring. See [6] for more details.
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1 Introduction

As a market commodity, electricity is characterized by sev-
eral unique and important features: i) the inability of effi-
ciently storing large quantities of energy, which, as a con-
sequence, leads to ii) the necessity for supply to meet the
demand in real-time (power balancing), and iii) the trans-
portation of power through a transmission system of limited
capacity. Currently, i) and ii) are handled by real-time power
balancing, primary and secondary control. They are the es-
sentially the same service, with different time frame. Load
frequency control (LFC) takes into account limitations of the
transmission system, i.e. iii), by controlling the total sum of
flows of all tie-lines connected to a control area. The current
implementation is shown in Fig. 1.
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Figure 1: Representation of a power system control area, based
on [1] and [2].

2 Inefficiencies in the system

In this work, we focus on the inefficiencies of current real-
time balancing of power systems and propose an alternative
solution. Table 1 summarizes the inefficiencies. Each in-
efficiency is accompanied by a proposal for improving the
system.

3 Proposed solutions

Our approach is based on the introduction of double-sided
markets for provision of LFC, conceptually introduced in
[3], and their real-time implementation, see Table 1. We
propose ancillary service (AS) markets which deliver the
needed ancillary services, i.e. LFC, such that in real-time
an optimal solution exists for any considered power distur-
bance, without violating network constraints. Focus is on

INEFFICIENCY ALTERNATIVE
transmission constraints not
explicitly taken into ac-
count during procurement
of reserve capacity

creating markets for sec-
ondary control ancillary
services, which take into
account position in the grid

single-buyer market for sec-
ondary control

creating two-sided market
for secondary control

provision of primary con-
trol not (adequately) re-
warded

creating markets for pri-
mary control with droop
gain as commodity

available transmission ca-
pacity calculated in a con-
servative way

taking transmission con-
straints in an explicit man-
ner, per transmission line;
better cooperation of con-
trol areas

Table 1: List of inefficiencies in the current system and proposed
improvements.

the real-time control structure which enables consistent im-
plementation of AS contracts made in forward time AS mar-
kets. We explain how these changes influence current LFC
implementation and which new commodities are to be cre-
ated to increase the efficiency and the reliability of the sys-
tem. We argue that by changing the participation factors in
secondary control provision in real-time, transmission con-
straints can explicitly be taken into account. The presented
real-time control structure is compared with the currently
existing solutions.
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1 Introduction
Nonuniform and elevated temperature distributions withina
battery pack of a battery electric vehicle (BEV) can be harm-
ful to the battery, see [1]. Boiling heat transfer has great
potential to overcome these thermal issues as it allows for
(i) large cooling capacities, (ii) a high degree of temperature
uniformity and (iii) efficient waste heat recovery. However,
applying boiling to its fullest efficiency, requires stabilisa-
tion of unstable modes. In this study, a model-based con-
troller to stabilise these unstable modes is designed.

Figure 1: Schematic representation of a pool-boiling system.

2 Model description
A pool-boiling system, see Figure 1, may serve as physical
model for thermal-conditioning applications based on boil-
ing heat transfer. The two-dimensional (2D) pool-boiling
model to represent the thermal management scheme de-
scribes the heat transfer within the heater, i.e. the battery
cell wall, see Figure 2, by

∂T
∂ t

(x,y, t) = α∇2T (x,y, t), (1)

with the boundary conditions

∂T
∂x

∣∣∣∣
x=0,L

= 0,
∂T
∂y

∣∣∣∣
y=0

= − 1
λ

(QH + u(t)), (2)

∂T
∂y

∣∣∣∣
y=H

= − 1
λ

qF(TF), (3)

with λ andα the thermal conductivity and diffusivity of the
heater, respectively,L and H its length and height,TF :=
T (x,H, t) the fluid-heater interface temperature,qF(TF) a
nonlinear relation that describes the heat flux from heater to
boiling liquid, u(t) the (uniform) system input andQH the
nominal heat generation of the battery cell, also see [1].

Figure 2: Pool-boiling model.

3 Control strategy
Stabilisation of the unstable modes is to be accomplished by
variationu(t) of the pressure in the boiling chamber. The in-
tended control strategy is a feedback law, based on the error
v(x,y, t) = T (x,y, t)− T∞(x,y) between the heater tempera-
tureT (x,y, t) and its desired distributionT∞(x,y), given by

u(t) =

H∫

0

L∫

0

v(x,y, t)g(x,y)dxdy. (4)

Here,g(x,y) is the feedback weight function with which the
properties of the feedback law, and thus the closed-loop sys-
tem, will be prescribed. In order to be able to apply this kind
of feedback law to the system, an observer that estimates the
system state is implemented. This observer is an exact copy
of the system (1) – (3) with output error injection in (3).
It turns out that the unstable modes can only be stabilised for
specific combinations of the heater propertiesλ ,α (heater
material) andL,H (heater dimensions), whenQH (nominal
heat generation) is given. This means that in the design of
a thermal management system for BEVs, it is important to
determine the typical value for the heat generationQH and
choose heater dimensions and material accordingly.

4 Future work
First exploratory experiments will be carried out in the
(near) future, to see whether boiling heat transfer can indeed
thermally condition battery packs in BEVs.
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1 Introduction

Current-mode control of variable reluctance actuators was
shown to be very sensitive to disturbances, e.g. unknown
air gap variations and hysteresis [1]. Those disturbances
make the feed-forward models inaccurate, which raises per-
formance limitations for the feed-back control. In this pre-
sentation, we propose a voltage based control strategy con-
sisting of a high bandwidth analog sensing coil voltage con-
trol loop. With such a controller, the reluctance actuator
behaves as an ideal transformer between the primary coil
voltage and the sensing coil voltage. The actuator behavior
between the input voltage and the air-gap magnetic flux is
then modelable with a single integrator, i.e. parasitic effects
such as hysteresis and air gap dependency are eliminated.
Good correlation between the air gap magnetic flux and the
actuator force [2] further motivates this approach. The con-
trol of the remaining drift and the set-point generation can
be implemented in a digital computer.

2 Actuator model and control design

The first principle behavior of the primary coil circuit can be
written as:

dΦ
dt

=
1
N

(u−R · i) . (1)

It is clear from (1), that if the primary coil current can be
measured and the resistance estimated, a new input signal
u = u∗ + Rest · i will yield the following primary coil circuit
behavior:

dΦ
dt

=
1
N

·u∗ +
∆R
N

i, (2)

where ∆R = Rest −R, Φ is the magnetic flux encircled by the
primary coil and N is the number of primary coil turns.

On the other hand, the voltage on the sensing coil, i.e. the
secondary coil, can be written as:

usc =
Nsc

N
u∗ −∆(s), (3)

where Nsc is the number of secondary coil turns, and ∆(s) =
Nsc
N (R − Rest)i + Nsc

dΦleak
dt + ME(s) is an error component

containing the resistance estimate error, the unknown leak-
age flux error, and the error due to the approximative nature
of the used first-principle models. The sensing-coil volt-
age is measurable, and a high-bandwidth analog PI con-
troller can be added to reduce the unknown model error
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F

d

dt
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f

+
-
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-

Figure 1: A sketch of the analog sensing coil voltage controller

∆(s). Then, since the current in the sensing coil is negli-
gible, usc = Nsc

dΦsc
dt , and the following holds:

Φsc =
1
N

t∫

0

u∗dt. (4)

The quadratic relationship between the magnetic flux picked
up by the sensing coil and the attractive force produced by
the actuator F ≈ k · Φ2

sc yields the final model of the plant
containing the analog control circuitry, the power amplifier
and the reluctance actuator:

F = k


 1

N

t∫

0

u∗dt




2

. (5)

The advantages and disadvantages of the obtained plant be-
havior, which contain issues with feed-forward and feed-
back force control of (5), will be discussed in the presen-
tation.
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1 Introduction 
 

Excessive noise radiation from a structure housing a 
rotating device is a common problem in many industrial 
applications such as gearboxes, compressors, etc.. In these 
applications the noise is often caused by a disturbance 
force acting on the rotating element. For the control of the 
noise radiation, several active solutions have already been 
tested. On the one hand, the vibro-acoustic response of the 
noise radiating surfaces of the housing can be controlled 
e.g. by smart panels with piezo-electric patches. A 
drawback of this solution is that an active element has to 
be installed on each radiating surface. On the other hand 
the disturbance forces can be blocked by the introduction 
of active elements in the force transmission paths towards 
these noise radiating surfaces e.g. by active bearings [1]. A 
drawback of this solution is that the installation of the 
active element in the force transmission path will affect the 
system’s stiffness. 
 

The goal of this research is therefore to develop an active 
component which generates secondary forces directly on 
the shaft. To this end, an axisymmetric rotational inertia 
shaker has been developed, which can be installed directly 
on the shaft as an add-on device parallel to the functional 
bearings. This shaker, which tackles the disturbance at its 
source, does not affect the machine stiffness. 
 

2 Design 
 

      

                          (a)                                (b) 
Figure 1: (a) The axisymmetric rotational inertia shaker 
and (b) the experimental test bed 
 

Figure 1(a) shows a photo of the developed rotational 
axisymmetric inertia shaker. This inertia shaker consists of 
a ring-shaped mass and a piezostack. Radial forces can be 
generated on a rotating shaft by accelerating the ring-
shaped mass. The axisymmetric inertia shaker  is tested on 
an experimental test bed comprising a rotating shaft, which 
is mounted in a frame (Figure 1(b)). Noise is radiated by a 

plate that is attached to the frame. The disturbance force is 
introduced by an electrodynamic shaker. 
 

3 Adaptive shunt control 
 

To evaluate the behaviour of the developed inertia shaker, 
an adaptive shunt circuit is developed for the control of the 
piezostack. This shunt circuit, consisting of operational 
amplifiers, passive electrical components such as (voltage-
controlled) resistors, inductors and capacitors, emulates the 
impedance of a variable inductance [2]. Connecting such 
an inductance to the piezostack will create a strong noise 
reduction in a narrow frequency band. By adapting the 
inductance value of the shunt circuit, the suppressed 
frequency band can be adjusted depending on the vibration 
disturbance frequency.  
 

The performance of the inertia shaker was first evaluated 
during non-rotating tests, where the orientation of the shaft 
was chosen such that the piezostack was oriented in the 
same direction as the disturbing force. When the virtual 
inductance was tuned optimally, a noise reduction of more 
than 15 dB was obtained. Afterwards, the performance has 
been also checked during a rotational test. As expected, a 
strong reduction, which is more or less the same as the 
value in the non-rotational test, can be obtained when the 
piezostack is in the same direction as the disturbance force, 
while there is nearly no reduction in the perpendicular 
direction to the disturbance. 
 

4 Conclusions 
 

An axisymmetric rotational inertia shaker has been 
developed and successfully applied to reduce the structure-
borne noise radiation of a experimental test bed with a 
rotating element. Since the developed prototype consists of 
one piezo element and can only generate forces in one 
direction, future work consists of the design and control of 
a 2-dimensional axisymmetric rotational inertia shaker, 
which can generate shaft vibrations in all radial directions. 
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1 Introduction

In this study, we consider a Cooperative Adaptive Cruise
Control (CACC) system which regulates inter-vehicle dis-
tances in a vehicle string. Improved performance can be
achieved by utilizing information exchange between vehi-
cles through wireless communication besides local sensor
measurements. However, wireless communication intro-
duces network-induced effects that may compromise the
performance of the CACC system. Therefore, we approach
the design of a CACC system from a Networked Control
System (NCS) perspective and obtain tradeoff curves be-
tween CACC performance and network specifications.

2 Problem Statement
We use an existing CACC controller design which has been
successfully implemented in the scope of the Connect and
Drive project and demonstrated with CACC equipped vehi-
cles [1]. Each vehicle in the string shown in Fig. 2 has a
control structure as shown in Fig. 1 where the CACC con-
troller (Ci,CACC(s)) produces control input in addition to the
ACC controller (Ci,ACC(s)) in a feedforward fashion to main-
tain a desired spacing

dr,i = ri +hd,ivi, (1)

with its predecessor where i is the vehicle index, ri is the dis-
tance at stand-still, hd,i is the so-called headway-time and vi
is the velocity. This spacing policy is implemented through
Hi(s) in Fig. 1.

Fig. 1: Schematic representation of a single vehicle in the string.

In this work, we present a NCS framework that incorporates
sampling-and-hold effects and constant network delays that
occur due to wireless communication and inspect the string
stability of the string in which vehicles are interconnected
by a vehicle following control law and a constant time head-
way spacing policy. Schematic representation of the inter-
connected vehicle string is as shown in Fig. 2.

Fig. 2: Schematic representation of the CACC vehicle string with
two cars.

A NCS model of the system was obtained as in [2] by us-
ing exact discretization. Roughly speaking, string stabil-
ity can be considered as the attenuation of specific signals
throughout the vehicle string and can be inspected by using
a discrete-time frequency response analysis of the follow-
ing transfer function which is constructed using the discrete-
time NCS model:

SSi,i−1 =

∣∣∣∣
Vi(z)

Vi−1(z)

∣∣∣∣≤ 1, i ∈ {1,2, ....,n} (2)

where Vi(z) denotes the velocity of the i-th vehicle. In Fig.
3, maximum allowable ratio

(
τk
Ts

)
of the time delay (τk) to

sampling interval (Ts) where (2) is satisfied is depicted with
a color code for each sampling interval/headway distance
pair.
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Fig. 3: Maximum allowable ratio of time delays (τk) to sampling
interval (Ts) for different headway times (hd).

Results can be used as guidelines for making tradeoffs in the
design of CACC. Future studies will focus on extending the
framework to incorporate time-varying delays.
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Delft Center for Systems and Control

Delft University
Mekelweg 2, 2628 CD Delft

The Netherlands
Email: R.Toth@tudelft.nl

1 Introduction

The principle question that always arises in modeling of
most physical and chemical systems is how to decrease the
complexity of the resulting model without sacrificing its ac-
curacy. In case of Linear Parameter-Varying (LPV) systems,
a system class that allows describing non-linear phenomena
by a linear structure where the parameters are dependent on
a so called scheduling signal expressing varying operating
conditions and the cause of nonlinear effects, decreasing the
complexity includes not only the reduction of the complex-
ity w.r.t the order of the system model (state reduction), but
also w.r.t dependency on the scheduling variable. Various
methods available for state reduction of LTI system models
can be extended to LPV system models [1]. However, reduc-
tion of the scheduling dependency is still an open problem.
In this work, we focus on the question of model reduction of
LPV system models from the view point of both state order
and scheduling dependency reduction.

2 The LPV Ho-Kalman algorithm

The LPV Ho-Kalman algorithm is studied in [1]. It is an ex-
tension of the famous LTI Ho-Kalman algorithm. A unique
property of the LPV Ho-Kalman approach is that it does not
require quadratic stabilizability or detectability of the model
and can be employed in both stable and unstable cases with-
out imposing any modifications. However, this algorithm
focuses only on the state-order reduction, hence it does not
offer reduction w.r.t the scheduling dependency.

3 `1 Recovery

In many identification and modeling problems a loss func-
tion f (x) is minimized, where x represents the parameters of
the system model. Under given conditions, this results in an
accurate model of a system. However, it is not known that
whether all the elements of x are needed for a good repre-
sentation of the system or a few elements can represent the
systems in an adequate way. This demands the minimization
of the support of x as follows:

min ‖x‖`0

where ‖.‖`0 is the `0 pseudo-norm that returns the number of
non zero components in its arguments. It is obvious that both

objectives can not be achieved together. Therefore, they are
often combined in one optimization problem as follows:

minimize ‖x‖`0 (1a)
subject to ‖b−Φx‖`2 < ε (1b)

As minimization of ‖.‖`0 is an NP hard problem, a fruitful
alternative is a convex relaxation based on the `1 norm. Such
a relaxation is known to have a close approximation of the
`0 norm.

4 The Improved LPV Ho-Kalman algorithm

The concept of reducing the support can be utilized with the
LPV Ho-Kalman algorithm to offer a reduction of complex-
ity in terms of the scheduling dependence as well. For the
sake of simplicity in discussing this idea, only the Single-
Input Single-Output (SISO) case is considered. It is assumed
that the Markov parameters g0,g1, ...,gN of the LPV model
w.r.t different trajectories of the scheduling variable p(k) are
given, while the system matrices, associated with the un-
derlaying minimal representation and the scheduling depen-
dency are unknown.

The problem of scheduling dependency reduction is formu-
lated as a linear problem i.e., Φx = b, where the block diag-
onal matrix Φ is filled with the different combinations of the
sequence {Pk}N

k=1 defined as Pk = p(k), b is a column vec-
tor of the Markov parameters of the data generating system
i.e., b =

[
g0 g1 . . . gN

]> and x is the unknown column
vector of the Markov parameters associated with the mini-
mal scheduling dependency of a state-space model in terms
of predefined bases functions, like polynomials, on p. `1 op-
timization is used to recover the support of x and then, the
LS fit is used to recover the true vector x. From this vector
x, a mapping is defined to the so called Hankel matrix. Fi-
nally the LPV Ho-Kalman algorithm [1] is used with some
improvements to recover a reduced model with both state
order and scheduling dependency reduction.
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1 Introduction

Current trends towards lightweight positioning systems
from the lithography industry demand the usage of ad-
vanced servo control design methods that can actively con-
trol the unavoidable flexibilities. One solution is to use over-
actuation, [1], and over-sensing and to control the rigid and
flexible modes of the system in a decentralized manner.

Compared with the traditional decentralized control ap-
proach, in this work a more effective and a less conserva-
tive way towards a decentralized modal control is investi-
gated for a 6 degrees of freedom motion stage. This pa-
per describes a method to compute decoupling matrices Φu
and Φy (Figure 1) that decouple the system in its rigid
body(RB) modes and a number of non-rigid body(NRB)
modes. Alignment and scaling of the rigid body modes are
ensured. The decoupling enables the design of multi-loop
SISO controllers, K, for the decoupled MIMO system, Gd .
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Figure 1. Multi-loop SISO modal control.

2 A new decoupling method for flexible motion systems

As described in [2] the transfer function of a dynamical sys-
tem in modal coordinates Gm(s) can be written as a sum of
transfer functions for each mode i,

Gm(s) = ∑n
i=1 Cmi(sI−Ami)

−1Bmi, (1)

where Am, Bm and Cm refer to the state space matrices in
modal coordinates with compatible dimensions and n is the
number of degrees of freedom of the system. When only
positioning sensors are used the term (sI−Ami)

−1 from (1)
will be diagonal.

In theory Φu = B−1
m and Φy = C−1

m , but this is not possi-
ble since in practice the number of modes is larger then the
number of inputs and outputs. Typically the RB modes are
decoupled and controlled for high-feedback gains and the
NRB modes critical for performance are damped using ac-
tive vibration control methods.

The key idea is to decouple the modal system using geomet-
ric knowledge and by imposing a set of constrains. There-
fore, to decouple for each mode i in terms of the modal input,
the following equations should hold for the input matrix Φu

Bmi ·Φu j = 1 f or i = j, (2a)
Bmi ·Φu j = 0 f or i 6= j, (2b)

where i = 1...nd represents the i− th row of Bm and j =
1...nd represents the j− th column on Φu. Equation (2a) en-
sures that the mode i is controllable. By following the same
approach the output decoupling matrix Φy can be found.

3 Results and conclusions

The proposed approach is applied to an experimental setup
that has 14 inputs and 14 outputs. The traditional approach,
6 RB decoupled modes (case 1) is compared with the ap-
proach described in this paper, where beside the 6 RB also
7 NRB modes have been considered for decoupling (case
2). The results in Figure 2 clearly show a better decoupling
(especially in low frequencies). This can enable the achiev-
ability of better servo-performance with control.
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Figure 2. Z-direction mode for two decoupling cases: (case 1) when only
the 6 RB modes are decoupled and (case 2) when 7 more NRB are

decoupled together with the 6 RB modes .

If the system is oversensed/overactuated, then by a proper
choice of modes to be made explicitly controllable, observ-
able or uncontrollable/unobservable the maximum values of
achievable bandwidths can be increased.
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1 Introduction

Due to the growth of world population and change in food
consumption habits, the aquaculture industry has become
one of the world’s fastest growing sector of food produc-
tion [3]. Recirculating aquaculture systems (Figure 1) result
from the need of more intensive practices, growing environ-
mental constraints on water consumption and effluent qual-
ity, as well as the possibility to supply fish in places where it
would be otherwise difficult [1, 3]. In these systems, nitrifi-
cation and denitrification units are used to remove ammonia
and nitrate from the system, which would otherwise accu-
mulate and become toxic for fish [2, 3]. In order to keep key

Figure 1: Diagram of an aquaculture recirculation unit.

variables of the system (such as ammonia, nitrate, oxygen)
under control, either due to security or economical reasons,
control strategies should be applied. Being a multivariable
system, either a decentralized or centralized approach could
be applied. In this study, attention is focused on decentral-
ized control and an analysis of the plant is achieved in order
to select the best input-output pairing.

Results and discussion

A dynamic model representing a recirculation aquaculture
plant composed of fish rearing tanks, a physical filtration
system and nitrification and denitrification biofilters is de-
rived. The model takes fish feeding, growth and excretion
into account as well as the biological removal of the nitro-
gen compounds in a closed loop system. The resulting sys-
tem of differential-algebraic equations is implemented in a
dynamic simulator coded in MATLAB c©.

The interaction between the different variables is studied us-

ing classical tools such as the relative gain array, and clas-
sical control strategies are applied to the regulation of the
main variables of interest. As an example, the results for the
control of the oxygen concentration using a PI controller in
the Fish Tanks when setpoint changes are introduced, can
be seen in Figure 2. The oxygen concentration is controlled
by manipulating the kla variable, i.e. by changing the air
flowrate or the way the oxygen diffuses in the water.
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Figure 2: Oxygen concentration variation with the value of kla in
the fish tanks.
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Motivation

Dynamical systems are often represented in much detail us-
ing mathematical models that consist of a large number of
ordinary differential equations. Model order reduction can
then be applied to approximate the complex models by sim-
pler ones, however keeping in tact the most important phys-
ical phenomena of the original model. These models are
often used to design (low-order) controllers or observers,
which are connected to the original system. In “classical”
strategies, one needs to apply two disjoint steps, namely the
reduction of the model and the optimization to design a con-
troller or observer, or vice versa. Since one can not guaran-
tee the desired behavior of interconnecting the original sys-
tem and the controller or observer, we propose to take one
of the following routes:

1. combine the two disjoint steps into one to model
the desired closed-loop behavior as low-order system,
and afterwards construct the controller or observer;

2. develop model reduction techniques that keep the de-
sired control objective invariant, implying that no con-
trol relevant information is lost when approximating.

In the presentation, we will use theoretical results from the
first proposed strategy in practice, by applying it to an appli-
cation in the automotive industry.

Safety in future cars

Safety in cars is an important research topic in automotive
industry. Modern cars are already becoming safer due to
advanced safety systems, as airbags and autonomous brak-
ing systems, that decrease injuries and fatalities in a crash.
To make future cars even safer, current research focuses on
what happensbefore a crash occurs, which is named the pre-
crash phase. In this phase, future safety systems can possi-
bly prevent crashes. More specifically, we focus on the pre-
crash behavior of the human in the vehicle, which already
can be simulated in much detail using commercial software
as e.g. Madymo (see Figure 1).

From Active Human Model...

Instead of using the commercial software to simulate the
(kinematic) pre-crash behavior of the human, a fast model
that could do this inreal time is desired. This model de-
scribes theactive behavior of the human in the vehicle,
where active means that we want to include the human’s
muscular behavior in the model. To obtain this, two steps
need to be performed:
1. describe the passive human behavior using a detailed

model;
2. introduce a controller to make the model active.
The modeling can be done using the equations of motion,
resulting in a complex non-linear, or after linearization,a
high-order linearized model. The active behavior can be in-
cluded using an LQ controller. In the presentation we will
combine the reduction and the controller design to obtain a
fast model for the active human behavior, and make a com-
parison with the “classical” strategy where two disjoint steps
are performed.

to Active Human State Estimator!

The reason why a fast model that describes the active kine-
matic behavior of a human needs to be designed is that it is
part of the so called active human state estimator (AHSE).
With a limited number of measurements available, the goal
is to design an estimator, that runs in real time, to estimate
the kinematic behavior of the human in the vehicle. This
information can be used for a variety of applications in new
safety systems in cars, to increase robustness and improve
occupant safety further.

Figure 1: Simulation of a driver using Madymo software.
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1 Introduction

Engine exhaust gas heat utilisation has attracted a lot of in-
terest due to the substantial amount of heat that can be recov-
ered. Exhaust heat utilisation can reduce fuel consumption
up to 7%, lower emissions and improve the overall engine
efficiency. To recover the energy from the exhaust a waste
heat recovery device (WHR) is used. The objective is to con-
trol the WHR system in order to maximize the heat recovery
efficiency. To this end, a new model of an evaporator within
a waste heat recovery system is proposed. Using experimen-
tal data the simulation results show that the proposed model
provides a good approximation of the real system.

2 System description

A promising technology in waste heat recovery systems is
based on Organic Rankine Cycles (ORC). Two of the main
advantages of this technology are simplicity and availability
of its components. In Fig. 1 a simplified scheme of the ORC
system is illustrated.

Evaporator

Reservoir

Pump

Condenser

ExpanderQ̇in

Q̇out

Ẇexpander

Ẇpump

12

3 4

uv2

uv1

Fig. 1. Physical layout of the Rankine cycle.

In such a system, the organic fluid enters the evaporator in
a liquid phase and exits as superheated vapour. Next, as the
vapour is expanded mechanical power Ẇexpander is gener-
ated. The condenser is characterized by entering a super-
heated vapour and leaving saturated liquid at its output.

In order to maximize the heat recovery efficiency and avoid
that unwanted conditions occur in the WHR system, solve
the following optimization problem:

min
uv1 ,uv2

−‖q1Ẇexpander‖+‖q2Ẇpump‖+‖q3 Q̇out‖ (1)

subject to physical limitations and drivability constraints
which ensures ideal torque split between engine and WHR

system. Parameters q1, q2 and q3 are penalties on mechani-
cal power produced by the expander, mechanical power con-
sumed by the pump and heat flow rate out of the condenser,
respectively. For a vector x ∈ Rn , ‖x‖ denotes the arbitrary
p-norm. These types of optimization problem can be solved
efficiently using an accurate model of the system. Therefore,
the model of an evaporator within a waste heat recovery sys-
tem is presented.

3 Nonlinear model of the evaporator

Modeling of the evaporator [1] is a challenging task because
of its complex dynamics and nonlinearity. This work de-
scribes the modeling of the evaporator in a detailed way
which covers the case of two-phase flow with subcooled
liquid at the inlet and superheated vapour at the outlet (see
Fig. 2).

Fig. 2. Vapour fraction as a function of time and length.

In fact, a finite volume model is developed because of higher
robustness during start-up and load-change in comparison
with other types of evaporators. The evaporator is dis-
cretized into n cells in which the mass conservation prin-
ciple and energy conservation principle are applied. One of
the main constraint in these kind of systems is to make sure
the evaporator delivers superheated vapour to the input of
the expander. Therefore, the aim of the modeling phase is
to obtain a mathematical representation of the system which
can be used to solve the optimization problem (1).

A comparison of the simulation results with the experimen-
tal data shows that the essential dynamics of the evaporator
within a waste heat recovery system are captured.
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1 Introduction

There are many water shortage problems in the world, and
the reuse of treated water is very important. The Membrane
bioreactor (MBR) technology produces a permeate effluent
with an exceptional purity and the process has advantages as
small footprint and reactor requirements, high effluent qual-
ity, good disinfection capability, higher volumetric load-
ing and less sludge production [?][?]. The MBR process
combines the biological degradation process by activated
sludge, with a direct solid−liquid separation by membrane
filtration. Using micro or ultrafiltration membrane technol-
ogy (with pore sizes ranging from 0.05 to 0.4 µm), MBR
systems allow the complete physical retention of bacterial
flocks and virtually all suspended solids within the bioreac-
tor.

2 Biological Population Model for a MBR

Modelling of wastewater treatment plants is still under de-
velopment. The biological population models (or biomass
kinetic models) are generally based on the Activated
Sludge Model (ASM), that is used worldwide for mod-
elling wastewater treatment plants. ASM1 was presented
by the IAWQ Task Group on Mathematical Modelling for
Design and Operation of Biological Wastewater Treatment
Processes [?]. In the present study, a dynamic simulator has
been developed for a pilot plant, based on a slightly mod-
ified version of ASM1, and a membrane model. The pilot
process includes a denitrification tank, that contains anaer-
obic bacteria, and a nitrification tank, that contains aerobic
bacteria and the membrane. At this stage, an ideal MBR is
considered.

3 Control of dissolved Oxygen in the Nitrification Tank

The process is a nonlinear system subject with perturbations
in flow and load, together with uncertainties concerning the
composition of the incoming wastewater. In [?], two main
control strategies are presented: control of the dissolved
oxygen level in the nitrification reactor by manipulation of
the oxygen transfer coefficient (KLa) and control of the ni-
trate level in the anoxic compartment by manipulation of

the internal recycle flow rate. In the present study, the con-
trol of the nitrification process based on the dissolved oxy-
gen concentration is investigated. As the microorganisms
responsible for the degradation of ammonia uses oxygen for
the conversion into nitrate, we propose the regulation of the
ammonia concentration by acting on the quantity of oxygen
(KLa) that is injected into the tank. An adaptive controller is
developed, which can be applied with minimal prior process
knowledge. A parallel is also drawn with another control
strategy proposed by Antonelli and Astolfi et al.[?].
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1 Introduction
In this study, we analyze and compare three different state
estimation techniques:
• An Extended Luenberger Observer (ELO), which is

designed using Lyapunov arguments and LMI (Linear
Matrix Inequalities)-based techniques, so as to ensure
some robustness properties (against model uncertain-
ties and measurement noise) [1].

• An Extended Kalman Filter (EKF), which is by far the
most common approach to bioprocess estimation [4].

• An Ensemble Kalman Filter (EnKF), which a nonlin-
ear stochastic state estimation technique [3].

The first two techniques make use of a linearization of the
model around the estimated trajectory. Whereas ELO is a
deterministic algorithm which can be made - to some extend
- robust to model discrepancies and measurement noise, the
EKF is a suboptimal minimum variance approach. The main
advantage of EnKF is that it directly applies to the nonlinear
model (without requiring any linearization) and provides a
more rigorous probabilistic approach.

These techniques are applied to two case studies related to
the cultures of micro-algae in continuous photobioreactors.

The first model is Droop model [2], which is a popular
model to describe the capability of microalgae to uncou-
ple substrate absorption and biomass growth. It is the sim-
plest model for describing microalgae growth in the chemo-
stat. Droop model considers as states the substrate (s) (inor-
ganic nitrogen), the internal quota (qn) of nutrients and the
biomass (x) in terms of organic carbon.

ṡ = −ρ (s)x−Ds+Dsin
q̇n = ρ (s)−µ (qn)qn
ẋ = µ (qn)x−Dx

(1)

The second model is much more recent [5], and considers
that the organic carbon is composed of a sugar reserve com-
partment (g), a neutral lipid reserve compartment (l) and a
functional compartment ( f ), i.e., x = f + g+ l. The princi-
pal advantage of this model is to describe the evolution of
the lipid quota (ql), which is of interest in applications re-
lated to the production of biofuels. The equations of this

Figure 1: Real and estimated values for the substrate.

model are the combination of equations (1) and (2).

q̇l = (βqn−ql)µ (qn)− γρ (s)
q̇ f = −q f µ (qn)+(α + γ)ρ (s) (2)

2 Results
Figure 1 shows the evolution of the real and estimated sub-
strate in the following conditions: the dilution rate is D =
0.8d−1, the influent nitrate concentration is sin = 5mgL−1,
the state measured is the biomass with measurement noise
v = 0.1 and the process noise in each state w = 0.01.
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1 Introduction

In this research, we model a binary distillation column us-
ing a frequency domain identification approach. The goal is
to find an accurate but simple black-box model of a distilla-
tion column to be used in e.g. model predictive control. A
distillation column is in essence a multiple-input-multiple-
output (MIMO) non-linear system whose system dynamics
vary due to changes in the ambient temperature. Here, we
consider the modeling of a system which is not in steady-
state, and hence introduces leakage errors in the frequency
domain, and whose dynamics depend on external factor, i.e.
the ambient temperature.

In the next sections, firstly, the modeling approach is intro-
duced. Secondly, the results of a binary distillation column
modeling using simulation data are presented.

2 Identification and modeling approach

A recently developed robust local polynomial method
(RLPM) together with random-phase multisine inputs are
used to eliminate the leakage error and to obtain better es-
timates of the non-parametric frequency response matrix
(FRM) and its variance [1]. This non-parametric FRM is
then used to fit a low-order rational form parametric model
which also includes a time-delay term.

The extracted parametric models are then extended to cap-
ture its dependency on changes in the ambient temperature.
In the proposed solution, the parameters (time-delays τi, ze-
ros zi and poles pi) of the distillation column model depend
on the difference between the reboiler power and the heat
loss over the column, ∆Q:

Ĝ(s,∆Q) = exp(−τ(∆Q)s)

nz

∏
i=1

s− zi(∆Q)

np

∏
i=1

s− pi(∆Q)

,

where Ĝ(s,∆Q) denotes an estimate of the FRM in con-
tinuous Laplace domain s and where nz and np denote the
amount of zeros and poles, respectively. Using this pa-
rameterization, the operation of the column with respect to
the changes in ambient temperature becomes approximately
constant and hence easier to model.

Figure 1: Plot of one of the poles of the parametric model from
the reboiler power to the temperature at the bottom.
The operating point varies with ambient temperature
(cross), ∆Q, and hence, the operating point is more or
less constant when using our approach (square).

3 Simulation results

Figure 1 displays one of the poles of the 3rd order rational
model from the reboiler power (one of the input variables)
to the temperature at the bottom (an output). This trans-
fer function model has zero delay. For a constant level of
reboiler power, the total heat loss varies with the ambient
temperature and consequently, the pole location varies with
the ambient temperature. If the reboiler power is adjusted
such that the difference between the reboiler power and the
heat loss, ∆Q, is independent of the ambient temperature,
then the pole location becomes almost independent of the
ambient temperature. This makes it possible to extract more
accurate system models.
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1 Introduction 

 

Mammalian cell cultures are now well established as an 

industrial production platform for recombinant proteins, 

and with the recent PAT (Process Analytical Technology) 

initiative from the FDA, it now seems valuable to obtain a 

thorough metabolic characterization of cell lines and of the 

relationships between the cell environment and cellular 

behaviour.  
 

This study aims at constructing a simple and identifiable 

macroscopic model of hybridoma cells that takes into 

account phenomena of overflow metabolism within 

glycolysis and glutaminolysis. These phenomena have 

been widely recognized in microbial biotechnology, e.g. in 

the case of ethanol production by Saccharomyces cerevisie 

and acetate by Escherichia coli [1]. In animal cell cultures 

cells convert a significant amount of glucose and 

glutamine to lactate and ammonia under high glucose and 

glutamine concentrations [2]. Therefore, mathematically 
describing this phenomenon is important in order to 

control cells at the most desirable metabolism state without 

unnecessary overflow metabolism. 

 

The macroscopic model proposed in this work aims at 

simulating fed-batch cultures of hybridoma HB-58 cells. 

The model of central carbon metabolism is reduced to a set 

of macroscopic reactions describing three metabolism 

states: respiratory metabolism, overflow metabolism and 

critical metabolism (Fig.1). It is validated with 

experimental data of fed-batch hybridoma cultures and 
successfully predicts the dynamics of cell growth and 

death, substrate consumption (glutamine and glucose) and 

metabolites production (lactate and ammonia). Model 

parameters and confidence intervals are obtained via a non 

linear least squares identification. This model, on the one 

hand, allows quantitatively describing overflow 

metabolism in mammalian cell cultures and, one the other 

hand, will be valuable for monitoring and control of fed-

batch cultures in order to optimize the process. 

 

2 Model development and results 

 
The mathematical model of the complex kinetics is 

inspired from a simplified metabolic network and from 

studies of overflow metabolism in yeast cultures [1], using 

Monod-type kinetics. We obtain 7 dynamic equations 

(mass balances) with 17 parameters to be identified. 

 
Fig. 1. Illustration of the overflow metabolism in hybridoma cells. Case 1: 

Respiratory metabolism with glucose and glutamine completely 

consumed for cell growth; Case 2: Critical metabolism (maximum 

respiratory capacity) with cells maximum specific growth rate; Case 3: 

Overflow metabolism with glucose and/or glutamine excess, and 

production of the associated metabolites (lactate and/or ammonium). 

 

The proposed model gives satisfactory predictions during 

all periods of cultures (Fig.2). Nevertheless, a few 

identified parameters have large confidence intervals, 

which indicates that the model could be further reduced.  

 
Fig. 2. Comparison between model simulation and experimental data of 

hybridoma HB-58 cells after parameter identification (direct validation). 
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1 Introduction

Escherichia coli is one of the most popular host microor-
ganisms for the production of several compounds relevant
for the industry. However, an excessive presence of a rich
carbon source in the culture can lead, under aerobic condi-
tions, to acetate production which inhibits cells growth. This
phenomenon is known as "Overflow metabolism". Oxygen
limiting conditions and a saturation of the central metabolic
pathways (CPMs) for energy generation purposes have been
suggested as the causes of the aerobic acetate production.
On the other hand, the conditions considered as the trigger
of the acetate production are a high specific growth rate, a
high specific glucose uptake rate and a high glucose concen-
tration [1].

The research team of the LGPB (Université Libre de Brux-
elles) has developed a mutant Escherichia coli capable to
produce less acetate, to resist high acetate concentrations
and to grow at higher cell density than its wild type strain.
This strain is called a hyper-proliferative E. coli [2]. The
main purposes of this work are the monitoring and supervi-
sion of an hyper-proliferative E. coli. Moreover, one of the
important question is: will the mutant strain be capable to
produce higher biomass concentration than its wild type un-
der a controller? To achieve the objective and answer this
question, a first important step is the development of mathe-
matical models which would allow to describe the dynamics
of the culture of both bacteria and to reach an optimal design
and operation of the process.

2 Parameter identification: first results

Batch et fed-batch experiments with the wild type strain
MG1655 and the mutant strain were performed in order to
estimate the parameters of macroscopic models. First, a par-
tial decoupling method is employed which allows estimating
part of the pseudo-stoichiometry independently of the kinet-
ics [3]. The second step is devoted to the estimation of the
kinetics using a nonlinear least-squares estimator, as well as
the estimation of confidence intervals for the parameters and
the predicted states based on the Fisher information matrix.
When identifying partially the pseudo-stoichiometric coeffi-
cients, one can observe that the mutant strain produces more
biomass in the oxidative phase and produces less acetate per
gram of substrate consumed than the wild type strain. On the
other hand, there is no significant difference in the kinetic

terms. It may imply that the mutant strain does not grow
necessarily faster and one might conclude that the hyper-
proliferation is mainly related to the stoichiometry. How-
ever, these results were obtained with limited accuracy. A
series of more informative experiments are being carried out
in order to increase the level of confidence in the models.
The included figure shows, for the wild type strain, the com-
parison of the real data and simulation results obtained after
parameter identification.
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Figure 1: A direct validation of the model. Wild type strain
MG1655. Circles: experimental data. Solid lines: pre-
dicted values with a 95% of confidence on the simula-
tion errors (discontinuous lines)
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1 Introduction

Hybrid systems, which are described by a combination of
continuous dynamics and discrete-event dynamics, have at-
tracted widespread interest. Hybrid systems can be used in
many areas, such as traffic networks, power networks, water
distribution networks, industrial processes, bio-processes,
robotics, aerospace, etc. Hence, It is of great significance
to develop control methods for hybrid systems.

Currently, many research efforts in the field of control of
hybrid systems focus on tractability and efficiency. There
are already some tractable control methods for small-sized
hybrid systems. However, no efficient control methods for
large-scale hybrid systems have been developed yet. There-
fore, we focus on tractable efficient control methods for
large-scale hybrid systems.

2 Research Approach

Due to the computational complexity, scalability issues, and
communication bandwidth limitations, on-line, real-time
centralized control for large-scale hybrid systems is infea-
sible. Therefore, distributed control methods are required
for such systems.

To develop systematic distributed on-line real-time control
methods for large-scale systems, the following issues must
be considered:

• How to get coordination and cooperation between the
distributed local controllers?

• How to address the computational complexity of the
distributed hybrid control problem?

• How to subdivide the overall system and assign local
controllers to subsystems?

We propose to use a model-based control approach with in-
telligent control agents. Through prediction using a model
of the system and numerical optimization, model predictive
control (MPC) determines a sequence of control actions that
optimize a given performance criterion in a rolling horizon
fashion. The use of intelligent agents in distributed MPC

allows obtaining coordination through negotiation. The ap-
plication of models allows predicting the influence of con-
trol operations on the future development of system. Many
types of models can be used for prediction in MPC. In or-
der to reduce the computational complexity, special tractable
classes of hybrid systems are considered. In particular, we
choose piecewise-affine (PWA) model as a starting point.
For a PWA model [1], the input-state space is divided into
several regions and in each region the system is character-
ized by linear or affine dynamics.

For small-scale PWA systems, there are some available
MPC methods, which do not perform well when applied in
large-scale PWA systems. In order to extend the MPC meth-
ods for small-scale PWA systems towards use for large-scale
PWA systems, we will combine them with conventional and
newly developed distributed control methods [2]. To this
aim, we will integrate methods from integer optimization,
operations research, intelligent agents, and systems and con-
trol.

3 Expected Results

The research will result in systematic distributed on-line
real-time control methods for special classes of hybrid sys-
tems. These methods will be efficient and robust, provid-
ing levels of reliability and dependability for large-scale hy-
brid systems that cannot be obtained through current control
methods.
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1 Introduction
There have been many theoretical developments in the
area of stability analysis for networked control systems
but a lack of computational tools which implement
the theory. The purpose of this paper is to present
a MATLAB toolbox which has implemented the theo-
retical developments in [1, 2, 3, 4]. In these papers,
a discrete-time framework is used to assess stability
of a continuous-time linear time-invariant (LTI) plant
and a LTI controller interconnected via a communica-
tion network which introduces varying delays, varying
transmission intervals, dropouts, quantization and the
need for scheduling protocols. This toolbox automates
creating a polytopic overapproximation and solving the
corresponding linear matrix inequalities [1, 3, 4] to de-
termine if stability can be guaranteed.

2 Functionality
Below, we elaborate on this toolbox, which is equipped
with a graphical user interface (GUI), see Fig. 1, that
allows the user to easily construct the NCS model under
study. The input data that the user needs to specify
are:

• The state-space data, Ap, Bp and Cp of the LTI
continuous-time plant;

• The state-space data, Ac, Bc, Cc and Dc of the
discrete-time LTI output-feedback controller. Note
that, the NCS Toolbox also supports continuous-time
LTI output-feedback controllers and state-feedback
controllers;

• The bounds on the transmission intervals and delays;

• A bound on the maximum allowable number of suc-
cessive packet dropouts;

• If the communication medium is shared, the user can
construct the topology of the network in terms of the
sensor and actuator nodes using the GUI. Moreover,
the user can select two well-known protocols, namely,
the TOD and the RR protocol;

• The type of quantizer that is used, i.e., a uniform or
logarithmic quantizer;

1This work is supported by the Innovational Research Incen-
tives Scheme under the VICI grant ”Wireless control systems:
A new frontier in automation” (No. 11382) awarded by NWO
(The Netherlands Organization for Scientific Research) and STW
(Dutch Science Foundation), and the European 7th Framework
Network of Excellence ”Highly-complex and networked control
systems” (HYCON2).

Figure 1: NCS Toolbox Graphical User Interface.

Based on these input data provided by the user, the
NCS Toolbox provides the following functionality:

• Three overapproximation techniques are imple-
mented in this NCS Toolbox, i.e., overapproxima-
tion techniques based on gridding and norm bound-
ing (GNB), [4], the Jordan normal form approach
(JNF), [1], and an approach based on the Cayley-
Hamilton theorem (CH), [2];

• Stability and performance analysis using one of the
three available overapproximation techniques com-
bined with LMI-based conditions.

By using this toolbox, the user is able to make design
tradeoffs between control properties such as stability
and performance, and network-related properties such
as delays, scheduling, bandwidth limitations etc., in a
user-friendly manner.
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1 Introduction

The sawtooth instability is a repetitive phenomenon occur-
ring in plasmas of tokamak nuclear fusion reactors. Experi-
mental studies of these instabilities and the effect they have
on the plasma (notably the drive of secondary instabilities
and consequent performance reduction) for a wide variety
of plasma conditions is an important line of study in nuclear
fusion research. Variations in the plasma conditions have a
significant influence on the dynamical behavior of the saw-
tooth instability. We present the design of a sawtooth period
controller which is robust against such variations [1].

2 The sawtooth control problem

The variable to be controlled is the interval between two
sawtooth crashes, the sawtooth period. The actuator is a mir-
ror (launcher), which is used to deposit energy in the plasma
using microwaves. The dynamical behavior of the sawtooth
period is nonlinear, the control direction may change as the
plasma conditions vary. A control strategy which is able to
handle such changes is Extremum Seeking Control [2].

3 Extremum seeking control

Extremum seeking control (ESC) is an adaptive control
strategy that incorporates on-line optimization techniques to
slowly drive a process to a desired operating point. The ESC
is model-free and therefore inherently robust against model
uncertainties. In this technique a cost function in terms of
the desired sawtooth period is optimized on-line by chang-
ing the deposition location. Figure 1 shows the topology
of the extremum seeking controller which is adapted to the
sawtooth control problem.

4 Simulation results

The robustness of the controller is tested for two different
sets of plasma parameters. The simulation results are shown
in figure 2. There is a large difference between the steady
state input-to-output (I/O) maps. Nevertheless, the reference
is successfully tracked for the cases 1 and 2. The sawtooth
period τs is shown in (a), the launcher angle ϑ and estimated
minimizer ϑ̂ in (b) and the sawtooth period trajectory in (c).
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Figure 2: Simulation results with different plasma parameters.

5 Conclusions and recommendations

The successful tracking of a sawtooth period reference
for two completely different operating conditions has been
demonstrated. The implementation of the controller on a
tokamak is future research.
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1 Introduction

It is well-known that steady-state errors due to constant dis-
turbances can be removed by including integral action in the
controller. However, inclusion of the integrator increases the
amount of overshoot in a transient response. Here, a nonlin-
ear variable gain integral controller (VGIC) is proposed to
balance this tradeoff in a more desirable manner.

2 Variable Gain Integral Control

Consider the SISO closed-loop variable gain control scheme
in Figure 1, consisting of a plant P(s), s ∈ C, nominal linear
controller Cnom(s), which does not include integral action,
reference r, disturbance d and measured output y. The vari-
able gain part of the controller consists of the variable gain
element φ(e), i.e. w = −φ(e), depending on the error e, and
a weak integrator described by

CI(s) =
s+ωi

s
, (1)

with ωi > 0 the zero of the weak integrator.

CI(s)− 1

Cnom(s) P (s)

−

r ye

ϕ(·)
−w

d

+ +

+

+

+

Figure 1: Variable gain control structure.

By a suitable choice of the nonlinear element φ(e) we aim
to limit the amount of integral action when the error e is
large, thereby reducing the amount of overshoot of the tran-
sient response. Consider the saturation nonlinearity depicted
in Figure 2. For errors |e| ≤ δ , φ(e) = e, and hence a lin-
ear controller C(s) = Cnom(s)CI(s) is active. For |e| > δ ,
the amount of integral action is limited due to the saturation
characteristic in φ(e).

ϕ(e)

eδ−δ

1

VGIC

Figure 2: Variable gain element φ(e).

Using circle-criterion arguments it can be shown that, un-
der mild assumptions, if the transfer function Gew(s) =
ωi
s

P(s)Cnom(s)
1+P(s)Cnom(s) satisfies the frequency domain condition

Re(Gew( jω)) ≥ −1 ∀ω ∈ R, (2)

the equilibrium point satisfying e = 0 is globally asymptoti-
cally stable. In other words, the VGIC still removes steady-
state errors in the presence of constant disturbances.

3 Experimental results

To illustrate the effectiveness of the approach in terms of
improving the transient performance (decreased overshoot),
consider experimental results from a setup consisting of two
rotating inertias interconnected by a flexible shaft in Figure
3. A unit step-reference r acts at t = 1 s and a constant force
disturbance d acts at t = 5 s. Clearly, the VGIC, with δ = 0.1
rad, limits the amount of overshoot but is still capable of
removing the effect of the constant force-disturbance.

A nonlinear VGIC has been proposed that improves tran-
sient performance in terms of overshoot and steady-state
errors. The design uses linear loop-shaped controllers as
building blocks, which makes the design intuitive and per-
formance driven.
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Introduction
A tracking control problem is considered for mechanical
systems with impacts. For these systems, conventional con-
trol approaches are unfeasible when jumps of the plant do
not coincide with jumps of
the reference. To illustrate
this problem, consider a ball
bouncing on a table, (see fig-
ure on the right) described by

−G+u

x1

ẋ =

(
x2

−G+u+λ (x1,x2)

)
, for x1 ≥ 0, (1a)

during flight, where x1 and x2 are the distance and veloc-
ity of the ball with respect to the table, respectively, G is the
gravitational acceleration, u is an applied force, and the con-
tact force λ avoids penetration of the table. Impacts between
the ball and the table are modelled with:

x+ =

(
x1

−x2

)
, for x1 = 0 and x2 < 0. (1b)

For a desired bouncing ball trajectory r as given in the figure
below, an appropriate controller might induce the depicted
trajectory x of the plant.
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Intuitively, we consider the depicted behaviour as desired,
since the controller ensures that the trajectories converge to
each other during flight, and the impact time mismatch con-
verges to zero. However, the depicted Euclidean tracking
error |x− r| shows unstable “peaking” behaviour.

Control problem formulation
For the bouncing ball system (1), a tracking control prob-
lem that requires asymptotic behaviour of |x− r| will be un-
feasible due to the depicted “peaking” behaviour. Hence,
we reformulate the tracking problem using the following er-
ror measure, that does not show the depicted “peaking” be-
haviour and, when evaluated along closed-loop trajectories,
is a continuous function of time:

d(r,x) = min(|x− r|, |x+ r|). (2)

In the figure on the right, the neigh-
bourhoods {x ∈ C ∪ D : d(ri,x) < δ}
of two different points ri, i = 1,2, are
shown. Essentially, the tracking error
measure d allows to compare a refer-
ence trajectory with a plant trajectory,
“as if” both of them already jumped.
For this reason, the measure d does
not show the “peaking” behaviour, and can be used to
formulate a feasible tracking problem as follows, cf. [1]:

Definition 1 (Tracking problem) Given the impacting sys-
tem (1) with reference trajectory r, design a control law
u(r,x) such that the trajectory r is asymptotically stable with
respect to the error measure d in (2).

Controller design
The tracking problem given in Definition 1 is feasible, and a
switching controller that solves this problem is designed as
follows:

u(r,x)=
{

−[kp kd ](x− r), for Vd ≤ Vm
−2G− [kp kd ](x+ r), for Vd > Vm,

where kp,kd > 0, and the switches of the controller are de-
signed by using the following functions:

Vd(r,x) = 1
2 (x−r)T P(x−r); Vm(r,x) = 1

2 (x+r)T P(x+r),

for appropriate P = PT ≻ 0. The Lyapunov function
V (r,x) = min(Vd(r,x),Vm(r,x)) is used to prove that the
tracking problem is solved and d(r(t),x(t)) converges
asymptotically to zero for t → ∞, as depicted below.
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Discussion
We formulated a feasible tracking problem for a mechanical
system with impacts using a non-Euclidean tracking error
measure d. This measure embeds an intuitive notion of
tracking, and does not show the peaking behaviour. This
approach is applicable to a large class of hybrid systems
with state-triggered jumps, and does not require the jump
times to coincide, [2].
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1 Abstract

Tokamaks are machines in which very hot plasmas are con-
fined with intend to create circumstances suited for nuclear
fusion and thereby energy production without waste. The
sawtooth instability, typically present in Tokamak plasmas,
is a periodic instability that causes periodic drops in the core
temperature. For ITER, the time between two consecutive
sawtooth crashes (i.e. the natural sawtooth period) will be
much too large. In past experiments the sawtooth period has
been feedback controlled with a variable electron cyclotron
current drive (ECCD) deposition location. Here, recent ex-
periments [1] on TCV are presented where the ECCD power
is periodically modulated. Simulations [2] predict that for a
range of modulation periods and duty cycles (percentage of
power on during modulation) the sawtooth period becomes
the same as the power modulation period (i.e. sawtooth lock-
ing). Experiments on TCV, see the figures, show convincing
evidence of sawtooth locking thereby confirming the sim-
ulations. It appears that for this system open loop control,
based on the nonlinear phenomenon of period locking, can
be at least as efficient as classical feedback control of the
sawtooth period.

Experimental evidence of sawtooth locking on the TCV
tokamak

TCV shot #43642
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Figure 1: Sawtooth cycle measured with central soft X-ray chan-
nel (black) and power modulation in grey (top-box).
The measured sawtooth period (circles) and power
modulation period (line) shown in the bottom box show
sawtooth locking for modulation periods of 15 ms and
25 ms.

Conclusions

The shown experiments confirm that the sawtooth period
can be precisely controlled by modulating the ECCD power,
without using real-time measurements. For certain combi-
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Figure 2: Locking occurs only for certain combinations of mod-
ulation period and duty cycle. The green area is the
locking-range.

nations of the modulation periods, power levels and duty
cycles the sawtooth period becomes the modulation period.
In ongoing work this phenomenon is used to design a robust
(feedback) controller for the sawtooth period, that is based
on power modulation. The locking phenomenon probably
also occurs for other dynamical processes in the plasma like
ELMs for which similar control methods might also work.

References
[1] Lauret, Felici, Witvoet, Goodman, Vandersteen,
Sauter, de Baar and the TCV team. Demonstration of saw-
tooth period locking with power modulation in TCV plas-
mas. Submitted to Nucl. Fusion.

[2] Witvoet, Lauret, de Baar, Westerhof, Steinbuch. Nu-
merical demonstration of injection locking of the sawtooth
period by means of modulated EC current drive. Nucl. Fu-
sion 51 (2011).

Book of Abstracts 31st Benelux Meeting on Systems and Control

180



Port-Hamiltonian Systems on Simplicial Complexes

Marko Šešlija
Discrete Technology and Production Automation

University of Groningen
Nijenborgh 4, Groningen 9747 AG

The Netherlands
Email: m.seslija@rug.nl

Jacquelien M.A. Scherpen
Discrete Technology and Production Automation

University of Groningen
Nijenborgh 4, Groningen 9747 AG

The Netherlands
Email: j.m.a.scherpen@rug.nl

Arjan van der Schaft
Johann Bernoulli Institute for Mathematics and Computer Science

University of Groningen
Nijenborgh 9, Groningen 9747 AG

The Netherlands
Email: a.j.van.der.schaft@math.rug.nl

1 Introduction

Geometric structures behind a variety of physical systems
stemming from mechanics, electromagnetism and chemistry
exhibit a remarkable unity enunciated by Dirac structures.
The open dynamical systems defined with respect to these
structures belong to the class of so-called port-Hamiltonian
systems. These systems arise naturally from the energy-
based modeling. Apart from offering a geometric content
of Hamiltonian systems, Dirac structures supply a frame-
work for modeling port-Hamiltonian systems as intercon-
nected and constrained systems. From a network-modeling
perspective, this means that port-Hamiltonian systems can
be reticulated into a set of energy-storing elements, a set
of energy-dissipating elements, and a set of energy port by
which the interconnection of these blocks and environment
is modeled. It is well-known that such a modeling strategy
also utilizes control synthesis for these systems.

The port-Hamiltonian formalism transcends the lumped-
parameter scenario and has been successfully applied to
study of a number of distributed-parameter systems [1]. The
centrepiece of the efforts concerning infinite-dimensional
case is the Stokes-Dirac structure. The canonical Stokes-
Dirac structure is an infinite-dimensional Dirac structure de-
fined in terms of differential forms on a smooth manifold
with boundary. The Hamiltonian equations associated to this
Dirac structure allow for non-zero energy exchange through
the boundary.

2 Problem and recent antecedents

Having finite-dimensional approximations of distributed-
parameter systems is of a great importance for numerical
simulation and control design. Standard tools from nu-
merical analysis, however, in principle fail to preserve the
underlying geometric structure frequently leading to physi-
cally bogus results. Most of the research efforts have been
directed toward structure-preserving discretization of port-
Hamiltonian systems described by partial differential equa-

tions on one-dimensional spatial domains (see e.g. [2]).
Recently in [4, 5] we have proposed a discrete geometry
approach [3] to structure-preserving discretization of open
Hamiltonian systems defined on arbitrary n-dimensional
manifolds with boundaries.

3 Results

In this contribution we shall present a geometric framework
for defining port-Hamiltonian systems on simplicial com-
plexes. Dirac structures capturing the topological laws of
the system are constant finite-dimensional Poisson struc-
tures. We shall address the issue of representation of these
so-called simplicial Dirac structures, as discrete analogues
of the Stokes-Dirac structure, and show how they predeter-
mine dynamics of lumped-parameter systems. The formal-
ism will be illustrated on a few examples originating from
classical mechanics, electromagnetism and chemistry.
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1 Introduction

Data assimilation is the common name given to several nu-
merical techniques that combine the outputs of a numerical
model with observational data in order to improve the qual-
ity of the model predictions. This work presents the results
of using data assimilation techniques such as the Ensemble
Kalman Filter (EnKF)[1] and the Deterministic Ensemble
Kalman Filter (DEnKF) [2], for improving the PM 10 (par-
ticles with diameters ranging from 0 to 10 micrometers) es-
timations of the air quality model AURORA. The EnKF and
the DEnKF are built around a stochastic formulation of the
model, where some of its parameters are assumed to be un-
certain. The uncertainty in these parameters turns out to be
the main reason behind the differences between the model
predictions and the real measurements. The filters estimate
these parameters as well as the PM 10 concentrations by
using ground-based measurements provided by IRCEL, the
Belgian Interregional Environment Agency. The assimila-
tion experiments are carried out over a region that consists
of Belgium, Luxembourg, and some small parts of Germany,
France and the Netherlands. The horizontal domain is di-
vided into 59 x 49 grid-cells with a resolution of 5 km. Re-
garding the vertical domain, 22 layers are used to span an
altitude of 2000 m. The model was set up for simulating a
period of 12 days starting on January 20th, 2010 at midnight.
This period is of special interest since within it a PM 10
episode took place, that is, elevated PM 10 concentrations
were registered. In this study, we used the measurements
provided by 21 air quality stations. These stations were split
into two groups: (i) assimilation stations and (ii) validation
stations. The first group was used in the assimilation pro-
cess to obtain the optimal estimate of the state. The second
group was not used in the assimilation, but only to verify the
results.

2 Results and Future research

Figure 1 shows the average of the PM 10 concentration over
the validation stations. Notice that AURORA is not able to
properly follow the data. In spite of the big gap between AU-
RORA and the measurements, both data assimilation tech-
niques manage to notably reduce this gap. For the case of the
EnKF, the error is decreased by 65.39% in the assimilation
stations and by 53.44% in the validation stations. For the
DEnKF the error in the assimilation and validation stations
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Figure 1: Average of the PM 10 concentration over the validation
stations. Starting date: January 10th, 2010.

is reduced by 68.27% and 55.88% respectively. Future work
will be focused on performing assimilation experiments for
longer periods, e.g., 6 months or 1 year, while keeping the
current spatial domain and the resolution of 5 km.
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1 Introduction

Networks of switched servers are all around, e.g. manufac-
turing systems, supply chains, urban traffic networks, etc.
When the layout and policy of the network is known, under
certain conditions it is possible for a server to reconstruct the
global state of the system. Therefore, we propose to use the
idea of observers for deriving distributed policies for switch-
ing networks. However, first a criterium for observability of
these networks and design of observers for arbitrary observ-
able networks must be considered. We present the design of
observers for a specific class of switching servers.

2 System

We consider switching servers as fluid models with constant
input and using a clearing policy with a fixed switching or-
der. The server can serve only one flow at a time and switch-
ing between serving different flows might require a switch-
ing/setup time. When a flow is served by a server more than
once we speak of a re-entrant flow. Figure 1 depicts two
examples of switching servers with and without re-entrant
flows.

Figure 1: Switching servers with (left) and without (right) re-
entrant flows.

The server dynamics can be described by the following lin-
ear hybrid model:

ẋ = Bmu+Em, (1)
y =Cm (2)

where x and y are the continuous state vector and output
vector. The discrete state or mode is denoted by m. Matrices
Bm, Cm and Em are mode dependent. Note that the output
vector is piecewise constant and unrelated to the continuous
state of the system.

3 Observer design

The observer problem concerns the estimation of unmea-
sured states of a system using the information of inputs
and outputs. For the class of systems under consideration
we present a step-by-step approach to derive an observer.
First, events are defined. An event is a time-instant where
the observable output, i.e. output known by the observer,
switches between values. This indicates the beginning
or end of a specific mode. Second, the system dynamics
are copied by the observer. Third, the switching rules are
adapted. A switch to and from modes with observable
output is only allowed at the accompanying events. This
step entails two extra modes per observable output, which
occur during the time that the observer expects a certain
event and the actual occurrence of that event. Fourth, the
dynamics of these modes are derived. Last, updates of the
state vector at events are derived. For example, when an
event indicates the end of a mode, the buffer that is served
during this mode is known to be zero.

Using this approach an observer is derived which can
completely estimate the states of the system if and only
if information of all inputs and at least a single output is
known.
Furthermore, the time it takes for the observer to completely
estimate the states of the system is in finite time and has an
upper bound depending on the number of inputs between
two consecutive observable outputs.

4 Conclusions

An approach has been developed to derive observers for a
class of multi-class switching servers. Also, an observabil-
ity criterium and the maximal time it takes for the observer
to completely estimate the states of the system has been de-
rived.
Interesting future work is expanding this approach to; dis-
crete event systems, systems with stochastically distributed
arrival and process times and systems with different policies.
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ẋ
2

=
M

(x
1
)−

1
[

u
−

C
(x

1
,x

2
)x

2
−

G
(x

1
)
+

G
(0

)]
.

x
1
(t

)
∈

R
n

,x
2
(t

)
∈

R
n

,M
(x

1
)

=
M

(x
1
)⊤

>
0
,G

(x
1
)
−

G
(0

)
=

Ḡ
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Ḡ

+
Ḡ
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ẋ
1

=
x
2

ẋ
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ẋ

=
A
x

+
B
u

ω̇
=

S
ω

+
M
C
x

(S
,M

)
co

nt
ro

lla
bl

e

T
he

sy
st

em
Σ

M →
E

,i
n

th
e
x

an
d
d

co
or

di
na

te
s

an
d

w
ith

ou
tp

ut
χ

=
d
,i

s
de

sc
rib

ed
by

ẋ
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Abstract

Event-based control is a means to reduce the communica-
tion between the sensors, the controller and the actuators in
a control loop by invoking a communication among these
components only after an event has indicated that the con-
trol error exceeds a tolerable bound. This working principle
differs fundamentally from that of the usual feedback loop,
in which data are communicated continuously or at periodic
sampling instances. Hence, in the control schemes currently
used a communication takes place also in case of small con-
trol errors when no information feedback is necessary to sat-
isfy the performance requirements.

C o n t r o l  i n p u t  
g e n e r a t o r

u ( t )
P l a n t

C o n t r o l l e r

E v e n t  
g e n e r a t o r

x ( t )

d ( t )

w ( t )

t k ,  e kt k ,  e u k

Fig. 1: Event-based control loop

This paper considers the event-based control loop shown in
Fig. 1. The event generator determines the time instants
tk, (k = 0,1, ...) at which the next communication from the
event generator via the controller towards the control input
generator is invoked. The control input generator determines
the inpuzu(t) for the time intervalt ∈ [tk,tk+1) in depen-
dence upon the informationx(tk) obtained at timetk. The
dashed arrows in the figure indicate information links that
are only used after an event has been generated, whereas the
solid arrows are used continuously.

The aim of this paper is to propose a new scheme of event-
based control, where the communication link is only used
if the disturbanced(t) has caused an intolerable effect on
the loop performance. As the main result, algorithms for
the event generation and the control input generation are de-
scribed for which the event-based control loop mimics the
continuous state-feedback loop with adjustable accuracy.

In comparison with the numerous recent publications on
event-based control, the approach described in this talk has
three novelties. First, the control input generator is no longer

a zero-order hold, but uses a model of the continuous closed-
loop system to adapt the input continuously to the plant
state. Second, the event generator evaluates the current plant
state in comparison with the state that a continuous state-
feedback system has. Hence, an event does not indicate a
large control error but a large deviation of the event-based
control loop from the continuous loop. Third, both the event
generator and the control input generator include a distur-
bance estimator.

The talk also reports on the experimental evaluation of
event-based control for a thermofluid process. The exper-
iments show that event-based control leads to a consider-
able reduction of the communication within the control loop
in comparison with sampled-data control (Fig. 2). Further-
more, the experiments demonstrate a considerable robust-
ness of the closed-loop system with respect to model uncer-
tainties.

u
1

u
2

u
1

u
2

w
l

w
J

Fig. 2: Experimental results

The paper is based on the references [1] and [2].
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Synchronization of Autonomous Agents with Individual Dynamics
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Abstract

Synchronization is an important phenomenon occurring in
multi-agent systems. The overall system consists of a (large)
number of subsystems the interconnections of which give
the whole system a coherent behaviour, in which the sub-
systems follow the same dynamical pattern. In this paper,
synchronization is investigated as the process of moving the
subsystem outputsyi(t), (i = 1,2, ...,N) onto a common tra-
jectoryys(t).

In control theory, synchronization has become an important
topic in connection with networked control systems. The re-
search aim is to find methods for choosing the interactions
among autonomous agents, which are implemented by a dig-
ital communication network, for which the overall system
becomes synchronised satisfying the following two require-
ments:

1. Synchronous behaviour: For specific initial states of
the agents, all outputsyi(t) should follow a common
trajectoryys(t), which is called the synchronous tra-
jectory:

y1(t) = y2(t) = ... = yN(t) = ys(t), t ≥ 0. (1)

2. Asymptotic synchronization: For all other initial
states, the networked controller should asymptotically
synchronise the agents:

lim
t→∞

‖yi(t)− ys(t)‖ = 0, i = 1,2, ...,N. (2)

As an important issue of synchronization, the agents should
be able to follow the synchronous trajectoryys(t) due to
their internal dynamics. On the synchronous trajectory (1)
the interactions are not active and the agents have to gener-
ate the synchronous outputs as their free motion. The paper
shows that the synchronization of agents with individual dy-
namics requires the controlled agents to include the dynam-
ics of the synchronous trajectory in sense that is explained
in the talk.

In contrast to the majority of publications on consensus and
synchronization of identical agents, this paper deals with
multi-agent systems in which the agentsPi have individ-
ual dynamical properties and, thus, are said to be heteroge-
neous. Such agents cannot be synchronized by some static
networked controllerK, but the synchronization problem

P 2P 1 P N

C 1  C 2  C N  

N e t w o r k e d  c o n t r o l l e r

.  .  .

.  .  .

C o m m u n i c a t i o n  n e t w o r k  K

y 1  y 2  y N  

e 1  e 2  e N  

u 1  u 2  u N  

Fig. 1: Synchronization of autonomous agents

has to be posed in the more general setting shown in Fig. 1.
The agentsPi are extended by dynamical local unitsCi (also
called local controllers), which are interconnected over a
digital communication networkK. The local units together
with the network represent the networked controller.

The paper solves two important problems:

• Internal-reference principle for synchronization.
It answers the question under what conditions hetero-
geneous agents can be synchronized on some trajec-
tory ys(t). The result is the internal-reference princi-
ple for synchronization, which claims that all agents
Pi together with their local unitCi have to include the
modelΣs of the reference trajectoryys(t).

• Synchronization test. It provides a necessary and
sufficient condition under which the overall system is
synchronized. For the particular case of a cycle-free
communication topology this condition breaks down
to separate conditions on the controlled agents.

The paper is based on the references [1] and [2].
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Welcome

The Organizing Committee has the pleasure of welcom-
ing you to the 31st Benelux Meeting on Systems and
Control, at Centerparcs ”Heijderbos” in Heijen, The
Netherlands.

Aim

The aim of the Benelux Meeting is to promote re-
search activities and to enhance cooperation between
researchers in Systems and Control. This is the thirty-
first in a series of annual conferences that are held al-
ternately in Belgium and The Netherlands.

Overview of the Scientific Pro-
gram

1. Plenary lectures by invited speaker Alessandro As-
tolfi (Imperial College, London, United Kingdom)
on

� Dynamic Value Functions – Towards
Constructive Nonlinear Control Sys-
tems Analysis and Design

� Model reduction by moment matching

2. Plenary lectures by invited speaker Jan Lunze
(Ruhr-Universität, Germany) on

� Event-Based Control: Theory and Ap-
plication

� Synchronization of Autonomous
Agents with Individual Dynamics

3. Mini course by Stefano Stramigioli (Twente Uni-
versity, The Netherlands) on

� Port Based Thinking: What is it and
why is this useful?

� Port Based Modeling for Robotics

� Port Based Control for Robotics

4. Contributed short lectures. See the list of sessions
for the titles and authors of these lectures.

Directions for speakers

For a contributed lecture the available time is 25 min-
utes. Please leave a few minutes of this period for dis-
cussion and room changes and adhere to the indicated
schedule. In each room overhead projectors and beam-
ers will be available. Be careful with this equipment,

because the beamers are supplied by some of the par-
ticipating groups. When using a beamer/projector, you
have to provide a notebook yourself and you have to start
your lecture with the notebook up and running and the
external video port switched on.

Registration

The Benelux Meeting registration desk, located in the
foyer, will be open on Tuesday, March 27, from 10:00
to 14:00. Late registrations can be made at the Benelux
Meeting registration desk, when space is still available.
The on-site fee schedule is:

Arrangement Price
single room ¿ 540.–
twin-bedded room ¿ 435.–
meals only (no dinner) ¿ 300.–
one day (no dinner) ¿ 155.–

The registration fee includes:

� Admission to all sessions.

� A copy of the Book of Abstracts.

� Coffee and tea during the breaks.

� In the case of an accommodation arrangement:
lunch and dinner on Tuesday, breakfast, lunch, and
dinner on Wednesday, and breakfast and lunch on
Thursday.

� In the case of a “meals only” arrangement: lunch
on Tuesday, Wednesday, and Thursday.

� In the case of a “one day” arrangement: lunch on
Tuesday, or Wednesday, or Thursday.

� Free use of a wireless Internet connection (WiFi)
in each cottage.

The registration fee does not include:

� Cost of phone calls

� Special ordered drinks during lunch, dinner, in the
evening, etc.

Organization

The Organizing Committee of the 31st Benelux Meeting
consists of

D. Aeyels

Gent University

Systems Group
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Email: Dirk.Aeyels@UGent.be

V. Blondel

Universit catholique de Louvain

Department of Mathematical Engineering

E-mail: vincent.blondel@uclouvain.be

R. Boel

Gent University

Systems Group

Email: Rene.Boel@UGent.be

B. De Moor

Catholic University of Leuven

Dept. ESAT-SCD

Email: bart.demoor@esat.kuleuven.ac.be

B. De Schutter

Delft University of Technology

Delft Center for Systems and Control

Email: B.DeSchutter@tudelft.nl

G. Meinsma

Twente University

Department of Applied Mathematics

Email: g.meinsma@math.utwente.nl

H. Nijmeijer

Eindhoven Univesity

Faculteit Werktuigbouwkunde

Email: H.Nijmeijer@tue.nl

J. Scherpen

Rijksuniversiteit Groningen

Faculty of Mathematics and Natural Sciences

Email: j.m.a.scherpen@wur.nl

J. Schoukens

Vrije Universiteit Brussel

Departement ELEC

Email: Johan.schoukens@vub.ac.be

M. Steinbuch

Eindhoven University

Dept. of Mechanical Engineering

Email: M.Steinbuch@tue.nl

J.D. Stigter

Wageningen University

Biometris (Mathematical and Statistical Methods)

Email: Hans.Stigter@wur.nl

A.A. Stoorvogel

Twente University

Dept. of Applied Mathematics

Email: a.a.stoorvogel@utwente.nl

S. Stramigioli

Twente University

Dept. of Electrical Engineering

Email: s.stramigioli@ieee.org

T.J.J. van den Boom

Delft University of Technology

Delft Center for Systems and Control

Email: a.j.j.vandenboom@tudelft.nl

A.J. van der Schaft

Rijksuniversiteit Groningen

Faculteit Wiskunde

Email: a.j.van.der.schaft@math.rug.nl

P. Van Dooren

Catholic University of Louvain

Mathematical Engineering

Email: paul.vandooren at uclouvain.be

J.F.M. van Impe

Catholic University of Leuven

Dept. of Chemical Engineering

Email: jan.vanimpe@cit.keuleuven.be

G. van Straten

Wageningen Universiteit

Dept. of Agrotechnology and Food Sciences

Email: Gerrit.vanStraten@wur.nl

M. Verhaegen

Delft University of Technology

Delft Center for Systems and Control

Email: m.verhaegen@tudelft.nl

S. Weiland

Technische Universiteit Eindhoven

Faculteit Elektrotechniek

Email: s.weiland@ele.tue.nl

J. Willems

Catholic University of Leuven

Department of Electrical Engineering,

Email: Jan.Willems@esat.kuleuven.be

The meeting is sponsored or supported by the following
organizations:

� Dutch Institute for Systems and Control (DISC),

� Nederlandse Organisatie voor Wetenschappelijk
Onderzoek (NWO).

The meeting has been organized by Hans Stigter (Wa-
geningen University) and Ton van den Boom (Delft Uni-
versity).
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Conference location

The lecture rooms of “Centerparcs Heijderbos” are situ-
ated on the ground floor. Consult the map at the end of
this booklet to locate rooms. During the breaks, coffee
and tea will be served in the foyer. Announcements and
personal messages will be posted near the main con-
ference room. Accommodation is provided in the con-
ference center and in your cottage. Breakfast will be
served between 7:30 and 8:30. Room/Cottage keys can
be picked up at lunch time on the first day and need
to be returned before 10:00 on the day of departure.
Parking is free of charge. The address of “Centerparcs
Heijderbos” is

Hommersumseweg 43
6598 MC Heijen
The Netherlands

Facilities

The facilities at the center include a restaurant, bar, and
recreation and sports facilities. We refer to the reception
desk of the center for detailed information about the use
of these facilities.

Best junior presentation award

Continuing a tradition that started in 1996, the Benelux
meeting will close with the announcement of the win-
ner of the Best Junior Presentation Award. This award
is given for the best presentation at the meeting given
by a junior researcher (i.e., someone working towards a
PhD degree). The award is specifically given for quality
of presentation rather than quality of research, which is
judged in a different way. At the meeting, the chairs of
sessions will ask three volunteers in the audience to fill
out an evaluation form. After the session, the evalua-
tion forms will be collected by the Prize Commissioners
who will then compute a ranking. The winner will be
announced on Thursday, March 29, in room Jasmijn,
immediately after the final lectures of the meeting and
he or she will be presented with the award, which con-
sists of a trophy that may be kept for one year and a
certificate. The evaluation forms of each presentation
will be returned to the junior researcher who gave the
presentation. The Prize Commissioners are Prof. Johan
Schoukens (Vrije Universiteit Brussel), and Dr Simon
van Mourik (Wageningen University).

The organizing committee counts on the cooperation of
the participants to make this contest a success.

Website

An electronic version of the Book of Abstracts can be
downloaded from the Benelux Meeting web site.

Meetings

The following meetings are scheduled:

� Board DISC on Tuesday, March 27, room Narcis,
18:00–19:30.

� Management Team DISC on Wednesday, March
28, room Narcis, 17:30–19:00.

� UNIT DISC on Thursday, March 29, room Narcis,
12:30–13:30.
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