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1 Introduction

Global climate change is unequivocal (IPCC 2013a). The question whether and to what extent the

impacts of anthropogenic climate change can already be observed in natural and human systems is

of high public interest. While recent climate change impacts on natural water resources and

ecosystems worldwide have evidently been detected, gaps persist for many human and managed

systems, and regional coverage remains unbalanced (Cramer et al 2014). The direct attribution of

such observed impacts to anthropogenic forcing is very difficult and consequently, studies

documenting the effect of anthropogenic forcing for observed impacts are very rare. However, a link

between observed impacts and anthropogenic climate change has been shown globally (Rosenzweig

et al 2008; Rosenzweig and Neofotis 2013).

Detection and attribution exercises address the question whether something has changed and

examine the causes of that change. The term detection refers to the process of identifying a change

in a system with statistical confidence. Attribution establishes causal relations between a detected

change and one or more drivers (Hegerl et al 2010; Stone et al 2013). In the context of climate

change research, existing concepts of detection and attribution mostly apply to the disciplinary

analysis of well bounded systems, i.e. the global climate system, and therefore need to be adapted

to be suitable in the interdisciplinary and multifactorial context of most impact systems (Stone et al

2009; Stone et al 2013).

Impacts manifesting on a local or regional scale within complex, dynamic systems, such as managed

natural and human systems, are difficult to detect. The behaviour of such systems in the absence of

climate change is usually non stationary and the effects of a sustained trend in a climate variable

may be masked, compounded, overcompensated or amplified by the effects of other drivers,

including unconscious or explicit adaptation to observed or expected climate change. A core part of

any detection and attribution exercise consists in the explicit formulation of causal chains and in

testing these against the influence of other drivers and confounding factors, i.e. factors that are not

included in the analysis but may distort the result, such as measurement error, or unaccounted

drivers of change. The establishment of causal relations is very challenging in multifactorial

environments and more so within the field of qualitative social research, where quantitative data

may be absent or limited to a very narrow set of case studies. Some social science scholars oppose

attempts of to ‘isolate’ climatic factors as drivers from the intersecting web of drivers that constitute

the dynamic of societies and social systems (Hulme 2010; Diemberger et al 2012). Therefore, to

allow for a concept of detection and attribution to be applicable across a wide range of disciplines,
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the approach originally developed in the context of physical climate change needs to be amended

but without compromising scientific rigour (Stone et al 2013; Hansen et al 2013).

The end point of an attribution exercise in the context of impact will often be a change in a climate

variable as opposed to other drivers of change, while detection and attribution in the context of

climate science focusses on distinguishing the role of anthropogenic forcing from that of other

external acts of forcing and natural variability (Hegerl et al 2011; Bindoff et al 2013).

In the context of extreme events, such as severe storms or heat waves and their impacts, event

attribution examining the role of anthropogenic forcing in the occurrence and intensity of specific

events is increasingly being carried out by scientists (Rahmstorf and Coumou 2011; Peterson et al

2012; Peterson et al 2013b; Lott et al 2013). However, understanding both the statistical foundation

of single event attribution (Stott et al 2013) and the interplay of climate hazard, exposure and

vulnerability for the severity of the actual impact event (Allen et al 2007; Huggel et al 2013) is crucial

in order to explain the role of a changing climate in loss and damage experienced during periods of

extreme weather.

Despite substantial new evidence for some sectors, most notably food production, a gap exists in the

literature concerning observed impacts of climate change on human systems (Rosenzweig and

Neofotis 2013; Cramer et al 2014). Besides the above mentioned issues and factual constraints

related to data availability and model performance (Hegerl et al 2010; Rosenzweig and Neofotis

2013) other possible reasons for the weak representation of some impact systems emerged during

the first phase of this project1. For example, parts of the relevant literature lack clarity in

distinguishing observed impacts from vulnerability or sensitivity, and in separating climate variability

from climate change. Also, much literature identifies sensitivities to climate and infers potential

outcomes of future climate scenarios, yet this is hardly ever done for the past. Complementary

exercises similar to projections of future impacts could be undertaken using a hypothetical past

stable climate, followed by comparison with observations to draw conclusions about impacts that

have already manifested. This suggests that the gap in research could be alleviated to some extent if

a clear framework for the attribution of impacts were to be followed and if research priorities were

shifted to include the understanding of past effects.

This chapter introduces terms and concepts that are used throughout this thesis and presents the

research questions and thesis outline. In Section 1.1, some background to this thesis is provided and

1 The first phase of this thesis was carried out during my position as a chapter scientist supporting the chapter
“detection and attribution of observed impacts” (Cramer et al 2014) of the working group II contribution to the
Intergovernmental Panel on Climate Change’s (IPCC) Fifth Assessment Report (IPCC 2014a). This entailed
extensive literature review, expert solicitation and exchange with researchers from different fields.
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basic concepts are defined. Section 1.2 reviews the development of approaches to ‘detection and

attribution’ and highlights the differences between climate attribution and impact attribution.

Section 1.3 briefly summarizes the status of knowledge regarding observed impacts of climate

change and Section 1.4 provides an overview about observed trends in climate averages (1.4.1) and

climate variability (1.4.2) and their respective attribution to anthropogenic forcing. In Section 1.5,

the objective of this thesis and the research questions are presented. Finally, the structure of the

thesis is introduced in Section 1.6.

1.1 Background, concepts and terminology

This thesis uses IPCC definitions and uncertainty measures and relies on IPCC assessments as input

for several chapters. Therefore, the following sections briefly introduce the IPCC and its role in

climate change research, and the IPCC confidence language. Concepts central to this thesis are also

defined before turning to ‘detection and attribution’ in Section 1.2.

1.1.1 The Intergovernmental Panel on Climate Change

The Intergovernmental Panel on Climate Change is the leading international body for the assessment

of climate change. It was established by the United Nations Environment Programme and the World

Meteorological Organization in 1988 to provide a clear scientific view on the current state of

knowledge in climate change and its potential environmental and socio economic impacts. The IPCC

is a scientific body under the auspices of the United Nations (UN). It reviews and assesses the most

recent scientific, technical and socio economic information produced worldwide relevant to the

understanding of climate change. The IPCC does not conduct any research nor does it monitor

climate related data or parameters (http://www.ipcc.ch/organization, see also Bolin 2008). Its main

product consists of assessment reports, published every 5 7 years, in three volumes from each of the

three IPCC working groups. Working group one (WGI) covers the physical science basis, working

group two (WGII) addresses impacts, adaptation and vulnerability at global and regional levels and

working group three (WGIII) focusses on mitigation. IPCC also compiles a synthesis report providing

a summary across those individual reports. The first IPCC report (FAR) was published in 1990

(complemented by a supplementary report in 1992) and followed by the second assessment report

(SAR) in 1996, the third (TAR) in 2001, the fourth (AR4) in 2007 and the fifth and most recent (AR5)

in 2013/2014.

Over the past decades, the possibility to perform increasingly complex, systematic numerical

experiments has dramatically enhanced scientific understanding of fundamental properties of the

Earth system and of the key drivers of climate change. The aspect of research concerned with the
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climate system and physical climate change that is based on general circulation models has

developed virtually within and around the IPCC WGI. The community of climate modellers

synchronizes the development of their model inter comparison projects with the IPCC assessment

cycles and use the platform and infrastructure provided by the IPCC for exchange and advancement

of common standards and methodologies. The situation is different in WGII, which spans a very wide

range of research disciplines and integrates local, regional and global drivers and conditions.

1.1.2 IPCC confidence language

The IPCC reports are science policy assessments that integrate findings of varying degrees of

uncertainty and communicate them to decision makers. The IPCC attaches qualifiers, such as ‘very

likely’ or ‘medium confidence’ to key findings indicating their robustness. The confidence metric is

briefly introduced here as it will be used in the assessment of the role of anthropogenic forcing for

observed impacts in Chapter 5. For AR5, two metrics were used to communicate the degree of

certainty (Mastrandrea et al 2010):

 Confidence in the validity of a finding, based on the type, amount, quality and

consistency of evidence (e.g. mechanistic understanding, theory, data, models, expert

judgement) and the degree of agreement, expressed qualitatively (see Figure 1.1); and

 Quantified measures of uncertainty in a finding expressed probabilistically (based on the

statistical analysis of observations or model results, or expert judgement).

The WGII detection and attribution assessment applies the qualitative metric to express confidence

in its findings, using the five qualifiers ‘very low’, ‘low’, ‘medium’, ‘high’ and ‘very high’.

Figure 1.1: Schematic of evidence and agreement statements and their relationship to confidence.
Confidence increases towards the top right corner as suggested by the increasing strength of shading.
Source: Figure 1.3 in IPCC (2014a).
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1.1.3 Systems and drivers

The terms ‘climate system’, ‘natural and human systems’ and ‘physical, biological and human and

managed systems’ are used frequently in this thesis. A ‘system’ is confined by its boundaries and its

behaviour results from internal dynamics (i.e. the interaction of components considered parts of the

system) and external forcings or drivers that are outside of the system boundaries, but influence one

or several of its components. For example, the climate system comprises the atmosphere,

hydrosphere, biosphere, cryosphere and lithosphere. Humans and their activities constitute what is

sometimes called the ‘anthroposphere’ (cf. Steffen et al 2011) and are generally considered external

to the climate system (and most other natural systems). Human actions that lead to changes in

atmospheric composition and land cover, such as the burning of fossil fuels and biomass, or

deforestation, result in ‘anthropogenic forcing’ of the climate system (see Section 1.1.4), while solar

variations and volcanoes are considered ‘natural external forcing’. Both the terms ‘driver’ and

‘forcing’ are used in this thesis; to ensure clarity, the use of the word ‘forcing’ is limited to external

forcings of the climate system, while in the context of impact systems, I refer to external and

internal ‘drivers’. Most impact systems are affected by more than one external driver. The most

common external drivers that are important in the context of impact attribution are listed in Table

1.1. Note that many of the local drivers listed also have an indirect effect on the climate systems.

Table 1.1: Examples for relevant, non climate drivers of change that directly or indirectly influence natural
and human systems.

System boundaries are usually ambiguous and subject to convention. The categorization of systems

used in this thesis mirrors that of the IPCC AR5 WGII chapter on detection and attribution of

Non climate driver Example Examples of direct effects
Land use change Conversion of meadows to

croplands
Biodiversity loss, altered water balance, change in habitat and
subsequent change in species composition, changes in soil
carbon and nutrient balance

Urbanisation and
Infrastructure development

Habitat fragmentation, increased run off and decrease in
groundwater renewal, increased disturbances (noise, light,
pollution)

Land cover change Desertification (through
overuse/degradation)

Biodiversity loss, decrease in net primary productivity and
biomass, change in species composition, increase in dust load

Alien species
introduction

Introduction of invasive mussel
species through ballast water

Changes in species composition, extinction of native species

Pollution Pesticide and nutrient runoff
into rivers and lakes

Algae blooms, hypoxic zones, increased stratification, change in
ecosystem composition

Increased NOx input Fertilization effect on forests, change in soil dynamics
Population growth Increased urbanisation and

settlement in coastal areas
Shoreline changes, degradation of coastal ecosystems, increased
wastewater input

Technological
change

Agricultural intensification
(e.g. irrigation, fertilization,
mechanisation)

Increase in yields, increase in water use, nutrient input and run
off, change in composition of micro organisms in soil and soil
water balances, change in agrobiodiversity, increase in labour
productivity, structural change

Economic wealth Increased adoption of
residential air conditioning

Increase in labour productivity and electricity consumption,
positive health effects, local pollution
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observed impacts (Cramer et al 2014). For overview, the most important features of that

characterization are summarized in Table 1.2. Also note that the term ‘natural and human systems’

is used synonymously with the term ‘physical, biological and human and managed systems’. A

‘managed system’ usually refers to a managed ecosystem such as an agro forestry plantation or a

cultural landscape. However in some cases, for example the influence of reservoirs and barrages on

a river, the ‘management’ refers mainly to the physical properties of the system. Categorization is

arbitrary to a certain degree and disciplinary conventions vary. For example, coastal wetlands could

be defined as terrestrial systems; wildfires are often considered part of the physical rather than the

biological sphere (and hence part of the climate system); and many coastal effects will actually affect

built infrastructure, i.e. a managed system.

Table 1.2: Overview of system definitions used in this thesis. Note that examples are not exhaustive.
Systems, subsystems and categories correspond to those used by Cramer et al (2014).

System Subsystem Examples of impact categories

N
at
ur
al

Ph
ys
ic
al

Cryosphere Glacier volume and length; lake and river ice; sea ice; lowland and
mountain permafrost; snow cover

Hydrology Changes in pattern and magnitude of river run off and river flow; lake
size and warming/stratification; soil moisture drought; floods;
groundwater change

Coastal processes Coastal erosion and shoreline degradation; coastal flooding;
groundwater salinization; coastal permafrost degradation; changes in
wetlands and coastal ecosystem due to sea level rises

Bi
ol
og

ic
al

Terrestrial ecosystems For terrestrial and freshwater systems: changes in species abundance,
composition, range or distribution, phenology and productivity;
synchronisation and ecosystem effects; extinctions; invasive species

Marine ecosystems For marine ecosystems, including sea birds and sea ice based mammals,
and temperature effects on coastal ecosystems: changes in species
abundance, composition, range or distribution, phenology and
productivity; synchronisation and ecosystem effects; extinctions;
invasive species

Wildfire Wildfire frequency; area burnt; intensity and duration of fires;
occurrence of mega fires; unprecedented wildfires

H
um

an

H
um

an
an

d
m
an

ag
ed

Food systems Cropping systems; agroforestry; livestock and pastoral systems; inland
and marine fisheries and aquaculture; horticulture; viticulture and
orchards

Human health Heat and cold related mortality; health effects of extreme heat; vector
borne diseases; water borne diseases

Livelihoods and other
socioeconomic indicators

Livelihoods of rural populations, farmers, fishers and hunters; adaptive
responses; traditional and cultural practices and values; infrastructure
and travel; labour productivity

1.1.4 Climate change

This thesis follows the convention of the IPCC, using the term ‘climate change’ for any “change in the

state of the climate that can be identified […] by changes in the mean and/or the variability of its

properties, and that persists for an extended period, typically decades or longer” (IPCC 2014b) and

the term ‘anthropogenic climate change’ for a change of climate which is attributed directly or
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indirectly to human activity, i.e. anthropogenic forcing (see Table 1.3). Note that water vapour, an

important contributor to the greenhouse effect, is considered internal to the climate system.

Table 1.3: Anthropogenic and natural external forcings of the climate system.
Anthropogenic forcing Natural forcing

Anthropogenic emission of greenhouse gases
and other forcing agents

Land use change

Change in the atmospheric composition of carbon dioxide (CO2),
nitrous oxide (N2O), methane (CH4), Ozone (O3), sulphur
hexafluoride (SF6) and many halogenated species; primary aerosols
(black carbon, organic carbon) and secondary aerosols (sulphate,
nitrate, ammonium and secondary organic aerosols)

Albedo effects
Changes in the atmospheric
composition (carbon budget
and balance, aerosol
emissions)

Solar variations,
Volcanic activity

In the context of climate attribution, the terms ‘anthropogenic forcing’, ‘human activity’ and ‘human

influence’ are often used synonymously; though in this thesis, ‘anthropogenic forcing’ is preferred to

increase clarity. Anthropogenic forcing includes the direct emission of greenhouse gases, the change

of Albedo through large scale land use change and human induced changes in the carbon cycle, i.e.

all effects that are generally represented by global climate models (Taylor et al 2012).

1.2 Detection and attribution

Within the context of climate change research, concepts of detection and attribution refer mostly to

the detection of changes in the climate system and their attribution to anthropogenic forcing (Zwiers

and Hegerl 2008; Hegerl and Zwiers 2011), including the occurrence of extreme weather (Stott et al

2013). The difficulty in providing ‘proof’ that the climate is really changing due to human influence

constitutes an early and central problem for climate change research. The main challenge consists in

isolating a coherent signal due to anthropogenic forcing from the background ‘noise’ of natural

climate variability, including inter annual and inter decadal variations caused by large scale modes

such as El Niño Southern Oscillation (ENSO) or the Indian Ocean Dipole. Work on the statistical

properties of climate model simulations to tackle this ‘signal to noise’ problem dates back to the

1970s (Chervin et al 1974; Chervin and Schneider 1976; Thompson and Schneider 1982). Approaches

to enhancing the signal to noise ratio by averaging across ensembles of climate model simulations

and across space and time still form the basis of what has evolved to become climate change

‘detection and attribution’ (see Barnett et al 1999; Hegerl et al 2007; Bindoff et al 2013).

1.2.1 ‘Detection and attribution’ – genesis of terminology

As could be witnessed during the government and expert review of the IPCC’s AR5, parts of the

research community and many stakeholders understand ‘attribution’ to stand synonymously for

‘attribution of a change to anthropogenic forcing of the climate system’. However, in literal terms,

neither detection nor attribution are connected to a specific system or end point (cause), but
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describe the establishment of a fact and the examination of causes or contributors to that fact (see

Table 1.4). Similarly, no universal method exists for inferring conclusions about cause and effect,

though the definition of detection in a statistical sense is clear.

Table 1.4: Literal definitions of detection and attribution and historic development of definitions used by the
IPCC. Adapted from Tables 1 and 2 in supplementary material to Stone et al (2013).
Source Definition of detection Definition of attribution
Merriam
Webster
online
dictionary

Detection: the act of detecting; the state or fact of being
detected.
To detect: to discover the true character of; to discover
or determine the existence, presence, or fact of.

Attribution: the act of attributing.
To attribute: to explain by indicating a cause.

IPCC FAR WGI
(Wigley et al
1990)

The word detection has been used to refer to the
identification of a significant change in climate. … To
claim detection in a useful and practical way, we must
not only identify a climatic change, but we must
attribute at least part of such a chance to the enhanced
greenhouse effect … Detection requires that the
observed changes in climate are in accord with detailed
model predictions of the enhanced greenhouse effect.

not defined (considered part of detection)

IPCC SAR WGI
(Santer et al
1996)

Detection of change is the process of demonstrating
that an observed change in climate is highly unusual in a
statistical sense, but does not provide a reason for the
change.

Attribution is the process of establishing cause
and effect, i.e. that changes in anthropogenic
emissions are required in order to explain
satisfactorily the observed change in climate.

IPCC TAR WGI
(Mitchell et al
2001)

Detection and attribution of climate change to anthropogenic causes (i.e. the isolation of cause and
effect) … involves statistical analysis and the careful assessment of multiple lines of evidence to
demonstrate, within a pre specified margin of error, that the observed changes are: unlikely to be due
entirely to internal variability; consistent with the estimated responses to the given combination of
anthropogenic and natural forcing; and not consistent with alternative, physically plausible explanations
of recent climate change that exclude important elements of the given combination of forcings.

IPCC TAR
WGII (Ahmad
et al 2001)

Assessment of the impacts on human and natural
systems that already have occurred as a result of recent
climate change. [...] An important component of the
detection process is the search for systematic patterns
of change across many studies that are consistent with
expectations.

Attribution of observed changes in natural
systems to the effects of climate change is
analogous to attribution of anthropogenic
greenhouse gases as causal factors of recent
climate trends.

IPCC AR4 WGI
(Hegerl et al
2007)

Detection is the process of demonstrating that climate
has changed in some defined statistical sense, without
providing a reason for that change. … An identified
change is detected in observations if its likelihood of
occurrence by chance due to internal variability alone is
determined to be small.

Attribution of causes of climate change is the
process of establishing the most likely causes
for the detected change with some defined
level of confidence.

IPCC AR4
WGII
(Rosenzweig
et al 2007)

Detection and attribution of observed changes and responses in systems to anthropogenic forcing is
usually a two stage process. First, the observed changes in a system must be demonstrated to be
associated with an observed regional climate change within a specified degree of confidence. Second, a
measurable portion of the observed regional climate change, or the associated observed change in the
system, must be attributed to anthropogenic causes with a similar degree of confidence.

IPCC good
practice
guidance;
(Hegerl et al
2010)
IPCC AR5
Glossary

Detection of change is defined as the process of
demonstrating that climate or a system affected by
climate has changed in some defined statistical sense
without providing a reason for that change. An
identified change is detected in observations if its
likelihood of occurrence by chance due to internal
variability alone is determined to be small.

Attribution is defined as the process of
evaluating the relative contributions of
multiple causal factors to a change or event
with an assignment of statistical confidence.

IPCC AR5
Glossary
(IPCC 2014b)

Detection of impacts of climate change. For a natural, human, or managed system, identification of a
change from a specified baseline. The baseline characterizes behaviour in the absence of climate change
and may be stationary or non stationary (e.g. due to land use change).
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The definition of what constitutes detection and attribution differs between assessment cycles and

also between working groups (see Table 1.4). In the first assessment report by WGI, attribution is

considered part of detection, while later definitions separate the two steps of determining a

statistical significant change beyond natural variability (detection) and the examination of the causes

contributing to that change (attribution).

In the context of the impact of past climate change, a focus on observed effects of climate change

emerged only in the Third Assessment Report. The technical summary of the WGII Second

Assessment Report states: “Unambiguous detection of climate induced changes in most ecological

and social systems will prove extremely difficult in the coming decades. This is because of the

complexity of these systems, their many non linear feedbacks and their sensitivity to a large number

of climatic and non climatic factors, all of which are expected to continue to change simultaneously”

(IPCC 1996). Though this quote relates to both past and future impacts of climate change, it reveals

the fundamental challenge regarding attribution of impacts – disentangling the parallel and

interacting influences of multiple local and global change drivers.

1.2.2 Detection and attribution: from climate to impacts

The attribution of impacts to climate change (hereinafter ‘impact attribution’) differs from

attribution of climate change to anthropogenic forcing of the climate system (hereinafter ‘climate

attribution’) in many ways. The most fundamental issues concern the end point of the analysis

(climate change vs. anthropogenic forcing) and the consequences of the multifactorial nature of

most impact systems for the behaviour of the system in the absence of (anthropogenic) climate

change.

Studies that attribute observed impacts in natural and human systems to anthropogenic forcing are

still very rare (e.g. Barnett et al 2008; Christidis et al 2010a; Marzeion et al 2014). In the field of

ecology, synthesis assessments of large datasets of long term local observations have been used to

identify ‘fingerprints’ of anthropogenic forcing (Parmesan and Yohe 2003; Root et al 2005;

Rosenzweig et al 2008; Poloczanska et al 2013). The end point of an impact attribution study can be

either local or regional trends in climate, or anthropogenic forcing of the climate system. The

majority of observational impact studies examine the effects of recent changes in climate.

The central challenge for the climate science community consists of filtering a climate change signal

from the noise created by internal climate variability in both model results and observational data

(see Section 1.4), while the properties, internal relationships and external drivers of the climate

system are well understood on global scales. This is a fundamentally different situation from many

natural and human systems, whereby several global (and local) change drivers are seen to have a
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simultaneous impact on systems and neither those processes nor their interactions are necessarily

understood well enough to isolate the influence of one factor from the other. As a consequence,

such systems are difficult to describe in terms of ‘internal variability’.

The definitions provided in the IPCC’s good practice guidance paper have therefore been further

specified for use in the context of climate change impacts by Stone et al (2013) and applied in the

WGII AR5. In particular, Stone et al (2013) elaborate on the need to establish clear baselines during

the detection phase and suggest ascribing a magnitude to the attribution statement, i.e. whether

climate change has a ‘major’ or ‘minor’ role in the observed change. They argue that detection and

attribution cannot be separated entirely, as detection must involve controlling for the effect of other

drivers. Their approach emphasizes the role of climate change compared to other factors and implies

that part of what is considered the attribution phase should be done during the impact detection

phase.

Attribution is defined as the process of evaluating the relative contributions of multiple causal

factors to a change or event with an assignment of statistical confidence (Hegerl et al 2010). Impact

detection as defined above implies that climate change has played at least a minor (i.e. statistically

significantly different from zero) role in the observed system behaviour. Detection means rejecting

the null hypothesis of no climate change effect. The result of a detection analysis is therefore binary:

an effect has or has not been detected. Attribution follows detection by assessing the magnitude of

the observed effect. Note that the latter is an estimation and not hypothesis testing; its results

should therefore be expressed by a quantifier.

WGI type attribution assessments often refer to anthropogenic forcing explaining ‘most of’ or ‘at

least half of’ the observed effect (e.g. Bindoff et al 2013). This is in keeping with the earlier definition

of attribution as “the process of establishing the most likely causes for a detected change with some

level of confidence” (Stott et al 2010). In the context of impacts, attribution addresses the

magnitude of the contribution of climate change to a change in a system (Cramer et al 2014),

however that magnitude can be small compared to other factors. With a WGI type definition of

‘most likely cause’ in mind, the impact attribution findings of Cramer et al (2014) may cause

confusion. For example, the dominant cause for observed increases in coastal erosion at a specific

location might be reduced sediment supply and beach mining. However, this does not imply that

climate change, i.e. rising sea levels due to thermal expansion and increased glacial melt and run off,

does not contribute to the observed effects at all. The explicit formulation of relative roles in Cramer

et al (2014) accounts for such complexity. In essence, many attribution statements in IPCC WGII AR5

are ‘partial attribution’ statements.



Chapter 1 Introduction

11

1.2.3 Good practice guidance paper on detection and attribution

Recognizing the differences in concepts and approaches between working groups, the IPCC hosted

an expert meeting on “detection and attribution related to anthropogenic climate change” in

September 2009. As an outcome of that meeting, the “good practice guidance paper on detection

and attribution related to anthropogenic climate change” was drafted (Hegerl et al 2010), intended

for the use of the authors of WGI and WGII during the fifth assessment cycle. This section

summarizes some key elements of that document.

The good practice guidance paper contains a set of definitions for relevant terms such as detection,

attribution (see Table 1.4), confounding factor and external driver/forcing. It also discusses data and

other requirements and the handling of external drivers/forcing and confounding factors. A set of

four attribution methods is specified, which are briefly sketched below (for details, see Stone et al

2009; Hegerl et al 2010). Determining the level of confidence in discontinuous or joint assessments

presents a key challenge. The IPCC AR4 glossary clearly states, “Confidence in such joint attribution

statements must be lower than the confidence in either of the individual attribution steps alone due

to the combination of two separate statistical assessments” (IPCC 2007a). However, this is probably

practically not as straightforward as indicated, given that the nature of the various steps of the

assessments may be different and possibly not quantitative.

Although the last of the four methods described in the good practice guidance paper concerns the

influence of all climatic changes (regardless of their cause) on natural and human systems, the

guidance paper primarily focusses on establishing a link between anthropogenic forcing and

observed impacts. This fact is also made apparent in the disciplinary composition of the meeting

participants and the subjects covered in the meeting report (IPCC 2010). A group of WGII authors

later criticized what they perceived to be the IPCC’s focus on the anthropogenic component of

climate change, raising doubts about both the feasibility and usefulness of such an approach in the

context of ecology (Parmesan et al 2011). Their comments were refuted by several other researchers

involved in that meeting (Brander et al 2011; Hoegh Guldberg et al 2011; Stocker et al 2011).

However, controversy still persists as to whether the evaluation of the contribution of

anthropogenic forcing to observed trends in impact systems should be a priority for research

(Parmesan et al 2013).

1.2.3.1 Single step attribution to acts of external forcing

As the title suggests, the single step attribution method is based on the explicit modelling of a

variable’s response to external forcing by either a single comprehensive model set up, or by a

sequential analysis using several models, whereby the output of one modelling step provides the
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input for the next step (see Figure 1.2). Other authors have used the term ‘end to end analysis’ to

differentiate this approach from ones that rely on sequential analysis, but have a discontinuity

between the different steps (see Section 1.2.3.2).

Figure 1.2: Schematic of an end to end analysis, based on Stone et al (2009). External drivers refer to non
climatic drivers of change that influence the impact system.

The few existing applications usually estimate whether observed trends in a non climate system

appear inconsistent with expected behaviour in a stationary climate and consistent with what could

be expected from externally forced climate change. In essence, these studies provide a comparison

of likelihood estimates, without considering local drivers of change. For example, Gillett et al (2004)

detect an anthropogenic forcing signal in areas of forest burnt in Canada based on a single step

model. Note that following the approach of AR5 WGII, this study would be classified as a detection

study, as it does not provide any insights regarding the relative role of anthropogenic climate change

beyond the fact that it is ‘detectable’.

1.2.3.2 Multi step attribution to external forcing

The multi step attribution method consists of the combination of findings for the individual steps of

an impact attribution exercise (observation of a change; association of that change with a climate

trend; and association of the climate trend to anthropogenic forcing) from different sources (see

Figure 1.3). To emphasize the discontinuity between the different steps, this method has also been

dubbed sequential analysis. The sequence of analysis must be followed by an explicit synthesis of the

individual steps and confidence in the overall finding will typically be similar to, or lower than, the

weakest confidence for any individual step.
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Figure 1.3: Schematic of sequential or multi step attribution analysis, based on Stone et al (2009). External
drivers refer to non climatic drivers of change that influence the impact system.

1.2.3.3 Associative pattern attribution to external forcings

Multiple analyses of climate impact systems are synthesized and the ensemble of results is linked to

anthropogenic forcing by statistical pattern comparison measures. This approach was first used by

Rosenzweig et al (2007) in AR4 and carried forward to follow up publications (Rosenzweig et al 2008;

Rosenzweig and Neofotis 2013). Associative pattern attribution is a realization of what Stone et al

(2014) call ‘synthesis analysis’, where the spatial pattern of change derived from multiple analyses of

individual observed changes are compared to the patterns that would be expected to emerge based

on observed climate change and the observed changes in climate are then attributed to

anthropogenic forcing by a separate climate analysis.

1.2.3.4 Attribution to a change in climatic conditions

Attribution to a change in climatic conditions is a variation of the multi step method introduced in

Section 1.2.3.2. It assesses the role of changing climatic conditions in the overall change of the

relevant impact system, compared to other drivers of change. Such an assessment is always based

on process understanding; it often involves quantitative analysis of observational data with

statistical models and conclusions derived from numerical process models and field experiments

(see also Section 1.3).

1.3 Observed impacts of climate change

The effects of climate change on natural and human systems are now evident across continents and

oceans for both of these systems (Rosenzweig and Neofotis 2013; Cramer et al 2014). Two decades

ago, robust evidence for observed climate change impacts was almost exclusively available for the

cryosphere (WGMS 1989; Fitzharris et al 1995) and some terrestrial ecosystems in mid to high

northern latitudes (Grabherr et al 1994; Myneni et al 1997). Over the last decade, evidence has

increased especially for the impact on marine ecosystems, food production and wildfire regimes.
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Evidence linking observed impacts to changes in precipitation is increasingly available, however,

there continues to be a gap in the documentation of the effects of changing sea levels due to climate

change. Also, despite improvements in the evidence base for southern regions, the global

distribution of observed impacts remains uneven. Figure 1.4 shows the graphical representations of

observed climate change impacts from IPCC’s WGII TAR and AR4 summaries for policymakers, and

Figure 1.5 shows the corresponding AR5 summary figure from Cramer et al (2014).

Figure 1.4: Observed impacts of climate change, as represented in the summary for policymakers of the third
(upper panel) and the fourth (bottom panel) IPCC assessment report respectively. Icons on the TAR map
depict one or several studies on the same subject. Circles on the AR4 map represent time series of
georeferenced data, with circle sizes representing the number of data series, and circle colour differentiating
between physical and biological systems. The background colour indicates observed temperature change in
the respective grid cell. All observations relate to temperature change. Source: IPCC (2001), IPCC (2007b).
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Figure 1.5: Observed impacts of climate change as represented in IPCC’s WGII AR5, Cramer et al (2014). Icons
on the map represent subcontinental assessments of different scope for one of nine overarching impact
categories. Icons in the boxes above represent systems for which at least one impact within a category has
been found to apply across the whole region. The bars show the corresponding confidence in attribution of
the effect to climate change. Source: Figure 18.3 in Cramer et al (2014).

Although the methods applied, the definitions of regions and the scope of analyses differ to a certain

degree between the three assessment cycles, the three graphics displayed in Figures 1.4 and 1.5 give

a good indication for the development of evidence over the last two decades.

IPCC’s AR4 also links the observed effects of regional climate changes to anthropogenic forcing of

the climate system (IPCC 2007b; Rosenzweig et al 2007), concluding that “… it is likely that

anthropogenic warming has had a discernible influence on many physical and biological systems.”

For AR5, neither the WGII contribution nor the synthesis report provided an explicit link between the

observed changes in natural and human systems and the anthropogenic component of regional

climate changes. One of the objectives of this thesis is to close this gap.

1.4 Attribution of observed climate change to human influence

The detection and attribution of changes in global and regional climate to anthropogenic forcing is

discussed within IPCC WGI, Chapter 10 (Bindoff et al 2013). However, Bindoff et al mainly address

global issues. Some more regional detail, in particular with regard to observations of extreme

weather, can be found in the IPCC special report on managing the risk of extreme events and
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disasters to advance climate change adaptation (SREX, IPCC 2012), specifically in their Chapters 3

and 4 (Handmer et al 2012; Seneviratne et al 2012). Individual sets of detection and attribution

information are available for a variety of regions, domain sizes, seasons and/or periods (e.g. Karoly

and Wu 2005; Jones et al 2013).

A full review of all available literature on climate detection and attribution is beyond the scope of

this introduction. To provide some context, the main findings from the latest IPCC WGI report are

summarized below for climate averages (Section 1.4.1) and climate variability (Section 1.4.2). The

following subsections mostly consist of statements copied verbatim from the summary for

policymakers [SPM], technical summary [TS] or the ‘frequently asked questions’ [FAQ] of the WGI

contribution to the IPCC AR5 (IPCC 2013b); these are labelled as italics and references are given in

square brackets at the end of each paragraph.

1.4.1 Observed changes in climate averages

Below, the summarized findings of WGI concerning detection and attribution of changes in global

mean temperature, precipitation, sea level, sea ice extent and chemical ocean properties are listed.

1.4.1.1 Temperature

It is extremely likely that more than half of the observed increase in global average surface

temperature from 1951 to 2010 was caused by the anthropogenic increase in greenhouse gas

concentrations and other anthropogenic forcings together. The best estimate of the human induced

contribution to warming is similar to the observed warming over this period. Over every continental

region except Antarctica, anthropogenic forcings have likely made a substantial contribution to

surface temperature increases since the mid 20th century. For Antarctica, large observational uncer

tainties result in low confidence that anthropogenic forcings have contributed to the observed

warming averaged over available stations. It is likely that there has been an anthropogenic

contribution to the very substantial Arctic warming since the mid 20th century. It is very likely that

anthropogenic forcings have made a substantial contribution to increases in global upper ocean heat

content (0–700 m) observed since the 1970s. There is evidence for human influence in some

individual ocean basins. [SPM D.3]

1.4.1.2 Precipitation

It is likely that anthropogenic influences have affected the global water cycle since 1960.

Anthropogenic influences have contributed to observed increases in atmospheric moisture content in

the atmosphere (medium confidence), to global scale changes in precipitation patterns over land

(medium confidence), to intensification of heavy precipitation over land regions where data are
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sufficient (medium confidence), and to changes in surface and sub surface ocean salinity (very likely).

[SPM D.3]

1.4.1.3 Sea level

It is very likely that there is a substantial anthropogenic contribution to the global mean sea level rise

since the 1970s. This is based on the high confidence in an anthropogenic influence on the two

largest contributions to sea level rise, that is, thermal expansion and glacier mass loss. [SPM D.3]

1.4.1.4 Sea ice

Anthropogenic influences have very likely contributed to Arctic sea ice loss since 1979. There is low

confidence in the scientific understanding of the small observed increase in Antarctic sea ice extent

due to the incomplete and competing scientific explanations for the causes of change and low

confidence in estimates of natural internal variability in that region. [SPM D.3]

1.4.1.5 Chemical properties of the ocean

Global analyses of oxygen data from the 1960s to 1990s extend the spatial coverage from local to

global scales and have been used in attribution studies with output from a limited range of Earth

System Models (ESMs). It is concluded that there is medium confidence that the observed global

pattern of decrease in dissolved oxygen in the oceans can be attributed in part to human influences

The observations show distinct trends for ocean acidification (which is observed to be between –

0.0014 and –0.0024 pH units per year). There is high confidence that the pH of ocean surface

seawater decreased by about 0.1 since the beginning of the industrial era as a consequence of the

oceanic uptake of anthropogenic CO2. [TS 4.4]

1.4.2 Observed changes in climate variability

Negative consequences of climate change are expected to unfold through increases in the frequency

or intensity of weather and climate extremes. For moderate extremes, i.e. those occurring fairly

regularly, the observational basis for detecting and attributing changes is sufficient for detection and

attribution analysis in many regions. The following sections briefly summarize the status of

knowledge concerning observed changes in extreme weather (Section 1.4.2.1, Table 1.5) and give a

short overview about recent developments in the field of event attribution (Section 1.4.2.2)

1.4.2.1 Trends in observed frequency and/or intensity of extreme weather

There has been further strengthening of the evidence for human influence on temperature extremes

since the SREX. It is now very likely that human influence has contributed to observed global scale
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changes in the frequency and intensity of daily temperature extremes since the mid 20th century,

and likely that human influence has more than doubled the probability of occurrence of heat waves

in some locations [SPM D.3]

Table 1.5: Changes in frequency and intensity of extreme weather events and confidence in a human
contribution to that observed change, based on IPCC AR5 WGI Table SPM.1 (IPCC 2013a). Statements in
brackets refer to assessment in IPCC’s special report on managing the risk of extreme events and disasters to
advance climate change adaptation (IPCC 2012) and WGI AR4 (IPCC 2007c) respectively.
Phenomenon and direction of
trend

Assessment that changes have occurred
(since 1950, unless otherwise indicated)

Assessment of a human contribution
to observed changes

Warmer and/or fewer cold days
and nights over most land areas

Very likely (very likely / very likely) Very likely (likely/likely)

Warmer and/or more frequent
hot days and nights over most
land areas

Very likely (very likely / very likely) Very likely (likely/likely (nights only))

Warm spells/heat waves:
frequency and or duration
increase over most land areas

Medium confidence globally; likely in large
parts of Europe, Asia and Australia
(medium confidence in many areas; likely)

Likely (N.A./more likely than not)

Heavy precipitation events
Increase in the frequency and/or
duration of heavy precipitation

Likely more land areas with increases than
decreases (~/likely over most land areas)

Medium confidence (medium
confidence/more likely than not)

Increase in intensity or duration
of drought

Low confidence globally, likely changes in
some regions (likely in some regions/likely
in many regions since 1970)

Low confidence (medium confidence/
more likely than not)

Increases in intense tropical
cyclone activity

Low confidence in long term (centennial)
change, virtually certain in North Atlantic
since 1970 (low confidence/likely in some
regions since 1970)

Low confidence (low confidence/more
likely than not)

Increased incidence or magnitude
of extreme high sea level

Likely (since 1970) (likely –late 20th

century/likely)
Likely (likely/more likely than not)

Changes in extremes for other climate variables are generally less coherent than those observed for

temperature, owing to data limitations and inconsistencies between studies, regions and/or seasons.

However, increases in precipitation extremes, for example, are consistent with a warmer climate.

Analyses of land areas with sufficient data indicate increases in the frequency and intensity of

extreme precipitation events in recent decades, but results vary strongly between regions and

seasons. For instance, evidence is most compelling for increases in heavy precipitation in North

America, Central America and Europe, but in some other regions—such as southern Australia and

western Asia—there is evidence of decreases. Likewise, drought studies do not agree on the sign of

the global trend, with regional inconsistencies in trends also dependent on how droughts are defined.

However, indications exist that droughts have increased in some regions (e.g. the Mediterranean)

and decreased in others (e.g. central North America) since the middle of the 20th century.

Considering other extremes, such as tropical cyclones, the latest assessments show that due to

problems with past observing capabilities, it is difficult to make conclusive statements about long
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term trends. There is very strong evidence, however, that storm activity has increased in the North

Atlantic since the 1970s. (WGI FAQ 2.2)

Although the AR4 concluded that it is more likely than not that anthropogenic influence has

contributed to an increased risk of drought in the second half of the 20th century, an updated

assessment of the observational evidence indicates that the AR4 conclusions regarding global

increasing trends in hydrological droughts since the 1970s are no longer supported. Owing to the low

confidence in observed large scale trends in dryness combined with difficulties in distinguishing

decadal scale variability in drought from long term climate change, there is now low confidence in

the attribution of changes in drought over global land since the mid 20th century to human

influence. [TS4.7]

For an extended discussion of the attribution of extreme events to anthropogenic forcing of the

climate system, see also Section 10.6 in Bindoff et al (2013).

1.4.2.2 Attributing individual events and their consequences to human influence

Given the potential for high costs and adverse consequences associated with extreme weather, a

growing body of literature examines the role of anthropogenic forcing in recent extreme events

(Peterson et al 2013b; Herring et al 2014). Trends in frequency and occurrence of some forms of

extreme weather have been observed and attributed to anthropogenic forcing (Table 1.5). However,

attributing the impact of individual extreme events to human influence on the climate system is an

entirely different exercise. For one thing, the impact of an individual event depends on many factors

that determine exposure and vulnerability of ecosystems and societies to such a type of event in

general, but also on the specific conditions under which the event occurred (Allen et al 2007;

Handmer et al 2012; Huggel et al 2013). Then again, due to the stochastic nature of weather, it has

long been held that individual events cannot be attributed to anthropogenic climate change (Stott et

al 2013). However, a consensus is now emerging that probabilistic approaches can be used to

quantify the role of external (anthropogenic) drivers in specific events (Bindoff et al 2013).

IPCC’s AR5 describes two types of approaches to event attribution in the literature: “attributable

magnitude” and “attributable risk” (Bindoff et al 2013, 10.6.). In general, such studies attempt to

estimate the unusualness of a certain event under historic natural climate conditions and in a

changed climate. Most publications focus on a variation of the “fraction of attributable risk” (Stone

and Allen 2005), as a measure of the increase in probability of an event occurring that is of a specific

magnitude; record statistics and extreme value theory are applied for extremely rare events

(Rahmstorf and Coumou 2011; Coumou et al 2013; Lewis and Karoly 2013). For some recent heat

waves, the fraction attributable risk is so high that it is found to be extremely unlikely that those
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events would have happened in the absence of climate change (Stott et al 2004; Lewis and Karoly

2013; Christidis et al 2014).

1.5 Objective of thesis

Assessing the role of anthropogenic forcing in observed impacts of climate change is thus a relevant

and timely issue. Regardless of the role of anthropogenic forcing in the observed effects,

assessments of resilience and vulnerability benefit from an advanced understanding of the

interaction between climatic drivers and other important drivers of change.

Public interest is focussed on climate change impacts on human systems, an area that is particularly

challenging for science due to the important roles of other drivers and the capacity for planned

adaptation that apply here. Similarly, event attribution has attracted considerable attention in

recent years, even though the attribution of loss and damage from extreme events to anthropogenic

climate change is not currently feasible (James et al 2014).

This thesis aims to elucidate the extent to which the impacts of anthropogenic climate change can

be detected worldwide, in particular within human and managed systems. It provides a clear

analytical framework for the detection and attribution of observed impacts of climate change and

focusses on two overarching questions: First, how has the assessment of the detection and

attribution of observed climate change impacts evolved over the last two decades? Second, how do

the observed impacts of recent climate trends relate to anthropogenic forcing? More specifically,

each of the chapters will address at least one of the following five research questions:

1) What are clear and workable definitions and protocols for detection and attribution in the
context of the observed impacts of climate change?

2) Can single extreme weather events and their consequent impacts be attributed to
anthropogenic forcing?

3) What is the status of knowledge regarding observed climate change effects worldwide and
how has the assessment and evidence base evolved over recent decades?

4) Can impacts of regional and local climate change be attributed to anthropogenic forcing and
what are the dominant sources of uncertainty when establishing confidence in such
findings?

5) What are the consequences of the challenges and limitations of detection and attribution
studies for their use in informing risk assessments and international climate policy?

1.6 Thesis outline

This thesis is rooted in the work carried out during my position as a chapter scientist supporting the

IPCC’s working group two during the fifth assessment cycle. I had a leading role in the establishment,

organization and ongoing work of a cross chapter working group on detection and attribution within
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the WGII AR5 writing team, formed by authors delegated from all regional and sectoral chapters in

addition to the detection and attribution chapter team. This thesis builds on the ‘detection and

attribution chapter’ in the AR5 (Cramer et al 2014), the ‘proof of concept paper’ (Stone et al 2013)

that outlined the approach taken by the chapter team, and a conference paper presenting the

general challenges for a unified framework of detection and attribution (Hansen et al 2013).

This introduction, Chapter 1, defines the concepts that emerged from my work as a chapter scientist

and provides the context for the further elaboration of those concepts in the following chapters.

Chapter 2 on linking local impacts to changes in climate a guide to attribution summarizes the

problem of detection and attribution of climate change impacts on natural and human systems and

provides a protocol for the main steps of impact detection and attribution analysis based on multiple

lines of evidence. The resulting framework allows an inclusive assessment of observed impacts in the

context of human and managed systems, which is illustrated by its applications on several case

studies, drawing from existing literature. Caveats and challenges of this process are highlighted in

the discussion.

Chapter 3 on the attribution of an extreme event to climate change uses a simple statistical model

of the occurrence of events to elucidate some fundamental issues in single event attribution. It

shows that single event attribution is simply a re casting of the attribution of a change in the overall

rate of events. Confidence intervals are constructed based on a Poisson process model representing

pre and post climate change situations. Results show that confident attribution of a single event

generally requires a very large change in the overall rate.

In Chapter 4, the evolution of the evidence base for observed impacts of climate change on natural

and human systems is documented across the three major systems (physical, biological and human)

and eight world regions by comparing the results of IPCC’s third (TAR), fourth (AR4) and fifth (AR5)

assessment reports. A matrix is developed to categorize the evidence base by quantity, spatial

extent of evidence and number of impacted subcategories. The chapter discusses the influence of

differing assumptions, regional monitoring capacity and data quality, and the magnitude of observed

climate signals for the quality and extent of the available evidence.

Chapter 5 on attributing observed climate change impacts to human influence creates the

previously ‘missing link’ between observed impacts of recent climate change and the cause of these

regional changes in climate. To examine the role of anthropogenic forcing in observed effects of

climate change, the spatial properties of the regional impact statements identified by Cramer et al

(2014) are defined. Based on a new method for systematic climate attribution provided in the

Annex, the confidence in attributing the observed climate trends in the corresponding areas to
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anthropogenic forcing is estimated. The results are analysed individually and compared to the

impact attribution information. The patterns that govern the uncertainty of the assessment on both

the climate and the impact side are subsequently discussed. Finally, both steps are combined in a

multi step assessment, confirming a discernible effect of anthropogenic forcing on natural and

human systems.

Chapter 6 discusses some fundamental issues regarding the global distribution of climate change

impacts and the challenges involved in conveying complex scientific information in a policy context.

It highlights uneven global distribution of knowledge and stresses that the absence of evidence in

some areas should not be interpreted as evidence for the absence of impacts.

Chapter 7 provides a synthesis of Chapters 2 6 and links back to the overall research questions

introduced in Section 1.5. It elaborates on the consequences of the challenges and limitations of

detection and attribution studies for their use in informing climate policy and critically evaluates the

definitions and concepts introduced for impact attribution.
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2 Linking local impacts to changes in climate – a guide to attribution

Abstract

Assessing past impacts of observed climate change on natural, human and managed systems

requires detailed knowledge about the effects of both climatic and other drivers of change, and their

respective interaction. Resulting requirements with regard to system understanding and long term

observational data can be prohibitive for quantitative detection and attribution methods, especially

in the case of human systems and in regions with poor monitoring records. To enable a structured

examination of past impacts in such cases, we follow the logic of quantitative attribution

assessments, however allowing for qualitative methods and different types of evidence. We

demonstrate how multiple lines of evidence can be integrated in support of attribution exercises for

human and managed systems. Results show that careful analysis can allow for attribution

statements without explicit end to end modelling of the whole climate impact system. However care

must be taken not to overstate or generalize the results, and to avoid bias when the analysis is

motivated by and limited to observations considered consistent with climate change impacts.

Publication corresponding to this chapter:

Hansen G, Stone D, Auffhammer M, Huggel C, Cramer W (2015) Linking local impacts to changes in

climate a guide to attribution. Regional Environmental Change doi: 10.1007/s10113 015 0760 y
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2.1 Introduction

Human interference with the climate system has been visible at global scales for some time, and is

increasingly becoming apparent at regional scales (Stott et al 2010; Bindoff et al 2013).

Consequently, the rigorous attribution of changes in local environmental conditions to changes in

climate, and specifically the detection of climate change impacts in human systems and sectors

interlinked with them, is gaining importance and public attention. Recent assessments of historical

responses to climate change have drawn upon large amounts of direct observational evidence,

applying formalized procedures for the detection and attribution of observed impacts (Rosenzweig &

Neofotis 2013; Cramer et al 2014).

While impacts of recent climate change are now documented for all continents and across the

oceans, geographical imbalances and gaps in the documentation of impacts for human and managed

systems remain. Based on scientific knowledge about the sensitivity of many human and managed

systems to weather and climate variability, it is plausible to expect that recent climate change will

have had a role in locally observed changes. However, confident detection of local effects in

historical data remains challenging due to naturally occurring variability in both climate and

potentially impacted systems, and the influence of other important drivers of change, such as land

use, pollution, economic development and autonomous or planned adaptation (Nicholls et al 2009;

Bouwer 2011; Hockey et al 2011). Often, the specification of a numerical model representing the

entire climate impact system may not be feasible. In those cases, the careful examination of the

individual steps of the causal chain linking climate to impacts can still provide insight into the role of

recent climate change for the system in question. The goal of this chapter is to provide guidance for

such an approach to the detection and attribution of impacts of observed changes in climate.

Detection and attribution refer to the identification of responses to one or several drivers in

historical observations, and a range of corresponding methods exists across research disciplines

(Stone et al 2013). In the context of climate change research, detection and attribution

methodologies have been developed mostly in the field of physical climate science, where a

substantial literature presents various model based statistical approaches to the question how

effects of anthropogenic forcing can be identified in historical climate data (see Barnett et al 1999;

Hegerl et al 2007; Bindoff et al 2013).

In contrast, efforts to develop overarching methods for the detection and attribution of observed

impacts to climate change are limited (Stone et al 2009; Hegerl et al 2010; Stone et al 2013). Studies

that explicitly attribute individual observed impacts of climate change to anthropogenic forcing of

the climate system are rare. They usually combine observational data and process or statistical
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models of the impact system with climate model simulations representing the historic,

anthropogenically forced state of the climate system and a hypothetical, natural state (Gillett 2004;

Barnett et al 2008; Christidis et al 2010a; Marzeion et al 2014). In addition, methods have been

developed to evaluate the role of anthropogenic forcing in large scale patterns of multiple local

impacts, mainly in ecology. These include the identification of so called fingerprints of

anthropogenic climate change in large sets of biological data (Parmesan and Yohe 2003; Root et al

2003; Poloczanska et al 2013), joint attribution (Root et al 2005) and joint attribution combined with

spatial pattern congruence testing (Rosenzweig et al 2007; Rosenzweig et al 2008). Generally, these

approaches aim at the identification of a generic impact of anthropogenic climate change which

would emerge from analysing a large number of cases in parallel, given that it is often not possible to

confidently attribute changes in individual local records to anthropogenic forcing for technical

reasons (Rosenzweig and Neofotis 2013; Parmesan et al 2013).

The vast majority of impact studies are concerned with the identification of effects of regional

changes in one or several climate variables in the context of multiple interacting drivers of change

(Cramer et al 2014). Methods for detecting and explaining change are a key part of many disciplines

studying natural, human and managed systems, and can be applied in the context of attribution to

climate change. For example, reliable process based models have been developed and applied in

climate attribution analysis for some species and crops (Battisti et al 2005; Brisson et al 2010;

Gregory and Marshall 2012). Statistical models are increasingly being used to assess large scale

effects of recent climate change (e.g. Lobell et al 2011b; Cheung et al 2013). However, explicit

numerical modelling of the climate impact system is not always feasible (see also Section 2.2).

Instead, conclusions about cause and effect are often inferred from a combination of multiple lines

of evidence, such as process understanding, local knowledge, field and model experiments,

observations from similar systems in other locations or statistical analysis of observational data (see

Section 2.3).

Below, we will focus on impact detection and attribution in a multi step analysis, based on a

structured examination of multiple lines of evidence. In doing so, we follow the approach proposed

by Stone et al (2013) and applied in Cramer et al (Cramer et al 2014) and elsewhere in the WGII

contribution to the Fifth Assessment Report (IPCC 2014a; IPCC 2014c). This approach is inspired by

the framework laid out by the IPCC good practice guidelines for detection and attribution related to

anthropogenic climate change (Hegerl et al 2010), but introduces the important modification that

impact detection “addresses the question of whether a system is changing beyond a specified

baseline that characterizes its behaviour in the absence of climate change” (IPCC 2014b).
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Detection of change in the climate system is concerned with the identification of a signal or trend

beyond the short term variability caused by internal processes. However, the underlying assumption

of a stable natural baseline state, with stochastic like variability superimposed may not be valid or

practical in the case of some impact systems, particularly those involving humans. Many impact

systems are undergoing constant change due to internal dynamics as well as external drivers which

often interact and change over time. The observation of a trend in the overall behaviour of such a

system, or a lack thereof, may not, on its own, be informative for assessing whether a response to

climate change or any other driver has been detected (see also Section 2.2). The main concern of

impact detection is to identify the effect of climate change against that of other drivers of change.

Therefore, the detection of a climate change impact must involve the explicit testing for confounding

factors. In that sense, impact detection cannot be entirely separated from attribution (see Stone et

al 2013).

In this chapter we discuss the major steps involved in a complete evaluation of the causal chain from

recent changes in climate to locally observed impacts. Following this introduction, we outline the

required steps for a comprehensive impact detection and attribution analysis in Section 2.2. We

focus on distinguishing the effects of climate change from those of non climate drivers, rather than

evaluating the anthropogenic contribution to the observed change in climate. In Section 2.3, we

apply the resulting procedure in an analysis of several examples from human and managed systems,

based on available literature. Those cases illustrate some of the major challenges involved, including

the treatment of systems undergoing change from multiple drivers, and the integration of different

types of evidence. We further discuss those challenges, and the limits and values of the detection

and attribution of climate change impacts in Section 2.4, and provide brief conclusions in Section

2.5.

2.2 The five steps of an impact detection and attribution analysis

The logic of quantitative detection and attribution analysis if not the methods can also be applied

to qualitative studies and those that combine various sources of evidence. That logical flow follows

from a classical hypothesis test. Briefly, to test whether climate change has had an effect on a

system, a suitable regression or other model reflecting the knowledge of the system is specified. This

model includes a possible effect due to climate change as well as other potentially influential factors.

The statistical test is then based on comparing the goodness of fit of the model with climate change

to that of the model without climate change. In both cases, the model is fitted by optimizing a

measure of the goodness of fit. If the correctly specified model that includes the effect of a changing

climate provides a significantly superior fit than the model that does not, we conclude that the data
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are not consistent with the null hypothesis that climate change has not had an effect: in other

words, we have detected a climate change impact. If we are also interested in the magnitude of the

contributions of the various drivers, the fitted model provides a way of assessing these (e.g. based

on the regression parameters).

The focus on impacts of recent climate change mostly restricts attention to cases in which the design

involves a trend in climate (which may, in turn, be consistent with the effect of anthropogenic

forcing). The identification of a trend over time in relevant climate variables is therefore part of the

analysis. It is important to note that in order to avoid bias, the hypothesis taken as the starting point

should not be formulated from the same data used to test it. Rather, it may be drawn from theory,

e.g. model predictions, or independent data, such as observations in a similar system in a different

location. It can also be helpful to differentiate between known external drivers of a system, which

are explicitly accounted for in the specification of the baseline behaviour, and confounding factors

such as measurement errors, data bias, model uncertainty and influences from other potential

drivers that are not explicitly considered in the study set up (Hegerl et al 2010).

Below, we outline the major steps involved in a comprehensive detection and attribution analysis in

the context of climate change impacts (see Figure 2.1).

1) Hypothesis formulation: Identification of a potential climate change impact;

2) Observation of a climate trend in the relevant spatial and temporal domain;

3) Identification of the baseline behaviour of the climate sensitive system in the absence of

climate change;

4) Demonstration that the observed change is consistent with the expected response to the

climate trend and inconsistent with all plausible responses to non climate drivers alone

(impact detection);

5) Assessment of the magnitude of the climate change contribution to overall change, relative

to contributions from other drivers (attribution).
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Figure 2.1: Schematic of the five steps of detection and attribution of observed climate change impacts.
Note that in practice the specification of the baseline behaviour and the detection and attribution steps may
be performed in parallel, given they all require explicit examination of all drivers of change in the system.

2.2.1 Hypothesis

A common source of hypothesis is a prediction of an effect of expected anthropogenic climate

change based on system understanding. For example, if an impact of future anthropogenic climate

change has been predicted in an earlier analysis, one could test whether that effect is now

detectable in accumulated observations. Another source might be the detection of impacts in similar

systems in other locations, or observations from the recent past, or from paleo records. Naturally,

studies will also be motivated by observations of change in the climate sensitive system; while it is

unrealistic to ignore that motivation, efforts need to then be made to minimise the effect of the

resulting selection bias or to evaluate its importance (Menzel et al 2006). A central part of this first

step is the identification of metrics that characterise the expected response of the system to climate

change.
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2.2.2 Climate trend

In order to detect an impact of observed climate change on a system, the climate must actually have

changed and also have been observed to have changed for the relevant location and period. This

condition distinguishes an impact study from a pure sensitivity analysis. Climate change is defined by

the Intergovernmental Panel on Climate Change (IPCC) as “a change in the state of the climate that

can be identified (e.g. by using statistical tests) by changes in the mean and/or the variability of its

properties, and that persists for an extended period, typically decades or longer” (IPCC 2014b). In

that sense, we consider a change in climate any long term (e.g. 20 years and more) trend in a

climate variable that is substantial in relation to short timescale variability, regardless of the cause of

that trend.

A local climate trend is not necessarily caused by anthropogenic climate change. While it is plausible

to assume that a local temperature trend that is consistent with the temperature trend in the larger

area, which in turn has been attributed to global climate change, may also be caused by

anthropogenic forcing, this must not be taken as proven. In general, individual and local climate

records show higher variability than aggregated or global measures (Bindoff et al 2013). Local

climate is influenced by topography and turbulence, but also by other local factors such as water

management or land use change. As a result, local trends may run contrary to or enhance the global

warming signal, or may not emerge at all. Changes in atmospheric circulation patterns, or multi

decadal natural variability could also generate local trends that differ from global ones. The question

of how one might determine whether an observed trend is anthropogenically forced is beyond the

scope of this chapter, but has been considered elsewhere (Stott et al 2010).

Systems may be sensitive to aspects of the climate other than the average, such as temperature

exceeding 30°C during a certain period in plant development (e.g. Lobell et al 2011a). The chosen

metric needs to reflect this aspect of the expected climate change.

2.2.3 Baseline

For some situations, the identification of a deviation from baseline behaviour is relatively

straightforward: the metric shows a trend consistent in direction and magnitude with what one

would expect under climate change, and that trend is also inconsistent with what could be plausibly

expected as the effect of one or a combination of other known drivers in a stationary climate, either

because those drivers are of insufficient magnitude or they mutually cancel. However, in most

human and managed systems, we expect the observed overall response to be consistent with the

combined effect of climate change and other drivers, but not with that of climate change alone. The
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failure to account for all drivers in the baseline may lead to erroneous conclusions about the

influence of climate change on a system, as illustrated in Figure 2.2.

a. False negative: Potential type I error b. False positive: Potential type II error

Figure 2.2: Stylized examples of the time series of some measure representing a climate sensitive system
which is responding in time to multiple drivers, one of them climate change (the corresponding time series
of the climate variable for both cases is shown in Panel C, inserted in Panel A). The black line depicts the
overall behaviour of the system, while the dark area represents the combined effect of non climate drivers
under stationary climatic conditions, and the light area represents the additional effect due to recent
climate change. In Panel A, the baseline condition (dark area) shows a clear change midway through the
record (e.g. due to a policy measure) but this is compensated by the influence of climate change. However,
the resulting overall measure does not show a deviation from its historical pre climate change trend, thus
masking the existing climate change effect (potential type I error). In Panel B, the observed behaviour shows
a change that is consistent in direction with a predicted climate change impact; however, the majority of
that change happens due to a change in the baseline arising from other factors. This situation could lead to
erroneous detection (potential type II error) or an overstatement of the climate effect.

So, in order to evaluate whether a climate change effect has been observed, the baseline behaviour

of the system in the absence of climate change has to be specified (Stone et al 2013). For some

systems, that behaviour may be non stationary even in the absence of all external drivers.

As a world without climate change cannot be observed directly, the baseline must be constructed

using statistical techniques, observations of analogous systems and/or system understanding

expressed in the form of numerical or conceptual models. Specifying a reliable model is often

hampered by lack of data, incomplete knowledge on processes and mechanisms involved in systems

undergoing change from multiple stressors, limited understanding of causality within complex

networks of social systems and how climate drivers and their perception influence those. In addition,

research in qualitative social sciences focusses on descriptive, non numerical understanding of how

systems behave and interact and is often site or case specific. For a comprehensive assessment of

impacts on humans systems, expectations of baseline behaviour may have to be developed and

adopted based on qualitative methods.
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2.2.4 Impact detection

For natural, human and managed systems, impact detection addresses the question whether a

system is changing beyond a specified baseline that characterizes behaviour in the absence of

climate change (IPCC 2014b). In other words, impact detection requires the demonstration that an

observed long term change in a system cannot be fully accounted for by non climate drivers. So, in

order to detect an impact, it is not sufficient for climate change to be a plausible explanation, but it

must also be shown that there is no (equally valid) alternative mechanism for the observed change

(see also Figure 2.2).

In well observed systems, a common way to investigate the effect of a driver on an outcome in the

presence of other drivers is multiple regression analysis. To detect a climate change impact, the null

hypothesis that climate change has not affected the outcome has to be tested, controlling for the

impact of other drivers and confounding factors, including autonomous and planned adaptation. If

the null hypothesis is rejected using a correctly specified model, a climate change impact has been

detected. Following this statistical approach, a detection statement is always binary: an impact has

(or has not) been detected at a chosen level of significance.

However, in many systems of interest, quantitative models representing causal relationships will be

either impossible to construct or incompatible with the type of data available. In these situations not

amenable to statistical testing, a detailed discussion of the role of other drivers and potential

confounding factors such as measurement errors or data bias may provide a thorough evaluation of

the various hypotheses. Though not directly comparable to the results of a rigorous analysis of long

term data, a clear and comprehensive qualitative analysis represents a valid form of evidence that

should not be dismissed.

2.2.5 Attribution

Attribution needs to examine all drivers of change that influence the system, and evaluate their

relative contribution to the detected change. Impact detection implies that climate change has had

at least a minor role in the observed outcome. Assessing the magnitude of the contribution of

climate change to an impact is a separate, but equally important matter in a detection and

attribution exercise. An attribution statement needs a qualifier describing the relative importance of

climate change to an observed impact. This involves either simply an ordinal statement (e.g. climate

is the main influence responsible for a change) or a cardinal statement, which of course requires

estimation of the exact relative magnitude of the contribution of climate change in relation to other

drivers (see also Stone et al 2013). The descriptor relates to the size of the response to the climate

driver relative to that to other drivers of change in the system, regardless of the direction of that
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change. While it may be relevant in other ways, the absolute size of the impact is not vital to the

attribution statement.

A key challenge for all attribution exercises consists of accounting for non additive effects of

multiple drivers interacting on several temporal and spatial scales (see Parmesan et al 2013; Oliver

and Morecroft 2014). While of particular concern for human and managed systems, such effects

have also been shown in analyses of large datasets of biological changes (Darling and Cote 2008;

Crain et al 2008).

2.3 Impact attribution assessments – examples from human and managed systems

In this section we provide examples which illustrate the challenges of thorough assessments of

climate change impacts. The examples were chosen to cover a range of different conditions in terms

of quality and type of evidence, and clarity of climate trends and observations. In line with the focus

of this chapter, we selected examples from human and managed systems, and from world regions

that are currently underrepresented in the literature. The assessments are based on available

literature at the time of writing, and provide a summary of the more complex considerations

detailed in the underlying literature. As detection is a necessary condition for attribution, the

attribution step is omitted in cases where a climate impact has not been detected.

2.3.1 Fisheries productivity on Lake Victoria

2.3.1.1 Hypothesis

The inland fisheries of the Great Lakes are an important food source for the human population of

Eastern and Southern Africa, with Lake Victoria having the largest freshwater lake fishery in the

world. An expected outcome of anthropogenic climate change is warming of the Great Lakes, with

faster warming at the surface increasing stratification (Lehman et al 1998; Verburg and Hecky 2009).

Along with direct effects of the warming, the increased stratification is expected to limit nutrient

recycling, consequently leading to increased abundance of algae and hypoxic conditions detrimental

for the large fish which support the regional fishery industry (Lehman et al 1998). Hence, the fishery

catch per unit effort would be expected to have decreased on Lake Victoria.

2.3.1.2 Climate trends

Atmospheric warming has occurred in the Great Lakes region (Verburg and Hecky 2009; Ndebele

Murisa et al 2011), and lake surface waters appear to have warmed, too (Sitoki et al 2010; Loiselle et

al 2014). Analyses of sediment cores suggest that the surface waters of other large Great Lakes have

warmed to temperatures unprecedented in at least the last 500 years (Tierney et al 2010; Powers et
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al 2011). A strengthening of the thermocline (and hence increase in stratification) has been observed

before 2000, but appears to have weakened since, possibly due to variability in local wind regimes

(Stager et al 2009, Sitoki et al 2010).

2.3.1.3 Baseline

The Great Lakes region has experienced a number of major environmental changes over the past

few decades. The Nile Perch, a large predatory fish, and the Nile Tilapia were introduced in 1954

1964, and now comprise the bulk of the catch on Lake Victoria (Hecky et al 2010). A fundamental

and rapid change in the fish community occurred in the early 1980s, and fishing effort has increased

in recent decades (Kolding et al 2008). The invasive spread of the water hyacinth had disrupted lake

access and transport on Lake Victoria in the 1990s until the more recent introduction of the weevil

(Hecky et al 2010).

Much of the land surrounding Lake Victoria has been converted to agriculture, leading to increased

run off of nutrients (Stager et al 2009; Hecky et al 2010). Like warming, this would be expected to

contribute to increased eutrophication, increased thermal stratification (by increasing algal

abundance), and a shift in species composition and decreased species diversity.

2.3.1.4 Impact detection

The dramatic rise in both absolute fish catch and catch per unit effort observed on Lake Victoria

during the 1980s coincided with the large scale establishment of the introduced Nile perch. Altered

predation dynamics due to a change in the light regime caused by the increased abundance of algae

facilitated the success of the Nile perch (Kolding et al 2008; Hecky et al 2010). Another marked rise

in catch of a native species in the 2000s is temporally linked to improved lake access after the

establishment of efficient control of the water hyacinth (Hecky et al 2010). That rise is not reflected

in other species and the relation to catch per unit effort is not documented; the Nile perch catch has

been stable since the 1980s despite increased effort.

These catch changes are linked to other changes in the ecology of the lake which indicate the

possible ultimate causes. Increases in primary productivity and algal abundance were documented in

the decades before 2000, though both may have decreased since (Stager et al 2009; Hecky et al

2010; Sitoki et al 2010; Loiselle et al 2014). Increases are consistent with warming, increased

nutrient supply from agricultural development and decreased abundance of planktivorous fish

species caused by the introduced predators (Hecky et al 2010); the possible recent decrease in algal

biomass could be indicative of a decreased catch per unit effort, as decreases in abundance of large

predators allows populations of smaller fish species to recover. While the expected effects of species
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introductions can be distinguished from the expected response to warming, the responses to

increased agricultural run off and increasing fishing effort are harder to differentiate. Thus, while

current evidence may suggest a response to warming beyond the responses to other drivers,

considerable uncertainties remain.

2.3.1.5 Attribution

While anthropogenic climate change may become the dominant driver of the biology and

productivity of the Great Lakes in future decades, current evidence is unable to distinguish whether

the influence of warming has already been comparable to or much smaller than that of other drivers

of environmental change in the region.

2.3.2 Crop production in Southeast South America

2.3.2.1 Hypothesis

In Southeast South America, significant increases in summer crop productivity and the expansion of

agricultural areas have been observed over the last decades. Given that agricultural activity in the

region is often constrained by the amount of rainfall, wetter conditions are expected to have

contributed to these trends.

2.3.2.2 Climate trends

Southeast South America refers to the South American area south of 20°S and east of the Andes,

excluding Patagonia, and includes the important agricultural production centre of the Argentinean

Pampas, South Eastern Brazil, Paraguay and Uruguay. Past precipitation and temperature trends are

well documented over the area (Giorgi 2002; Barros 2010; Magrin et al 2014). The region has

warmed by roughly 1°C since the mid 1970s and the frequency of warm nights has increased. Over

the same period, there has been a reduction in the number of overall dry days (Rivera et al 2013)

and dry months in the warm season (Vargas et al 2010) and increases in precipitation, leading to a

westward shift of the 600 and 800 mm isohyetal lines (Barros 2010; Doyle et al 2011).

2.3.2.3 Baseline

Across the region, socioeconomic factors such as policy incentives, market conditions, population

growth and agronomic developments have positively affected cultivated area and agricultural

productivity. The introduction of short cycle soy varieties, no till cropping systems and a general

intensification of agriculture following macro economic development contributed to the expansion
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of agricultural activities into formerly marginal land (Baldi and Paruelo 2008; Asseng et al 2012;

Hoyos et al 2013).

2.3.2.4 Impact detection

Agricultural activity in the region is predominantly rain fed. The wetter and partly warmer conditions

observed since the 1970s are consistent with varying but substantial increases in yields observed in

particular in those areas of Argentina, Uruguay and Southern Brazil where precipitation was the

limiting factor in the first half of the century (Magrin et al 2005; Magrin et al 2007). In the semi arid

and sub humid areas at the western and northern fringe of the Argentinean Pampas, increases in

precipitation enabled a shift of the ‘agricultural frontier’ of about 100 km to the west into formerly

semi arid land (Barros, 2010).

In order to examine the role of different drivers in the expansion of agricultural land, Zak et al (2008)

and Hoyos et al (2013) study the conversion of Chaco forest into crop and rangelands in an area at

the Northern fringes of the Argentinean Pampas. They show that conversion rates in the Western

part of their study region, which did not experience increases in precipitation, are considerably

lower than those in the Eastern part, where they document upward trends in precipitation. As both

regions exhibit otherwise very similar conditions, they conclude that climate change is an important

enabling factor of the observed agricultural expansion, synergistic with technological changes and

socioeconomic drivers. The case is less clear for the La Plata basin, where no such natural

comparative area has been identified and studied, and the pattern of land types converted does not

allow for a clear distinction of the role of the climate trends (Baldi and Paruelo 2008) as opposed to

other factors.

Magrin et al (2005) use crop models to study the relative effects of observed changes in

temperature and precipitation on yields in the Argentinean Pampas. They examine observed yields

of four main crops (sunflower, wheat, maize and soy) in nine representative zones across the region.

They conclude that climate change had non negligible, favourable effects beyond that of

technological changes. In a similar exercise for six zones that extended to locations in Uruguay and

Brazil, Magrin et al (2007) found substantial positive climate change effects on yields in particular for

summer crops. Effects were strongest in the originally drier regions.

2.3.2.5 Attribution

Recognizing what Zak et al (2008), call “synergistic consequences of climatic, socioeconomic, and

technological factors”, climate change is estimated to be a major driver of the observed increases in
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summer crop yields and of the expansion of agricultural land into the formerly semi arid regions of

South Eastern South America, while the magnitude of its role for other areas and crops is less clear.

2.3.3 Agroforestry systems in the Sahel

2.3.3.1 Hypothesis

Drought and heat induced tree mortality is increasingly reported from many locations worldwide

(Allen et al 2010). The pronounced drought over the Western Sahel for much of the second half of

the 20th century would be expected to result in negative impacts on agroforestry systems.

2.3.3.2 Climate trends

Rainfall decreased markedly over the western Sahel in the few decades after 1950, resulting in

extremely dry conditions during the 1970s and 1980s. There has been some recovery of the rains

since 1990, but totals remain well below the mid 20th century values (Greene et al 2009; Lebel and

Ali 2009; Biasutti 2013). Like many regions of the world, the western Sahel has also warmed on the

order of 1°C during that time (Niang et al 2014), promoting drought conditions.

2.3.3.3 Baseline

With a growing population, there has been a large increase in agricultural area in the western Sahel

at the expense of wooded vegetation (Brink and Eva 2009; Ruelland et al 2011). The growing

population may also be harvesting a larger amount of firewood. The basic structure of the

agroforestry system and its management by local farmers have been reported to be fairly stable

over the period covered here (Maranz 2009).

2.3.3.4 Impact detection

Over the past half century there has been a decrease in tree density in the western Sahel noted

through field survey as well as aerial and satellite imagery (Vincke et al 2010; Ruelland et al 2011;

Gonzalez et al 2012) and by local populations (Wezel and Lykke 2006). Because of their sensitivity to

moisture deficits, trees would be expected to become less densely spaced during long term soil

moisture drought. Tree mortality has been more pronounced for introduced or managed fruit

bearing trees, which may be less adapted than the native vegetation to decadal scale drought

conditions, which appear typical of the western Sahel (Wezel and Lykke 2006; Maranz 2009).

The patterns of tree cover changes remain correlated with the combined effects of the warming and

drying trends after accounting for the effects of other factors (Gonzalez et al 2012). Moreover, the

enhanced mortality among introduced species in relation to indigenous species is more consistent
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with the effect of climate change than with that of the other drivers listed above (Wezel and Lykke

2006; Maranz 2009).

2.3.3.5 Attribution

The harvesting of firewood does not appear to have played a substantial role in the decrease in tree

density (Gonzalez et al 2012). The shift from wooded to agricultural areas is substantial (Brink and

Eva 2009; Ruelland et al 2011), and the decreases in tree density are correlated with proximity to

human presence (Vincke et al 2010). However, both the warming and decreased rainfall trends

appear to have played at least as large a role in the overall decrease in tree density (Gonzalez et al

2012), though this has not been examined specifically for fruit bearing trees.

2.3.4 Wildfire in Australia

2.3.4.1 Hypothesis

Many high impact fires occurred over the last decade, amongst them the 2009 ‘Black Saturday’

bushfires, which were reported as one of the worst natural disasters in the history of Australia with

173 lives lost and around 2300 homes plus other structures destroyed (Crompton et al 2010).

Bushfires occur naturally in Australia, and many of the influencing parameters are directly

(temperature, precipitation and windiness) or indirectly (available fuel, land use and cover, fire

history) susceptible to climate change (Williams et al 2009), with fire risk expected to increase under

climate change (Reisinger et al 2014). Hence a possible increase in fire hazard due to recent climate

change may have translated into increased damages from wildfire.

2.3.4.2 Climate trends

Increases in aggregate climate indices such as average temperature, maximum temperatures and

the length of hot spells have been detected on continental scale, albeit with strong seasonal and

regional variations (Alexander and Arblaster 2009; Trewin and Vermont 2010). Composite indices

such as the McArthur Forest Fire Danger Index (FFDI) have been developed to capture the combined

influence of relevant meteorological variables such as temperature, relative humidity, wind speed

and direction and antecedent precipitation for the assessment of fire risk. A trend in the FFDI toward

increasing danger has been observed since 1970 over large parts of Australia, especially in the South

and South East, with a clear signature of annual and decadal climate modes such as the El Niño

Southern Oscillation and the positive phase of the Indian Ocean Dipole (Mills et al 2008; Clarke et al

2013).
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2.3.4.3 Baseline

Damages from wildfire have increased over the course of the century, consistent with the observed

climate trends, but also with the effects of an increased number of exposed assets (such as

settlements built in or close to fire prone bush land) and increases in population. Better fire

management and improved forecasting may counteract these trends, however their influence has

not been quantified (Crompton et al 2011; Nicholls 2011).

2.3.4.4 Impact detection

No detectable trend has been found in building damages or losses of life normalized against trends

in population and number of dwellings over the last century or decades (Crompton and McAneney

2008; McAneney et al 2009; Crompton et al 2010). The normalization process does not account for

all factors that influence vulnerability, for instance precautionary measures of individual home

owners or collective measures of changing spatial planning in order to reduce risk. Several of these

factors have been explored in the literature, often with a focus on specific regions or events.

Examples include the role of the ‘prepare, leave early or stay and defend’ policy in New South Wales,

or the reduction of community vulnerability through improved risk management (Haynes et al 2010;

O’Neill and Handmer 2012; Whittaker et al 2013). Damage from extreme fires is mainly controlled by

exposure, as structures built in close proximity to or within bush land are virtually impossible to

defend during extreme fire conditions (Chen and McAneney 2004). In the Greater Melbourne area,

encroachment of suburban dwellings into bush land has led to an increase in the number of exposed

dwellings (Butt and Buxton 2009; Buxton et al 2011).

Crompton et al (2011), in a reply to Nicholls (2011), discuss and dismiss several factors (including

improved fire management, forecasting and individual home owners’ defence measures) that could

be masking a trend consistent with a climate signal in the overall loss statistics. They conclude that

an influence of anthropogenic climate change “is not ruled out by our analysis, but, if it does exist, it

is clearly dwarfed by the magnitude of the societal change and the large year to year variation in

impacts”. In summary, an impact of climate change on observed damages from bushfires in Australia

has not been detected.

2.3.5 Urban coastal erosion and flooding in West Africa

2.3.5.1 Hypothesis

Anthropogenic warming of the climate system is expected to cause widespread rises in sea level.

West Africa has a number of low lying urban areas particularly exposed to sea level rise, with
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increases in coastal erosion and flooding expected (Dossou and Glehouenou Dossou 2007; Douglas

et al 2008; Adelekan 2010).

2.3.5.2 Climate trends

There has been a lack of sustained tide gauge monitoring in West Africa over the past few decades

(Church and White 2011; Fashae and Onafeso 2011). While satellite monitoring suggests rising total

sea levels in the Gulf of Guinea, actual relative sea level changes at specific locations along the coast

will depend on additional factors, such as human induced subsidence, or natural variations in ocean

currents (Stammer et al 2013).

2.3.5.3 Baseline

The construction of ports has diverted coastal sediment transport around Cotonou, Benin, while

marine sand quarries have already reduced the supply of sand to the city (Dossou and Glehouenou

Dossou 2007). Other plausible drivers of increased erosion have also been posited, these include

subsidence due to oil exploration for Lagos, Nigeria and sediment trapping in reservoirs for most of

the West African Coast (Ericson et al 2006; Douglas et al 2008).

2.3.5.4 Impact detection

Based on photographic evidence and comparison with satellite imagery, coastlines in some urban

areas in the Gulf of Guinea seem to have been retreating over the past few decades (Dossou and

Glehouenou Dossou 2007; Fashae and Onafeso 2011). Ericson et al (2006) found that sediment

trapping is the dominant cause of contemporary effective sea level rise for the Niger delta, with

contributions from land subsidence due to oil exploration. Also, the construction of reservoirs on the

Volta has led to a sharp decrease in sediments moving across the West African coast, passing cities

such as Cotonou and Lagos. Given the lack of long term monitoring of local sea level and coastal

erosion, as well as the various possible drivers of coastal erosion, it is currently not possible to

examine whether an anthropogenic climate change signal has been detected.

2.4 Discussion

This chapter was motivated by an apparent inconsistency between the accepted view that climate

change is already impacting a number of vulnerable human and managed systems and the relative

lack of documented evidence of observed impacts of climate change for those vulnerable systems. A

large body of literature exists concerning the sensitivity of such systems to climate and to future

climate change, but there is comparatively little documentation of observed impacts of climate

change (Cramer et al 2014).
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A major factor explaining this gap consists in the lack of calibrated long term monitoring across

sensitive systems and regions, which would provide the observational basis that underpins detection

and attribution analysis. Under the United Nations Framework Convention on Climate Change

(UNFCCC), nations are obligated to monitor their respective contributions to anthropogenic forcing

through standardized national greenhouse gas inventories, but no such inventory scheme or

standard exists for impacts of climate change.

Detection and attribution studies are virtually impossible for impacts in some regions due to the

absence of an observational basis. For example, to determine how sea level rise might be affecting

urban coastal areas in West Africa (see 2.3.5) the current ambiguity over whether relative sea level

has actually risen along the urban coastlines is a hindrance. Innovate methods exist to fill in such

gaps, for instance through analysis of archival footage or consulting local and indigenous knowledge,

and can provide valuable tools in some cases (Rosenzweig and Neofotis 2013).

The five examples discussed in Section 2.3 draw on disparate studies across disciplines for a

comprehensive analysis of the role of observed climate change in the changes that various systems

have experienced during recent decades. However, they also illustrate some of the challenges

involved in the detection and attribution of impacts of climate change. For example, the ecosystem

of Lake Victoria faced the introduction of large predatory species, and subsequently a regime shift

occurred. Predicting the ecosystem response to such major unprecedented change would be

challenging even if the underlying ecosystem dynamics were well understood. While it is plausible to

assume that increased precipitation will have contributed to increases in agricultural productivity in

Southeast South America, it is very difficult to disentangle the influence of the climate trend from

that of technological development and socioeconomic conditions for parts of the region. Similarly,

complex factors related to exposure preclude the detection of a climate related signal in damages

from bushfire in Australia. In the case of West Africa, the monitoring of all drivers contributing to

coastal erosion and flooding, as well as the documentation of the actual changes remains

insufficient.

In some cases though, the examples also point to ways forward. Local knowledge has been valuable

in assessing the role of rainfall decreases in the thinning of western Sahelian forests, similar to what

has long been documented for Inuit observations of change in the Arctic (e.g. Nichols et al 2004;

Krupnik and Ray 2007; Weatherhead et al 2010). Sediment cores provide proxy evidence that the

current warming of the African Great Lakes is, essentially, unprecedented. Examination of historical

aerial and satellite photography provided important insights about the baseline in several of the case

studies. The roles of some potential drivers for Australian bushfire damage were elucidated by

comparative analyses across fire events, regions and other dimensions.
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Several examples point to the synergistic effects of changes in climate and other drivers, for instance

the enabling role of the precipitation increases for extension of agricultural activity (2.3.2), or the

role of warming and weakening winds in triggering the ecosystem shift in Lake Victoria (2.3.1). To

adequately capture the role of climate change in the light of other factors that may act as additional

stressors, provide resilience or create synergistic effects different from the effect of any individual

driver remains a central challenge for impact attribution.

A fundamental issue we have only touched upon briefly concerns the end point of attribution

studies. For large parts of the community studying climate change and its impacts, as well as many

stakeholders, ‘attribution’ is used as a synonym for ‘attribution to anthropogenic forcing’. As one of

the key motivations for detection and attribution research is to inform the UNFCCC, this end point

has often been considered the main goal (Zwiers and Hegerl 2008). This is important in the context

of potential litigation for adverse impacts of climate change (Grossman 2003), and may become

relevant for the recently established “Warsaw International Mechanism for Loss and Damage” under

the UNFCCC (James et al 2014). To assess the relative role of anthropogenic versus natural forcing in

observations provides a means to estimate whether recent and current impacts might be expected

to persist, and to calibrate predictions of future impacts made with other methods. However, as we

have shown, it is often very difficult to detect climate change effects in observed records, and to

disentangle the impacts of climate change from those of other drivers of change. Clearly, attribution

of observed impacts to anthropogenic climate change adds another layer of complexity to an already

challenging exercise.

Impact attribution research improves the understanding of vulnerabilities to long term climatic

trends, including interactions and non additive effects of multiple drivers, for which identification of

the underlying driver of the observed climate change may not be relevant (Parmesan et al 2011;

Parmesan et al 2013). Impact detection and attribution provides important insights from ‘real world’

conditions as compared to experimental conditions or idealized models. Such knowledge is essential

to identify the most adequate adaptation strategies and resilient pathways. Given the increasing rate

of climate change and possible threshold behaviour in impacted systems, as well as ongoing

adaptation and general development, caution must be applied when inferring conclusions about

future climate change impacts from observations.

It is also essential to be clear about the difference between the estimation of sensitivity to weather,

and the observation of an impact of climate change. This applies especially with regard to the

perception of manifestations of climate variability, such as severe drought or storms. For many

human and managed systems, impacts of extreme weather or climate shocks are the rare occasion

where a clear climate related signal can be detected. However, while the impact of a particular
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extreme can be an important indicator of sensitivity to climate, it does not by itself constitute a

climate change impact (Allen et al 2007; Stott et al 2013; Hulme 2014).

2.5 Conclusions

Detection and attribution of climate change impacts provides the most complete and consistent

analysis possible of the cause effect chain, combining all possible sources of information in a

coherent evaluation. While setting a high bar, the distinction between impacts that have been

observed in data and linked to climate change with confidence and those that are predicted to occur

but cannot be detected and attributed by science (as yet) has proven useful. However, caution must

be applied both ways when interpreting results. The lack of documented impacts attributable to

climate change should not be misread as evidence for the absence of such impacts. On the other

hand, it is true that for many historic impacts on human systems, non climate related drivers are

equally or more important than recent climate change and must be accounted for.

There may be cases where data are insufficient to detect an impact, while given climate trends and

known sensitivity strongly suggests that climate change will have affected the system. While we

support the use of different types of evidence, and the application of interdisciplinary methods to

establish causality, the fact remains that observational evidence demonstrating a long term effect is

needed for impact attribution. Or to put it another way – you cannot attribute something you have

not detected.

Detection and attribution analysis can be a powerful tool in understanding how and why our world is

changing, albeit its cost is the need to possess the necessary observations and understanding, which

remains poor in many areas. To identify those gaps, to determine whether they can be filled, and if

so to prioritize research to address them, will lead to a more comprehensive and inclusive

understanding of the impacts of climate change.
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3 On the attribution of a single event to climate change2

Abstract

There is growing interest in assessing the role of climate change in observed extreme weather events.

Recent work in this area has focussed on estimating a measure called attributable risk. A statistical

formulation of this problem is described and used to construct a confidence interval for attributable

risk. The resulting confidence is shown to be surprisingly wide even in the case where the event of

interest is unprecedented in the historical record.

Publication corresponding to this chapter:

Hansen G, Auffhammer M, Solow AR (2014) On the Attribution of a Single Event to Climate Change.

Journal of Climate 27:8297–8301.

2 In this chapter, the term ‘climate change’ is used in the diction of the Framework Convention on Climate
Change (UNFCCC) and refers to ‘a change of climate which is attributed directly or indirectly to human activity
that alters the composition of the global atmosphere and which is in addition to natural climate variability
observed over comparable time periods’.
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3.1 Introduction

Climate change is predicted to increase the frequency of extreme weather events like intense

hurricanes (Webster et al 2005) and heat waves (Meehl and Tebaldi 2004). It is natural, therefore,

to ask when an event such as the European heat wave in 2003 or Hurricane Sandy in 2012 occurs if it

can be attributed to climate change. This attribution question has gained some prominence with

efforts to assess liability for weather related damages due to climate change (Allen 2003). Recent

work on single event attribution has focussed either implicitly or explicitly on a quantity known as

attributable risk (Stott et al 2004; Rahmstorf and Coumou 2011; Bindoff et al 2013). The purpose of

this chapter is to present a statistical formulation for attributable risk and to discuss its estimation

with a particular emphasis on the construction of a confidence interval.

3.2 A statistical formulation

A natural statistical formulation of single event attribution is in terms of a stochastic point process

(Cox and Isham 1980). A stochastic point process is the classical model of a series of events occurring

in some way randomly through time. Such models have been used to describe a variety of extreme

weather events including heat waves (e.g. Furrer et al 2010) and hurricanes (e.g. Jagger and Elsner

2006). We note that the definition of the events of interest can include features such as intensity,

location and seasonality – for example, wintertime exceedances of a temperature threshold or

Category 5 hurricanes above a certain latitude.

A point process is partially characterized by a rate function that gives the instantaneous frequency of

events. When this rate function is constant, the point process is said to be stationary. For a

stationary point process with constant rate , the expected number of events in a period of length T

is T. For simplicity, we will focus here on the case where climate change causes a shift from one

stationary point process to another stationary point process. As discussed below, however, the

results presented in this chapter also apply to the non stationary case.

Single event attribution asks: Given that an event has occurred after the climate has changed, was it

or was it not caused by climate change? This question implies that, once climate has changed, the

point process of events represents the superposition of a point process of events that would have

occurred in the absence of climate change and a point process of events that would not have

occurred in the absence of climate change and are, therefore, attributable to climate change.

Moreover, these point processes must be independent – otherwise, the former would inherit a

climate change effect through the latter.
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Suppose that the rate before climate change is . Following climate change, this rate increases to

with 1. It is straightforward to show that, conditional on an event occurring after the climate

has changed, the probability p that it was caused by climate change is:

p = 1 – 1/ (1)

It is this probability that most recent papers on single event attribution seek to assess. Borrowing

from epidemiology, the probability in (1) is referred to as the risk attributable to climate change or

simply the attributable risk (Walter 1976). The definition of attributable risk only makes sense if

1 – that is, if climate change increases the rate of events. In cases where climate change

decreases this rate, the quantity 1 is the risk attributable to the absence of climate change for an

event that occurred prior to climate change.

For convenience, we refer to a comparison of event rates before and after climate change. In

practice, it is common to compare the rate in an earlier period to the rate in a later period without

assuming that the former is completely free from the effect of climate change. In that case, the issue

is one of attribution to a change in climate that has occurred between the two periods.

3.3 Estimation of attributable risk

In practical applications, attributable risk is not known and has to be estimated. In this section, we

discuss this estimation with a particular focus on the construction of a confidence interval.

Let the random variable X be the number of events in a pre climate change period of length T1 and

the random variable Y be the number of events in a post climate change period of length T2 .The

counts X and Y can be based either on historical records or on simulations from a climate model. In

the former case, it is important that the event of interest not be selected because of its rarity in the

pre climate change record. We will assume that both pre and post climate change events follow

stationary Poisson processes. For a stationary Poisson process, the numbers of events in non

overlapping periods are independent Poisson random variables with means proportional to the

lengths of the periods (Cox and Isham 1980). As noted below, the Poisson model can be extended to

allow for a non stationary rate function. Although not all point processes are Poisson processes,

there is theoretical support for their use in modelling rare events (Barbour 1988).

Let x and y be the observed values of X and Y, respectively. Pryzyborowski and Wilenski (1940) gave

an expression for the joint distribution of independent Poisson random variables. For the model

outlined here, the probability of observing x and y can be decomposed as:
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(2)

where = T1/T2. The first term is the Poisson probability of observing a total of x + y events and the

second term is the conditional probability that x of these events occurred in the pre climate change

period and y occurred in the post climate change period. This latter probability is given by the

binomial distribution with x + y trials and success probability / ( + ). The maximum likelihood (ML)

estimates of and are the natural ones:

(3)

(4)

where x and y are the observed values of X and Y and the ML estimate of attributable risk p is:

(5)

Because there is positive probability that Y = 0, this estimate has neither finite mean nor variance.

This can be avoided by conditioning on the event that Y > 0 so that Y has a so called 0 truncated

Poisson distribution. This conditioning seems reasonable as at least one post climate change event

must have occurred to trigger the attribution exercise. Rather than pursue this here, we will instead

focus on the construction of a confidence interval for p.

We will proceed as follows. If the lower and upper bounds of a confidence interval for are

and , respectively, then the lower and upper bounds of a confidence interval for p are

and , respectively, so that a confidence interval for p can be constructed from a

confidence interval for . Under the model outlined above, is the ratio of Poisson means. The

literature on constructing a confidence interval for the ratio of Poisson means dates back at least to

Chapman (1952) and several approaches are described in Price and Bonett (2000). Here, we will

adopt the common approach of eliminating the nuisance parameter by conditioning on the

observed value n = x + y of X + Y. As noted, the conditional distribution of X and Y given that their

sum is x + y is binomial with x + y trials and success probability . If L and U are the lower
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and upper bounds respectively of a confidence interval for this probability, then the

corresponding lower and upper bounds of a confidence interval for are:

(6)

and

(7)

respectively. In this step, we will use the approximate confidence interval originally proposed by

Wilson (1927) and recommended by Brown et al (2001)) for a binomial probability with:

(8)

and

(9)

where z is the upper quantile of the standard normal distribution and . Finally, the

corresponding lower and upper bounds of an approximate confidence interval for p are:

(10)

and

(11)

respectively.

The actual coverage of the Wilson confidence interval is close to its nominal level unless x is close to

0. For x small but positive, Brown et al (2001) described a modification that improves coverage.
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Although we will not consider this here, we will consider the important case where x = 0 (i.e. the

events of interest are without precedent prior to climate change). In this case, the upper bound of

an exact confidence interval for is (Jovanovic and Levy 1997). It follows

that the lower bound of an exact confidence interval for p when is:

(12)

As noted, although we have focussed on the case where both the pre and post climate change

Poisson processes are stationary, the results of this section extend to the case where either or both

is non stationary. Briefly, for a non stationary Poisson process with time varying rate function ,

the number of events in the interval (u, v) has a Poisson distribution with mean where:

(13)

is the mean rate during this interval. It follows that and in (6) and (7) are the bounds of a

confidence interval for the ratio of the mean rate in the post climate change period to the

mean rate in the pre climate change period and consequently that and in (10) and (11) are the

bounds of a confidence interval for attributable risk based on these mean rates. Of course, if

the rate function increases continuously during the post climate change period, the attributable risk

for events late in this period is greater than that for events earlier in the period. It is possible to

develop a continuous measure of attributable risk, by modelling the rate function but the

construction of a confidence interval would be more challenging.

3.4 Results

To illustrate the calculations outlined in the previous section, Table 3.1 presents the ML estimate

and the bounds of the approximate 0.95 confidence interval for p for selected positive values of x

and y and selected values of . A negative lower confidence bound in Table 3.1 indicates that the

confidence interval for contains values less than 1 (i.e. a decrease in the rate of events cannot be

ruled out). Table 3.2 presents the lower bound of a 0.95 confidence interval for p for selected values

of y with x = 0 and selected values of . In all cases in Table 3.2, the point estimate of p is equal to 1

as is the upper bound of the confidence interval. Again, a negative lower confidence bound indicates

that a decrease in the rate of events cannot be ruled out. It is clear that even establishing that the
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rate of events has increased with climate change (i.e. p > 0) may not be possible when the events are

rare. This is true even if the events are without precedent in the pre climate change record. Even if

this basic fact can be established, a surprisingly large number of events may be needed before

attributable risk can be estimated with high confidence.

Table 3.1: Maximum likelihood estimate of attributable risk and lower and upper bounds of an
approximate 0.95 confidence interval for p for selected values of , x, and y.

x y pL pu
0.5 1 4 0.5 2.33 0.93

10 40 0.01 0.75
25 100 0.23 0.68
1 10 0.8 0.21 0.97
5 50 0.51 0.92
25 250 0.70 0.87

1.0 2 4 0.5 1.33 0.89
20 40 0.15 0.71
50 100 0.30 0.64
2 10 0.8 0.19 0.95
10 50 0.61 0.90
50 250 0.73 0.85

2.0 4 4 0.5 0.82 0.86
40 40 0.23 0.68

100 100 0.34 0.62
4 10 0.8 0.40 0.93
20 50 0.67 0.88

100 250 0.75 0.84

Table 3.2: Lower bound of a 0.95 confidence interval for attributable risk for selected values of and y
with x = 0.

y pL
0.5 1 37.0

2 5.94
5 0.64

10 0.30
1.0 1 18.0

2 2.47
5 0.18

10 0.65
2.0 1 8.5

2 0.74
5 0.59

10 0.83

As a further illustration, we applied the methods of the previous section to data documenting

intense (Categories 4 and 5) hurricanes in the North Atlantic over the period 1950 2012. These data

were extracted from the Atlantic hurricane Best Track data set maintained at the United States

National Hurricane Center (NOAA 2014). The effect of climate change on the frequency of such

hurricanes and the quality of the historical data remain unsettled (Knutson et al 2010) and we stress

that this is intended as an illustration. Over the 30 year period 1950 1979 there were a total of 39
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intense North Atlantic hurricanes while over the following 33 year period 1980 2012, there were 53

such hurricanes. If we assume that the effect of climate change over the entire 63 year period was

to increase the rate of these hurricanes, then the ML estimate of the estimated probability that a

hurricane in the later period is attributable to climate change is 0.19 and an approximate 0.95

confidence interval for this probability is ( 0.17, 0.44). The negative lower bound of this confidence

interval indicates that a decline in the rate of intense hurricanes between these periods cannot be

ruled out. At the same time, the upper bound of 0.44 indicates that neither can a near doubling of

this rate be ruled out. It is worth noting that the rate of intense hurricanes varies over both the

seasonal timescale and the inter annual timescale (e.g. due to ENSO variability), so this is an

example of an application to a non stationary process.

3.5 Discussion

This chapter has outlined a statistical formulation of the attribution of a single event to climate

change and has used this formulation to provide a confidence interval for attributable risk.

Formulating single event attribution in this way raises two fundamental issues. First, as noted,

underlying the concept of attributable risk is a dichotomy between events that would have occurred

in the absence of climate change and events that would not. This dichotomy makes sense in

epidemiology (and in other contexts). For example, some cases of lung cancer are caused by

smoking, others are not, and it is natural to ask about the risk of lung cancer attributable to smoking.

It is not so clear, however, that attributable risk makes sense in the context of climate change. While

the effects of smoking are confined to the smoker (and perhaps those around him), the effect of

climate change is pervasive and the notion that, once the climate has changed, some weather events

would have occurred exactly as they did in its absence may not be tenable. To be clear, this is not at

all to say that a change in the rate of events cannot be attributed to climate change, only that the

superposition argument on which attributable risk is based may not be tenable.

Second, even if the notion of attributable risk makes sense in the context of climate change, the

quantity p is simply a function of the rates of events before and after climate change and not

particularized to an individual event. To put it another way, the attributable risk is the same for all

post climate change events. In this sense, it is not really single event attribution. Turning to the

results of the previous section, it is clear that uncertainty about attributable risk can remain high

unless both the number of observed events and the effect of climate change are large.
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4 The evolution of the evidence base for observed impacts of climate change

Abstract

Natural and human systems are increasingly affected by climate change. A synopsis of the

documentation of scientific evidence for the observed effects of climate change in the third, fourth

and fifth assessment reports of the Intergovernmental Panel on Climate Change shows that the

amount of evidence available, the range of impacts observed and their geographical scope has

expanded rapidly. Fifteen years ago, robust evidence for observed climate change impacts was

almost exclusively available for the cryosphere and terrestrial ecosystems in mid to high northern

latitudes or mountain regions. In contrast, the effects of climate change are now documented for all

land areas and oceans, for both natural and human systems. Over the last decade, evidence has

increased especially for impacts on marine ecosystems, food production and wildfire regimes. No

recent progress has been found in the documentation of impacts of climate change related to sea

level rise. Though the evidence base has improved substantially for regions in the Southern

hemisphere and developing countries, the global distribution of observed impacts remains uneven.

Highlights

 The evidence base for observed climate change impacts has expanded rapidly since the third

IPCC assessment report

 Analytic approaches vary between IPCC assessment cycles, but the pattern of impacts is robust

 Impacts are now observed for all land areas and oceans, and across natural and human systems

 Extensive impacts of climate change are still best documented for regions at mid to high

northern latitudes

 Despite challenges in attribution, impacts on the food system and human health have clearly

materialized

Publication corresponding to this chapter:

Hansen G (2015) The evolution of the evidence base for observed impacts of climate change. Current

Opinion in Environmental Sustainability (accepted)
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4.1 Introduction

The signal of anthropogenic climate change is increasingly visible in manifestations of regional

climate (Stott et al 2010; Bindoff et al 2013). Scientific studies of the impacts of climate change

largely focus on expected effects of future changes in climate and the sensitivity of sectors and

systems to such changes. Over the past two decades, research addressing observed impacts of

recent climate change has increased substantially. While many changes are observed in the natural

environment and in human systems, to establish a clear link to climate change is often difficult due

to the influence of a multitude of other drivers. Scientists have developed and applied methods to

determine the role of climate change in observed impacts under the label detection and attribution

(Hegerl et al 2010; Stone et al 2013; see Chapter 2). A central requirement of such methods is the

availability of long series of observational data, on both the climate and the impact side, and the

explicit examination of all plausible drivers of change beyond mere correlation.

The most recent report by the Intergovernmental Panel on Climate Change (IPCC) concludes that

“impacts of recent changes in climate on natural and human systems occur on all continents and

across the oceans. This conclusion is strengthened by both new and longer term observations and

through more extensive analyses of existing data” (Cramer et al 2014). This chapter examines the

evolution of the evidence base documenting observed climate change impacts and its spatial

distribution, based on a synopsis of the working group II contributions to IPCC’s third (TAR), fourth

(AR4) and fifth (AR5) assessment reports, which serve as a synthesis of the available literature3. It

summarizes the status of knowledge on observed climate change impacts, highlights the most

robust impacts and provides a review for some areas of new and emerging evidence.

Section 4.2 presents a graphical overview of the evolution and status of knowledge across three

overarching systems (physical, biological and human and managed systems) and nine impact

categories for IPCC world regions (Figure 4.1). The current status of knowledge is then more closely

examined in Section 4.3. Extensive impacts observed across regions and globally are summarized

and knowledge gaps identified and discussed. Central new findings of the AR5 are reviewed in more

detail and extended to include relevant studies published after the AR5 was completed. In Section

4.4, a more comprehensive review of some recent developments regarding observed impacts of

climate change on human and managed systems is singled out, followed by a conclusion and outlook

3 Documentation of observed effects and definition of regions differ between the three assessment cycles.
Central sources of this analysis were the chapters dedicated to observed impacts in IPCC AR5 (Cramer et al
2014) and AR4 (Rosenzweig et al 2007), and the ecosystems chapter of TAR (Gitay et al 2001); the latter
complemented with information from other WGI (Folland et al 2001) and WGII chapters (Arnell et al 2001) of
the third assessment cycle. Detailed information on the approach for the evaluation, and criteria applied
during the analysis can be found in the supplementary material to the corresponding publication.
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in Section 4.5. Throughout the chapter, the focus is kept on impacts of all long term trends in

climate, regardless of the role of anthropogenic forcing for that trend4.

4.2 The evolution of the evidence base for observed impacts of climate change

In this section, the evolution of the evidence base documenting observed impacts of climate change

is summarized, based on the relevant chapters from the third, fourth and fifth IPCC assessment

reports.

Approaches to the detection and attribution of impacts of climate change, as well as the definition of

the terms used, have undergone gradual change over the course of time and differ between IPCC

reports (Stone et al 2013). For example, while the AR4 provides a meta assessment in order to link

evidence of local impacts to anthropogenic climate trends, both the TAR and the AR5 focus on the

impacts of regional climate trends1 and do not emphasize the role of anthropogenic forcing for those

trends. In IPCC’s AR5, the concept of ‘impact detection’ was introduced, extending the detection and

attribution concept as presented in the IPCC good practice guidance paper on detection and

attribution (Hegerl et al 2010). The TAR and the AR4 use hard criteria, such as length of data series

and statistical significance of correlations, to define the scope of their analysis. In contrast, the AR5

assessment is based on expert judgement, integrating different sources and qualities of evidence,

which usually include, but are not limited to, studies presenting statistical analyses of long term sets

of observational data. This approach contributes to the increased documentation of climate change

effects for human systems as it facilitates the integration of qualitative evidence and local

knowledge. The recent AR5 report also examines the interaction of climate change with other

drivers and assesses the magnitude of the role of climate change compared to other drivers of

change.

Available evidence is evaluated for nine impact categories, displayed in Table 4.1. These nine

categories are identical to those used in AR5 and are aligned with the areas of evidence represented

in the literature. To provide a consistent framework for the evaluation, minor adjustments to the

original IPCC assessments were necessary. More information on the framework and underlying

assumptions and adjustments can be found in the supplementary information provided for the

corresponding publication.

4 The most appropriate end point for impact attribution studies continues to be subject to debate (Parmesan
et al 2013). The IPCC defines climate change as “a change in the state of the climate that can be identified […]
by changes in the mean and/or the variability of its properties, and that persists for an extended period,
typically decades or longer”, whereas its primary client – the United Nations Framework Convention on
Climate Change – refers to “a change of climate which is attributed directly or indirectly to human activity that
alters the composition of the global atmosphere” (IPCC 2014b), i.e. anthropogenic climate change.
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Table 4.1: Impact categories and associated subcategories used in this analysis. For human systems in
particular, subcategories are not comprehensive but mirror the areas where evidence was reported.

Impact category Subcategories
Ph

ys
ic
al

Cryosphere Glacier volume/length; lake and river ice; sea ice; lowland
and mountain permafrost; snow cover

Hydrology Changes in pattern and magnitude of river run off and river
flow; lake size and warming/stratification; soil moisture
drought; floods; groundwater change

Coastal processes Coastal erosion; shoreline degradation; coastal flooding;
groundwater salinization; coastal permafrost degradation;
wetlands and coastal ecosystem changes due to sea level rise

Bi
ol
og
ic
al

Terrestrial ecosystems For terrestrial and freshwater systems: changes in species
abundance, composition, range or distribution, phenology and
productivity; synchronisation and ecosystem effects;
extinctions

Marine ecosystems For marine ecosystems, including sea birds and sea ice based
mammals, and temperature effects on coastal ecosystems:
changes in species abundance, composition, range or
distribution, phenology and productivity; synchronisation and
ecosystem effects; extinctions; invasive species

Wildfire Wildfire frequency; area burnt; intensity and duration of fires;
occurrence of mega fires; unprecedented wildfires

H
um

an
an

d
m
an

ag
ed

Food systems Cropping systems; agroforestry; livestock and pastoral
systems; inland and marine fisheries and aquaculture;
horticulture, viticulture and orchards

Human health Heat and cold related mortality; health effects of extreme
heat; vector borne diseases; water borne diseases

Livelihoods and other
socioeconomic indicators

Livelihoods of rural populations, farmers, fishers and hunters;
adaptive responses; traditional and cultural practices and
values; infrastructure and travel

Each impact category is rated on a scale ranging from ‘no’ to ‘extensive evidence’ (see Table 4.2)

based on a matrix combining indicators for three dimensions of evaluation: spatial coverage, range

and variety of documented impacts, and the literature base supporting observed impacts. Each IPCC

report is first assessed individually, followed by an aggregation step that includes the findings of the

earlier report(s) into a list representing ‘cumulative’ impacts.

Table 4.2: Categories used in the evaluation of the scientific evidence base for observed impacts of climate
change. More detailed information regarding the categories and the evaluation process can be found in the
supplementary material to the publication corresponding to this chapter.

General description

Zero No evidence or available evidence is anecdotal or does not clearly document
observed changes in both climate and impact over a sufficient period of time

Emerging Individual but robust attribution finding with limited scope, or several more
uncertain or conflicting findings

Moderate More than one robust finding, but still rather narrow in terms of scope
Solid Medium to large set of studies with broader scope both spatially and with regard to

impact traits covered
Extensive Large set of studies, continental scale, multi trait across subsystems
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During integration, the evaluation considers whether studies present evidence for new impact

categories or are updating/confirming earlier findings. As each IPCC report builds on the findings of

the preceding volume, the lists of cumulative impacts for AR4 and AR5 differ from the lists derived

from AR4 or AR5 alone. Impacts that have been reported in an earlier report, are usually not

highlighted in detail in the following volume, unless there have been substantial new or conflicting

findings. During evaluation, two incidents were identified where later volumes reported less robust

evidence for the same observation: For example, in the case of Sahel drought, the observed climate

trend shifted towards slightly wetter conditions during the past decades. In the case of extinction of

amphibians in Latin America reported in the AR4, additional research resulted in a lower confidence

in the attribution of their extinction to climate change.

Figure 4.1 summarizes the results of the evaluation of available evidence for nine impact categories.

Both the regional and sectoral scope of observed impacts has evidently expanded vastly since the

TAR. More pronounced climate signals in many regions and the availability of longer data series

enhance statistical confidence in attributing observed impacts to climate change and therefore

contribute to the expansion of regional and sectoral coverage. Science still provides the most

extensive evidence for climate change impacts on the cryosphere and terrestrial ecosystems.

However, evidence increases substantially between AR4 and AR5 regarding effects on marine

ecosystems. Evidence for impacts on coastal systems remains comparably weak and many of the

documented impacts on coastal systems are related to thermokarst and permafrost thaw, as well as

changes in sea ice regimes in the high northern latitudes, rather than to rising sea levels due to

climate change. Similarly, temperature mediated changes in snow regimes and melting glaciers are

the main drivers of attributed hydrological impacts, as opposed to changes in precipitation.

The AR4 reports moderate evidence for impacts on human systems for some regions (Figure 4.1),

which is substantiated – in particular for the food system – and extended to more impact categories

in AR5. This is remarkable because the attribution of observed effects in human and managed

systems is extremely difficult due to the presence of multiple confounders, including autonomous

and planned adaptation.
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Figure 4.1: Development of evidence base representing observed impacts attributed to recent climate
change for physical systems [top panel: cryosphere (CRY), hydrology (HYD) and coastal processes (COA)],
biological systems [centre panel: marine (MES) and terrestrial (TES) ecosystems, and impacts of wildfire
(WF)], and human and managed systems [bottom panel: food systems (FS), human health (HH), and
livelihoods and other socioeconomic variables (SE&)]. Graphical summary, cumulative from TAR (left
column) to AR4 (middle column) and AR5 (right column) across IPCC regions. South America row includes
impacts located in Central America. Size of circles represents the amount of evidence, from zero to
emerging, moderate, solid and extensive.
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Despite the global scope of observations and improved coverage for tropical and southern

hemisphere regions, geographical imbalances remain (Figure 4.1). Evidence reported in the TAR is

almost exclusively related to effects in mid to high northern latitude regions. These regions are still

dominant during the AR4, with extensive evidence for physical systems and solid or extensive

evidence for ecosystems limited to North America, Europe and the Arctic. In the AR5, evidence from

tropical and Southern Hemisphere regions is further substantiated; solid evidence is reported for

effects on terrestrial ecosystems in Australasia and Africa as well as for marine ecosystem effects

around Australasia and Small Islands.

The strong representation of effects related to temperature mediated change in snow and ice in the

list of observed impacts is one of the reasons for the higher number of observed effects reported

from temperate and boreal regions compared to tropical and subtropical regions. Similarly, as

changes in spring phenology are amongst the earliest and most widely studied indicators of climate

change, the absence of pronounced, temperature related seasons is one of the reasons for the

weaker evidence base for terrestrial ecosystems in low latitude regions. In addition, seasonality and

ecosystem processes in tropical and subtropical climates are controlled by precipitation rather than

by temperature, and past trends in rainfall regimes in most regions are still less conclusive than

those for temperature. Due to the high variability of local rainfall, advances in the attribution of

impacts to precipitation changes require the availability of reliable long term monitoring records.

The lack of long term data and extensive monitoring records, along with less developed research

capacities and issues of accessibility of data and literature in languages other than English for

international scholars, is likely the most important reason for the weak evidence base for many

developing countries (Rosenzweig and Neofotis 2013).

4.3 Status of knowledge

Recent changes in climate have caused a widespread impact on both natural and human systems

worldwide. Below, the major effects of recent climate change on broad spatial scales are

highlighted, followed by a more detailed discussion of some of the key new findings of IPCC’s AR5.

This discussion covers marine ecosystems and fisheries, heat and drought induced tree mortality,

wildfires, impacts of rising sea levels and impacts observed in the Arctic, including effects on the

livelihood of Arctic indigenous peoples.

Table 4.3 summarizes the extensive impacts of recent climate change, defined as impacts that have

been attributed to climate change as a major driver with at least medium confidence at a

continental scale, or with high confidence for a subcontinental region of substantial size in the AR5.

Such substantial impacts across broad areas are documented for species range shifts and phenology
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changes in both marine and terrestrial ecosystems, large scale vegetation changes in the Arctic

Tundra, increased mass bleaching and mortality in tropical reef building corals, enhanced glacier

melt and mountain and lowland permafrost thaw, as well as changes in patterns of river run off

related to glacier melt, permafrost thaw and changes in snow regime (Table 4.3). With the exception

of changes in river flow, all these impacts have also been attributed to climate change globally.

Table 4.3: Extensive impacts of climate change across regions, extracted from Cramer et al (2014). Extensive
impacts (dark squares) are defined here as impacts that have been attributed to climate change as a major
driver with at least medium confidence at a continental scale, or with high confidence for a subcontinental
region of substantial size. Changes in marine ecosystems exclude the effects observed for tropical coral reef
systems, as these are singled out as a separate category. The South America column includes impacts
located in Central America. The global assessment is supplemented with information from the marine,
coastal, and terrestrial ecosystems chapters of IPCC’s WGII AR5 (Pörtner et al 2014; Settele et al 2014; Wong
et al 2014).

Africa Asia Austral
asia

Europe South
America

North
America

Arctic Small
Islands

Global

Marine ecosystems
Coral bleaching na na na
Terrestrial ecosystems
Glacier melt na
Permafrost thaw na na na na
River flow change* na na na
*Snow and glacier/permafrost fed rivers
Extensive impact, i.e. impact documented with at
least medium confidence in a major role of
climate change at continental scale, or high
confidence for a very large sub region

Evidence available, but
below specified
thresholds for
extensive impact

Not applicable (na)
or no assessment
provided in AR5

The extensive documentation of effects on the marine ecosystem is one of the most prominent new

features of IPCC’s AR5 (Figure 4.1). Changes in species abundance and distribution consistent with

recent climate trends have been shown for many marine species, including fishes, invertebrates and

phytoplankton in all ocean basins (Poloczanska et al 2014). The improved representation of marine

ecosystems compared to earlier reports is based on a substantial set of additional publications since

AR4, but also on the joint effort of the research community to better integrate available knowledge

(Richardson et al 2012) and a meta analysis resulting from that process (Poloczanska et al 2013).

Evidence documenting the sensitivity of marine organisms to declining pH values is abundant

(Kroeker et al 2013). Emerging evidence of the impacts of anthropogenic ocean acidification in field

data, such as observed shell thinning in planktonic foraminifera (Moy et al 2009) and southern ocean

pteropoda (Bednaršek et al 2012) constitutes another central new finding of IPCC’s AR5.

Climate change induced shifts in the composition of fishery catches have been documented globally

(Cheung et al 2013). However, the role of climate change in changes in fish stock and fisheries is

currently small compared to the more dominant roles of pollution, exploitation and technological

development (Brander 2010). While AR5 identifies expected future effects on global fisheries as a
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key risk for coastal communities (IPCC 2014d), effects of past changes in climate on economic

outcomes related to fisheries or the livelihoods of fishers has not yet been documented in research

literature.

The effect of rising temperatures on forest biomes through drought and heat stress, pest

infestations and wildfire is another key area of concern where evidence of the observed effects is

now robust. In their comprehensive review of heat and drought related tree mortality, Allen et al

(2010) conclude that recent climate change drives observed drought and heat related mortality for

at least some of the world’s forest ecosystems. More recent studies on major forest biomes (Peng et

al 2011; Gonzalez et al 2012) and an analysis of drought sensitivity of forests (Williams et al 2012)

support this hypothesis, although formal attribution is still lacking (Settele et al 2014).

A signal of climate change in the frequency of wildfires and the area burnt has been documented in

most world regions, though no global assessment is available. Signatures of observed climate change

are detectable for an increased fire weather risk in Australia (Clarke et al 2013), unprecedented

wildfires in the Arctic tundra (Mack et al 2011) and changes in wildfire activity, fire frequency,

extent, duration or area burnt in Portugal (Costa et al 2011), Greece (Koutsias et al 2012), Spain

(Pausas and Fernández Muñoz 2011; Cardil and Molina 2013), Canada (Gillett 2004; Girardin et al

2013), the US (Westerling et al 2006) and the Kilimanjaro region (Hemp 2009). The latter are also

emerging for the Amazon (Alencar et al 2011; Víctor H. Gutiérrez Vélez et al 2014). However,

determining the relative effect of climate change in damages caused by wildfire is still difficult due to

the extremely complex relationships between fuel load, ignition, fire risk management, land use

change, other human factors and weather for the development of (large) fires as well as the role of

response strategies, settlement patterns, exposed values and populations for subsequent loss and

damage.

Coastal degradation, flooding and other impacts of rising sea levels are a fundamental concern for

adaptation planning. Extremely high water levels cause coastal degradation and damage due to

flooding. Extreme water levels have increased worldwide since 1970, with a major contribution of

mean sea level rise attributed for most locations (Menéndez and Woodworth 2010). Still, studies

that attribute the impact on coastal ecosystems and communities to climate change are lacking.

Disentangling the contributions of different drivers, such as subsidence, beach mining, changes in

sediment supply and the effects of climate change to local sea level rise, is often very difficult.

Equally, estimating the relative role of local sea level rise as opposed to coastal development,

settlement patterns or flood remediation at a specific location remains a central challenge that often

precludes attribution (Nicholls et al 2009; Syvitski et al 2009). However, detailed knowledge utilized

in the context of risk assessments and adaptation planning (Ranger et al 2013; National Research
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Council 2014) suggests that the absence of studies documenting past effects may be due to a gap in

research rather than a problem of data availability, at least for certain regions.

As in earlier IPCC reports, the Arctic emerges as a hotspot of observed impacts in AR5. Indeed,

several authors claim that a regime shift is already occurring in the Arctic (Duarte et al 2012; Jeffries

et al 2013). Effects include a biome shift in the Arctic tundra and other terrestrial ecosystem effects,

shifts in the abundance and conditions of marine mammals and fish, and changes in marine and

terrestrial primary productivity (Post et al 2009; Wassmann et al 2011). These changes extend to

related impacts on the livelihood of indigenous peoples (Arctic Council 2013).

There is increasing evidence from a variety of other human systems, most prominently food

production and to a lesser extent human health, though in most cases, climate change currently

plays a minor role compared to other factors. Detected impacts on human systems and some areas

of very dynamic research in this field are discussed further in the next section.

4.4 A closer look at human systems

IPCC’s AR5 reports on the emerging impacts of climate change on a variety of humans systems.

However, for many important climate sensitive sectors and systems, the effects of recent climate

change are poorly studied and documented. Examples include energy supply and demand, forestry,

water and waste management, transportation, tourism, and livestock and horticulture. Interestingly,

many of these sectors are at the centre of early adaptation actions (Berrang Ford et al 2011; Ford et

al 2011). A recent report taking stock of the relevant econometric information available in the US

points out a dramatic lack of such data and large gaps in our knowledge of how important sectors

react to changes in climate (Houser et al 2014). Below is a brief summary of the status of knowledge

for observed impacts of climate change on the livelihoods of indigenous peoples, food production

and human health, followed by a discussion of two very dynamic areas of research: the impact of

climate change on occupational health and labour productivity, and the relationship between

climate and violent conflict.

4.4.1 Livelihoods of indigenous peoples

The impact on Arctic indigenous peoples is reported in both IPCC’s TAR and AR4, and is most

extensively documented for Arctic North America. Observations include the effects of changing sea

ice regimes for travel and hunting, changes in snow regimes and increasing rain on ice events for

reindeer husbandry, and the impact on traditional food conservation and storage (Beaumier and

Ford 2010; Ford and Pearce 2010; Arctic Council 2013). Impacts of changes in permafrost on inland

indigenous settlements have also been reported (Alexander et al 2011; Crate 2013; Rosenzweig and
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Neofotis 2013). Much of the underlying evidence is made available through exemplary efforts by

sub organizations of the Arctic Council to facilitate the archiving of traditional knowledge and create

community based monitoring datasets. Exchange between scientists and indigenous communities

enabled the synthesis of available knowledge in regional assessments (ACIA 2005; Arctic Council

2013; Eamer et al 2013). Individual studies also address impacts of climate change on indigenous

peoples in other regions (Marin 2010; McDowell and Hess 2012), often in the context of adaptation

to multiple stressors and local perceptions of climate variability and change. However, they usually

do not focus on a systematic evaluation of the role of climate change compared to other factors in

historic records and consequently fall short of the requirements of impact attribution analysis (see

Chapter 2).

4.4.2 Food production

Observed effects of elevated temperatures on staple crops and some other food products, such as

wine grapes and fruits, are discussed in IPCC’s AR4, but the breadth and depth of coverage increases

substantially in AR5. A significant advance over the last decade is the separation of the impact of

climate change from agronomic factors in empirical studies and the increasing focus on the influence

of extreme temperatures on yields (Auffhammer and Schlenker 2014). Global analyses by Lobell and

co authors show that recent climate trends have reduced yield growth for staple crops (Lobell and

Field 2007; Lobell et al 2011b). Other pioneering papers reveal the role of aerosols and monsoon

patterns for rice yields in India (Auffhammer et al 2006; Auffhammer et al 2012) and of observed

climate trends for staple crop yields in China (Tao et al 2006; Tao et al 2012). Evidence of climate

change impacts on crop yields is now available for most world regions (Magrin et al 2009; Schlenker

and Lobell 2010; Brisson et al 2010). The sensitivity of crop production to extreme temperatures has

been shown for several crops and locations based on historic data (Schlenker and Roberts 2009;

Lobell et al 2011a; Lobell et al 2013), however, these studies do not extend the analysis to include an

attribution of past effects. Other documented effects include positive yield effects for crops in

northern latitudes (Gregory and Marshall 2012; Meng et al 2013) and a negative impact on grapes

(Webb et al 2012; Camps and Ramos 2012). Evidence is also emerging for the effect of climate

change on coffee growth (Jaramillo et al 2013). Documentation of observed climate change effects

on elements of the food systems other than production of staple crops is virtually absent from the

scientific literature.

4.4.3 Human health

Human health can be impacted by climate change both directly and mediated through

environmental effects. Empirical literature mostly focusses on health effects associated with
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exposure to extreme temperatures (Deschenes 2013). The current impact of climate change on

human health is not well quantified, but is estimated to be relatively small compared to the impact

of other stressors globally (Smith et al 2014). Recent studies have attributed increases in heat

related mortality in Australia (Bennett et al 2013) and Sweden (Oudin Åström et al 2013) and shifts

in mortality distributions for England and Wales (Christidis et al 2010a) to climate change. Evidence

is abundant for the health related effects of individual extreme events. However, attributing such

events and their consequences to climate change still remains a challenge (Hulme 2014; see Chapter

3). There is a dearth of studies examining the relationship between climate, weather and health in

middle and low income countries. In some cases, local changes in temperature and rainfall likely

have altered the distribution of water borne illnesses and disease vectors, such as dengue (Earnest

et al 2012; Li et al 2013) or malaria (Chaves and Koenraadt 2010; Omumbo et al 2011). Due to public

health responses and the general complexity of the issue, the impact detection framework is difficult

to apply in the context of human health.

4.4.4 Occupational health and productivity

Higher temperatures, and in particular more frequent or severe heat waves, compromise the ability

to carry out physical work in exposed conditions. The impact of climate change on occupational

health is of particular relevance to many low and medium income countries located in the tropics

and subtropics (Kjellstrom et al 2009). The Wet Bulb Globe Temperature (WBGT) index estimates the

environmental contribution to heat stress through a combination of air temperature, radiant heat,

air movement and humidity. This provides a basis to assess heat stress in the workplace. Based on a

reanalysis of WBGT trends, an increase in heat stress between 1975 2000 has been documented for

South Asia, the southern US and parts of Central America (Hyatt et al 2010) and a decrease in fully

workable days during summer in Delhi has also been found (Dash and Kjellström 2011). Based on a

reanalysis of historic global temperature data, Dunne et al (2013) estimate that over the past few

decades, environmental heat stress has reduced global labour capacity to 90% in peak months.

However, they do not separate out the contribution from climate change.

In a panel analysis of economic data from 28 Central American and Caribbean countries, Hsiang

(2010) finds that short term increases in temperature are related to losses in economic output

across many sectors. Dell et al (2012) find negative effects of temperature on growth rate and

absolute economic output for low income countries, based on a panel analysis of 125 countries for

the period 1950 2003. Both studies stress that these results extend beyond the agricultural sector

and both suggest the effects of extreme heat on labour productivity as a likely explanation.
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4.4.5 Conflict

No studies directly attribute any form of civil conflict or violence to recent climate change. However,

several studies find an association of climate with spatial patterns of conflict, based on significant

correlations between mostly inter annual variability in temperature and rainfall and some measure

of conflict identified in regional or global data sets (Hsiang et al 2013; O’Loughlin et al 2014a). The

first of these studies (Burke et al 2009), claiming that warming increases the risk of civil war in Africa,

spurred a lively and ongoing debate on the validity of the approach used and the interpretation of its

findings. Each of the following publications sparked a series of letters between the disagreeing

parties and follow up publications are beyond the scope of this review. Solow (2013) identifies

disciplinary differences as the main line of conflict in this debate. For example, political scientists will

highlight the specific circumstances of each country and conflict, while ‘black box’ statistical models

are prone to ignore these to a certain extent. Besides the central argument of how far causation can

be inferred from correlation, technical issues such as appropriate data resolution, choice of model

and the treatment of confounding variables have also been the subject of debate (Burke et al 2014;

O’Loughlin et al 2014b). However, that weather and, most notably, climate extremes mediated

through their impact on resources, employment, livelihood, well being and governance are probably

implicated in the development and escalation of conflicts is undisputed.

4.5 Conclusion and outlook

The review of the three most recent IPCC assessment reports (TAR, AR4 and AR5) clearly shows how

evidence documenting observed climate change impacts has expanded and substantiated over time.

The Arctic region is a hot spot of climate change impacts. A wide range of impacts is also

documented for natural and human systems across world regions and oceans. Still, a substantial part

of the observational evidence originates from a specific set of impacts, such as glacier melt or

phenology changes in temperate and boreal ecosystems. In spite of the robust evidence in some

human sectors and systems, there are still large gaps in our understanding of how important sectors

of human society respond to past climate change, even in the form of econometric (or other) data

on sensitivity. Lack of monitoring is a key reason for the weak representation of some regions, most

notably Africa and Small Islands. Other gaps in knowledge, such as the lack of attributed impacts of

sea level rise, could be addressed by research dedicated to attribution of impacts of climate change.

Despite some differences in the approaches taken for the analysis and presentation of impact

detection and attribution, the findings of the IPCC’s TAR, AR4 and AR5 are broadly consistent, and

the pattern that emerges from the synopsis of the three reports appears to be robust. The approach

chosen by the AR5 facilitates the structured assessment of impacts that were acknowledged in
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earlier reports, but excluded from formal analysis, such as impacts on the livelihoods of indigenous

peoples.

For many climate change impacts on human and managed systems detectable today, climate change

plays a relatively minor role in comparison with other drivers of change. Accelerating rates of climate

change and the predicted crossing of important climate thresholds could modify this picture

substantially in the future. To assess the effects of climate change, databases and research designs

to study and monitor effects of adaptation will become increasingly important.
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5 Attributing observed climate change impacts to human influence

Abstract

A wealth of evidence documents the widespread impact of recent regional climate change on natural

and human systems. However, studies explicitly addressing the role of anthropogenic forcing of the

climate for such observations are still rare. This chapter extends the recent assessment of observed

impacts of regional climate trends provided by the IPCC’s Fifth Assessment Report by adding a

climate attribution step investigating the role of anthropogenic forcing for the climate trends that

contribute to the observed effects. Results show that for documented effects related to atmospheric

and ocean temperature change, the uncertainties surrounding the attribution of observed impacts to

climate change are higher than those related to the attribution of recent climate change to human

influence. In contrast, the signature of human influence remains hardly detectable for changes in

precipitation. Combining the impact attribution and the climate attribution steps in a multi step

attribution assessment shows that anthropogenic forcing of the climate system has a major role for

approximately 42% of the reported impacts with at least medium confidence. This share rises to 50%

when only temperature related effects are considered and to 75% of the cases for detection of at

least a minor anthropogenic effect in temperature related impacts. Therefore, this analysis confirms

earlier statements that anthropogenic climate change is having a discernible effect on natural

systems worldwide; it even extends this statement to include human and managed systems.

However, it is also clear from the comparison of the impact and climate attribution steps for

individual impact assessments that high levels of confidence in climate attribution cannot be inferred

from high levels of confidence in impact attribution, and vice versa.

This chapter corresponds to a manuscript that is currently prepared for submission by Hansen, G and

Stone, DA. The method applied is documented in Annex A, and a detailed list of impacts analysed

and corresponding results is provided in Annex B.
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5.1 Introduction

In its Fourth Assessment Report, the Intergovernmental Panel on Climate Change (IPCC) states that

“it is likely that anthropogenic warming has had a discernible influence on many physical and

biological systems” (IPCC 2007b). This statement is based on a synthesis of local and regional studies

that shows a high level of spatial agreement between regions of significant anthropogenic warming

across the globe and the locations of significant observed changes consistent with warming in many

natural systems (Rosenzweig et al 2007; Rosenzweig et al 2008).

The IPCC’s Fifth Assessment Report (AR5) investigates the detection and attribution of observed

impacts to recent changes in climate (contribution of IPCC working group II, Cramer et al 2014) and

the detection and attribution of observed changes in global climate to anthropogenic forcing

(contribution of IPCC working group I, Bindoff et al 2013) but fails to provide an assessment of the

relevance of one for the other. In their summary for policymakers, the working group I (WGI)

contribution to the AR5 highlights that “it is extremely likely that human influence on climate caused

more than half of the observed increase in global average surface temperature from 1951 2010.

There is high confidence that this has warmed the ocean, melted snow and ice, raised global mean

sea level, and changed some climate extremes, in the second half of the 20th century” (IPCC 2013a).

The corresponding document of the IPCC working group II (WGII) states that “in recent decades,

changes in climate have caused impacts on natural and human systems on all continents and across

the oceans” (IPCC 2014d). Though the idea suggests itself, it has not been systematically explored

whether or not the observed climate changes that have been attributed to human influence have

caused impacts or how the documented effects attributed to recent changes in climate are related

to anthropogenic climate change.

A primary reason for this gap is the weak representation of studies analysing the full chain of impact

from human emissions to observed effects – so called ‘end to end studies’ – in the available

literature (Gillett 2004; Barnett et al 2008; Hidalgo et al 2009; Christidis et al 2010a; Marzeion et al

2014). Reasons for the lack of end to end studies include a mismatch of spatial scales between

impact studies that are mainly local and the general circulation models used for the attribution of

climate change to emissions, the insufficient length of many observational impact records and other

issues such as incompatible disciplinary approaches or simply other research priorities (Hegerl et al

2010; Parmesan et al 2013; Stone et al 2013; see also Chapter 2). Despite attempts to establish

common standards and approaches to the detection and attribution challenge early in the AR5

assessment cycle (Hegerl et al 2010), the attribution of impacts to anthropogenic forcing of the
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climate system is not systematically explored across the broad scale of natural, human and managed

systems within the AR5.

Instead, in the AR5 WGII chapter on “detection and attribution of observed impacts”, Cramer et al

(2014) provide a synthesis of impacts of long term regional trends in temperature, precipitation, sea

ice extent, sea level rise and ocean acidification. They explicitly consider the contribution of non

climatic drivers to these observed changes, such as land use, pollution and technological

development. Their assessment is built on expert judgement, drawing on the majority of the AR5

WGII chapters. It provides information about both the detection of a climate change effect in

observations and the role of climate change compared to other drivers of change (Stone et al 2013).

Following the AR5 uncertainty guidance (Mastrandrea et al 2010), confidence is expressed based on

type, amount, quality and consistency of available evidence and the degree of agreement. A central

result of the analysis consists in a set of tables summarizing regional impacts for five major impact

categories – cryosphere, hydrology, terrestrial ecosystems, marine and coastal ecosystems, and

human and managed systems (Tables 18.5 18.9 in Cramer et al 2014). In these tables, several

characteristics associated with each of the observed impacts are stated explicitly: the most relevant

climate change variables, the assumed baseline behaviour, other relevant drivers of change, the

respective role (at least minor, or major) of climate change in the overall change observed and the

level of confidence for both the detection of an effect of climate change and the attribution of the

observed impact to climate change. A major role of climate change is ascribed “if the past behaviour

of the system would have been grossly different in the absence of the observed climate change”

(Cramer et al 2014). For example, widespread permafrost degradation, especially in the southern

Arctic region, is attributed to regional warming with high confidence and a major role is assigned to

climate change. In contrast, while it is stated with medium confidence that warming has had a

detectable negative effect on global maize and wheat yields, the role of the warming trend is

assessed to be minor compared to that of other factors, such as agronomic development.

While Cramer et al (2014) provide a comprehensive assessment of the observed impact of recent

changes in climate, they do not discuss the role of anthropogenic climate forcing for this impact. One

way to evaluate that role comprises a comparison of the historic climate conditions in the region

specified in the impact assessment (for example, warming in the southern pan Arctic permafrost

region) with a hypothetical ‘natural’ climate in the same region, i.e. a climate without anthropogenic

forcing derived from climate modelling experiments.

This chapter builds on the assessment of the role of recent climate trends for observed impacts

across natural and human systems (hereinafter impact attribution) by Cramer et al (2014) and

provides an assessment of the role of anthropogenic forcing in the observed changes in climate
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(hereinafter climate attribution) that are reported to drive specific impacts therein, explicitly stating

the level of confidence in the assessment. The analysis applies a new method that systematically

assesses the influence of anthropogenic forcing of the climate system for observed regional climate

trends, documented in Annex A. Based on the results, some insights into the factors controlling the

different patterns of confidence for the impact and the climate attribution steps are provided and

impacts that score high in both assessments are highlighted. The two investigations of impact

attribution and climate attribution are then aggregated in order to provide a multi step assessment

of the role of anthropogenic forcing for these impacts (hereinafter combined attribution), thereby

narrowing the gap left by the AR5.

5.2 Methods

The central part of this analysis consists in the application of a climate attribution confidence

algorithm to the regional climate trends that are reported to cause impacts specified in Cramer et al

(2014). The climate attribution confidence algorithm (see Annex A) provides confidence values for

assessing the role of anthropogenic forcing in observed changes in climate for specific regions,

periods and climate variables. Figure 5.1 presents a schematic of the steps covered by the algorithm;

an overview of the process, data and individual steps of the algorithm is given below in Section 5.2.3

and the full description including calculations used for the factors corresponding to each step is

provided in Annex A.

The full analysis comprises the following stages:

 Identification of the relevant climate variables and seasons for each impact;

 Specification of spatial characteristics of for each impact;

 Extraction of corresponding spatially explicit climate data (gridded observational data

and climate model output from simulations representing historic and hypothetical

‘natural’ climates) for the period, area and climate variable specified;

 Regression analysis of the observed datasets against modelled climate response for the

same region and period;

 A series of tests that measure the adequacy of the observational input and agreement

between observed and expected climates based on the regression coefficients;

 The mapping of the numerical output of the test series onto the scale of qualitative

confidence levels; and

 The combination of the impact attribution and climate attribution steps into a multi step

attribution analysis assessing the impact of anthropogenic climate change.
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Figure 5.1: Schematic of the algorithm for estimating the level of confidence in the detection of a climate
response to anthropogenic drivers and attribution of a major role. An initial metric of complete confidence
that depends on the number of available data sources is degraded according to tests based on various
criteria. The resulting values are converted into confidence levels ranging from ‘none’ to ‘very high’.

The resulting set of confidence values for the attribution of a major or at least minor role to

anthropogenic forcing in driving that trend is compared with the impact attribution confidence for

each case (5.2.4). The role of impact systems, spatial extent and climate variables for the level of

confidence is analysed for climate and impact attribution respectively. Finally, the impact attribution

and climate attribution assessments are combined to provide a multi step assessment of confidence

in the role of anthropogenic climate change in observed climate related effects.

The analysis is limited to impacts driven by long term temperature changes over land and in the

ocean, including ocean temperature as a proxy for sea ice, and changes in precipitation. These

impacts form the majority of the impacts reported in Cramer et al (2014).

5.2.1 Stratification of impact assessment data

The original database consists of all regional assessments from Tables 18.5 18.9 complimented by

some global statements taken from Section 18.6 in Cramer et al (2014). It includes 123 assessments,

25 of them representing impacts driven by more than one changing climatic factor. Selection

restrictions eliminate 19 assessments, yielding 104 assessments and reducing the number of

multiple assessments to 14 (see Figure 5.2). Entries are omitted from the original list for several

reasons, including:

 Drivers not included in the design of the climate attribution assessment, such as sea

level rise, CO2 concentration, extreme precipitation and ocean acidification;

 Unclear spatial specification that could not be resolved; and

 Lack of a clearly specified direction of climate change in the assessment and supporting

literature (e.g. changing rainfall patterns).
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We focus on the metric defined as attribution in Cramer et al (2014). The distribution of assessments

stating a major versus minor role of climate change is approximately constant between the final and

initial lists of effects (77% and 79% major role respectively). One outstanding change consists in the

reduced number of marine assessments in the final (21) compared to the original (30) database,

which is mainly due to the difficulty to assign appropriate spatial characteristics to some of the

processes described, for example impacts pertaining to migrating sea birds.

Figure 5.2: Number and distribution of assessments in the original (left panel) and interim database (centre
panel) across systems, differentiated by the number of climate drivers. ‘Single’ refers to assessments that
state only one climate driver, such as warming, while ‘multiple’ refers to assessments that state more than
one climate driver, such as warming and reduced precipitation. The right panel shows the distribution of the
118 assessments in the final database that result from splitting multiple driver assessments in the interim
database into two individual assessments.

During the climate attribution step, the individual climate drivers are to be evaluated separately for

each impact assessment. Due to the exclusion of some climate drivers, the fourteen remaining

paired climate drivers are limited to air temperature over land and precipitation, air temperature

over land and sea ice extent (with ocean temperature serving as a proxy for sea ice, which is not

well reproduced in models), and air temperature over land and ocean surface temperature. For

simplification, the initial database is then transformed by adding a separate entry for each of these

assessments, resulting in a total of 118 entries.

5.2.2 Specification of spatial extent and assessment period

In order to attribute the climate trend contributing to the observed impacts to anthropogenic

forcing, appropriate spatial and temporal characteristics must be assigned to each assessment. For

example, in the case of spring phenology changes due to atmospheric warming across the US, the

spatial extent might be defined as the continental US territory and the relevant period as spanning

February to May, the late winter and early spring months in that territory. The areas that correspond

to an impact are defined by a combination of land sea boundaries, administrative boundaries and

polygon shapes based on a 0.5° longitude latitude grid, roughly sketching prominent geographical

features where appropriate (see Figure 5.3). Given the coarse resolution of the climate models and
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observational data sets that are to be used for climate change attribution, the quality of the spatial

information derived is deemed appropriate. For cases where information in Cramer et al (2014)

appears ambiguous, papers and report sections cited in support of the statement are reviewed in

order to find the most appropriate regional specification; sometimes assumptions are required

beyond what is explicitly stated by the original authors. In cases where a summary statement applies

across several affected sub regions (e.g. glaciers across Europe) and the geographic area of concern

is discontinuous or too far apart to be merged into a larger shape without losing the connection to

the climate information, the spatial area is split into sub regions and the impact statement is treated

as valid for the collection of these sub regions. For some cascading effects, the primary climate

driver occurs over an area different from that where the impact is observed. Here, the spatial extent

is used that corresponds to the primary climate effect. For impact statements related to river flow or

discharge, the entire river basin is taken as a basis for climate attribution. The specific areas

considered are limited to those where an effect could realistically have taken place. For example, the

spatial extent of permafrost degradation in the Arctic is confined to areas of continuous and

discontinuous permafrost in the low Arctic (Figure 5.3).

Figure 5.3: Example for the spatial specification step. Shown here is the aforementioned area affected by
permafrost degradation in the Arctic. Grid cells that are only partly included in the affected area are
weighted according to the share of the cell that is affected, illustrated by colours corresponding to the
respective share on the scale.

In many cases, information on the overall extent of the respective areas is included in the underlying

literature. Where information is not readily available from cited sources, estimates are based on

various sources, such as interactive maps (e.g. the Arctic portal interactive map (www.portal.inter

map.com) for polar Issues, the World Glacier Inventory (http://nsidc.org/data/glacier_inventory),

spatial information from government agencies (e.g. www.nationalatlas.gov) and scientific

publications. Administrative boundaries are taken from Natural Earth v1.4.0

(http://www.naturalearthdata.com). Unless the coordinates can be extracted from cited references,

mapping is based on the National Geographic Atlas of the World, 7th edition and Google Earth.
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With a few exceptions, Cramer et al (2014) are not specific about the time period that they

reference in Tables 18.5 18.9, noting only that statements relate to the past several decades / recent

climate change. The assessment itself is designed to identify impacts that are in line with current

climate trends and that are expected to continue should those trends continue or strengthen.

However, a clear timeframe has to be specified for the analysis of climate attribution, so the default

40 year period from 1971 2010 is chosen as a reference. A sensitivity analysis is run to test the

robustness of the assessment against the start year, end year and overall length of the period

considered. For table entries where time periods are explicitly stated or the underlying papers and

chapter subsections indicated a different – usually longer – time span, these periods are analysed

separately (see 5.3.2.4); however, the overall assessment is based on the default period.

5.2.3 Climate attribution assessment

Changes in climate are not necessarily caused by human influence. They can also be due to naturally

occurring acts of external forcing, such as solar variations and explosive volcanism or internal

variability of the climate system. The response of the climate system to external forcing can be

simulated by global circulation models (GCMs). The algorithm applied in the climate attribution step

is developed around the comparison of observed variations in the climate with expectations of how

the climate should have changed, as expressed in ensembles of GCMs (Hegerl et al 2010; Hegerl and

Zwiers 2011).

The algorithm for estimating confidence in the attribution of a given aspect of climate change to

human influence use various combinations of the following inputs in a series of tests:

 Information about the relevant climate variable(s), direction of the observed change,

specification of the relevant season and spatial extent (described in previous section);

 Nobs gridded observational products. By using multiple data sets, measurement error and the

uncertainty in calculating a regionally and seasonally averaged estimate from instantaneous

point measurements can be considered to some extent;

 Simulations of the climate system from Nmod models, driven with all known forcing factors,

both anthropogenic and natural, and with natural forcing only. For dynamical climate

models, multiple simulations, producing different possible weather trajectories for each

model, allow a more accurate estimate of the model’s response signal; and

 A large number of years of simulations of dynamical climate models with no variations in

external drivers beyond the diurnal and annual cycle to reproduce internal natural

variability.
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In addition to the comparison of observed and modelled climates, the adequacy of the inputs to the

analysis must also be considered. As described below, this is done by using a number of tests that

address, for example, the ability of models to adequately reproduce climate over smaller areas or

the amount and quality of observational data available based on the density of the monitoring

network.

A metric c is assigned a starting value that depends on the number of data sources available. C is

then left unchanged or reduced based on a series of tests that consider the adequacy of the input

data sources and the agreement between observed changes and our expectations based on process

based modelling, conducted via a linear regression. C is multiplied with a factor 1 for each test.

The resulting value cm is then converted into confidence levels ranging from ‘none’ to ‘very high’

(Table 5.1). Figure 5.4 illustrates how the climate attribution confidence changes with each test for

impacts driven by ocean warming.

Table 5.1: Mapping of the quantitative outcome of the climate attribution algorithm to the qualitative
confidence levels.

Confidence level Numerical value
No confidence cm = 0
Very low confidence 0 < cm < 1
Low confidence 1 cm < 2
Medium confidence 2 cm < 3
High confidence 3 cm < 4
Very high confidence 4 cm

Figure 5.4: Climate attribution algorithm output for all impacts related to ocean temperature. Colour depicts
the impact sector corresponding to the respective climate attribution assessment.
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Available climate attribution assessments from IPCC AR5 (Bindoff et al 2013; Niang et al 2014) are

used to test the outcome of the algorithm for plausibility. Below, a short description of the individual

assessment steps is given; for a full description, including numerical formulations corresponding to

each test, see Annex A.

5.1.1.1 Adequacy of observational data sources

Data sources: The observational and prediction products comprise the ultimate sources of evidence;

the number of such products is thus the starting point for the confidence algorithm, with more

products available increasing the robustness of the evidence base. Table 5.2 lists the gridded

observational data products used in this analysis, three for air temperature, four for precipitation

and two for sea surface temperature. Climate model simulations used in the analyses in this chapter

are taken from the Coupled Model Intercomparison Project Phase 5 (CMIP5) climate model database

(Taylor et al 2012). The regression model is estimated for each combination of the Nmod =7 climate

models with available simulations and the Nobs observational products, that is, 21 regression models

for 2 metre air temperature over land, 14 for sea surface temperature and 28 for precipitation. In

the interests of both data compression and of focussing on longer timescale variations, 5 year non

running averages of these data are examined.

Table 5.2: List of observational data products used for analysis in this chapter. On average, a 1° longitude by
1° latitude grid box covers 7 900 km² across the globe, being larger at the equator than at the poles.
Climate variable Data products Spatial resolution
2 m air temperature CRU TS 3.22 (Harris et al 2014)

GISTEMP v6 (250 km land) (Hansen et al 2010)
UDel v3.01 (Matsuura and Willmott 2012)

2 000 km²
63 000 km²
2 000 km²

Precipitation CRU TS 3.22 (Harris et al 2014)
GPCC v6 (Schneider et al 2014)
NOAA PRECL (1°x1°) (Chen et al 2002)
UDel v3.01 (Matsuura and Willmott 2012)

2 000 km²
7 900 km²
7 900 km²
2 000 km²

Sea surface temperature HadISST1 (Rayner et al 2003)
Hurrell (Hurrell et al 2008)

7 900 km²
9 200 km²

Monitoring density: The spatial distribution of observational measurements is not uniform; in some

areas it may be considered low enough to prevent the development of confidence in their ability to

be representative of the regional climate. The adequacy of measurement density is estimated based

on the fraction of variance in the time series for a regional climate variable that is accounted for by

the given measurement density, building on the method employed in New et al (2000). The station

density information from the CRU TS 3.22 (Harris et al 2014) product are used for land temperature

and precipitation and that from the HadSST3.1.1.0 (Kennedy et al 2011a; Kennedy et al 2011b)

dataset for sea surface temperature.
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Region size: Dynamical climate models have a limited spatial resolution, meaning they are better at

reproducing variations in large scale mechanisms than in ones closer to the resolution size.

Furthermore, the smaller scale characteristics of the anthropogenic drivers of climate change

(particularly aerosol emissions) are less well understood than larger scale properties. This means

there is a priori less confidence in climate model results for smaller regions. Similarly, the accuracy of

observational products becomes more sensitive to the interpolation method used at scales around,

or smaller than, the station separation. To account for this, the confidence metric is reduced by an

amount relative to the region’s size.

Climate variable: The basic physical processes behind many aspects of the climate are both well

understood and mostly resolved in dynamical models, but this is not the case for some variables. For

instance, the microphysical processes that generate precipitation are not simulated in climate

models but rather approximated by somewhat heuristic algorithms. In recognition of this, the

confidence metric is multiplied by a constant that only depends on the climate variable, effectively

reducing confidence for precipitation by one level.

Observed change matches required change: In Cramer et al (2014), impacts are reported to have

been caused by a specific observed climate trend. Therefore, it is necessary to confirm that this

trend also exists in the observational data sets used in the climate change attribution analysis.

Reasons for discrepancies could include ambiguity over time period, regional or seasonal definitions

or disagreement between local and global data sets. This step yields zero should at least half of the

observation datasets fail to reproduce the direction of change stated in Cramer et al (2014).

5.1.1.2 Comparison of observed and predicted climate change

The analysis method behind much research carried out in recent years regarding the detection and

attribution of climate change to anthropogenic forcing applies a linear regression model to compare

output from climate model simulations with observed climate changes (Allen and Tett 1999; Bindoff

et al 2013).

Xobs (t) represents variations in an observed climate variable as a function of time (t), Xant (t)

represents the expected climate response to anthropogenic external drivers, and Xnat (t) represents

the expected climate response to natural external drivers. The regression assumes that responses to

climate change are linearly additive, which appears reasonable for temperature and precipitation

responses of the magnitude and spatial scale considered here (Shiogama et al 2012), and can be

written as (Allen and Tett 1999):

Xobs(t) = bant Xant(t)+bnat Xnat (t)+R(t) (1)
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Here R(t) is the residual of the regression and bant and bnat are the regression coefficients estimated

such that the variance of R(t) is minimized. This formulation of the regression assumes that the Xant

(t) and Xnat (t) responses for the climate model can be perfectly estimated (Allen and Stott 2003).

Available climate model data (Taylor et al 2012) generally only cover the Xnat (t) response signal and

the Xall (t) = Xant (t)+ Xnat (t) response to the complete combinations of anthropogenic and natural

drivers; the regression can thus be written as follows:

Xobs(t) = bant Xall(t)+(bnat bant) Xnat(t)+R(t) (2)

The regression coefficients bant and bnat + bant and their uncertainty due to the limited sampling of the

observed climate response against the noise of natural internally generated variability of the climate

system are estimated using the code available at http://www.csag.uct.ac.za/ daithi/idl lib/detect/.

Traditionally, a response to anthropogenic forcing is considered to be detected if bant is positive and

inconsistent with zero at some level of statistical significance given this sampling uncertainty.

This regression is performed separately for each combination of the Nobs observation data products

and the Nmod climate model products. For each of the models with available simulations for

estimating the response signals, the sampling noise is reduced by averaging across the 3 to 10

simulations available in each case, with Nmod = 7 models running a total of 48 simulations for

historical and 33 for natural historical climate. The translation of these regression analyses into

penalisation of the confidence metric is summarized below. Overall, the penalties emerge from a

combination of the fractions of the Nmod x Nobs regression coefficients that fulfil or fail the test

criteria of the respective step and a term that expresses the weight of that step.

Match of signals: This test addresses the question of whether the fingerprint of the anthropogenic

response expected by the climate models is really found in the observational data. In terms of the

regression, the question is whether bant > 0. This step is the critical test for a climate change

detection analysis.

Match of magnitude of anthropogenic climate change: A match in magnitude can be considered an

indication that the observed signal analysed in the regression is indeed the predicted signal, rather

than, for instance, a response to an ignored driver that happens to closely resemble the predicted

response to anthropogenic drivers. Within the regression formulation used here, the question is

whether the regression coefficients for the anthropogenic response, bant are not inconsistent with 1.
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Match of magnitude of natural climate change: The above test only concerns the response to

anthropogenic drivers. While they are less directly connected to the conclusions of the analysis, it

would also help build confidence (or to maintain it) if the observed response to natural drivers is also

not inconsistent with the predicted response.

Consistency of autonomous variability: As an extremely non linear system, the climate generates

variability autonomously, whether it is being influenced by external factors or not. If the

assumptions behind the regression hold and all important external drivers have been included in the

Xnat (t) and Xnat (t) pair, then the residual R(t) from the regression should be indistinguishable from

this autonomous variability. A comparison is performed between the R(t) arising from the regression

and the variability in unforced simulations. If the residuals from all Nobs x Nmod combinations fail the

test, then the confidence metric is reduced by up to three levels. As with inconsistencies in the

regression coefficients, gross failure of the residual test is a major concern and could reflect

unaccounted drivers.

Assignment of major role: Assessment of the role of anthropogenic forcing in observed changes in

climate requires a description of the magnitude of the contribution of human influence relative to

other factors (Hegerl et al 2010). For this algorithm, it is assessed whether emissions have had a

‘major role’ in the behaviour of the observed climate, defining ‘major role’ as cases where the

anthropogenic response accounts for at least one third of the temporal variance (see Annex A).

Other possible contributors to the variance would be the response to natural drivers, autonomous

variability or possible unidentified drivers.

5.2.4 Combined attribution assessment

Confidence levels for the impact and the climate attribution side are compared using different

measures of aggregation for systems, spatial extent and climate drivers. To enable that comparison,

the climate attribution confidence is constructed in the same way as the impact attribution

confidence in the IPCC AR5 assessment, i.e. specifying attribution of either a major or at least a

minor role. An extended discussion is provided for the impacts assessed to imply a major role of the

respective driver for both the climate and the impact aspect. In addition, a tentative assessment of

the impacts of anthropogenic climate change is derived by combining the two assessments.

There are two measures that are relevant in order to combine impact attribution and climate

attribution into one overarching metric providing information about the level of confidence in the

role of anthropogenic forcing for the observed effect (combined attribution): the role attribute

(major, minor) for both impact and climate assessment and the respective level of confidence.



Chapter 5 – Attribution to human influence

78

Obviously, the combined attribution metric must be smaller than or equal to the minimum of the

two separate assessments. The individual steps might be combined using, for example, a minimum

value approach or by multiplication. Given that only bin values are available for the impact

confidence, values are coarsely discretised. The maximum difference between the multiplicative

approach (see Table 5.3) and the minimum value approach (see Table 5.4) is one level of confidence.

Even for the minimum value approach, the combined metric distribution is, on average, less

confident than both the individual distributions, because only a small share of the data has identical

values for both role and confidence levels.

Table 5.3: Matrix for combining two confidence assessments consisting of discretized bin values, using a
multiplicative approach; confidence levels for impact attribution is shown in rows and climate attribution in
columns. Grey scale indicates combined confidence, from white (none) to black (very high).

NONE VERY LOW LOW MEDIUM HIGH VERY HIGH
VERY LOW
LOW
MEDIUM
HIGH
VERY HIGH

Table 5.4: Matrix for combining two confidence assessments consisting of discretized bin values, using a
minimum value approach; confidence levels for impact attribution is shown in rows and climate attribution
in columns. Grey scale indicates combined confidence, from white (none) to black (very high).

NONE VERY LOW LOW MEDIUM HIGH VERY HIGH
VERY LOW
LOW
MEDIUM
HIGH
VERY HIGH

Given that the confidence metric does not represent a statistical measure in a strict sense, a simple

minimum value approach was chosen for the combined assessment. In cases where the roles differ

for the impact and the climate attribution assessment, the smaller role is assigned to the combined

assessment. A control run using the ‘minor role’ confidence labels in those cases resulted in slightly

higher confidence in only three cases, so the minimum value approach was applied for consistency

and simplicity. Cases of multiple climate drivers are treated as separate assessments.

5.3 Results

This section briefly introduces the characteristics of the impact attribution assessment from AR5,

followed by a more detailed analysis of the results of the climate attribution analysis. A comparison

of the two assessments is provided and results of aggregating both steps into a combined attribution

assessment are discussed.
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5.3.1 Impact attribution confidence

In order to enable an informed comparison of the confidence value pairs for the impact and the

climate attribution step, a brief review of the input data selected from Cramer et al (2014) is

included here. One of the first things to note is that, on average, confidence levels are higher for

natural system effects than for impacts on human or managed systems. Also, the assessment is

clustered around ‘medium confidence’ values, with only 22% of the confidence values being lower

and 28% being higher, while both ‘very high’ and ‘very low’ confidence levels are rare or totally

absent. This suggests a filtering mechanism that avoids stating extremes, or possibly the choice of

‘major’ and ‘minor’ roles in a way that promotes ‘medium confidence’ over the other values.

There is a selection bias to begin with, as the assessment focusses on impacts where evidence allows

confident conclusions, potentially side lining many assessments that might have qualified for ‘very

low confidence’ and excluding negatives. This fact is also evident in the much higher ratio of ‘major’

compared to ‘minor’ role statements in the impact assessment.

5.3.1.1 Major and minor roles and relation to sectors

The 118 entries in the stratified database (i.e. after filtering as described in Section 2.2) are

distributed over human and managed systems (26), terrestrial ecosystems (32 values), marine

ecosystems (24 values), hydrology (21 values), and the cryosphere (15 values). Confidence in

attribution of impacts to climate trends is highest within the cryosphere, whereas lower confidence

and a high share of ‘minor role’ assessments prevail for human and managed systems. Confidence is

more evenly distributed for ecosystems and hydrology, and there are comparatively few minor role

assessments, especially for the higher confidence ranges (see Figure 5.5).

The total of 118 values is comprised of 95 major role and 23 minor role assessments; minor role

assessments therefore only represent approximately one fifth of the total. Similar to the near

absence of very low confidence assessments, this may partly be due to the fact that, in a multi factor

environment, a climate change impact will only be detected with confidence in situations where its

effect is substantial. This is in keeping with the fact that confidence is generally higher for those

assessments that attribute a major role to climate change.
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All impact systems Human and managed systems

Marine systems Terrestrial ecosystems

Cryosphere Hydrology

Figure 5.5: Distribution of confidence in attribution of observed impacts to climate change, disaggregated by
role (light colours: minor role, dark colours: major role). The vertical axes indicate the number of
assessments in the respective confidence bins. Confidence levels are shown across all systems (top left) and
then separately for each major impact system.

5.3.1.2 Comparison across climate variables

Atmospheric temperature rise is the most prominent driver of observed change. For more than 60%

of the documented impacts, atmospheric warming is included as one of the drivers of change; this is

followed by ocean warming, which is one of the drivers of change in about 23% of assessments.

However, a substantial number of assessments also relate to changes in precipitation (see Figure

5.6); the attribution of impacts to trends in precipitation is, overall, only slightly less confident than
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that for temperature. On average, assessments related to ocean temperature display the highest

levels of confidence.

Figure 5.6: Distribution of confidence in impact attribution of the 118 assessments analysed. Vertical axis
shows number of assessments in the respective confidence bin, shades of grey indicate corresponding
climate driver, i.e. precipitation and atmospheric and ocean temperature.

5.3.1.3 Relation to spatial scale

The distribution of confidence values across region size is relatively even for impact attribution,

complimented by a tendency toward relatively higher shares of high confidence assessments in the

larger regions and higher shares of low to no confidence assessments in smaller regions (Figure 5.7).

Figure 5.7: Normalized distributions of confidence in impact attribution for a set of six representative region
sizes (in square kilometres). Impacted areas are grouped in categories from very small (up to 50,000 km²) to
extremely large (greater than 12.5 million km²). Distribution of confidence levels is normalized to the total
number of impacts in that category. Vertical axis depicts the share of total impacts within each category and
shades of grey indicate the respective level of confidence.
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Most regions cover between 1 and 10 million square kilometres, corresponding to larger countries or

sub regions (e.g. Scandinavia), extended river systems (e.g. the Amazon basin) and smaller

continents such as Europe or Australia. The smallest category comprises impacts at very specific

locations, many of them islands. The largest category spans pan Arctic and pan Asian impacts, global

statements and several extended ocean regions.

5.3.2 Climate attribution confidence

In this subsection, the outcome of the confidence algorithm for attributing the observed climate

trend to anthropogenic forcing of the climate system is analysed across systems for major and minor

roles, climate variables and the role of spatial scale. The analysis differs from that of the impact

assessment in three ways. First, the range of confidence values includes the value ‘none’ for regions

with no or very weak observational monitoring, where the observed climate trend is inconsistent

with the change required for the impact, or where the observed climate trend is inconsistent with

that expected from climate model simulations. Second, the climate attribution step is a systematic

analysis without an a priori expectation of the anthropogenic signal. The climate confidence values

thus span the entire range from ‘none’ to ‘very high’, while the ‘very high’ label was not once

assigned in the corresponding impact assessment, and ‘very low’ was also rarely used. Third, the

algorithm provides confidence assessments for both the attribution of a major role and of at least a

minor role (the latter being equal to detection). In the interests of simplification and comparability

to the impact assessment provided by Cramer et al (2014) the climate attribution assessment is

defined as follows: if the confidence in attribution of a major role is at least medium then that

assessment is adopted, otherwise the ‘at least a minor role of anthropogenic forcing’ (in the

following ‘minor role’ for brevity) assessment is adopted.

Anthropogenic forcing was evaluated as having a major role in 72 out of 118 climate trends (61% of

total) and a minor role (25%) or no role (14%) in the remaining 46 values. For approximately 70% of

the cases, anthropogenic forcing has been detected to have at least a minor role in the observed

climate trend with medium confidence or higher. If limited to temperature (both ocean and

atmospheric) – thereby eliminating many none or very low confidence assessments attached to

precipitation (see 5.3.2.2) – this value rises to 82% (84 out of 102), with 71% representing a major

role (72 out of 102).
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5.3.2.1 Major and minor roles and relation to sectors

In the following, the attribution assessments described in Section 5.3.2 are considered, i.e. whenever

the confidence in attributing a major role to anthropogenic forcing yields less than a medium level,

the confidence level is shown instead for anthropogenic forcing having at least a minor role.

Despite the substantial number of assessments where observations are not consistent, precluding

detection and attribution (14%), the total confidence distribution is skewed towards high and very

high values (see Figure 5.8). More than 50% of the assessments show higher than medium

confidence in attribution to anthropogenic forcing, compared to 29% lower than medium.

Climate attribution across all impacted systems Human and managed systems

Marine systems Terrestrial ecosystems

Cryosphere Hydrology

Figure 5.8: Distribution of confidence in climate attribution, disaggregated by role. Light colours indicate a
minor role, dark colours indicate a major role of anthropogenic forcing in the observed climate trend. The
vertical axes indicate the number of assessments in the respective confidence bins. Confidence levels are
shown summarized for all systems (top left) and then separately for climate trends reported to drive
impacts within each major impact system.
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The most distinctive feature for the distribution of climate attribution confidence over impact

systems is the dominance of high and very high values for climate attribution relevant to the

cryosphere and marine systems. The relatively high share of inconsistent assessments relevant to

hydrology and, to a lesser extent, terrestrial ecosystems is mainly due to the presence of impacts

related to precipitation.

5.3.2.2 Comparison across climate variables

The signature of the climate variable is more distinct for the climate attribution step (where the

climate variables are responding) than for the impact attribution step (where the climate variables

are drivers of change). More than half of the assessments pertaining to precipitation did not yield a

consistent signal across the observational datasets and 14 out of 16 assessments have lower than

medium confidence (Figure 5.9). The assessments related to ocean temperature again exhibit

relatively high confidence levels. However, in terms of climate attribution, assessments involving

atmospheric temperature clearly show the highest confidence levels, with only 16% indicating less

than medium confidence and two thirds presenting high or very high levels of confidence.

Figure 5.9: Distribution of confidence in climate attribution for the 118 assessments analysed. Vertical axis
indicates the number of assessments in the respective confidence bin and shades of grey indicate the
corresponding climate variable, i.e. precipitation (16 values total) and atmospheric (74) and ocean (28)
temperature.

5.3.2.3 Relation to spatial scale

There is a clear relationship between confidence in climate attribution and the spatial extent of the

affected region; this is most prominent for very small and very large regions (see Figure 5.10). Half of

the assessments in the smallest regions have no confidence in climate attribution and 90% of

attributions are made with less than a medium level of confidence. Very high confidence in climate

attribution is restricted to regions that cover at least 2 million km², most are 5 million km² or larger.

This is partly due to the algorithm penalizing smaller regions. However, given that the effective
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penalty starts at about 10 million km², the signal of region size might be expected to be even more

pronounced, including for medium sized regions. While region size is an imposed constraint on

confidence in climate attribution, it appears unrelated to other factors that impose more severe

constraints: chief among these is the availability of a dense, long term monitoring network.

Figure 5.10: Normalized distributions of confidence in climate attribution for a set of six representative
region sizes (in square kilometres). Impacted areas that correspond to the climate trends are grouped in
categories from very small (up to 50,000 km²) to extremely large (greater than 12.5 million km²).
Distribution of confidence levels is normalized to the total number of impacts in that category. Vertical axis
depicts the share of total impacts within each category and shades of grey indicate the respective level of
confidence.

5.3.2.4 Sensitivity to length of period

To test the sensitivity of our results against changes in the length of the period, the climate

attribution confidence algorithm was run again using alternative 30 year periods, 1981 2010 and

1971 2000 respectively. Overall, the outcome appears robust. A large fraction of the assessments do

not change their confidence level, some deviate slightly, with more cases being of lower confidence

than of higher confidence for the shorter periods. The effect is more pronounced for the period

1971 2000 than for 1981 2010. The earlier period excludes a decade of pronounced warming (in

many world regions), so this matches our expectations. Also, observational data coverage is

improved for the later period, due to the increased density of remote sensing networks. The

difference between the 40 year period and the 30 year period is small for the detection assessment,

but becomes larger for the ‘attribution of a major role’ assessment. As the major role test is based
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on comparison of the size of the trend against the size of the year to year variability, such a result

would be expected.

There are very few cases where confidence changes by two or three levels. The regional climate

trends for those areas were compared with maps of observed climate trends for 1981 2010

published in IPCC AR5 (Hartmann et al 2013) and it was found that such exceptional decreases

occurred in exceptional circumstances, such as local pockets of cooling over parts of North America.

For a selection of impacts that explicitly stated observation periods different from default, the

analysis was re run using the period stated. In parallel, investigations were also carried out on a

random sample of those impacts where regional climate trends came out as not related to

anthropogenic forcing. For example, Cramer et al (2014) list an increase in soil moisture drought in

north east China due to warming and drying trends for the period 1951 2006. A re run of the

analysis over that period resulted in a slight change in confidence in climate attribution for

precipitation from ‘none’ for the default period to ‘very low confidence’. In contrast, climate

attribution confidence was lower (medium confidence in a major role) for temperature over the

same region for the longer, earlier period than for the default (high confidence in a major role).

Another example consists in effects related to a decrease in precipitation in the Sahel region: both

the periods 1951 2001 and 1950 2005 were stated in the literature for similar regions related to

river flow changes and drought stress on ecosystems. Here, the climate attribution confidence was

lifted from ‘none’ to ‘very low’ for both periods compared to the default. The Sahel dried from the

1950s through to the 1980s and has then been getting wetter again since the 1990s (Biasutti and

Giannini 2006; Greene et al 2009; Mouhamed et al 2013). Consequently, these earlier and longer

periods may contain a slight drying signal that is not detectable in the 1971 2010 period.

With few exceptions, deviation from the default period leads to changes in confidence by one

degree at most, while the role of anthropogenic forcing stays unchanged. For about half of the

tested cases, the outcome of the assessment was not changed at all. Given the cursory nature of this

assessment, the default period approach can therefore be considered to be robust.

5.3.3 Comparison of impact attribution and climate attribution

The impact attribution assessment is generally less confident than the corresponding climate

attribution assessment (see Figure 5.11). The climate attribution assessment also spans a wider

range, including a considerable number of ‘very high’ confidence assessments and, at the other end

of the scale, several ‘very low’ and ‘none’ evaluations. Because the Cramer et al (2014) assessments

of impact attribution have an implicit bias against reporting ‘very low’ or ‘no’ confidence cases, the

distinction in average confidence is actually understated by these results.
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Impact attribution Climate attribution

Figure 5.11: Normalized distribution of confidence levels for impact attribution (left panel) and climate
attribution (right panel), in percent.

5.3.3.1 Direct comparison for individual impacts: attribution

The following figure shows the distribution of the value pairs for impact and climate attribution for

the same impact assessment, irrespective of the magnitude of the roles found (Figure 5.12).

Figure 5.12: Distribution of confidence levels for impact attribution (horizontal axis) and climate attribution
(vertical axis) for the 118 impact climate trend pairs analysed. Circle area indicates the number of
assessments in the respective bin.
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Confidence in climate attribution is clearly considerably higher than confidence in impact attribution.

Also, there is obviously no robust direct relationship between confidence values on the impact and

climate side. Climate assessments that could not be attributed to anthropogenic forcing at all

include the full range of confidence levels on the impact side. Similarly, many climate assessments

that show high or very high confidence in a signal of anthropogenic forcing in turn lack confidence in

the attribution of corresponding observed impacts to regional climate trends.

While there is a tendency for assessments with high confidence in impact attribution to also be

related to anthropogenic forcing with high or very high confidence, this is not exclusively so. The

effect is less pronounced for medium confidence impact assessments, which feature a high share of

climate attribution assessments with lower than medium confidence. For climate attribution,

inference about impact attribution confidence is even less justified.

5.3.3.2 Double major attribution

For almost half of the examined assessments (57 values), a ‘major role’ is assigned for both impact

and climate attribution and for 53 assessments, confidence is medium or higher for both steps. The

distribution of these double major attribution assessments (hereinafter ‘double majors’) across

systems is shown below (Figure 5.13). Double major impacts are driven exclusively by sea surface

(25%) and atmospheric (75%) temperature. The cryosphere and marine systems feature the highest

share of double major impacts.

The AR5 highlights impacts that occur on a regional or continental scale, i.e. the impact has been

observed for the majority of the potentially affected area of the respective world region (IPCC

2014d). Given the broad nature of the continental assessments and the large spatial extent covered

by many of those impacts, a large fraction of these regional scale impacts might be expected to be

included in the ‘double major’ group. Of the continental scale impacts with a major role of climate

change in the observed changes, 76% also have a major role assigned for the climate attribution.

Furthermore, for 67% of the continental scale cases, the climate attribution assessment yields high

or very high confidence for the major role of anthropogenic forcing in the observed climate trend;

for only two values, no role of anthropogenic forcing could be found.

However, a substantial number of smaller region assessments (21) are also part of the ‘double

major’ group. The continental assessments are overrepresented though, as they account for just

36% of the assessments examined in total but make up roughly 60% of the double major values.

While about three quarters of all continental assessments form part of the double major bin, only

about a quarter (27%) of the subcontinental assessments shows such strong relations for both the

impact and the climate steps.
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Figure 5.13: Distribution of assessments with both a major role of climate change for the effect observed
and a major role of anthropogenic forcing in driving that climate trend across impact systems. Vertical axis
shows number of assessments. Double major impacts are exclusively related to warming of the ocean (25%)
and the atmosphere (75%).

5.3.3.3 Direct comparison for individual impacts: detection

In order to complement the assessment of the impact and climate attribution confidence across the

wide range of impacts covered in Cramer et al (2014), Figure 5.14 shows a comparison of confidence

between impact and climate detection. Detection refers to the documentation of a non zero effect

of the respective driver in observations. As expected, confidence levels are shifted to higher levels

for both steps. For impact detection, only ten assessments have less than medium confidence

(compared to 27 for attribution) and a few very high confidence assessments prevail. The shift on

the climate side is even more pronounced, with the number of very high confidence assessments

more than doubled compared to the attribution assessment, accompanied by considerably lower

numbers of low and medium confidence assessments. As a result, the share of values where impact

and climate detection confidence occupy opposite extremes is even further reduced. However, the

fact remains that there is no robust direct relationship between a high confidence assessment for

the impact step and one for the climate step that would allow an inference of confidence in

detection of anthropogenic influence in observed impacts from one of the two steps alone.
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Figure 5.14: Confidence in detection of a climate change impact (impact detection, horizontal axis), and in
detection of an anthropogenic signal in the corresponding climate trend (climate detection, vertical axis) for
the set of impact climate trend pairs described in Section 5.2.1. Circle areas indicate number of assessments
in the respective bin.

5.3.4 Combined assessment

A simple minimum value approach was used to assign both role and confidence to the combined

assessment. In cases where two climate variables had to be assessed for the same impact,

assessments were handled separately. As many of these are combinations of precipitation and

temperature, confidence in the climate attribution tends to differ considerably between the two

climate variables. Figure 5.15 shows the distribution of the resulting combined confidence and the

distribution of impact and climate attribution confidence levels for comparison. As previously

discussed, almost half of the assessments feature a major role for both drivers analysed here with at

least medium confidence. As a result of this, a substantial part of the assessment remains confident

in a major role of anthropogenic climate change for the impacts observed in the combined, although

both the distribution of confidence levels and the number of major role assessments are reduced

considerably. A review of the underlying tables reveals that most of the statements with high

confidence in the attribution of the observed impact to anthropogenic climate change relate to the
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cryosphere and ecosystem impacts from the high northern latitudes and the degradation of tropical

coral reef systems (see Annex B). Impacts on the livelihoods of Arctic indigenous peoples are the

only incidences where this analysis confirms a major role for anthropogenic climate change for

effects observed within human and managed systems. Combined attribution confidence is medium

for nine of twenty three temperature related impacts observed in human systems, albeit the role is

minor for seven out of those nine cases.

Impact attribution Climate attribution

Combined attribution (minimum approach)

Figure 5.15: Assessment of the confidence in the role of anthropogenic forcing for observed impacts of
climate change using a multi step approach, with application of the ‘minimum confidence’ method for
combined attribution (bottom panel). Assessments of confidence in the attribution of observed impacts to
climate change (upper left) and confidence in attribution of changes in climate to anthropogenic forcing
(upper right) for the climate changes contributing to the impacts observed are shown for comparison. All
assessments differentiate between a minor (light colour) and a major (dark colour) role of the respective
driver in the observations, compared to that of other drivers of change.

Overall, 66 of the 118 impact statements are attributed to anthropogenic forcing of the climate

system with at least medium confidence (56%), and none of these is mediated by precipitation. For
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detection, the number of combined assessments with at least medium confidence rises to 77 (65%).

If limited to effects of warming, approximately 65% of the assessments are attributed to

anthropogenic forcing with at least medium confidence; this number rises to almost three quarters

if detection is considered instead of attribution.

Another important factor for the attribution of impacts to anthropogenic forcing is the spatial extent

of the affected area. As can be seen in Figure 5.16, approximately 75% of the impacts that occur

over very large areas of more than 7.5 million square kilometres are attributed to anthropogenic

forcing with medium or high confidence. This ratio is considerably lower for the small and medium

sized regions, with medium or high confidence represented in 56% and 22% of the cases

respectively. In contrast, approximately half of the impacts occurring in smaller regions have no or

very low confidence attached to the combined assessment.

Impact attribution Climate attribution

Combined attribution

Figure 5.16: Normalized distribution of attribution confidence over region sizes, for combined attribution
confidence (bottom panel), and impact attribution (top left) and climate attribution (top right) assessments
for comparison. Normalization is to all assessments within the same regional category. Regions are grouped
into 3 categories, up to half a million square km (left bar), 0.5 to 7.5 million square kilometres (centre bar),
and larger than 7.5 square kilometres (right bar).
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5.4 Discussion

This analysis provides the missing link between the observed effects of recent climate change

reported in AR5 and the role of anthropogenic forcing of the climate system for the climate trends

related to these observations. While the methodological approach falls short of a full scale end to

end analysis of individual impacts, it provides a robust first assessment of the role of anthropogenic

climate change in a wide range of climate related effects that have been observed around the world.

Results show that, on average, levels of confidence for attributing the observed climate trends to

anthropogenic forcing are higher than levels of confidence for attributing observed effects to climate

trends. Given that, by design, the initial impact database looks at areas where impacts would be

expected, excludes negatives and reports few statements of very low confidence, climate attribution

might have been expected to be less confident compared to impact attribution, rather than more.

On the climate side, a systematic analysis is performed without an a priori expectation of the actual

anthropogenic signal. The fact that confidence on the impact side is the limiting factor for many

assessments indicates a need for more research into the effects of regional climate trends, in

particular with regard to their interaction with other factors.

Climate attribution confidence is notably higher than impact attribution confidence for effects

reported as a consequence of atmospheric temperature change and, to a slightly lesser degree, of

ocean temperature change. This result suggests that for impacts mediated by temperature change it

is feasible to extend the rigorous impact detection and attribution analyses available for the effects

of regional climate trends to the effect of anthropogenic climate change and thus fill the gap noted

in the AR5.

In contrast, the confidence in impact attribution is generally higher than the confidence in climate

attribution for effects related to precipitation. The majority of assessments related to precipitation

fail the first test for consistency between climate trends reported in AR5 and those found in the

global observational data products used. This points to the limited ability of GCMs to reproduce

spatial and temporal precipitation patterns correctly, which is largely due to the fact that

precipitation is highly variable and the direct response to anthropogenic forcing relatively weak.

However, another cautious interpretation is that the sensitivity to short and medium term

fluctuations in precipitation is not necessarily a good indicator for exposure to long term

anthropogenic climate change.

Generally, combined attribution confidence increases with size of affected area, mostly due to the

characteristics of the climate attribution step, as positive correlation with size is much less

pronounced for impact attribution. Very high confidence in climate attribution is found exclusively
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for areas larger than 2 million square kilometres. While larger spatial scales often reduce

uncertainty, confident climate attribution is also possible on subcontinental and smaller scales.

Interestingly, a substantial number of double major effects were associated with relatively small

regions. This is surprising as warming trends due to anthropogenic forcing are generally more

evident in global or continental mean records, where most of the local variability is averaged out,

than in time series of local temperature.

This analysis clearly links a large majority of the continental scale, major role impact attribution

assessments highlighted in the AR5 to anthropogenic forcing. For about three quarters of these

assessments, the driving climate trend can be attributed to anthropogenic influence with at least

medium confidence for a major role; two thirds even yield high or very high confidence ratings. All

of these assessments are driven by warming. Confidence in detection of at least a minor role of

anthropogenic forcing in the climate trend across all impact assessments analysed is at least medium

for a similar share of values (65%). This figure rises to about 75% when only evaluating impacts

related to temperature.

The cryosphere and marine systems emerge as hotspots of impacts of anthropogenic forcing in the

combined analysis. This is to be expected for the cryosphere, given that it has long been identified as

a key sensitive region and that it is often situated in areas of amplified warming, such as mountains

or the Arctic region. Indeed, the measurement of glacial retreat is often interpreted as a proxy

measurement of global temperature trends (Vaughan et al 2013). The high representation of marine

impacts may in part be due to selection bias. Though the oceans cover 70% of the planet, fewer

statements related to marine ecosystems are available than for terrestrial ones, suggesting that only

those impacts have been included in the database that show a very clear relationship to climate

change. Other possible explanations include the strong influence of ocean currents and long term

natural climate variations on ocean temperature. As a consequence, the climate change related

signal to noise ratio for oceanic warming is often lower than for terrestrial warming. The resulting

data requirement to detect any effect is high and may therefore be sufficient for high confidence in

attribution following the approach taken here. Finally, despite the confounding effect of harvesting,

marine species are freer to respond to thermal change in detectable ways than many species living

in fragmented terrestrial habitats.

Impacts on the livelihoods of Arctic indigenous peoples are the only incidences where this analysis

confirms a major role for anthropogenic climate change for effects observed within human and

managed systems. However, combined attribution confidence is medium for nine of twenty three

temperature related impacts observed in human systems, albeit the role attribution is minor for

seven out of those nine cases. The lower confidence in combined attribution for human systems is
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mainly due to the comparatively minor role of recent climate change in most impacts observed in

human and managed systems and the limited confidence in some of those observations.

All in all, our analysis confirms earlier statements that anthropogenic climate change is causing

discernible impacts on natural systems worldwide. It also extends the analysis to include some

human and managed systems. The lack of a robust relationship between impact and climate

attribution shown in Section 5.3.3 makes it clear that the inference of end to end attribution from

only one of these assessments is inappropriate.

Both assessments and their combination have some shortcomings, which will be briefly discussed

below. The initial list of impacts by Cramer et al (2014) that served as an input to this analysis is

based on purely qualitative assessment derived from expert elicitation and from peer review to

calibrate against the common guidelines and between the different assessments. This approach has

pioneered outreach and allowed for the inclusion of impact categories that were not formally

assessed in earlier reports. However, it shares the common weaknesses of expert elicitation, such as

a lack of transparency and a higher degree of subjectivity compared to quantitative assessments.

Another effect is the tendency of expert panel results to veer to the middle – in the absence of

clearly reproducible criteria and hard, quantitative standards, elicitations tend to avoid extreme

values and stay within the ‘safe’ middle ground, especially under uncertainty. The assessment may

therefore not represent the full range of uncertainty on the impact side. Some ambiguity also exists

regarding the definition of ‘major role’ and what distinguishes ‘attribution of at least a minor role’

from detection. The aggregation level of the analysis in Cramer et al (2014) varies considerably

between individual assessments. In some cases, the resulting meta level assessment seems overly

simplified, and may not adequately represent the complex relationships of the individual and

combined climate factors and their causal roles for the impacts observed.

The climate attribution step is based on the output of (global) general circulation models and global

gridded sets of observational data. Regional observational products and climate model data may be

more accurate (at least for most regions). Both fundamental and technical aspects of the

construction and implementation of global climate models limit their ability to accurately represent

the climate system at regional and local scales. Downscaling techniques could assist the use of global

climate models, but global downscaled simulation data applicable to attribution analysis is still not

available. The algorithm recognizes this limitation in several steps, for instance in tuning down

confidence for smaller regions. Similarly, the global observational data sets were mainly chosen for

consistency.
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The confidence algorithm applied for climate attribution is essentially a quantitative approach that is

then transferred to a qualitative scale. While there is a chance that a systematic bias has been

introduced despite calibration, the operation is still based on the same routine for all assessments. It

therefore provides a higher degree of standardization compared to the impact side of the

assessment. By considering uncertainty in observational monitoring, the attribution algorithm goes

beyond most contemporary climate change detection and attribution studies (see Bindoff et al

(2013) for examples). Still, both the choice of weighting factors and the way the numerical factors

are converted to a qualitative scale are based on lose constraints and could allow the development

of alternative approaches that may yield different results. The steps that tend to dominate in

determining the final confidence assessment are those where the constraints on the interpretation

are quite tight, for instance with respect to the existence and density of observational monitoring

(see Annex A).

The use of the simple minimum value approach to derive estimates of confidence in combined

attribution is arbitrary to a certain degree, although it is procedurally straightforward. A common

feature of all measures of combination is the loss of information about the source of uncertainty and

a loss of information specific to the individual steps. While many consider attribution to

anthropogenic forcing the main goal of detection and attribution exercises (Hoegh Guldberg et al

2011; Hegerl and Zwiers 2011), the necessary degree of information aggregation may lead to a loss

of information that is very relevant in the context of vulnerability and adaptation.

Similarly, this analysis inherits its limitation to the effects of long term climate trends from the set

up of the AR5 assessment. The design probably excludes certain impacts, for example step changes

or impacts of changes in temporal or spatial patterns of climate that are not easily detected in trends

of aggregate climate variables. The analysis currently excludes the assessment of impacts related to

sea level rise. It is also not well designed for capturing effects of changes in variability, which is a

major drawback given the vulnerability of systems and societies to extreme weather. While not

decisive for the purpose of this chapter, i.e. providing a synthetic assessment of the role of

anthropogenic forcing in observed impacts as reported by IPCC’s AR5, assessing the role of

anthropogenic forcing for changes in variability is nevertheless crucial for the development of rapid

climate attribution assessments as a climate service.

The design is sensitive to the length of the observation period and its start and end year. Though the

sensitivity tests in 5.3.2.4 show relatively robust results for the climate attribution analysis, it was

not possible to do a similar analysis for the impact statements; a combination of deviations in

confidence for both steps will influence the overall outcome more strongly.
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To enhance the usefulness of a detection and attribution analysis for decision makers, it is crucial to

improve the reproduction of precipitation patterns and changes in variability. Still, the primary

condition to improve knowledge about past effects of anthropogenic climate change that emerges

from this analysis is to reduce the uncertainty about the role of changes in climate on the impact

side.

5.5 Conclusion and outlook

The analysis provided in this chapter confirms earlier statements that overall, anthropogenic climate

change exerts a discernible effect on natural systems worldwide. This statement can even be

extended to include some human and managed systems. However, the combined attribution

analysis for the individual impacts makes it very clear that no inference can be declared between

high confidence in climate attribution and confidence in impact attribution, or vice versa. Therefore,

unless other factors are taken into account, drawing conclusions about the role of anthropogenic

forcing in climate related impacts using only one of the two attribution steps alone means

extrapolating blindly.

The signature of anthropogenic influence is still not detectable for most changes in precipitation.

Improvements in the reproduction of precipitation patterns and the representation of climate model

results at smaller spatial scales are essential, especially for the attribution of impacts in tropical

regions. For temperature related changes, the uncertainties surrounding the attribution of impacts

to climate change prevail over those related to the attribution of climate change to human influence.

More in depth analyses of the role of climate compared to other factors in observed changes in

natural and human systems are crucial in order to improve understanding of the role of

anthropogenic forcing in climate related impact.
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6 Global distribution of observed climate change impacts

The scarcity of robust scientific evidence supporting the attribution of observed impacts to climate

change in some vulnerable regions does not indicate that no such impacts have occurred.

Publication corresponding to this chapter:

Gerrit Hansen and Wolfgang Cramer (2015) Global distribution of observed climate change impacts.

Nature Climate Change 5:182 185 [Commentary]
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The scarcity of robust scientific evidence supporting the attribution of observed impacts to climate

change in some vulnerable regions does not indicate that no such impacts have occurred.

Impacts of recent climate change have now been documented in all major regions of the world and

in many natural and human systems. This is one key conclusion of the IPCC’s Fifth Assessment

Report (AR5), which was recently completed with the approval of its Synthesis Report in

Copenhagen (IPCC 2014e). Over the last two decades, coverage of such observed impacts has been

expanded from an initial focus on land ecosystems towards the marine realm, and to important

features of human and managed systems such as food production and human health. A central

graphic from the IPCC working group II (WGII) ‘Impacts, Adaptation and Vulnerability’, a world map

with impact icons symbolizing localized or regional scale attributed impacts, was received with

enthusiasm by the press and social media (Figure 6.1). The array of impacts of recent climate change

that have been observed globally is impressive. However, it is important to recognize that this map

represents the state of knowledge on impacts that have been attributed to climate change, compiled

through a rigorous analysis of the scientific literature. It is not a comprehensive summary of all

adverse effects that could plausibly be linked to climate change.

Documented impacts

The evidence base for climate change impacts, from monitoring systems and environmental

research, has been growing during the last two decades (Cramer et al 2014). However, there still are

more and higher quality observations for such impacts in mid to high northern latitude regions than

elsewhere. Some readers wrongly perceived the map (Figure 6.1) as indicating that the northern

regions have been more strongly affected than southern regions. Also, the comparatively sparse

documentation of climate change impacts in some of the most vulnerable regions of the globe could

create the impression that the global burden of climate change impacts was not adequately

portrayed. Hence a risk of misinterpretation arising from the uneven distribution and poorly defined

spatial resolution of the icons on the map was identified during the finalization of the Synthesis

Report.

To address these concerns, the philosophy for the map of the WGII findings was refined for the IPCC

Synthesis Report. The revised map was produced by removing the spatial information about

geographic location at the subcontinental scale. Instead, comprehensive lists of impacts identified

for each world region were presented. In addition, a quantitative indication of the uneven regional

distribution of climate change literature was provided (Figure 6.2). This change aligned the data in

the figure with the data in the underlying table, increased emphasis on the global distribution of

observed impacts, and highlighted the issue of uneven literature coverage. While both figures
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contain the same data, the difficulty of their appropriate representation in a policy context highlights

the need for better communication of the scientific basis for impact assessment, including the need

to explain the full potentials and limits of detection and attribution analysis.

Figure 6.1: Observed impacts of climate change. Global patterns of impacts in recent decades attributed to
climate change, based on studies since the Fourth Assessment Report. Impacts are shown at a range of
geographic scales. Symbols indicate categories of attributed impacts, the relative contribution of climate
change (major or minor) to the observed impact, and confidence in attribution. Source: Figure SPM2.A in
IPCC (2014d).

Standards

Scientific attribution of observed impacts to climate change requires time series of observations of

sufficient length and quality for the affected system, and for both climatic factors and other

important drivers of change, such as land use or economic development. Mere correlation between

the changing climate and its presumed impacts is insufficient for attribution. Instead, understanding

of all likely causes of change and their interaction is needed (Hegerl et al 2010; Stone et al 2013). For

a specific impact to be included in an IPCC assessment, a diligent examination of that specific case in

the peer reviewed literature must be available. As a result of these requirements, well studied

regions and systems with few confounding factors combined with a high sensitivity to climate,
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feature more prominently in the list of attributed impacts (Rosenzweig and Neofotis 2013; Cramer et

al 2014). The focus of attribution assessments is different from that of vulnerability or impact studies

that assess how impacts of future climate change will unfold, based on the sensitivity of a system to

climatic factors, expected future climate change, and socio economic factors delineating

vulnerability. For such studies, the sensitivity of a system to climate change is often inferred from

past responses to climate variability. However, impacts of natural climate variability do not

constitute impacts of climate change.

Figure 6.2: Revised schematic of the observed impacts of climate change. Symbols indicate categories of
attributed impacts, the relative contribution of climate change (major or minor) to the observed impact, and
confidence in attribution. The numbers in ovals summarize the number of all climate change related
scientific studies published between 2000 and 2010 for each region, as a proxy for the difference in the
regional literature base. Source: Figure SPM.4 in IPCC (2014e).
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frequency or intensity of climate extremes are still less conclusive, though trends have been

documented for some types of extremes, in particular heat waves and heavy precipitation, in many

regions (Seneviratne et al 2012; Peterson et al 2013a). Also, areas influenced by long term natural

climate modes such as the El Niño Southern Oscillation face an additional challenge in detecting a

persistent trend in climate against the baseline of periodic change, and therefore in attributing

observed effects to climate change.

In turn, this means that some of the most pronounced adverse effects related to climate, i.e. those

caused by extreme weather, can presently not be attributed to climate change directly even though

they might be consistent with what one would expect to happen under a changing climate (James et

al 2014). Progress is being made in assessing the role of anthropogenic forcing in occurrence and

intensity of extreme weather (Coumou et al 2013) and individual events (Peterson et al 2013b;

Herring et al 2014), but information on the latter is only available for a small set of events.

Human systems

A large fraction of the most robust evidence for impacts of recent climate change is related to the

cryosphere, or to ecosystems that are sensitive to temperature. In contrast, evidence for human

systems is relatively sparse. Much of the reason for this is that humans are remarkably adaptable

and often make adjustments in response to risks or impacts. In addition, humans operate in a

complex world, with many factors changing simultaneously. Human systems can be impacted by

climate change either directly, for example in the case of increased heat related mortality due to

more frequent heat waves, or indirectly, by cascading effects of changes in the natural environment

triggered by climate change. As the impacts of climate change become more pervasive in the natural

environment, impacts on human systems that depend on them would be expected to unfold. Such

impacts have been reported by many indigenous communities in high Northern latitudes (ACIA

2005; Ford and Pearce 2010; Arctic Council 2013). However, given the multitude and strength of

other drivers of change, combined with the difficulty to assess services delivered by ecosystems,

such cascading impacts on humans due to regional changes in climate are not yet well documented

in other environments.

Another reason for the weaker documentation of some human systems impacts is the difference in

disciplinary approaches to establish causality between quantitative and qualitative sciences (Stone

et al 2013). Detection and attribution standards have been developed by natural scientists, and

usually rely on statistical methods and numerical models (Hegerl et al 2010). Some areas of explicit

concern in the context of climate change, such as impacts on small scale farming, informal

economies and settlements, livelihoods and poverty are predominantly discussed in literature that is
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qualitative in nature, and do not easily lend themselves to statistical approaches. Indeed, a large part

of that literature is focussed more on current vulnerabilities and future risks in a context of multiple

stressors rather than quantitative evidence of already manifested impacts.

No evidence of absence

The recent IPCC report has shown that it is possible to integrate different sources of evidence, data

of differing quality and disciplinary approaches into an overarching assessment of impacts

attributable to climate change (Cramer et al 2014). The assessment combines numerous published

studies based on observational records of observed change, as well as on documented change in one

or several climate variable(s). In some cases, despite the expectation that impacts might have

occurred, individual elements of the causal chain leading from changes in climate to changes in the

respective impact system were not addressed in scientific studies, making attribution impossible.

Coastal degradation is a prime example of the difficulties met when assessing observed impacts:

tide gauge records documenting local sea level rise may not be available or incomplete for some

regions. Even if those records were available, the observed changes in sea level may have causes

other than global warming: sediments trapped by large dams, changes in local current systems and

subsidence due to hydrocarbon or groundwater removal all contribute to relative sea level changes

(Nicholls et al 2009; Syvitski et al 2009). In addition, impacts of higher sea levels depend on flood

remediation, changes in coastlines due to infrastructure and urban developments, settlement

patterns and other factors determining risk from floods. So while it is likely that, in many coastal

settings, recent damages are partially caused by global sea level rise, the absence of sufficient data

often precludes attributing that impact to any particular cause.

Hence, while the presence of an impact icon on the map is always based on detection of a specific

change and its attribution to climate change, the absence of an icon can be due to a wide range of

reasons. These include the lack of studies addressing a certain impact, or the failure of the available

studies to rigorously attribute an observed change to recent climate change, but none of these can

be taken to imply that no such impacts have occurred.

Attribution and risk

The scientifically robust attribution of observed impacts to climate change is important for several

reasons, including overall system understanding and the development of resilient strategies for

adaptation, as it examines important drivers of change and their interaction. But a summary of

attributed impacts is not a complete inventory of current effects of climate change, or sole indicator

of present and future risk. The manifestation and attribution of a certain climate change effect
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obviously carries a strong message concerning future risk. However, the fact that an impact has not

occurred, or has not been documented, offers no indication of the absence of such a risk.

At the same time, although climate change may act synergistically with other risk factors and will

continue to gain importance as the rate and scale of climate change increases, it must be recognised

that the most important driver of current risk for human systems related to environmental

degradation is not necessarily (global) climate change, but also other issues such as land use change,

air pollution and poverty.

Unambiguous message

The map originally provided by WGII (Figure 6.1) informed about the status of knowledge on

observed and attributed effects of climate change with some regional specificity. In one sense,

empty spaces and missing icons provide information about the current gaps in that knowledge.

However, many factors could contribute to these gaps, including the possible lack of data, a shortage

of scientific studies or the actual absence of any impacts of climate change.

Both representations are valid ways to convey a large amount of complex information in a

scientifically consistent way. However, what the scientific community perceives as useful extra

information could be confusing or misleading to another group of stakeholders. The revised version

of the map (Figure 6.2), while losing some of the spatially explicit information, addresses important

sources of concern and highlights the main message of the assessment: the fact that impacts of

climate change occur worldwide and the urgency of addressing climate change.
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7 Synthesis

This thesis is rooted in the analysis and expert elicitation performed in the context of the IPCC’s

working group II Fifth Assessment Report (hereinafter WGII and AR5 respectively). It carries forward

questions that remained open after the completion of the fifth assessment cycle and narrows gaps

left by the lack of integration between the WGI and WGII assessments. During the AR5 cycle, the

widespread perception that anthropogenic climate change is already affecting a number of

vulnerable human and managed systems was contrasted by the relative lack of documented

evidence of observed impacts of climate change for those vulnerable systems. This inconsistency

was exacerbated by the failure of AR5 to assess the link between the impacts caused by regional

climate trends and the contribution of anthropogenic forcing to these climate trends. To address

these issues was a major motivation for this thesis.

During the AR5 process, gaps in knowledge and understanding about the concept and requirements

of impact detection and attribution apparently caused irritation within the extended scientific

author and reviewer team. These controversies and/or misperceptions were repeated in a similar

form during government review and approval of the WGII AR5 summary for policymakers (SPM).

They involved one or several of the following aspects:

 The definition and interpretation of the term ‘detection and attribution’;

 The role of observational data, or a lack thereof, representative of both the relevant climate

parameter and the impact system for the ability to detect an effect;

 The inference of conclusions from global trends to local effects and vice versa, i.e. the

matching of appropriate spatial and temporal scales;

 The differentiation between a sensitivity to weather or manifestations of inter annual

climate variability (e.g. ENSO) and effects of climate change; and

 The relationship between regional climate trends and anthropogenic forcing.

Overall, these misunderstandings can be categorized into those related to the climate, weather and

the role of anthropogenic forcing for observed climate manifestations on the one hand, and those

concerned with the establishment of causality on the other.

The community working on impacts, adaptation and vulnerability spans a wide range of scientific

disciplines; its practitioners and stakeholders do not necessarily possess detailed knowledge about

climate variability and change or about how well global and regional climate models perform in
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reproducing and projecting specific climatic traits. Similarly, the approach for detecting changes in

climate and attributing them to human influence, which was developed within physical climate

science, is not necessarily known beyond their disciplinary borders, nor can these methods be easily

transferred into the various settings of different climate change impacts (see Sections 1.2.2 and

1.3.1).

The aggregation of variables into indicators such as ‘global mean temperature’ helps to identify and

communicate the pressing problem of anthropogenic interference with the climate system.

However, such highly aggregated indicators are basically meaningless for local processes. Difficulties

arise from reversing the construction of ‘global climate change’ (Hulme 2010), i.a. attributing the

effects of changes observed locally to global processes defined by abstract indicators.

Obviously, to ultimately settle the many philosophical considerations and queries attached to the

establishment of causality within the scope of this thesis is impossible. But much ground can still be

gained for impact attribution by considering two key aspects; one is to simply follow a few, basic

steps that consider all the necessary links in the causal chain from observed changes in impact

systems to observed changes in the global climate, and possibly the cause of those changes in

climate. The other is to clarify what motivates an analysis and whether detection and attribution of

observed impacts constitutes an adequate response to that motivation.

This synthesis provides an assessment of the extent to which observed impacts of anthropogenic

climate change can presently be detected and attributed worldwide and discusses the implications

of its findings for the relevance of detection and attribution research in the context of climate policy

and risk, along the five research questions outlined below:

1) What are clear and workable definitions and protocols for detection and attribution in the

context of the observed impacts of climate change?

2) Can single extreme weather events and their consequent impacts be attributed to

anthropogenic forcing?

3) What is the status of knowledge regarding observed climate change effects worldwide and

how has the assessment and evidence base evolved over recent decades?

4) Can impacts of regional and local climate change be attributed to anthropogenic forcing and

what are the dominant sources of uncertainty when establishing confidence in such

findings?

5) What are the consequences of the challenges and limitations of detection and attribution

studies for their use in informing risk assessments and international climate policy?
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First, a clear analytical framework for detection and attribution of climate change impacts is

presented, followed by a discussion of extreme event attribution. The contemporary knowledge

about observed effects of recent climate change is summarized and linked to anthropogenic forcing

of the climate system by means of a multi step attribution analysis. The uneven global distribution of

observed impacts is scrutinized. Touching upon the special requirements of global science policy

assessments, it is debated whether or not impact detection and attribution is a useful indicator of

risk. Figure 7.1 provides a graphic overview of the structure of this thesis and how the individual

chapters, including this synthesis, relate to the research questions.

Figure 7.1: Schematic of the structure of this thesis: Each of the Chapters 2 6 (right side, with shorthand
titles) addresses one of the five research questions (RQI V, left side with corresponding shorthand titles)
specifically, and Chapter 7 provides a synthesis and additional discussion relevant to RQV. D&A means
detection and attribution, CC stands for climate change.

7.1 A step by step guide to attribution

This subsection addresses reflects on the establishment of clear and workable definitions and

protocols for impact detection and attribution. In the context of climate change research, detection

and attribution methodologies have been developed primarily in the field of physical climate

sciences. First approaches date back to the 1970s (Chervin et al 1974; Chervin and Schneider 1976;

Thompson and Schneider 1982). Today, there is a substantial amount of literature covering a range

of similar model based statistical approaches to the question of how an effect of anthropogenic
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forcing (and, to a lesser extent, its magnitude) can be identified in observational data (Hegerl et al

2007; Hegerl and Zwiers 2011; Bindoff et al 2013).

In contrast, publications that explicitly address methods and approaches for the attribution of

observed effects to changes in climate across the wide range of impact systems, are very limited and

not comparable. Besides a very small number of studies directly attributing observed effects to

anthropogenic forcing, two relevant bodies of literature exist: one is the set of synthesis studies

addressing the ‘fingerprints’ of anthropogenic climate change in large datasets, combining the

results of long term biological and hydrological observational studies (Root et al 2003; Rosenzweig

et al 2008; Poloczanska et al 2013), the other comprises a large amount of studies mostly from the

fields of glaciology, hydrology, marine and terrestrial ecology, agricultural sciences and public health

that address observed changes in climate sensitive systems and examine their respective causes

(Cramer et al 2014). While many of these studies effectively perform a detection and attribution

analysis, this terminology is not commonly used and the methods applied span a wide range of

analytical tools from each study’s relevant discipline.

A comprehensive detection and attribution analysis in the context of climate change impacts needs

to consider the five steps outlined in Figure 7.2 and described in detail in Chapter 2. In order to

detect an effect of observed climate change on a system, its climate must have actually changed and

also been observed to have changed for the relevant location and period. This condition distinguishes

an impact detection and attribution study from a pure sensitivity analysis that studies the

relationship between climate variables and specific parameters of an impact system (e.g. the

influence of temperature on crop productivity). An observed local climate trend is not necessarily

caused by anthropogenic climate change. Equally, the attribution of an observed (global or regional)

trend in climate to human influence does not necessarily signify the existence of a local trend. The

difference between the estimation of sensitivity to weather and the observation of an impact of

climate change must be made very clear. This applies especially with regard to manifestations of

climate variability, such as severe drought or storms.

It is often stated that the detection of a change does not involve consideration of the cause of that

change (cf. the detection definition given by Hegerl et al (2010) in Table 1.4). However, this is only

true if ‘no change beyond natural variability’ is implicitly assumed to be the normal state of any

system. This assumption may be robust for some systems and situations, such as ecosystems or river

flow in undisturbed conditions, but is not applicable in others.
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Figure 7.2: The five steps of a comprehensive impact detection and attribution analysis.

Any analysis of cause and effect needs to define the system’s boundaries, the drivers considered and

potential confounders such as monitoring or modelling errors or unspecified drivers. For the climate

system, at least in commonly used global and regional climate models, the system definition seems

clear; it involves the separation of external forcing, which can be natural or anthropogenic, and

natural variability emerging from internal dynamics of the system. Again, many impact systems

involve some ambiguity regarding what is considered external or internal to that system, what would

consequently be considered a change and how ‘internal variability’ would hence be defined. For

example, should the current cultural landscapes of central Europe be considered the ‘normal system

state’ or should that rather be the state of some decades or even centuries ago – and what would

consequently be the role of human activities other than greenhouse gas emissions? Would habitat

fragmentation through infrastructure and urban development, fire suppression and increased

nutrient input be considered external forcing, or would their effects constitute part of internal

variability? And if the former, does that mean that ecosystems exclude humans?

While the above considerations about internal dynamics apply to most systems, they are more

relevant for systems that are actively managed or heavily affected by human activities. In such

systems, detection of a ‘change’ (regardless of its cause) against an assumed baseline of ‘no change’
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is futile – coastlines degrade, food production rises, economic output increases, the body size of wild

fish decreases and forests degrade – whether the climate changes or not. Also, should the effect of

several external drivers cancel each other out, no change will be detected despite the ongoing effect

of climate change. Therefore, the explicit consideration of cause and effect is an implicit part of any

impact detection analysis.

A mere correlation is not sufficient to detect an impact – it has to be shown that the observed

change is consistent with the expected response to the climate trend and less consistent with all

plausible responses to non climate drivers alone. In other words, the addition of a climate driver

needs to improve the fit of the model representing the behaviour of the impact system in a

statistically significant way. In situations that are not amenable to statistical testing, a thorough

evaluation of the role of other drivers and potential confounding factors such as measurement

errors or data bias must be provided to support the detection of a climate change impact. A

comprehensive qualitative analysis is particularly essential if it is not possible to perform a rigorous

quantitative analysis of long term data.

Impact attribution involves the assessment of the magnitude of the climate change contribution to

overall change in relation to the contribution from other drivers. Impact detection implies that

climate change has had at least a minor role in the observed outcome. Assessing the magnitude of

the contribution of climate change to an impact is a separate step within a detection and attribution

exercise. A key challenge for all attribution exercises lies in accounting for the non additive effects of

multiple drivers interacting on several temporal and spatial scales (Parmesan et al 2013; Oliver and

Morecroft 2014).

Detection and attribution of climate change impacts provides the most complete and consistent

analysis possible of the cause effect chain, i.e. combining all possible sources of information in a

coherent evaluation. Detection and attribution analysis can be a powerful tool in understanding how

and why our world is changing; albeit the cost of obtaining the necessary observations and

understanding, something that remains poor in many areas, can be prohibitive. Cases exist where

data is insufficient to detect an impact, although given climate trends and known sensitivity strongly

suggest that climate change will have affected the system. While it is imperative to include evidence

from all types of sources and analyses and to apply the full range of methods, both quantitative and

qualitative, to establish causality, observational evidence that demonstrates a long term effect is

needed for impact attribution. Or to put it another way – it is impossible to attribute something that

has not been detected.
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Within the context of impact attribution, climate change is usually one of many drivers of change

and not (yet) necessarily the most prominent one. Consequently, research into past effects will have

to focus on the interaction of different drivers of change. By doing so, research dedicated to the

detection and attribution of impacts can contribute to increasing resilience in a multi stressor world

and reduce uncertainty about compound impacts.

7.2 Impact attribution in the context of climate variability and extreme weather events

This subsection addresses the question of whether single extreme weather events and their

consequent impacts can be attributed to anthropogenic forcing. Direct responses to short term

climate variability (e.g. harvest failure due to drought) are often more easily detected than

responses to gradual changes in the climate. However, long term changes in climate variability are

much more difficult to detect than changes in climate means; averaging across space and time

reduces the ‘noise’ resulting from internal variability of the system. Consequently, confidence in

detection is usually higher for changes in average characteristics of weather and climate, such as the

statistical artefact ‘global mean temperature’. This, in turn, means that it is not currently possible to

directly attribute some of the most pronounced adverse effects relating to the climate (i.e. those

caused by extreme weather) to anthropogenic climate change even though these effects might be

consistent with what one would expect to see happening under a changing climate. Note that a long

term change in the rate or intensity of extreme weather, i.e. a change in climate variability,

constitutes a change in climate, but not necessarily an effect of anthropogenic forcing.

Adverse impacts for both human and natural ecosystems are often driven by extreme weather – the

manifestation of climate variability. In conjunction with socioeconomic factors determining

vulnerability, (natural) climate variability may lead to climate related disasters, such as the

destruction of physical infrastructure during severe floods, increased mortality and morbidity in the

aftermath of a tropical cyclone or extended drought leading to reduced harvest. For many types of

extreme weather, understanding of the physical process suggests an increase in intensity or

frequency as a result of anthropogenic forcing. Such increases have already been detected in

observational datasets for extreme heat and heavy precipitation, while remaining less conclusive for

other types of extremes (see also Section 1.4).

Detecting and attributing a change in the frequency of a certain type of event to external forcing of

the climate system is generally possible (though often very challenging due to the sparse data), but

the same is not necessarily true for individual events (see Chapter 3). Nevertheless, ‘event

attribution’ studies that assess the role of anthropogenic forcing in the occurrence or performance

of an individual weather extreme, are being published more and more frequently (Peterson et al
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2013b; Herring et al 2014). Still, attribution information is only available for a small set of events and

a bias in case selection has been acknowledged (Hulme 2014). Recognizing the stochastic nature of

the problem, scientists have turned to describe the human influence on the manifestation of

extreme weather probabilistically. Most studies focus on a variation of a measure called ‘fraction

attributable risk’; this corresponds to the shift in rates of a certain type of extreme weather

occurring under current climate conditions as compared to a hypothetical, stable natural climate.

Chapter 3 outlines a statistical formulation of the attribution of a single event to climate change. This

formulation is then used to provide a confidence interval for the attributable risk p, i.e. to provide an

interval estimate of p that specifies a range within which the true parameter is estimated to lie with

a certain level of confidence.

Formulating single event attribution as outlined above raises two fundamental issues. First, there is

an underlying dichotomy to the concept of attributable risk between events that would and would

not have occurred in the absence of climate change. This dichotomy makes sense in various

contexts, including epidemiology; for example, some cases of lung cancer are caused by smoking

while others are not – here, it is natural to ask about the risk of lung cancer attributable to smoking.

What is not so clear, however, is to what extent attributable risk makes sense in the context of

climate change. While the effects of smoking are confined to the smokers (and perhaps those

around them), the effect of climate change is much more pervasive and the notion that, once the

climate has changed, some weather events would have occurred exactly as they did in its absence, is

untenable (cf. Trenberth 2012). This by no means implies that a change in the rate of events cannot

be attributed to anthropogenic forcing, only that the superposition argument on which attributable

risk is based is probably not tenable.

Second, even if the notion of attributable risk makes sense in the context of climate change, the

quantity p is simply a function of the rates of events before and after climate change and is not

particularized to an individual event. In other words, the attributable risk is the same for all post

climate change events. In this sense, determining p is not really single event attribution.

Applying the confidence interval, uncertainty regarding attributable risk can clearly remain high

unless both the number of observed events and the effects of climate change, i.e. the change in rate,

are large. This is true even if the events are unprecedented in the pre climate change record.

Of course, the statistical challenges involved in confidently detecting trends in very rare events is

well known to those working on event attribution – the question, therefore, is rather how to frame

robust statements about the role of anthropogenic forcing in the occurrence of a specific event.

Unusual weather events are often accompanied by media queries about the role of anthropogenic
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climate change. Some stakeholders declare events such as Super Storm Sandy or Typhoon Haiyan a

consequence of global warming in order to engage policymakers and the wider public in the fight

against climate change.

From a communication perspective, the attempt to benefit from the public attention in the

aftermath of climate related disasters to raise awareness is very reasonable. The scientific

community, however, is met with a serious dilemma: framing the results in a statistically strict and

scientifically appropriate way runs the risk of them being inaccessible to the general public. The

outcome is probably perceived to be more conservative than appropriate under a risk perspective,

given the dire consequences of future climate change, the clear scientific understanding of the

mechanisms leading to extreme weather and the urgent need to address the problem.

Whether or not anthropogenic climate change is already causing an increase in the occurrence of

extreme weather, is definitely a timely and important issue. However, the risk of disastrous

consequences of extreme weather is a function of both the hazard probability (i.e. the hazard risk)

and the socioeconomic conditions determining the consequences of such a hazard manifesting (i.e.

the system’s exposure and vulnerability).

In order to detect a trend in the impacts of a certain type of extreme weather, trends in exposure

and vulnerability need to be considered (Huggel et al 2013). However, such a framework would be

very challenging to develop and implement. For example, disaster loss statistics account for changes

in exposure through normalization (Crompton et al 2010; Bouwer 2011). However, such statistics do

not usually incorporate specific circumstances, for example the expected decrease in losses due to

improved prevention (Nicholls 2011). This is partly due to the fact that statistical ‘black box’ models

are designed to identify overall trends by eliminating the noise in individual records through

aggregation (cf. the global mean temperature records). De trending disaster loss data based on past

adaptation (such as better building codes or enhanced fire fighting technology) might be feasible for

specific datasets. However, in most circumstances developing nationally or regionally appropriate

‘adaptation curves’ would be difficult. Other salient issues include the difficulty of including non

monetary losses, accounting for the cumulative effect of several events occurring close in time and

the comprehensiveness and accessibility of data (Kousky 2013).

In the case of individual events, the contribution of specific factors to the subsequent loss and

damage can be discussed in more detail. For example, the 2003 heat wave in Europe had more

severe consequences in France than the heat wave of 2006, even though the latter was worse in

terms of meteorological conditions. The major change between the two events was the preparation

of the public health services and the learning experience of the population as a whole (Fouillet et al



Chapter 7 – Synthesis

116

2008). The evaluation of individual events can therefore contribute to our understanding of the

mechanism of loss and damage incurred by extreme weather and help to identify measures to

increase resilience. However, no methods currently exist to translate such conceptual or descriptive

knowledge into the attribution of cause and effect. Whether or not attribution would be needed (or

useful) to inform policy mechanisms that aim to increase resilience and address loss and damage

related to climate change is highly controversial (Hulme et al 2011; Verheyen 2012; James et al

2014).

7.3 Observed effects of climate change on natural and human systems

In contrast to the unresolved challenge of attributing the impacts of extreme events, ample and

robust evidence exists relating observed effects across a wide range of sectors and systems to recent

climate change. The latest IPCC report states that the amount of evidence available, the range of

impacts observed and their geographical scope has expanded rapidly (Cramer et al 2014). This

subsection summarizes the status of knowledge regarding observed climate change effects

worldwide and reflects on the evolution of the evidence base over recent decades.

A highlighted before, in order to document the effects of recent changes in climate, these effects

must not only have occurred, but they must also have been observed to have occurred. The increase

in observed impacts thus reflects two separate developments: first, that of the actual effects of

climate change and second, that of our knowledge about such effects. While it may not be possible

to comprehensively assess all global impacts of climate change due to gaps in data and uneven

national research capacities and efforts, the current knowledge regarding climate change and its

development can well be summarized.

In Chapter 4, a review of impacts documented in the three most recent IPCC assessment reports

(TAR, AR4 and AR5) illustrates how evidence documenting observed climate change impacts has

substantiated over time. Despite some differences in the approaches taken for impact detection and

attribution, the findings of the three assessment reports are broadly consistent and the pattern that

emerges from the synopsis of the three reports appears to be robust.

Two decades ago, robust evidence for observed effects of climate change was almost exclusively

available for the cryosphere (WGMS 1989; Fitzharris et al 1995) and some terrestrial ecosystems in

mid to high northern latitudes or mountain regions (Grabherr et al 1994; Myneni et al 1997). In

contrast, the impact of climate change has now been documented in all world regions and oceans,

for both natural and human systems. Over the last decade, evidence has particularly increased with

regard to impacts on marine ecosystems, food production and wildfire regimes (c.f. Figure 4.1). No

recent progress has been found in the documentation of the effects of changing sea levels due to
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climate change, despite the attribution of a global increase in extreme sea levels to global mean sea

level rise (Menéndez and Woodworth 2010; Woodworth et al 2011). Although the evidence base has

improved substantially for the southern hemisphere and developing nations, the global distribution

of observed impacts remains uneven (see Figure 7.3). The Arctic region, for example, is a hotspot for

observing the impact of climate change.

Legend
Zero
Emerging
Moderate
Solid

Extensive

Figure 7.3 Contemporary evidence base representing observed impacts attributed to recent climate change
for physical systems [left column: cryosphere (CRY), hydrology (HYD) and coastal processes (COA)],
biological systems [centre column: marine (MES) and terrestrial (TES) ecosystems, and impacts of wildfire
(WF)], and human and managed systems [right column: food systems (FS), human health (HH), and
livelihoods and other socioeconomic variables (SE&)]. Graphical summary of cumulative evidence from the
IPCC’s third (TAR), fourth (AR4) and fifth assessment report (AR5) across IPCC regions. Size of circles
represents the amount of evidence, from zero to emerging, modest, solid, and extensive. *South America
row includes impacts located in Central America.

The vast majority of observed effects are related to temperature change either directly or indirectly,

for example mediated through changes in sea ice. Though more and higher quality evidence for

impacts related to precipitation is now available, precipitation trends are still less conclusive for

many regions than those for temperature. Changes in precipitation are harder to detect due to the

low signal to noise ratio, in conjunction with high requirements for monitoring density and

consequently relatively poor observational records. In addition, impacts of precipitation changes are

usually mediated through changes in soil moisture or run off and both of these variables are not well

monitored and subject to change from other factors, such as land use, river management and water

withdrawal (Stott et al 2010).

A large fraction of the most robust evidence for the effects of recent climate change is related to the

cryosphere or to ecosystems that are highly sensitive to temperature, such as alpine vegetation of
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tropical coral reef systems. While evidence is available across systems and world regions, a

substantial part of the observational evidence originates from a specific set of impacts, such as

glacier melt or phenology changes in terrestrial ecosystems of temperate and boreal latitudes. Many

of these observations served as early indications of climate change and belong to the group of

impacts in which climate change is now a dominant driver of pervasive impacts in many regions (see

Table 7.1). Such broad impacts are documented for species range shifts and phenology changes in

both marine and terrestrial ecosystems, large scale vegetation changes in the Arctic tundra,

increased mass bleaching and mortality in tropical reef building corals, enhanced glacier melt,

mountain and lowland permafrost thaw, changes in patterns of river run off related to glacier melt,

permafrost thaw and changes in seasonal snow storage.

Table 7.1: Extensive impacts of climate change across regions, extracted from Cramer et al (2014). Extensive
impacts (dark squares) are defined here as impacts that have been attributed to climate change as a major
driver with at least medium confidence at a continental scale, or with high confidence for a subcontinental
region of substantial size. Changes in marine ecosystems exclude the effects observed for tropical coral reef
systems, as these are singled out as a separate category. South America column includes impacts located in
Central America. The global assessment is supplemented with information from the marine, coastal and
terrestrial ecosystems chapters of IPCC’s WGII AR5 (Pörtner et al 2014; Settele et al 2014; Wong et al 2014).

Africa Asia Austral
asia

Europe South
America

North
America

Arctic Small
Islands

Global

Marine ecosystems
Coral bleaching na na na
Terrestrial ecosystems
Glacier melt na
Permafrost thaw na na na na
River flow change* na na na
*Snow and glacier/permafrost fed rivers
Extensive impact, i.e. impact documented with at
least medium confidence in a major role of
climate change at continental scale, or high
confidence for a very large sub region

Evidence available, but
below specified
thresholds for
extensive impact

Not applicable (na)
or no assessment
provided in AR5

Changes in species abundance and distribution consistent with recent climate trends have been

shown for many marine species, including fish, invertebrates and phytoplankton in all ocean basins

(Poloczanska et al 2013). The improved representation of marine ecosystems in IPCC’s AR5

compared to earlier reports is due to a substantial set of additional publications since AR4, but is

also the result of a combined effort from the research community to better integrate available

knowledge (Richardson et al 2012).

Evidence for impacts on coastal systems remains comparably weak and many of the documented

impacts on coastal systems are related to thermokarst and permafrost thaw, as well as changes in

sea ice regime in the high northern latitudes, rather than to rising sea levels due to climate change.

Global mean sea level is not a reliable or precise indicator of relative sea level change, which is the
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important variable if impacts of sea level rise are to be determined. Relative (or local) sea level

changes are subject to a variety of factors, such as natural climate variability influencing currents

and wind (e.g. ENSO or the Pacific Decadal Oscillation), vertical land motion due to natural causes

(e.g. isostatic uplift) and human activities such as resource extraction (see also WGI AR5 FAQ 13.1 in

IPCC 2013b). Alterations of the coastal zone (e.g. mangroves, sediment trapping) influence the

impact of higher or extreme sea levels. As sea level is actually an internal factor of the climate

system, any change in sea level could be considered climate change. However following the

convention applied in Cramer et al (2014), an effect of rising sea levels is considered an impact of

climate change if the local rise in sea level that caused the effect is clearly driven by anthropogenic

forcing of the climate (not natural or local factors).

The strong representation of effects related to temperature mediated change in snow and ice in the

list of observed impacts is one of the reasons for the higher number of observed effects reported

from temperate and boreal regions compared to tropical and subtropical regions. Similarly, as

changes in spring phenology are amongst the earliest and most widely studied indicators of climate

change, the absence of pronounced temperature related seasons is one of the reasons for the

weaker evidence base for terrestrial ecosystems impacts in low latitude regions. In addition,

seasonality and ecosystem processes in tropical and subtropical climates are mainly controlled by

precipitation, and the detection and attribution of regional precipitation changes remains difficult.

Other important reasons for the reduced representation of result from developing countries include

a lack of long term data and extensive monitoring networks, less developed research capacities,

issues of data accessibility and the difficulty to assess literature in languages other than English.

In spite of robust evidence in some human sectors and systems, large gaps in our understanding of

how important sectors of human societies respond to past climate subsist. Often, information is

lacking even in the form of econometric (or other) data on their sensitivity (Deschenes 2013; Houser

et al 2014). Another major reason for the weak representation of human systems lies in the fact that

humans are remarkably adaptable and often make adjustments in response to risks or impacts. In

addition, humans operate in a complex world where many factors change simultaneously.

Consequently, for many climate change impacts on human and managed systems detectable today,

climate change plays a relatively minor role in comparison with other drivers of change.

Caution must be applied when extrapolating future impacts of (anthropogenic) climate change from

these results. Past changes in climate are still comparatively slow and to a large extent within the

range experienced by natural climate variability; the effects incurred by recent climate change are

therefore a poor predictor for the impacts of future anthropogenic climate change. Accelerating
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rates of climate change and the crossing of important climate thresholds as expected in the future

would substantially alter the impact of climate change.

Furthermore, future manifestations of anthropogenic climate change need not be similar to those

experienced today. For example, whether a trend towards more frequent very cold weather occurs

in parts of North America due to a change in the jet stream and Arctic amplification is still debated

(Fischer and Knutti 2014). Such processes could occur as a consequence of anthropogenic forcing

and would have very different consequences from those expected to be incurred from gradual

winter warming. Another important factor is the prevalence of adaptation measures, in particular

for human and managed systems. Contrary to what is to be expected in the future, past responses to

climate change may be largely unaffected by planned adaptation to (anthropogenic) climate change,

although autonomous adaptation will have taken place in particular in climate sensitive sectors such

as agriculture (Thomas et al 2007; Wood et al 2014). Also, social and economic processes unrelated

to climate change have improved adaptation to the current climate and climate variability and will

likely continue to do so. For example, Barreca et al (2012) report on the remarkable decline in the

temperature mortality relationship in the United States throughout the 20th century, largely due to

the adoption of residential air conditioning. However, before turning to the question to what extent

the detection and attribution of observed effects of climate change can actually inform about and

guide responses to future changes in climate, the next section addresses the relationship between

observed impacts of regional climate change and anthropogenic forcing.

7.4 The relationship between observed impacts and anthropogenic forcing

This subsection examines whether and to what extent the impacts of regional and local climate

change can be attributed to anthropogenic forcing and identifies the dominant sources of

uncertainty when establishing confidence in such findings. For large parts of the community studying

climate change and its impacts, as well as for many stakeholders, the term ‘attribution’ is perceived

as a synonym for ‘attribution to anthropogenic forcing’. As one of the key motivations for detection

and attribution research is to provide reliable information for the UNFCCC, this end point has often

been considered to be the main goal (Zwiers and Hegerl 2008). The assessment of the relative role of

anthropogenic versus natural forcing in observations provides a means to estimate whether recent

and current impacts might be expected to persist and to calibrate predictions of future impacts.

However, as has been shown in this work, it is often very difficult to detect climate change effects in

observed records and to disentangle the impacts of climate change from those of other drivers of

change. Clearly, the attribution of observed effects to anthropogenic climate change adds another

layer of complexity to an already challenging exercise.



Chapter 7 – Synthesis

121

In Chapter 5, the recent assessment of the observed impacts of regional climate trends provided by

the IPCC’s AR5 is extended by adding a climate attribution step that evaluates the role of

anthropogenic forcing in the observed climate trend corresponding to each impact. That climate

attribution step is centred around the comparison of observed variations in the climate against our

expectations of how the climate should have changed. The latter is developed through the

understanding of how the climate might respond to external drivers, as expressed in global

circulation models (Hegerl et al 2010; Hegerl and Zwiers 2011). In addition to this comparison, the

adequacy of the observational and modelled input to the analysis is also considered (Figure 7.4,

Annex A).

Figure 7.4: Schematic of the algorithm assigning confidence to climate attribution

The algorithm applied for the estimation of confidence in the role of anthropogenic forcing for a

given aspect of climate change uses various combinations of the following input:

 Information about the relevant climate variable(s), the direction of the observed change, the

relevant season and the spatial extent;

 Multiple gridded observational products;

 Simulations of the climate system from multiple models, driven with all known types of

forcing, both anthropogenic and natural, and with natural forcing only; and

 Many years of simulations of dynamical climate models with no variations in external drivers

beyond the annual cycle to reproduce internal natural variability.

A metric c is assigned a starting value that depends on the number of data sources available and is

then left unchanged or reduced based on a series of tests that consider the adequacy of the input

data sources and the agreement between observed changes and our expectations based on process

based modelling, conducted via a linear regression. The metric c is multiplied with a factor 1 for

each test (see Annex A for a detailed description and numerical representation). The resulting value
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cm is then converted into confidence levels ranging from ‘none’ to ‘very high’, and the climate

attribution assessment is defined as follows: if the confidence in attribution of a major role is at least

medium then that assessment is adopted, otherwise the ‘at least a minor role of anthropogenic

forcing’ (in the following ‘minor role’ for brevity) assessment is adopted. Based on the outcome of

that algorithm, the patterns of attribution confidence for both the impact and the climate aspect are

compared, including the analysis of the role of spatial scales and the relevant climate driver. Both

assessments are then combined in a tentative multi step attribution assessment by applying a

simple minimum approach.

Anthropogenic forcing was evaluated to have a major role in the observed climate trends in 72 out

of 118 cases (i.e. 61% of total) and a minor role (25%) or no role (14%) in the remaining 46 cases. For

about 70% of the impacts that were examined, anthropogenic forcing has been detected to have at

least a minor role in the observed climate trend with medium confidence or higher. If limited to

temperature (both ocean and atmospheric) – thereby eliminating many none or very low confidence

assessments attached to precipitation (see Section 5.3.2.2) – this value rises to 82% (84 out of 102),

with 71% representing a major role (72 out of 102).

Climate attribution confidence is higher than impact attribution confidence in particular for effects

reported as a consequence of atmospheric temperature change and, to a slightly lesser degree, of

ocean temperature change. Thus a conclusion that might be gleaned from this analysis concerning

impacts mediated by temperature change is that it is feasible to extend the rigorous impact

detection and attribution analysis available for the effects of regional climate trends to the effect of

anthropogenic climate change and thus fill the gap noted in the AR5.

In contrast, the confidence in impact attribution is generally higher than the confidence in climate

attribution for effects related to precipitation, as the signature of anthropogenic influence remains

hardly detectable for changes in precipitation. The majority of assessments related to precipitation

fail the first test for consistency between climate trends reported in AR5 and those found in the

global observational data products used. This hints at the limited ability of general circulation

models (GCMs) to reproduce spatial and temporal precipitation patterns correctly, which is largely

due to the fact that precipitation is highly variable and the direct response to anthropogenic forcing

relatively weak. However, another cautious interpretation suggests that the sensitivity to short and

medium term fluctuations in precipitation is not necessarily a good indicator for exposure to long

term anthropogenic climate change. Ultimately, improved understanding of the role of

anthropogenic forcing for impacts of changes in regional climate requires more rigorous analyses of

the crucial role of climate compared to other factors in many different local impacts.
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A second central finding, based on the analysis of the combined climate and impact attribution steps

for the reported impacts individually, is the fact that no direct relationship can be inferred between

confidence in impact attribution and confidence in climate attribution (see Figure 7.5).

Figure 7.5: Distribution of confidence levels for impact attribution (horizontal axis) and climate attribution
(vertical axis) for the 118 impacts analysed in Chapter 5. Circle area indicates the number of assessments in
the respective bin.

The lack of a direct relationship between impact and climate attribution contrasts with the public

perception of the list of observed impacts reported by IPCC WGII, which was prominently displayed

in a world map showing regional scale and localized impacts (IPCC 2014d, see Figure 6.1). The fact

that the icons on that map symbolize observed impacts attributed to recent regional trends in

climate, regardless of the role of anthropogenic climate change for those trends, has often been lost

or at least under reported in the media. This led to blind extrapolation from confidence in impact

attribution to the role of anthropogenic forcing.

Such extrapolation seems plausible to a certain extent: observed global warming has been attributed

to emissions, and that warming is expected to be broadly uniform across the globe. The need for

local, seasonal and shorter period detection and attribution analyses may therefore not be

completely evident. Indeed, Christidis et al (2012) estimate distributions of regional annual mean



Chapter 7 – Synthesis

124

temperatures for recent years under actual and hypothetical natural scenarios by using results of

analyses conducted at coarser spatial scales to infer the more local information (Christidis et al

2010b). However, the relevant assumptions break down for climate variables with more

heterogeneous trends, such as the timing of the rain season onset. Also, the information content of

most studies exploring the role of anthropogenic emissions on historical climate change is

incomplete, as they fail to explicitly address the relevance of unquantified factors, such as the

accuracy of the observational data product (Jones et al 2013). In this respect, it is central to

understand that detection and attribution analysis provides information about the state of

knowledge constrained by factors such as monitoring records and model performance. Therefore, a

failure to detect an effect does not necessarily imply that no such effect exists (see also Chapter 6).

To differentiate between absence of evidence and evidence of absence is a central aspect of science

policy assessments that unfortunately tends to get lost in aggregation and communication (see

Section 7.5.3).

Still, the analysis in Chapter 5 does confirm an earlier IPCC conclusion that overall, anthropogenic

climate change is having a discernible effect on natural systems worldwide; it even extends that

conclusion to include human and managed systems. Combining the impact and the climate

attribution steps in a multi step attribution analysis shows that anthropogenic forcing of the climate

has a major role in the observed impacts for approximately 42% of the cases analysed. This number

rises to 50% for a major role of anthropogenic forcing in temperature related effects and to 75% for

the detection of an anthropogenic effect in temperature related impacts. These numbers include

only combined attribution statements that are made with at least medium confidence. For

approximately three quarters of the impacts specified as extensive, i.e. a major role of climate

change for the observed effects has been attributed over a very large area, the climate attribution

assessment assigns a major role to anthropogenic forcing with at least medium confidence. For

almost 90% of this group, confidence for climate attribution is high or very high; thus a relationship

between impact and climate attribution apparently emerges at higher aggregation levels. However,

focussing on effects where anthropogenic climate change is a major driver of change clearly

suspends emerging impacts on human and managed systems (Figure 7.6).
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Figure 7.6: Distribution of assessments with both a major role of climate change for the impact observed
and a major role of anthropogenic forcing in driving that climate trend (double major), differentiated for
main impact systems. Vertical axis indicates the number of assessments. All impacts in the double major
group are related to warming of the ocean (25%) and the atmosphere (75%), none are related to
precipitation.

Impacts on the livelihoods of Arctic indigenous peoples are the only incidences where this analysis

confirms a major role for anthropogenic climate change for effects observed within human and

managed systems. Combined attribution confidence is medium for nine of the twenty three

temperature related impacts observed in human systems, albeit the role is minor for seven out of

those nine cases. The lower confidence in combined attribution for human systems is mainly due to

the comparatively minor role of recent climate change in most impacts observed in human and

managed systems and the limited confidence in some of those observations.

The climate attribution step is based on the output of (global) GCMs and global gridded sets of

observational data. Regional observational products will likely be more accurate (at least for most

regions), but the global observational datasets were chosen for consistency. Similarly, the capacity of

GCMs to reproduce regional or local climate trends is limited, but downscaled simulation data

applicable to attribution analysis is still not available globally. The confidence algorithm recognizes

this limitation in several steps, for example, in tuning down confidence for smaller regions.

The confidence algorithm applied to climate attribution is essentially a quantitative approach that is

subsequently transferred to a qualitative scale. While it cannot be excluded that a systematic bias

has been introduced despite proper calibration, the algorithm and the transfer are still based on the

same routine for all assessments and therefore provide a higher degree of standardization compared

to the impact side of the assessment. In contrast, the initial assessment by Cramer et al (2014) that

served as an input, is a purely qualitative assessment based on expert judgement by scientists with

different expertise and backgrounds, and the use of peer review to establish consistency with
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common guidelines between the different assessments. This approach has pioneered outreach and

has made it possible to include impact categories that were not formally assessed in earlier reports.

Regrettably though, it shares the common weaknesses of expert elicitation, such as a lack of

transparency and reproducibility, and a higher degree of subjectivity compared to quantitative

assessments. Also, the assessment may not represent the full uncertainty range on the impact side.

In the absence of clearly reproducible criteria and hard, quantitative standards, such elicitations

tend to avoid extreme values and stay within the ‘safe’ middle ground. This may explain the even

distribution of confidence values on the impact side and the strong representation of ‘medium

confidence’ assessments.

As stated above, the impact attribution assessment focusses on trends in climate – while this

approach seems without alternative in the context of a highly aggregated global assessment, it likely

ignores the full range of impacts. For instance, incorporating impacts related to extreme weather

within this framework is difficult. Similarly, non linear responses are hard to capture. However, in

the absence of many end to end attribution studies examining observed effects across systems and

sectors and in a spatially balanced manner, this approach constitutes a plausible systematic method

for assessing the influence of anthropogenic forcing on natural and human systems.

7.5 Detection and attribution in the context of science policy assessments

One of the key messages to come out of IPCC’s fifth assessment cycle was the fact that the effects of

recent climate change are already being observed globally, across sectors and systems, and this was

also highlighted in the synthesis report. The results of Chapter 5 provide a link between those

observed impacts and anthropogenic climate change, concluding that anthropogenic forcing is

implicated in a majority of the observed impacts. However, as discussed in Chapters 2, 4 and 6 of

this thesis, important challenges and limitations apply to impact detection and attribution studies.

This subsection reflects on the consequences of these findings in the context of global climate

change policy. It discusses the relevance of detection and attribution research for adaptation,

mitigation and the assessment of risks from climate change. Some general aspects of the art of

assessment in the context of global environmental change are summarized and specific challenges

for impact detection and attribution are addressed. Finally, an outlook on the future of detection

and attribution research in the context of human and managed systems is provided.

7.5.1 Motivation for detection and attribution research from a climate policy perspective

Attributing observed effects to long term trends in climate helps to identify sensitivities and

response patterns and thereby fosters the development of resilient adaptation strategies.
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Adaptation planning may benefit from the in depth study of cause and effect pertinent to any

attribution exercise, in particular when the interaction of various drivers is taken into account; it can

also profit from the ‘ground testing’ that is provided for projections of future impacts made by

models or derived from scenario development. Because adaptation is implemented locally,

individual studies that examine local circumstances will be more informative than global, aggregated

assessments.

The relationship between detection and attribution research and mitigation is more indirect. The

main venue will likely be through the use of detection and attribution results as an indicator of risk.

The fact that impacts of climate change are already manifesting makes the abstract future risk of

climate change more tangible and can raise awareness critical to motivating mitigation actions. In

that sense, both local assessments that clearly indicate how climate change affects specific

communities, and aggregate global assessments that illustrate the dimension of the risk at a higher

level, can be helpful. In addition, the possibility to attribute observed climate related effects to

human influence on the climate may open pathways for litigation or compensation claims related to

loss and damage, though considerations related to legal and technical issues currently dominate that

debate (Grossman 2003; Verheyen 2012; James et al 2014).

7.5.2 Detection and attribution of impacts and the assessment of risk

In recent years, discourse regarding the adverse consequences of future climate change has shifted

its focus from the concept of impact to that of risk (Brysse et al 2013; Oppenheimer et al 2014). This

shift was facilitated by the close cooperation between the IPCC WGI and WGII communities and the

disaster risk community during the preparation of the IPCC special report on managing the risks of

extreme events and disasters to advance climate change adaptation (IPCC 2012).

As discussed above, in many human and managed systems the impacts of extreme weather or

climate shocks are the rare occasions when a climate related signal can be detected. However, while

the impact of a particular extreme event can be an important indicator of sensitivity to climate, it

does not constitute a climate change impact by itself (Allen et al 2007; Stott et al 2013; Hulme 2014).

The scientifically robust attribution of observed impacts to climate change is important for several

reasons, including the overall system understanding and the development of resilient strategies for

adaptation, as it examines important drivers of change and their interaction. However, as outlined in

Chapter 6, a summary of attributed impacts is by no means a complete inventory of the current

effects of climate change. Neither does it constitute a suitable standalone indicator of present and

future risk of anthropogenic climate change. The manifestation and attribution of a certain climate

change effect obviously carries a strong message concerning the risk of that impact occurring.
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However, it does not necessarily provide reliable information about the future risk attached to that

effect, given that both future climate change and adaptive responses are uncertain. Also, the fact

that an effect has not yet occurred or has not been documented, offers no proof for the absence of

such a risk. At the same time, although climate change may act in synergy with other risk factors and

will continue to gain importance as the rate and magnitude of climate change increases, the most

relevant driver of current risk for human systems from environmental degradation is likely not

(global) climate change.

In IPCC’s AR5, the detection and attribution assessment was fed into the aggregated risk assessment

represented in the five ‘reasons for concern’ or ‘burning embers’ 5 (Oppenheimer et al 2014).

Cramer et al (2014) also used that comprehensive and influential framework (Mahony and Hulme

2012) to synthesize their results for the detection and attribution of observed impacts. However,

both failed to address underlying questions of exactly how the observation of an impact of past

trends in climate can be related to the additional risk of adverse consequences of anthropogenic

climate change now and in the future. Without going into detail here, relevant issues include:

 The (lack of) comprehensiveness of the assessment due to gaps in monitoring records,

and consequently the representativeness;

 The role of anthropogenic forcing for the impacts observed was not addressed in the

assessment;

 The relationship between past impacts that have manifested (assuming full capacity to

observe those impacts) and the risk of future impacts manifesting; and

 The weighing of different impact categories in aggregation, including the balancing of

detected and undetected impacts for the risk assessment.

This is not to say that no relationship exists whatsoever. For example, the first of the ‘burning

embers’ addresses the risk to ‘unique and threatened systems’, such as warm water reef building

corals, mountain ecosystems, and the culture and livelihoods of indigenous Arctic peoples and small

island communities. Adverse effects have already been observed at the current amount and rate of

warming in these systems, which obviously indicates substantial levels of current risk and also has

implications for the risk of future consequences. On the other hand, envisaging how observed

effects (or a lack thereof) should provide information about the risk of ‘large scale singularities’,

which are characterized by their non linear behaviour and sudden onset, remains difficult.

5 The five reasons for concern are: risks to unique and threatened systems, risk of extreme weather events,
distribution of impacts, aggregate impacts and risks of large scale discontinuities (Smith et al 2001; Smith et al
2009). Based on their graphical representation, they are often referred to as the ‘burning embers’.
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7.5.3 The art of assessment

Some of the issues identified above result directly from the requirement to summarize very complex

information into general statements or broad indicators, a challenge that is central to science policy

assessments (cf. Hinkel 2011). The scope of this thesis is global and it addresses a complex topic on a

highly aggregated level. Also, results of the IPCC’s assessments form an integral part of my work. As

a consequence, several challenges and limitations pertinent to global science policy assessments

also apply to this thesis. Therefore, important characteristics of such assessments are briefly

discussed in this section.

In recent years, global science policy assessments have been increasingly mandated and carried out

in order to provide reliable information to policymakers and the general public. Such assessment

processes led to the creation of ‘global knowledge’ and associated institutions (Hulme 2010) and

concurrent implications related to participation, representation and governance (Cash et al 2003;

Ford et al 2012; Beck et al 2014; Díaz et al 2015).

Besides the series of IPCC assessments and special reports (www.ipcc.ch/reports), collaboration of

international organizations with the research community to produce integrated assessments of key

issues in response to complex environmental challenges include the Millennium Ecosystem

Assessment (http://www.millenniumassessment.org), the Global Environmental Outlook

(http://www.unep.org/geo/) and the International Assessment of Agricultural Knowledge, Science

and Technology for Development (McIntyre et al 2009).

While all these assessments differ in scope, procedure and mandate, they all share a few key

conceptual aspects. In a wider public policy context, “a scientific assessment applies the judgement

of experts to existing knowledge to provide scientifically credible answers to policy relevant

questions” (Leemans 2008). The central requirement of science policy assessments is to synthesize

available knowledge in a form that is accessible and useful for policymakers. Other relevant factors

typical for such assessments include a clear mandate by stakeholders (often governments or

international bodies representing governments) to evaluate certain questions and to deliver policy

relevant synthesis and integration of the most important results, including an evaluation of options

to address the problem. Comprehensiveness of the assessment, based on all relevant literature (and

other expertise), including the full range of views on a subject. Explicit statements about

uncertainty attached to specific findings, based on the level evidence available, and the agreement.

This is achieved by extensive participation of the relevant scientific community, through peer

review, and sometimes targeted studies. High transparency of the process and procedures,

including selection of experts and the development of assessment criteria and indicators, is key.
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Balance is sought with regard to the representation of scientific disciplines and research areas, and

geographic and national origin of the core team of experts and senior coordinators (list adapted

from Kowarsch 2014).

Most assessments assemble and synthesize available knowledge and do not perform additional

research at a meta level. As the available knowledge is growing exponentially, a major challenge and

opportunity consists in the design and execution of meta assessments that would facilitate the

aggregated assessment of large amounts of literature, including the integration of the growing

amount of regional and local studies into a global assessment framework. Possible avenues include

the provision of formalized meta assessments of the literature base, model inter comparison

exercises and broader regional or sectoral assessments using common guidelines.

The production of integrated scenarios, combining assumptions about future socioeconomic

conditions and climate policies with climate model projections, is a crucial step in the facilitation of

global assessments within the IPCC. Both IPCC WGI and WGIII rely heavily on the outcome of global

model inter comparison projects, such as the coupled inter comparison project CMIP5 (Taylor et al

2012) or sets of long term integrated assessment model scenarios (see IAMC AR5 Scenario Database

2014; available at https://secure.iiasa.ac.at/web apps/ene/AR5DB/). Integrated scenarios combine

assumptions about future socioeconomic conditions and climate policies with climate model

projections (van Vuuren et al 2011; Kriegler et al 2012; O’Neill et al 2013). Global and regional

impact models rely on those scenarios and climate projections as inputs. However, the community

working on impacts, adaptation and vulnerability has only recently started to establish common

modelling protocols, shared data pools and a consistent framework that could guide an effort similar

to those within WGI and WGIII, with the overall goal to produce more comprehensive narratives of

global impacts for different levels of warming (Huber et al 2014; Warszawski et al 2014). First results

are available mainly in the water (Haddeland et al 2014; Schewe et al 2014) and agriculture sector

(Rosenzweig et al 2014). They were also used to assess global hotspots of climate change impacts

(Piontek et al 2014).

The advantage of such global modelling exercises lies in their ability to identify robust patterns,

systemic feedbacks, trans regional and trans sectoral effects and alternative development pathways

(Schellnhuber et al 2014). The trade off consists in a lesser representation of local or regional effects

and a failure to deliver ‘actionable knowledge’, because the coarse resolution does not reliably

reproduce local or even regional characteristics. Reanalysis and the comparison of model results

with observational databases of relevant impact parameters provide an important instrument for

validation and could also contribute to the systematic evaluation of observed effects globally. The

creation and maintenance of such databases would also benefit detection and attribution research.
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Notwithstanding the important lessons that can be learned from global model inter comparisons,

one must be careful not to ‘put the cart before the horse’. Indeed, some forms of knowledge might

become increasingly marginalized due to the fact that they are less accessible for aggregation.

A related challenge consists in the integration of findings of individual (case) studies into broader

science policy assessments. Quantitative meta analysis derives conclusions based on an array of

different studies that report data on the same issue and has been applied as ‘quantitative literature

review’ in global change research (Stanley 2001; Lajeunesse 2010). Issues persist with regard to, for

instance, the eligibility criteria, bias correction and the question of whether the goal of the analysis

influences the set up and therefore its outcome. However, the main challenge for science policy

assessments is rather to provide a robust synthesis across a set of studies that report qualitatively on

related but ill defined subjects. Contrary to statistical meta analysis, there are no standard or agreed

methods for conducting syntheses of qualitative research, although a number of approaches do exist

(Weed 2005; Campbell et al 2011). To facilitate a systematic approach to all the components of a

literature review including the selection process, the assessment of the quality of the research and

the clear categorization of findings with a view to aggregation would be decisive to enable future

science policy assessments to draw robust conclusions from the increasingly broader evidence base.

Such a systematic approach would probably amplify the workload beyond what is feasible within the

current structure of the IPCC. Re thinking the assessment process in a more fundamental way may

be necessary, also in order to enable a more systematic assessment of all scientific and other

information sources (Stocker and Plattner 2014; Díaz et al 2015).

7.5.4 The specific challenges for detection and attribution

Detection and attribution is, in itself, a fundamentally interdisciplinary exercise. Many difficulties

arise, for example, from the adequate use of weather data and climate model output in studies

evaluating observed effects of climate change (Auffhammer et al 2013). Other issues concern the

requirements regarding observational data and the difficulties to understand the interaction of local

and global drivers of change (see Chapter 2). Below, I summarize common challenges that

complicate the robust evaluation of the role of (anthropogenic) climate change for observed

changes, in particular for human and managed systems.

7.5.4.1 Interdisciplinary nature and the integration of social science

One reason for the weaker documentation of some human systems impacts is the difference in

disciplinary approaches for establishing causality between quantitative and qualitative sciences

(Stone et al 2013). Detection and attribution standards have been developed by natural scientists
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and usually rely on statistical methods and numerical models (Stone and Allen 2005; Hegerl et al

2010; Hegerl and Zwiers 2011). Some areas of explicit concern in the context of climate change, such

as impacts on small scale farming, informal economies and settlements, livelihoods and poverty, are

predominantly qualitatively analysed in scientific literature and do not easily lend themselves to

statistical approaches. Indeed, a large part of this literature focusses on current vulnerabilities and

future risks in the context of multiple stressors. It does not systematically evaluate observational

evidence for effects that have already manifested. The focus of detection and attribution analysis is

different from that of vulnerability or impact studies. The latter assess how impacts of future climate

change will unfold, based on the sensitivity of a system to climatic factors, expected future climate

change and socioeconomic factors delineating vulnerability. In such studies, a system’s sensitivity to

climate change is often inferred from past responses to climate variability or climatic ranges induced

from geographic patterns. However responses to climate variability to not automatically constitute

impacts of climate change.

However, a deeper controversy at the heart of the weak representation of qualitative social science

also emerges in attribution research and in the IPCC at large. Many social scientists would perceive it

as inappropriate to isolate climate change as a single driver from the complex web of factors that

determine responses within human societies. Some even accuse such single driver research of ‘neo

environmental determinism’ of human behaviour. A major reason for this criticism is the dominance

of Earth systems science in climate change research (Nielsen and Sejersen 2012).

7.5.4.2 Multifactorial environments

To adequately capture the role of climate change in combination with other factors remains a

central challenge for impact attribution. Such factors may act as additional stressors, provide

resilience or create synergistic effects different from the effect of any individual driver.

In Chapter 2, several examples point to synergistic effects of changes in climate and other drivers,

such as the enabling role of the precipitation increases for extension of agricultural activity or the

role of warming and weakening winds in triggering the ecosystem shift in Lake Victoria. The

contribution from different drivers of change, including adaptation, has also been addressed in the

context of extreme impact events (Section 7.2). As highlighted in Chapter 2, the presence of multiple

drivers challenge impact attribution compared to climate attribution, especially for systems that are

influenced by humans.
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7.5.4.3 Observational data gaps and needs

Scientific attribution of observed impacts to climate change requires time series of observations of

sufficient length and quality for the affected system, and for both climatic factors and other

important drivers of change, such as land use or economic development. As a result, regions and

systems that are well studied and monitored, exhibit few confounding drivers and a high sensitivity

to climate, feature more prominently in the list of attributed impacts (Rosenzweig et al 2007;

Rosenzweig and Neofotis 2013; Cramer et al 2014).

Detection and attribution studies are virtually impossible for impacts in some regions due to the

absence of such an observational basis. On the climate side, the need for observational data to

respond to climate related concerns has led to the establishment in 1992 of the Global Climate

Observing System (GCOS; http://www.wmo.int/pages/prog/gcos/). GCOS has been developed jointly

by several UN organisations and the International Council for Science to identify and respond to

observational data needs in the context of climate change, including atmospheric, oceanic,

hydrological, cryospheric and terrestrial processes. GCOS is based on both in situ measurements and

remote sensing; it provides comprehensive information on a range of essential climate variables that

can and must be measured to meet the full range of national and international requirements for

climate and climate related observations (Bojinski et al 2014). This endeavour has helped greatly to

improve coverage and accessibility of climate data, in particular for the atmosphere and ocean

components. However, the human dimensions required for detection and attribution studies are

largely absent from the essential climate variables.

The rescue of historic data could contribute to improving the observational basis in understudied

areas. Especially since the Satellite age (from 1970 onwards) global coverage of many climate

variables has improved considerably, though issues of accessibility and reliability remain. Extending

the available time series further into the past and making use of historical data to provide calibration

for natural proxies and satellite estimates of surface variables would increase confidence in

conclusions regarding local and regional impacts (GCOS 2013). Similarly, analysis of archival footage

or historic records of, for example, land use, vegetation composition or coastlines can help to

develop robust baselines. To integrate the multiplicity of historical data as represented by the raw

observations into processed gridded products and the clear communication of the uncertainties

attached to those products constitutes an important research need.

7.6 Conclusions and outlook

For both climate and impact research, “understanding observed changes is an essential prerequisite

for successful forecasting of future changes” (Stott et al 2010). This thesis augments that
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understanding by clarifying concepts and definitions concerning the attribution of impacts to climate

change and extreme weather events, and by providing an analysis of the role of anthropogenic

forcing for documented climate change impacts in natural and human systems.

Impacts of recent climate change have been observed across systems and sectors worldwide. The

evidence base has improved substantially over the last two decades, but remains geographically

unbalanced. The confident detection and attribution of climate change impacts presents a particular

challenge in many human and managed systems and in areas with poor monitoring records.

Anthropogenic forcing has been shown to play a major role in the majority of observed climate

change effects related to temperature, whereas impacts of precipitation changes can generally not

be linked to human influence on the climate. Despite the high share of impacts that can be linked to

anthropogenic climate change, no direct relationship can be inferred between confidence in impact

attribution and confidence in climate attribution. The comparatively minor role of recent climate

change in most impacts observed in human and managed systems, and the limited confidence in

those observations, currently precludes the attribution of these emerging effects to anthropogenic

forcing for the majority of the documented effects.

Impact detection and attribution is fundamentally different from climate attribution. Detection and

attribution analysis sets a very high bar in terms of system understanding and data requirements.

For many systems that are sensitive to climate historical monitoring is inadequate and will be so for

some time, more so in developing countries. However, the uneven distribution of observed impacts

across the globe could be improved if the protocols outlined in Chapter 2 were applied in a

consistent manner using available data. Also, availability of assessments that attribute impacts to

anthropogenic forcing of the climate system could be extended, at least for temperature driven

impacts, applying the method for individual impacted areas used in Chapter 5.

If detection and attribution analysis is to provide a tool for systematic assessment of observed

impacts, a framework that accounts for active and planned adaptation needs to be developed and

implemented. Similarly, capturing the contribution of anthropogenic forcing to impacts of extreme

weather, beyond the probabilistic attribution of hazard risk, is an important research need.

Complementary information on current vulnerability and observed climate trends for the respective

region would render lists of detected and attributed impacts more accessible in the context of

science policy assessment. Whether or not the observed climate trend is expected to continue or

strengthen in the future should be part of such an evaluation in the context of risk.

The scope and nature of available observations strongly influences the possible outcome of any

detection and attribution assessment. The more consistent treatment of ‘white spots’ in our
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knowledge and the communication of the reasons for those spots would help to clarify the relevance

of detection and attribution results for policymakers.

The overarching goal of this thesis is to elucidate to what extent the impacts of anthropogenic

climate change can be detected and attributed worldwide, in particular within human and managed

systems. This is achieved by assessing current impacts of anthropogenic climate change and by

addressing the sources of uncertainty, assigning confidence levels and discussing the knowledge

differences across a range of relevant climate variables, regions, systems and research disciplines.

While the impact of anthropogenic climate change on natural and – to a lesser degree – human

systems is confirmed by my analysis, its extent and magnitude cannot be summarized across all

climate variables and sectors.
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Summary

Global anthropogenic climate change is unequivocal. This thesis addresses the question whether and

to what extent the impacts of anthropogenic climate change are already observed, i.e. detected and

attributed, in natural and human systems.

My research is rooted in analysis and expert elicitation performed during the IPCC’s working group II

fifth assessment cycle. It carries forward questions that remained open after the completion of

IPCC’s Fifth Assessment Report, and narrows gaps left by the lack of integration between the WGI

and WGII assessments. For one, the widespread perception that anthropogenic climate change is

already affecting a number of vulnerable human and managed systems, is contrasted by the relative

lack of documented evidence of observed climate change impacts for those vulnerable systems

reported in IPCC’s AR5. This inconsistency is exacerbated by the failure of IPCC’s AR5 to assess the

link between the impacts caused by regional climate trends and the contribution of anthropogenic

forcing to these climate trends. Addressing these issues and clarifying some of the underlying

controversies and misperceptions regarding the concept and requirements of impact detection and

attribution was a major motivation for this thesis.

Detection and attribution exercises address the question whether something has changed and

examine the causes of that change. The endpoint of an attribution exercise in the context of impact

will often be a change in a climate variable as opposed to other drivers of change, such as land use

or pollution, while detection and attribution in the context of climate science focusses on

distinguishing the role of anthropogenic forcing from that of other external acts of forcing and

natural variability.

Existing concepts of detection and attribution mostly apply to the disciplinary analysis of well

bounded systems, i.e. the global climate system, and therefore need to be adapted to be suitable in

the interdisciplinary and multifactorial context of most impact systems. For example, the effect of a

sustained trend in a climate variable may be masked, compounded, overcompensated or amplified

by the effect of other drivers, including unconscious or explicit adaptation to observed or expected

climate change. Also, establishing causal relations is very challenging in multifactorial environments

and more so within the field of qualitative social research, where quantitative data may be absent or

limited to a very narrow set of case studies.

Chapter 2 develops a five step guidance to impact attribution that considers all the necessary links in

the causal chain from observed changes in impact systems to observed changes in climate,
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elaborating on the concept of ‘impact detection’ established during the AR5. It then applies those

steps to five examples of observed impacts in human and managed systems from the literature,

illustrating the way that multiple lines of evidence can be integrated into an overall assessment of

confidence in impact attribution. Still, impact detection and attribution analysis sets a very high bar

in terms of system understanding and data requirements. Historical monitoring is inadequate for

many systems that are sensitive to climate, especially in developing countries. However, the

imbalance in the documentation of observed impacts across the globe could be alleviated if the

protocols outlined in Chapter 2 were applied in a consistent manner using available data.

A central challenge that is outside of the scope of Chapters 2’s framework consists in the attribution

of impacts of extreme weather, or rather the lack thereof. Adverse effects related to the climate

most clearly manifest through periods of extreme weather, such as severe storms or heat waves.

However, to detect and attribute changes in climate variability is more difficult than just changes in

means. Understanding both the statistical foundation of single event attribution and the interplay of

climate hazard, exposure and vulnerability for the severity of the actual impact event are crucial in

order to explain the role of a changing climate in loss and damage experienced during periods of

extreme weather. In particular for very rare events, single event attribution examining the role of

anthropogenic forcing in the occurrence and intensity of specific events is increasingly being carried

out by scientists. Chapter 3 uses a simple statistical model of the occurrence of events to elucidate

some fundamental issues in single event attribution. It shows that single event attribution is simply

a re casting of the attribution of a change in the overall rate of events. Confidence intervals are

constructed based on a Poisson process model representing pre and post climate change situations.

Results show that confident attribution of a single event generally requires a very large change in the

overall rate. If detection and attribution analysis shall provide a tool for systematic assessment of

observed impacts, capturing the contribution of anthropogenic forcing to impacts of extreme

weather beyond the probabilistic attribution of hazard risk is an important research need.

The direct attribution of observed impacts to anthropogenic forcing is deemed very difficult and

rarely done. Therefore, the influence of anthropogenic forcing for observed impacts of climate

change cannot be assessed based on the available scientific literature. In contrast, impacts of recent

changes in regional climate on natural and human systems have been observed and documented

globally, though the available evidence is unevenly distributed. Gaps persist especially in tropical

regions, and for many human and managed systems. Chapter 4 provides a comprehensive

assessment of the evolution of the evidence base for observed climate change impacts across three

major systems (physical, biological and human) and eight world regions by analysing and
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summarizing the results of IPCC’s third, fourth and fifth assessment reports regarding the number of

impacted subcategories and the quantity and spatial extent of evidence.

Such evidence has increased substantially over the last decades and is now available across systems

and world regions. A large fraction of the most robust evidence for the effects of recent climate

change is related to the cryosphere and to ecosystems that are highly sensitive to temperature (e.g.

alpine ecosystems). Many of these observations also served as early indications of global warming.

Extensive impacts, i.e. where climate change has become a dominant driver of pervasive impacts

across large regions, are documented for shifts in species ranges and phenologies in both marine

and terrestrial ecosystems, large scale vegetation changes in the Arctic tundra, increased mass

bleaching and mortality in tropical reef building corals, enhanced glacier melt, mountain and

lowland permafrost thaw, and changes in patterns of river run off related to glacier melt, permafrost

thaw and changes in seasonal snow accumulation. Evidence has also substantiated for other groups

of impacts, most notably for impacts of climate change on wildfire regimes, crop yields and the

livelihoods of Arctic indigenous peoples. Still, the confident detection and attribution of climate

change impacts is particularly challenging in many human and managed systems and in areas with

poor monitoring records. Innovate methods have been explored to fill in such gaps through, for

instance, analysis of archival footage or consulting local and indigenous knowledge.

The uneven global distribution of knowledge about observed impacts also highlights several

challenges involved in conveying complex scientific information in a policy context, as discussed in

Chapter 6. Most prominently, the absence of evidence in some areas should not be interpreted as

evidence for the absence of impacts. Complementary information on current vulnerability and

observed and expected climate trends would be helpful to place detection and attribution findings

into the wider science policy perspective.

Finally, to assess the role of anthropogenic forcing in the impacts attributed to recent climate

change, I apply a new method of ‘systematic climate change detection and attribution’ to the

regional climate trends corresponding to the set of impacts reported in AR5. This method evaluates

both the quality and adequacy of observational climate data, and the consistency of observed

climate trends with model results representing the historic climate and a hypothetical natural

climate without the effect of anthropogenic forcing for the same period and region.

Results of my analysis in Chapter 5 indicate that anthropogenic forcing is implicated with a major

role in the majority of temperature trends related to the observed impacts, whereas the link

between precipitation changes and human influence on the climate remains uncertain. As a result of

a multi step attribution assessment that combines the respective impact attribution and climate
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change attribution steps, approximately three quarters of the aforementioned extensive impacts are

attributed to anthropogenic forcing, with at least medium confidence in a major role. Overall, 66 of

the 118 impacts analysed (i.e. 56%) are attributed to anthropogenic forcing of the climate system

with at least medium confidence in a major or minor role; however, none of these is mediated by

precipitation. Limiting the analysis to effects of warming consequently increases the corresponding

share of attributed effects to approximately 65% and this number rises to almost three quarters if

detection is considered instead of attribution. On average, confidence in climate change attribution

is considerably higher than confidence in impact attribution, indicating a gap in research concerning

the evaluation of climate change effects in human and natural systems. Despite the high share of

impacts that can be linked to anthropogenic climate change, no direct relationship can be inferred

between confidence in impact attribution and confidence in climate change attribution.

Impacts on the livelihoods of Arctic indigenous peoples are the only incidence where anthropogenic

climate change is assessed to have a major role in an impact observed in a human system. However,

for another 30% of temperature related observed effects in human and managed systems, at least a

minor role of anthropogenic climate change is attributed with medium confidence. The

comparatively minor role of recent climate change in most impacts in human and managed systems

and the relatively low confidence in those observations are the limiting factors in their attribution to

anthropogenic forcing. A focus on robust impact attribution as presented in Chapter 5 therefore

risks to side line emerging climate change impacts prevalent especially in human systems.

My research augments the understanding of observed changes by clarifying concepts and definitions

relating to the attribution of impacts to climate change and extreme weather events, and by

providing an analysis of the role of anthropogenic forcing for documented climate change impacts in

natural and human systems. The scope and nature of available observations strongly influences the

possible outcome of any detection and attribution assessment. The more consistent treatment of

‘white spots’ in our knowledge and the communication of the reasons for those spots would help to

clarify the relevance of detection and attribution results for policymakers.

The overarching goal of this thesis is to elucidate to what extent the impacts of anthropogenic

climate change can be detected and attributed worldwide, in particular within human and managed

systems. This is achieved by assessing current impacts of anthropogenic climate change and by

addressing the sources of uncertainty, assigning confidence levels and discussing the knowledge

differences across a range of relevant climate variables, regions, systems and research disciplines.

While the impact of anthropogenic climate change on natural and – to a lesser degree – human

systems is confirmed by my analysis, its extent and magnitude cannot be summarized across all

climate variables and sectors.
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Annex A

Rapid systematic assessment of the detection and attribution of
regional anthropogenic climate change

Systematic detection and attribution

Dáithí A. Stone, Gerrit Hansen

Based on a manuscript submitted to Climate Dynamics

1 The confidence estimation algorithm

This Annex elaborates in detail on the rapid systematic assessment of the detection and
attribution of regional anthropogenic climate change applied in Chapter 5.

1.1 The confidencemetric

The desired output of this attribution assessment is a description of confidence concerning the
attribution of a major role of anthropogenic emissions in an observed change in regional climate.
The algorithm is centred at the comparison of observed variations in the climate against our
expectations of how the climate should have changed, with the latter developed through some sort of
understanding of how the climate might respond to external drivers (Hegerl et al 2010; Hegerl and
Zwiers 2011). Around that comparison we must also consider the adequacy of our understanding, of
the implementation of our understanding and of the inputs to the analysis.

Mastrandrea et al (2010) formulate two qualitative descriptors for use in assessments conducted by
the Intergovernmental Panel on Climate Change for summarizing current understanding of various
statements regarding climate change. The intention of the algorithm presented here is to estimate
belief in whether a statement of attribution is accurate based on direct evidence, so we adopt the
confidence descriptor here. This confidence descriptor merges evaluation of the quality and quantity
of evidence (Section 1.3) and of the degree of agreement across sources of evidence (Section 1.4, 1.5)
into a single qualitative assessment. Such confidence descriptors have been adopted in the detection
and attribution chapters of all recent IPCC assessment reports (Seneviratne et al 2012; Bindoff et al
2013; Cramer et al 2014), allowing direct comparison in Section 2 between results estimated here
and in two of those reports.

While the output may be qualitative, the algorithm itself is quantitative; the mapping from the latter
to the former is described in Section 1.6. It uses a numerical metric c to characterize confidence
(Figure 1). The metric is assigned an initial value which depends on the number of input data
sources. This value is then left unchanged or reduced based on a series of tests which examine our
belief in the adequacy of the input data sources and our understanding of the relevant processes
(Section 1.3). It is then further left unchanged or modified based on a series of tests which evaluate
the agreement between observed changes and our expectations based on process based modelling
(Section 1.5). All of these tests output a confidence reduction factor by which the confidence
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metric is multiplied. Because reduction of the metric is always by multiplication, the order of the
tests does not in fact matter.

Figure 1: Schematic of the algorithm for estimating the confidence in the detection and attribution of a climate response
to anthropogenic drivers. An initial metric based on the availability of data products is degraded according to tests
against various criteria. These tests are described in Sections 1.3 through 1.5.

1.2 Ingredients

The steps of the algorithm for estimating confidence for a given aspect of climate change use
various combinations of the following inputs:

 Information about the climate change of interest, specifically identification of the climate
variable, specification of the seasonal and of the spatial extent. A direction of change may
also be specified (Section 1.4);

 Nobs gridded observational products. The usage of multiple data sets allows some (albeit likely
incomplete) inclusion of measurement error and the uncertainty in calculating a regionally
and seasonally averaged estimate from instantaneous point measurements;

 Simulations of the climate system from Nmod models which have been driven with all known
possible important drivers of climate change, including both anthropogenic and natural
drivers. For dynamical climate models, averaging across multiple simulations which produce
different possible weather trajectories for each model provides a more accurate estimate of
the model’s response signal;

 Simulations of the climate system from the same Nmod climate models but which have been
driven with natural drivers only; and

 A large number of years of simulations of dynamical climate models with no variations in
external drivers beyond the annual cycle. While in practice it would be preferable to have
these for each of the above Nmod climate models, in practice the sampling requirement of a
large ensemble dictates that we will assume that in general data will be borrowed from
available simulations of these and other models.
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1.3 Assessment of data sources (evidence)

Diversity ofdata sources

The observational and (after the fact) prediction products comprise our ultimate sources of
evidence, so having more numerous independent products available should increase the robustness
of the evidence base. We consider the predictions of response signals to come solely from
simulations of dynamical climate models (e.g. Taylor et al 2012), generally of about the same
generation. Note however that having models of different generations, for instance “state of the
art” dynamical models and “back of the envelope” zero dimensional models, could add substantially
to confidence. If the errors in the variability and response signals of climate models were
independent, then we would expect the information content to scale as . However, because
climate models have not been developed in isolation, it might be expected that they share errors.
Indeed recent studies suggest that ad hoc collections of climate models of similar levels of
complexity may have an effective sample size only about one half the total number of models (Jun
et al 2008; Pennell and Reichler 2010) in terms of the errors in their mean climatology. In the
absence more relevant studies, we assume that a similar property holds for inter annual variability.

Similarly, observational data products are not independent of each other, most particularly in
sharing most of the measurements they use as input. Studies of the effective sample size of
observational products are currently lacking, but in any case would likely depend on variable and
region. Through analogy, we suppose a similar scaling as for climate models. In research grade
assessments, it may be possible to better characterize these effective sample sizes, for instance
noting the degree with which the observational products share the input data. The important
assumption here is that the information content scales as . The mapping of the metric to the
qualitative levels described in Section 1.6 includes a calibration that would override any multiplicative
constant added here, so we take the initial confidence as

       (1) 
 

While in theory this allows an infinite initial confidence, in practice only reasonable values of sources are
possiblewith the current diversity of data sources (see Section 2.1).

Observational measurement density

The spatial distribution of observational measurements is not uniform, and in some areas may be
considered low enough to prevent the development of confidence in their representativeness of the
regional climate. To estimate the adequacy of measurement density, we estimate the fraction of the
variance of the time series of a regional climate variable that is accounted for by the given
measurement density using a method building on that employed in New et al (2000). For the land
based variables, we consider the number of stations reporting in the month for each grid cell; sea
surface temperature products instead report the total number of individual measurements taken
from moving ships, so we divide by 5 to get an effective number of stations (Jones et al 1997).

The stations in each grid cell (or ‘effective stations’ in the case of ocean data) are assigned random
locations within that grid cell, subject to land/sea definitions. Stations are considered to only
become active or inactive in specific order (e.g. they do not move). Stations that are active for less
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than 90% of the total period examined are discarded. We then estimate the fraction of the
variability accounted for by the available active stations at each point within the region on a higher
resolution (0.1° x 0.1° longitude latitude) grid.

Only stations within the decorrelation radius, rdecorr , of the grid cell are considered (New et al 2000). It
is assumed that differences between two stations separated by distance rstat  can be represented as

random noise that is correlated in space with fractional variance

The fractional variance accounted for by the station coverage, density , is then provided by the
integral on the high resolution grid of the product of the variance unaccounted for by the given
stations:

 

   (2)  

 

where acell  and aregion  are the spatial area of the cell on the high resolution grid and of the region
respectively, Nyear  is the number of years in the period, and the stations being considered
(stat(cell, year)) varies with location and year.

In practice, measurement density is not available for most observational products, so for the
evaluation conducted in Section 2 we only obtain this information from one product for each climate
variable (Table 1).

Table 1: Observational data products used to characterize observational monitoring density around the globe. The
decorrelation radius is also given for each variable (New et al 2000).

Climate variable Station density data set Decorrelation

2m air temperature

Precipitation

Sea surface temperature

CRU TS 3.22 (Harris et al 2014)

CRU TS 3.22 (Harris et al 2014)

HadSST3.1.1.0 (Kennedy et al 2011a;b)

1200 km

450 km

1200 km

For the land based variables these observation counts are for a relatively high spatial resolution
product, while for sea surface temperature the information is only available for the relatively coarse
resolution (200 000 km2) HadSST3.1.1.0. The HadSST3.1.1.0 density data, which consider in situ data
only, will furthermore be an underestimate for higher resolution products that also use satellite data
in more recent decades, such as those used in the analysis of Section 2; this could produce a bias
toward lower confidence in regions with a small number of in situ measurements, such as the
Antarctic Ocean.

Region size

Dynamical climate models have a limited spatial resolution, meaning they are better at re
producing variations in large scale mechanisms than ones closer to the resolution size. Furthermore,
the smaller scale characteristics of the anthropogenic drivers of climate change (particularly aerosol
emissions) are less well understood than the larger scale properties. This means we are a priori less
confident in analyses of climate model predictions for smaller regions. Similarly, the accuracy of
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observational products becomes more sensitive to the interpolation method used at scales around or
smaller than the station separation. To account for this, the confidence metric is reduced by an
amount related to the region’s size. If aregion is the area covered by the region in units of 106 km2, then
the confidence metric is multiplied by

       (3) 

The functional form is such that   1 at continental scales (Jones et al 2013), and such that   
0.5 at scales around the smallest dynamical resolution of the current generation of climate models
(about 42 times larger than the grid cell size; Figure 2). The lower value of 0.5 is a balance between
acknowledging that the modelling and observational products may retain some skill even if they are
not fully resolving processes and features and realising that size related inaccuracies are also likely
to emerge as penalties in the tests described in Section 1.5 which we do not want to double count.

Figure 2: The functional forms of two of the confidence multipliers underlying the algorithm. Left: the multiplication
factor relating to region size, with representative countries listed. Right: the multiplication factor relating to whether
the predicted magnitude of the response to anthropogenic emissions matches the observed magnitude, as estimated
by linear regression, for the case of 21 combinations of observational and model data products.

Physical respresentation

The basic physical processes behind some aspects of the climate are both well understood and
mostly resolved in dynamical models, but this is not the case for some variables. For instance, the
microphysical processes that generate precipitation are not simulated in climate models, but rather are
approximated by somewhat heuristic algorithms. In recognition of this, the confidence metric is
multiplied by a constant that depends only on the climate variable:

 

      (4) 

 

The general effect on confidence for precipitation is a reduction of one of the Mastrandrea et al
(2010) levels.



Annex A

162

1.4 Observed changematches required change

This is an optional test that applies only in cases where there is a requirement for the sign of the
observed trend over the period. It is not applicable in the examples in Sections 2, but required for
the implementation in chapter 5 of this thesis. In that case the impacts are reported to have
been caused by a specific observed climate trend, and so a necessary step is to confirm that that
trend also exists in the observational data sets used in the climate change attribution analysis.
Reasons for discrepancies could include ambiguity over regional, period, or seasonal definitions, or
disagreement between local and global data sets. If Nsign is the number of observational data sets
producing trends which match the sign of the required trends, then the confidence metric is
multiplied by

 
       (5) 

 

where plus(x) = x if x > 0, and otherwise equals 0. Thus, sign = 1 if all of the observational data sets
produce the required sign, but sign = 0 if half or fewer do so.

1.5 Comparison between the data sources (agreement)

Comparison ofobserved and predicted climate change

The analysis method behind much research into the detection and attribution of climate change
in recent years applies a linear regression model to compare output from climate model simulations
against observed climate changes (Bindoff et al 2013). The central idea is to separate aspects of the
climate response that we consider to be known (i.e. tightly constrained by external parameters)
from those that we consider to be less well known (i.e. not tightly constrained). The pattern by which
the climate system is expected to respond to a particular external driver is generally considered
robust and well estimated by past and current dynamical climate models; thus the pattern can act as
a fingerprint for that response. For instance, both the climate system and models of the climate
system should respond to a large volcanic eruption soon after that eruption, a feature that
distinguishes its response from other drivers. In contrast, the magnitude of the response may not
be something that is particularly well estimated by current climate models, because this depends on
feedback processes within the climate system, such as how cloudmicrophysics interact with the larger
scale climate, whose effects are not so directly constrained.

With this in mind, if Xobs (t) represents variations in an observed climate variable as a function of
time t, Xant (t) represents the expected climate response to anthropogenic external drivers, and Xnat (t) 
represents the expected climate response to natural external drivers, then the regression can be
written as (Allen and Tett 1999):

Xobs (t) = ant · Xant (t) + nat · Xnat (t) + R(t).                                                         (6)  

Here R(t) is the residual of the regression and ant and nat are the regression coefficients estimated
such that the variance of R(t) is minimised. This formulation of the regression assumes that we
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can perfectly estimate the Xant (t) and Xnat (t) responses (Allen and Stott 2003). In the test cases
examined in Sections 2 this assumption is important because the estimates will be derived from a
small number of climate model simulations. However, the resulting underestimate in the uncertainty
from the regression will be compensated by repetitive estimation (and solving of the regression

equation) using multiple (Nobs · Nmod ) combinations of observational and climate model data sources.

The regression assumes that responses to climate change are linearly additive, which appears
reasonable for temperature and precipitation responses of the magnitude and spatial scale
considered here (Shiogama et al 2012). Available climate model data (Section 2.1) generally only
cover the Xnat (t) response signal and the Xall (t) = Xant (t) + Xnat (t) response to the full combination
of anthropogenic and natural drivers. Substituting into Equation 6 we get:

Xobs (t) = ant · Xall (t) + ( nat  ant ) · Xnat (t) + R(t).                                             (7)  

 

The regression coefficients ant and nat + ant and their uncertainty due to the limited sampling of the
observed climate response against the noise of natural internally generated variability of the climate

system are estimated using the code available at http://www.csag.uct.ac.za/ daithi/idl lib/detect/
(Allen and Tett 1999). Traditionally, a response to anthropogenic forcing is considered to be detected
if ant is positive and inconsistent with zero at some level of statistical significance given this sampling
uncertainty.

The regression is performed separately for each combination of the Nobs observation data products
and the Nmod climate model products. The translation of these regression analyses into modification
of the confidence metric is described in following sections.

Matching signals

This test addresses the question whether the fingerprint of the anthropogenic response expected
by the climate models is indeed found in the observational data. In terms of the regression, the
question is whether ant > 0. This step is the critical test for a climate change detection analysis. If we
suppose that each of the climate models and observational products represent random samples of
the probability distributions of possible models and observations respectively, then we can add the

probability distributions for each of the Nobs · Nmod observation model combinations and calculate the
fraction fsignal  of the combined distribution that is greater than zero. The confidence metric is then
multiplied by signal  = fsignal .

Match ofmagnitude ofanthropogenic climate change

Whether the magnitude of the observed signal matches the predicted magnitude is often
considered a component of attribution rather than detection (Hegerl et al 2010). However, a match in
magnitude can be considered an indication that the observed signal analysed in the regression is
indeed the predicted signal, rather than, for instance, a response to an ignored driver that happens
to closely resemble the predicted response to anthropogenic drivers. In this sense a match of
magnitudes helps to build confidence.
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Within the regression formulation used here, the question is whether any of the regression
coefficients for the anthropogenic response, ant are inconsistent with 1. This is a two sided
problem so we cannot use a similar approach as in Section 1.5.2. Instead, we consider the number,

Nant , of Nobs · Nmod estimates of the ant regression coefficient that are inconsistent with 1 at the
=0.1 significance level, i.e. whether 1 lies outside of the 90% (statistical) confidence range. The

choice of  = 0.1 simply follows the standard of most regression based climate change studies (e.g.
Bindoff et al 2013). The p value pant of obtaining Nant failures in a binomial distribution centered on
probability  = 0.1 is then used to calculate the multiplication factor of

    (8) 
 

where the exponent is defined such that the factor is halfway to its lowest value at pant =  (Figure
2). The one sided nature reflects that our confidence is not diminished if fewer estimates of ant are
inconsistent with 1 than would be expected by chance (even though that could reflect an
overestimation of uncertainty). The maximum penalty of 40% reflects a view that while a mismatch of
magnitudes does indicate an inconsistency between predicted and observed responses, it does not
necessarily interfere with detection (e.g. Gillett et al 2005).

The above test only concerns the response to anthropogenic drivers. While they are less directly
connected to the conclusions of the analysis it would also help build confidence (or not reduce it),
if the observed responses to natural drivers are also not inconsistent with the predicted response.
The step described in Section 1.5.3 is repeated here but for the estimates of nat and with a smaller
maximum reduction, such that

    (9) 

The maximum 10% reduction reflects that this test is less relevant for conclusions regarding
anthropogenic forcing. For instance, climate models predict short cool periods following large
explosive volcanic eruptions, but the observed cooling is significantly smaller than predicted. While
it seems current climate models have a problem in representing relevant feedbacks, the detection
of a response to volcanic eruptions is nevertheless generally considered robust (Bindoff et al 2013).

Consistency ofautonomous variability

As an extremely nonlinear system, the climate generates variability autonomously whether it is
being influenced by external factors or not. If the assumptions behind the regression hold and all
the important external drivers have been included in the Xall (t) and Xnat (t) pair, then the residualR(t) 
from the regression should be indistinguishable from this autonomous variability. Simulations of
climate models whose external drivers do not vary from year to year provide an estimate of what
that variability should be on the multi decadal time scale that is relevant here. A comparison of the
R(t) arising from the regression and the variability in these unforced simulations is performed
following Allen and Tett (1999).
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In many cases the residual is inconsistent with the unforced simulations at the =0.1 significance
level. Following the same approach as in Section 1.5.4, themultiplication factor is defined as 

    (10) 

If the residuals from all Nobs · Nmod combinations fails the test, then the confidence metric is reduced
up to three levels. As with inconsistencies in the regression coefficients, gross failure of the residual
test is a major concern (especially as it is a weak test, Allen and Tett 1999), and could reflect missing
drivers, amongst other possibilities.

Major role

Assessment of the attribution of observed climate change to anthropogenic emissions requires a
description of the magnitude of that role relative to other factors (Hegerl et al 2010). For this
algorithm we assess whether emissions have had a ‘major role’ in the behavior of the observed
climate (Stone et al 2013). This is interpreted as asking whether the anthropogenic response
accounts for at least one third of the temporal variance; other possible contributors to the variance
would be the response to natural drivers, autonomous variability, or possible neglected drivers. This is
calculated by integrating the variance of the adjusted anthropogenic response across the calculated
probability distribution of the regression coefficient ant :

    (11) 

 

where the d  are the quantiles of the probability distribution of the ant regression coefficient. Note
that without this test of the relative role, this algorithm is assessing the detection of an
anthropogenic response in observed climate change (Hegerl et al 2010; Stone et al 2013a).

1.6 Mapping the quantitativemetric to the qualitative levels 

The multiplication factors described in Sections 1.3 through 1.5 are multiplied together to produce
the confidencemetric:

  (12) 

This metric is then mapped to the confidence levels listed in Table 2 which include the five levels of
Mastrandrea et al (2010) as well as a further level of no confidence (cmap = 0) for cases where no
evidence is available or the algorithm reveals a fundamental disagreement between expected and
observed responses. The mapping is performed according to
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       (13) 

The logarithmic nature of this mapping function reflects the multiplicative nature in which the tests
modify the initial sources  value. The constants serve two purposes. First, if Nobs = Nmod = 1 and all  
multipliers are equal to 1 (i.e. all tests are passed perfectly, then cm = 2.5 and we have medium
confidence of a major anthropogenic contribution. Second, adding one within the logarithm provides a
lower bound of no confidence, but it distorts the logarithmic interpretation, which the factor of 3
within the logarithm alleviates for larger values

Table2: List of confidence levels described by Mastrandrea et al (2010) and the corresponding values of the quantitative
confidence metric cma p used in this paper. An additional level of no confidence is added for cases where no information is
available.

Confidence level Numerical value
No confidence cm = 0
Very low confidence 0 < cm < 1
Low confidence 1 cm < 2
Medium confidence 2 cm < 3
High confidence 3 cm < 4
Very high confidence 4 cm

2 Comparison against detailed assessments

2.1 Data

In this section we compare attribution results from the algorithm described above against
assessments in the IPCC AR5. The data required by the algorithm can be divided into
observationally based (Xobs ) and climate model based (Xall , Xnat , and Xnoise ). The observational data
sets used are listed in Table 3, selected on the basis of having global (terrestrial or marine) coverage,
covering the 1951 2010 period, and having a spatial resolution finer than 2502 km2. All of the
terrestrial air temperature and precipitation data sets are based on in situ station monitoring, while
the two marine data sets analyse both in situ measurements and, in more recent decades, remote
sensing data. The Hurrell sea surface temperature data set adopts HadISST1 values through to
October 1981, then NOAA OI.v2 values (Reynolds and Smith 1994) thereafter. Because not all
products report the monitoring density, only the data sets listed in Table 1 are used for that purpose.

The response signals Xall (t) and Xnat (t), as well as the autonomous unforced variability Xnoise , can be
estimated from simulations of dynamical climate models driven with only the respective external
drivers. For this analysis, we take simulations from the CMIP5 database (Taylor et al 2012).The
spatial resolution corresponds to the average box size on the grid used to output the data. This
is the same grid or approximates the scale used in the model’s dynamical calculations. Because of
the nature of simulation numerics, models effectively only resolve features several times this scale; in
this sense the spatial resolution is not directly comparable against the resolution listed for the
observational data sets. For each of the models with multiple available simulations for estimating the
response signals Xall and Xnat , the sampling noise is reduced by averaging across the 3 to 10
simulations available in each case. The regression model is estimated for each combination of the
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Nmod = 7 climate models with available simulations and the Nobs  observational products, resulting in
21 regression models for 2 m air temperature over land, 14 for sea surface temperature, and 28 for
precipitation. Data for estimating the autonomous unforced variability Xnoise is taken from these and
additional climate models in order to allow a more precise estimate of the expected covariance of the
residualR(t).

Table 3: List of observational data products used for analysis in this paper. On average, a 1° longitude by 1 ° latitude grid
box covers 7 900 km² across the globe, being larger at the equator than at the poles
Climate variable Data products Spatial resolution
2 m air temperature CRU TS 3.22 (Harris et al. 2014)

GISTEMP v6 (250 km land) (Hansen et al. 2010)
UDel v3.01 (Matsuura &Willmott 2012)

2 000 km²
63 000 km²
2 000 km²

Precipitation CRU TS 3.22 (Harris et al. 2014)
GPCC v6 (Schneider et al. 2014)
NOAA PRECL (1°x1°) (Chen et al. 2002)
UDel v3.01 (Matsuura &Willmott 2012)

2 000 km²
7 900 km²
7 900 km²
2 000 km²

Sea surface temperature HadISST1 (Rayner et al. 2003)
Hurrell (Hurrell et al. 2008)

7 900 km²
9 200 km²

2.2 IPCC AR5WGI Chapter 10 Assessments

A first comparison can be made against the assessments of regional warming from the climate
change detection and attribution chapter of the IPCC AR5 (Bindoff et al 2013). The statements were
intended to be robust for the regional domain and time period. We assume that all statements:

 refer exclusively to land territory (including the Arctic statement, due to the paucity of
marine monitoring in the Arctic);

 are relevant to the 1951 2010 period (except for the Arctic for which the 1961 2010
period more closely matches the statement);

 apply to the IPCC regional definitionsused in the IPCC AR5 (Hewitson et al 2014); and
 apply to annual mean values averaged evenly over the region.

Table 4 compares confidence assessments made with the algorithm developed in Section 1 against
assessments for statements made in the IPCC AR5.

The algorithm agrees with the IPCC AR5 assessments for the attribution assessments for all of the
populated regions except Africa, where the confidence metric falls just shy of the border between
medium and high confidence. The station density step is the dominant difference between the
African result and those for the other populated regions (not shown). The difference for the
Antarctica conclusion similarly arises because the CRU TS 3.22 product used for estimating station
density does not cover Antarctica. In contrast, the discrepancy for the Arctic conclusion arises
mostly from the test of the residual variability after the regression.
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Table 4 : C omparison of confidence in detection statements and in attribution statements for regional assessments in
Table 10.1 in Bindoff et al (2013). The specific periods analysed (given in square brackets) are based on the discussion in
Table 10.1 and Section 10.3.1.1.4

Confidence in
detection

Confidence in attribution
of a major role

WGI AR5 (Bindoff et al. 2013) results WGI AR5 Algorithm WGI AR5 Algorithm
Result 28:
“Anthropogenic forcing
has made a substantial
contribution to
warming to each of the
inhabited continents”

Africa high medium
Europe high high
Asia high high
Australasia high high
North America high high
South and Central
America

high high

Result 29: “Anthropogenic contribution to very
substantial Arctic warming over the past 50 years
[1961 2010]”

high medium

Result 30: “Human contribution to observed
warming averaged over available stations over
Antarctica [1951 2010]”

low no

 

2.3 IPCC AR5WGII Chapter 22 Assessments

A further comparison can be made against the subcontinental detection and attribution
assessments made in the African chapter of the IPCC AR5 (Niang et al 2014). Niang et al (2014)
provide assessments for both precipitation and temperature, both of detection and of attribution of
a major role for five regions based on the Regional Economic Communities. While no time period
is specified, the assessments are heavily influenced by the time series plots of observed and
simulated change shown in the chapter (which happen to share a large number of data sources with
this manuscript); given these plots and that monitoring density improves markedly in the 1960s, we
take the relevant period to be 1961–2010. Additionally, while the IPCC AR5 precipitation
assessments are for land areas only, the temperature assessments apply to the combined terrestrial
and Exclusive Economic Zone (EEZ) territories. Because of the lack of high spatial resolution
observational products of combined terrestrial and marine near surface air temperature, we must
treat the terrestrial and marine areas separately. Thus we assume that the assessments apply equally
to these two components of the overall region. The comparison is listed in Table 5.

Unlike for the comparison in Section 2.2, there are more numerous discrepancies for the African
regions. Precipitation assessments are all the same or less confident than in the IPCC AR5. For major
role attribution, the inconsistency for four regions could arise simply from the lack of a no confidence 
level in the IPCC AR5. The only two level discrepancy is for rainfall over ECOWAS (the Economic
Community of West African States). In Niang et al (2014) the ECOWAS assessment was based on a
number of detailed studies which considered the underlying data sources and processes in more
detail than in our algorithm, for instance evaluating and selecting climatemodels based on their ability
to adequately represent the West African monsoon. However, many of these studies specifically
examined the drying and partial recovery of rainfall over the Sahel, which only partly overlaps with
the ECOWAS region (note that the spatial averaging of precipitation performed here is based on
fractional anomalies, so a 30% reduction in some part of the Sahel would be considered equivalent to
a 30% reduction in a corresponding area on the much wetter coast). This case may therefore be
illustrating both the relative strength of detailed targeted analysis in comparison to this paper’s
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algorithm, and the relative strength of the algorithm in being easily tailored to the specific
requirement of an assessment (in this case the ECOWAS territorial area).

Table 5: Comparison of confidence in detection and attribution statements for the African regions listed in Figure 22 3 of
(Niang et al 2014). The regions are based on the Regional Economic Communities: the combination of the East African
Community, Intergovernmental Authority on Development, and Egypt (EAC/IGAD/Egypt); the Economic Community of
Central African States (ECCAS); the Economic Community of West African States (ECOWAS); the Southern African
Development Community (SADC); and the Arab Maghreb Union (UMA). Niang et al (2014)’s assessments of warming
applied to the combination of land and Exclusive Economic Zone (EEZ) areas, whereas these two components are
assessed separately here

IPCC WGII Africa Chapter result (Niang et al.
2014)

Confidence in detection Confidence in attribution of
major role

IPCC WGII Algorithm IPCC WGII Algorithm

EAC/IGAD/Egypt land annual mean precipitation
changes low low very low no

EAC/IGAD/Egypt land and EEZ annual mean
warming medium

high (land)

medium (EEZ)
medium

high (land)

medium (EEZ)

ECCAS land annual mean precipitation changes very low very low very low no

ECCAS land and EEZ annual mean warming low
very low (land)

medium (EEZ)
low

very low (land)

medium (EEZ)

ECOWAS land annual mean precipitation changes medium low low no

ECOWAS land and EEZ annual mean warming medium
high (land)

high (EEZ)
medium

high (land)

high (EEZ)

SADC land annualmean precipitation changes low very low very low no

SADC land and EEZ annual mean warming high
medium (land)

high (EEZ)
high

medium (land)

high (EEZ)

UMA land annual mean precipitation changes very low very low very low no

UMA land and EEZ annual mean warming high
medium (land)

medium (EEZ)
medium

medium (land)

medium (EEZ)

Marine temperature detection and major role attribution assessments both tend to be assigned
higher confidence by the algorithm, whereas discrepancies tend to balance for terrestrial
temperature. In part this is a reflection of the separation of the joint terrestrial marine assessments:
some of the terrestrial assessments suffer from poor station coverage, so when the marine areas are
separated they are freed from this penalty. ECCAS (the Economic Community of Central African
States) suffers especially from poor monitoring coverage over land, but not over its EEZ.

2.4 Application to nation scale regions

In this section we deploy the algorithm on precipitation and temperature changes over a large
number of regions. We adopt the regions developed for an operational system linking change in the
chance of extreme weather to anthropogenic emissions (http://www.csag.uct.ac.za/~daithi/forecast; Angélil
et al 2014a,b). These regions are based on political/economic groupings and are all approximately 2
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million km2 in size. Because of limitations in the modelling technique used by that system, all regions
are terrestrial and exclude countries dominated by archipelagos (e.g. Indonesia) aswell as Antarctica.  

The algorithm is run on annual total precipitation and annual mean 2 m air temperature over these
regions. (As in Section 2.3, the spatial averaging of precipitation is on the fractional anomaly, so arid
and wet areas contribute equally to a region’s variability.) The data sources are the same as listed in
Tables 1 and 3, and the test comparing observed against required trends ( sign ) is omitted.

The results for detection of an anthropogenic influence and for attribution of a major
anthropogenic role (differing through the exclusion/inclusion of major from the ‘major role’ test) are
shown in Figure 3.

Detection of precipitation changes Detection of temperature changes

Attribution of major role in precipitation changes Attribution of major role in temperature changes

Figure 3: Assessments of the detection of an influence (top row) and attribution of a major role (bottom role) for
anthropogenic emissions in observed climate variations during the 1961–2010 period over various political/economic
regions of the world. All regions are terrestrial and approximately 2 million km2. All assessments are for annual
averages.

An anthropogenic influence on precipitation variations is only detected with a reasonable confidence
in some northern mid and high latitude regions, and with one exception (consistent with the recent
assessment report for part of that region (Bhend 2015) there is at most very low confidence that
that role is substantial. The reason for this is apparent in Figure 4, which shows how the estimate
of confidence is affected by the various steps of the algorithm. For a large number of the regions,
inadequate station density in the monitoring networks is a major restriction on confidence in
detection. Note that because of the smaller decorrelation scale the network density must be
considerably higher for precipitation than for temperature (Table 1). Unlike for temperature, all of
the steps in the algorithm contribute to a notable decrease in the confidence metric for detection of
precipitation changes over almost all regions. The magnitude of any potentially detected signal is
always very small in relation to the autonomous year to year variability of the climate system,
leading to consistently large decreases in confidence at the ‘major role’ step distinguishing detection
of an anthropogenic influence from attribution of a major role.
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Not surprisingly, confidence is much higher for temperature changes, with at least high confidence in
detection of an anthropogenic influence over most regions outside of Africa and slightly less
confidence of attribution of a major role (Figure 3). The spatial pattern of confidence in detection
(and attribution) differs from the expected signal to noise ratio (Mahlstein et al 2011; Bindoff et al
2013). The reason for this is apparent from Figure 3. While all four regions with low or very low
confidence in detection are located in an area of the tropics with an expected high signal to noise
ratio, they are also regions with poor monitoring station coverage; monitoring coverage tends to be
a major factor for regions with medium confidence in detection as well. This illustrates that the
current rule of thumb of stronger detectability of warming in the tropics (Bindoff et al 2013) ignores
the full set of sources of uncertainty, and in particular the role of adequate long termmonitoring.

Figure 4: Calculation of the confidence metric for the assessments shown in Figure 3 of the detection and attribution of
observed climate variations during the 1961–2010 period for various 2 million km2 political/economic regions of the
world.

3 
This manuscript has both developed a framework for assessing the detection and attribution of
climate change on a large scale and developed a specific implementation. The framework is an
explicit quantification of the framework developed and applied in recent IPCC Assessment Reports
(Seneviratne et al 2012; Bindoff et al 2013; Cramer et al 2014), based on the confidence level
formulation of Mastrandrea et al (2010). This considers not only the result of a single comparison
of expected responses to climate change with observed trends, but also examines the agreement
between comparisons using different data sources, as well as the underlying appropriateness and
accuracy of those data sources. In terms of implementation in the IPCC reports, it has generally
been assumed that the components of confidence are separable. What is new in the algorithm
developed in this manuscript is the concept that the components may also be quantifiable and
multiplicative. The degree to which both these assumptions are justifiable is open to discussion, but
for this algorithm the assumptions only need to hold approximately, because the algorithm is not
intended for use as an expert ‘finalword’ but rather a more general tool.

In terms of the specific implementation developed in this manuscript, it is centred around the
popular multiple linear regression approach underlying much climate change detection and
attribution research (Bindoff et al 2013), but other options exist. Indeed, exploration of multiple
methods should really be considered in establishing confidence. Similarly the division of the
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components of confidence could probably be chosen differently and may be affected by the exact
nature of the detection and attribution study. For instance, the test of whether the observed trend
matches a reported trend (Section 1.4) was not applicable in the tests and examples presented in the
previous two sections.

There are three specific areas of the implementation that require consideration. First, the algorithm
operates within a realm of well behaving inputs. For instance, while it is plausible, as stipulated in
Section 1.3, that the maximum possible confidence should be the same when [Nobs = 3, Nmod = 6] as
when [Nobs = 6, Nmod = 3], it is less obvious that the situation [Nobs = 36, Nmod = 1] or [Nobs = 1, Nmod = 
36] should also have the same maximum confidence. Modifications may be necessary for such
extreme situations.

Second, the quality of the development of the various steps in the algorithm varies considerably. For
instance, confidence in detection must depend directly on the station density as well as the
distribution of those stations, and there must be no confidence when there are no observations at
all (Hegerl et al 2010). While the method used here makes simple assumptions about the spatial
correlation of climatic variability, these same assumptions are well tested and have also been used in
the development of respected observational products. However, the way in which a statistical failure
of the “variability match” step in the regression analysis should be translated into a quantitative
modification of the confidence metric is less obvious. While selection of the maximum possible
reduction in confidence by this step has been informed by experience with regression analysis, the
value is still a subjective choice based on the authors’ experience and intuition. Fortunately, the
steps that seem to have the greatest bearing on the final confidence (monitoring density, signal
match, and major role) are also the steps with the highest quality translation from analysis to
confidence metric.

Finally, the output of this algorithm is qualitative in nature and the relation between qualitative
terms like ‘major role’ and quantitative metrics remains at least partly subjective. Fortunately,
results here do not appear to have been that sensitive to choice of ‘major role’ threshold. However,
the mapping from the quantitative confidence metric c through cmap into the qualitative levels can
lead to systematic shifts of a full confidence level. In that sense the comparisons performed in
Section 2 against existing expert assessments served an important role in check on the calibration of
the algorithm.

Ultimately, this algorithm is no substitute for detailed expert detection and attribution analysis. For
instance, the ‘physical representation’ step (Section 1.3.4 is the only step in the algorithm responsible
for evaluating whether the climate models are capable of representing the processes required in
order to adequately represent the regional and seasonal climate of interest. Currently that step
consists of a simple binary function depending only on the climate variable. Future development of
the algorithm could add some evaluation of, for instance, the spatial pattern of the mean annual
climatology and the annual cycle, but it is hard to envisage a systematic approach that could ever be
as nuanced and detailed as an expert evaluation whilst remaining generalizable.

Despite these disadvantages relative to detailed expert assessments, this algorithm has some
important strengths that mean it can serve as a complementary tool. Most particularly, it can be
deployed simply and straightforwardly on an industrial scale, as illustrated in Section 2.3.
Performing those 116 assessments in 116 separate detailed papers would require unobtainable
resources; in contrast, the main performance bottleneck in conducting the calculations presented in
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Section 2.3 was simply the extraction of the regional and seasonal data from the various data
products. While there were some discrepancies between the algorithm’s results and those of
existing expert assessments, these may not have always pointed to a fault of the algorithm: some of
the expert assessments were based on fewer data sources, for instance. Given these points, this
algorithm, or approaches similar to it, could provide an important tool toward the inclusion of
detection and attribution analysis within the provision of climate services.
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in what is now called ‘education for sustainable development’.

I then shifted my focus from ‘act local’ to ‘think global’. My second degree, a Master of Science in

“Global Change Management” at the University for Sustainable Development in Eberswalde, led me

from the bottom up world of grassroots movements to the top down world of integrated

assessment and Earth system modelling. I became involved in the UNFCCC process as an observer

and was fascinated by the diplomatic realm of global governance. After graduation in 2009, I started

my first science position at the Potsdam Institute for Climate Impact Research (PIK). Within the

technical support unit of the Intergovernmental Panel on Climate Change (IPCC)’s working group III, I

focused on the “Special Report on Renewable Energies and Climate Change Mitigation”. In summer

2011, I had the chance to become a chapter scientist for the working group II Fifth Assessment

Report. Still within PIK, I supported Prof. Cramer’s Chapter 18 on “Detection and attribution of

observed climate change impacts”, and the coordination of German IPCC authors. My work for the

IPCC was demanding yet it entailed wonderful opportunities and deep insights into international

science policy processes. The idea of a doctorate had been on my mind for some time, not least

because of the joy and satisfaction that I found in my concurrent teaching appointments at

Eberswalde University. So when the great team of Chapter 18 collectively encouraged me to pursue

this idea, I set to work immediately. Now after four exciting years of research into the complexity of

impact detection and attribution, I am looking forward to further engage with the challenges of

making the world a better place for all.
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