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Abstract

The Western part of Europe is situated in a temperate climate zone. Every year this part of Europe
experiences intrusions of warm, moist air from Spain and Central France, which can cause severe storms
in Belgium and the Netherlands. Despite an almost yearly occurrence, a lot is unknown of these severe
storms.

In this study we take a detailed look, with the Weather Research Forecasting (WRF) model, to the
thunderstorm generated downburst event of 14 July 2010, which peaked in intensity in Vethuizen and
caused casualties and severe damage throughout the Netherlands. We evaluate the WRF generated
output on the thunderstorm squall line event of 14 July 2010 and compare the results of WRF with the
RKW-theory, describing the dynamics of squall lines similar as the one occurred on 14 July 2010, as
proposed by Rotunno, Klemp and Weisman (1988).

First, the WRF output will be evaluated using a sensitivity analysis of different cumulus and boundary-
layer parameterization schemes. For this particular situation, the combination of YSU + WSM6, performs
best, in comparison with the cumulus scheme of WSM3 and the boundary-layer schemes MYJ and
Boulac, on both the statistical evaluation as the visual evaluation, however the timing was in all runs
between 1.5 to 3 hours earlier than the real situation.

Secondly, the RKW-theory will be compared with the WRF output. The RKW-theory states that, in a
squall line, the cold pool vorticity (on the cold side) balances the wind shear vorticity (on the warm side)
and will therefore result in a perfectly vertical updraft, which is beneficial for storm growth. The theory is
overall well represented by the WRF output, especially the vertical updraft, although not all assumptions
used for the theory are justified.



Preface

As a child I was fascinated by the thunderstorms that more than yearly occurred over my hometown of
Vleuten. I could stand for hours behind my window, just staring at the lightning in the sky. Despite this
interest, I started my career of studying at the university in Utrecht, with chemistry. After 2 years I knew
I had to know more about weather, and especially (severe) storms, and switched to the Soil, Water,
Atmosphere study in Wageningen. After completing my bachelor, I decided to do the master of
Meteorology and Air Quality in Wageningen and was | looking forward, mainly to the dynamical courses. I
was not let down, and can finally say I've reached the point at which I was able to study the storms I
started this study for. After a 6 month period, studying one particular severe event in the Netherlands
(Vethuizen, 2010), I learned a lot about the dynamics and the (un)predictability of these storms and can
therefore say that I succeeded in my goal I posed before I came to Wageningen.
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1. Introduction

Most of the western part of Europe (France, Belgium and the Netherlands) is situated in a temperate
climate zone with mild winters and moderately warm summers, caused by the influence of the Northern
Sea and the northern part of the Atlantic Ocean. This, of course, has implications for the number and
severity of thunderstorms. Despite the moderate climate, each year the region experiences some
intrusions of warm and humid air masses from southerly currents. Then severe thunderstorms can
develop over Western Europe (Hamid 2012). These severe thunderstorms can generate heavy downdraft
winds, intense rain and hail, lightning and tornadoes, which can cause serious damage to the (urban)
environment (Hamid and Delobbe 2007).

One of these severe thunderstorms was the Precipitation Vethuizen 2010, 16:30
squall line of Wednesday 14 July 2010. The 555 s I
thunderstorm was initiated over France and 5o i

then passed over eastern parts of Belgium : ; : . >N

and the Netherlands. The storm generated a e

downburst near the village of Vethuizen and a4 : €
caused other wind phenomena throughout s m
the area such as gustnado’s and whirlwinds

(KNMI 2010 and Groenland et al. 2010), o
resulting in serious damage throughout the 52.50
area: trees on railroad tracks, roofs blown
away and power masts blown down among
other things. Around 6:30 PM local time oo
(16:30 UTC) the storm peaked in intensity 1N
(see Fig. 1) and caused in Vethuizen alone a
lot of damage. Caravans were blown into a

52H

50.5H

nearby lake, 2 people died and 8 were 50N

wounded. The total estimated cost of this san

storm is around 75 million euros (NOS

2010). v i o &
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Storms, especially of this intensity, are hard Fig. 1: KNMI radar image for the 14" July 2010, 16:30 UTC,
to predict. Not only in occurrence, but mainly 9generated by GrADS.

their intensity and track. Therefore more

research on this subject has to be done.

The objective of this research is to gain a better insight in the processes driving a storm like the one that
occurred on 14 July 2010 over Western Europe. This is done by looking at (generalised) theory of
downburst events and the dynamics of development of squall lines that can generate downburst winds.

The main objective is to model the Vethuizen 2010 case and to see if the mesoscale weather forecast
model (WRF, Skamarock et al. 2008) represents the dynamics and development stages of this storm
well, compared with theory and observations. Furthermore, the results of this study will be compared
with earlier studies done by the Royal Dutch Meteorological Institute (KNMI, Groenland et al. 2010) and
MeteoConsult (Van Dijke et al. 2010). However both papers are mainly damage assessment reports and
do not contain a detailed description of the storm dynamics.

To achieve these objectives, the following research questions need to be answered.

Main questions:
e Does the WRF model capture the different development stages of this thunderstorm sufficiently?
e Can the WRF model output be improved by altering the choice of parameterization schemes?

Sub questions:
e What are the different development stages of a (generalised) thunderstorm?

e What are the processes that drive these storms during each development stage?
e How sensitive is WRF model output to changes of parameterization schemes?
e Is WRF able to represent the dynamics of this storm?



2. Background information and theory

2.1 Synoptic situation
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Fig. 2: Synoptic situation of the 14" of July 2010, with a: 00 UTC, b: 6 UTC, c: 12 UTC and d: 18 UTC (KNMI 2013a).

Fig. 2 shows the analysed weather maps
of Wednesday 14 July 2010, prior,

during and after the storm. The figure
shows the presence of a cyclone near
Ireland with a central pressure of
approximately 990 hPa. Together with
the high pressure system over Eastern
Europe (approximately 1015 hPa) these
systems are responsible for a southerly
flow in the Netherlands. In the days prior
to and on the 14" of July, an area with
high temperatures was present in the
greater part of Europe, this can be seen
in the temperature map of the 14™ of
July (Fig. 3, for a view of the
temperatures over Europe, see Appendix
A). The warmest air, and associated
convergence zone, in the region is visible
in Fig. 2b,c,d as the red solid line in front
of the cold front over Brittany and the
Iberian Peninsula. Within the
convergence zone over France a thermal
low with severe thunderstorms started to
develop (Fig. 2c). From this moment on
the thunderstorm containing thermal low
started to move North-North-Eastwards
to the Netherlands. At 18 UTC the
thermal low reached the Northern part of
the Netherlands (Fig. 2d).
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Fig. 3: Maximum temperature of the Netherlands of the 14" of July
2010 (KNMI 2013b)




The situation described above shows a similar pattern as
a synoptic weather phenomena called ‘the Spanish
plume’. A Spanish plume event is an event where warm
air is lifted from the Iberian Peninsula ahead of a an
eastward moving upper-level trough over the Bay of
Biscay, which is illustrated in Fig. 4 (FMI 2014). If the
situation described above further develops and moves
towards the northwest, it can cause a trigger effect that
causes severe weather in the Benelux region. This
trigger effect is reached when the air is, sufficiently
moist, potentially unstable and forced to lift. High levels
of moisture can be observed over the Mediterranean
Sea and the Italian Po Valley. Potential instability is
caused by the radiative heating of the surface, creating
a thermal low. The forcing mechanism to cause severe
thunderstorms is forced lifting by frontogenesis. All
these conditions are met at the Iberian Peninsula and
when a trough or cut-off low reaches the Peninsula the
warm, moist, unstable air will travel North-North-
Eastwards to France and can travel even further to the
British Isles, the Benelux or Scandinavia (Van Delden
2001).

P e N

Fig. 4: Low-level flow within Spanish plume. Open
red arrow: the warm conveyor belt, open blue Typical for a Spanish plume event, is the presence of a
arrow: the dry intrusion. Area within red solid line:  triple point. A triple point is a point where 3 different air
;Ityp'ca' area of high ThetaE values at 850 hPa. masses converge. Usually it is the point where the

ack solid lines: surface isobars. Classical surface . R .
fronts also shown (FMI 2014). cold-, warm- and occlusion-front intersect. According to

Wakimoto (et al. 2006), a zone of increased convection

occurs not at the triple point, but in the zone between the warm and cold front. Typically, during a
Spanish plume event, the triple point is situated over the British Isles or the North Sea near the
Netherlands, indicating a zone of increased convection near or over the Netherlands. This zone of
increased convection may influence a storm going over the Netherlands, however the dynamical effect of
this zone is not well understood (Weiss and Bluestein 2002) and therefore its influence will not be treated
in this paper.

2.2 Downburst dynamics

Downburst events are characterized by strong localized downward flow and a sudden outburst of strong
winds near the earth’s surface. They typically occur in (severe) thunderstorms or even rain showers,
where the weight of the precipitation and the cooling of the air, due to evaporation of (cloud) droplets,
acts to accelerate the air downwards. Strong outflow winds develop as the downwards moving air is
forced to spread horizontally at the earth’s surface (Proctor 1988). Downburst events can also occur in
combination with a bow echo, like the one that appeared at Vethuizen, a so called bow-echo-induced
downburst event.
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EVOLUT’ ON OF BOW ECHO Proposed by FUJITA,1979

Fig. 5: Evolution of bow echo proposed by Fujita in 1979. In this model, a bow echo is produced by a downburst
thunderstorm as the downflow cascades down to the ground. Finally, the horizontal flow of a weakened downburst
induced a mesoscale circulation which distorts the initial line echo into a comma-shaped echo with a rotating head (Fujita
1981).

On the basis of both Doppler and radar analysis of several bow-echo-induced downburst events, Fujita
(1981) proposed a model of the evolution of a bow echo, see Fig. 5. It starts with a tall thunderstorm
with a gust front located along the edge of the activity line (stage A). Next, a downburst descends near
the centre of the squall line, distorting the tall thunderstorm echo into a bow-shaped bulge (stage B).
The downburst intensifies at the middle of the bow echo. When the downburst reaches its major mature
intensity, the bow echo takes the shape of a spearhead (stage C), accompanied by a trench of weak echo



located along the centre axis of the downburst flow. Downburst-induced tornadoes are likely to form
during this stage, since this is the most turbulent phase. As the downburst weakens, a mesoscale
circulation dominates the area of the bow echo. Then a rotating head with an appearance of a hook echo
forms near the centre of the mesoscale circulation (stage D). In stage E, the final stage, the bow echo
often turns into a comma-shaped echo which gradually disappears along with the weakening mesoscale
circulation (Fujita 1981, Weisman 2001).

The stage of the storm near Vethuizen was most likely similar to stage C. Being the most turbulent
stage, the chance for a downburst is here the highest of all stages.

2.3 The Weather Research and Forecasting model

The Weather Research and Forecast (WRF) model has been developed by a joined effort between the
Center for Analysis and Prediction of Storms (CAPS), National Center for Atmospheric Research (NCAR),
the Forecast Systems Laboratory and the National Centers for Environmental Prediction of the National
Oceanic and Atmospheric Administration (FSL, NCEP/NOAA), with the help of scientists from collaborative
universities. The model will provide a framework for both operational numerical weather prediction as
well as for research purposes. WRF will target the 1-10km grid scale and is intended for operational
weather forecasting, regional climate prediction, air quality simulation and idealized dynamical studies
(Michalakes et al 1998). Newer generations of WRF have been developed for a next-generation
mesoscale prediction and analysis for understanding mesoscale precipitation systems and to promote
closer ties between research and operational forecasting communities (Michalakes 2004).

The framework of WRF uses different parameterization schemes to make the analysis more efficient. It
makes use of ECMWF analysed data to feed the boundaries of the system, makes use of the ARW solver
to simplify e.g. equations, grid sizes and boundary conditions and makes use of parameterization
schemes to solve complicated physical processes. The parameterization schemes include schemes for,
microphysics, cumulus physics, surface physics, planetary boundary layer physics and atmospheric
radiation physics (Michalakes et al 1998).

For this research project we only alter the choice for the microphysics and planetary boundary schemes,
since we believe these two schemes have the greatest influence on the dynamics of the thunderstorm.
The next section will describe both parameterization schemes into more detail. The version of WRF used
during this research project is WRF version 3.5, which has been released on 18™ of April 2013.

2.4 Parameterization schemes

2.4.1 Moisture parameterization schemes

The WRF single-moment microphysics scheme (WSM3) follows Hong et al 2004, including ice
sedimentation and other new ice-phase parameterizations. This scheme is especially different from other
schemes with its diagnostic relation used for ice-number concentration, which is based on ice mass
content rather than temperature. The order of the processes is also optimized to decrease the sensitivity
of the scheme to the time step of the model. The WSM3 scheme predicts three categories of
hydrometeors: vapour, cloud water/ice, and rain/snow, which is a so-called simple-ice scheme. Like the
proposition made by Dudhia in 1989, it assumes cloud water and rain for temperatures above freezing,
and cloud ice and snow for temperatures below freezing. This scheme is computationally efficient for the
inclusion of ice processes, but lacks super-cooled water and gradual melting rates (Skamarock et al.
2008 and Dudhia 2010).

The WRF single moment six-class scheme (WSM6) extends the WSM3 (and WSM5 which is not described
in this paper) scheme to include graupel and its associated processes. The ice-phase behaves differently
due to the changes made by Hong et al. in 2004. Dudhia et al. in 2008 proposed a new method for
representing the mixed-phase particle fall speeds for snow and graupel particles, by assigning a single
fall-speed to both particles that is weighted by their mixing ratios, and applying that fall-speed to both
the sedimentation and accretion process (Skamarock et al. 2008 and Dudhia 2010).

The behaviour of the WSM3 and WSM6 schemes differ little for coarse mesoscale grids, but they work
much differently on cloud-resolving grids. Of the two WSM schemes, the WSM6 scheme is considered the
most suitable for cloud-resolving grids, taking into account the efficiency and theoretical backgrounds
(Skamarock et al. 2008 and Dudhia 2010).

2.4.2 Boundary-layer parameterization

The Yonsei University (YSU) planetary boundary layer (PBL) scheme is the next generation of the
medium range forecast (MRF) PBL scheme and is widely used. The entrainment is made proportional to
the surface buoyancy flux in line with results from studies with large-eddy simulation models like the
study of Noh et al. in 2003. The PBL top is defined using a critical bulk Richardson number of zero. The
old MRF scheme is effectively dependent on the buoyancy profile, in which the PBL top is defined at the



maximum entrainment layer (compared to the layer at which the diffusivity becomes zero). A smaller
magnitude of the counter-gradient mixing in the YSU PBL produces a well-mixed boundary-layer profile
(Skamarock et al. 2008, Lemone et al. 2012).

The Mellor-Yamada-Janjic (MYJ) parameterization of turbulence in the PBL and in the free atmosphere,
finished by Janjic in 2002, represents a non-singular (the associated matrix has an inverse)
implementation of the Mellor-Yamada Level 2.5 turbulence closure model, proposed by Mellor and
Yamada in 1982, for the full range of atmospheric turbulent regimes. The upper limit of the MYJ scheme
depends both on the TKE as well as the buoyancy and shear of the driving forces. In the unstable range,
the functional form of the upper limit is derived from the requirement that the TKE production is non-
singular in the case of growing turbulence. However, in the stable range, the upper limit is derived from
the requirement that the ratio of the variance of vertical velocity deviation and TKE cannot be smaller
than the regime of vanishing turbulence. The TKE production/dissipation differential equation is solved
iteratively (Skamarock et al. 2008). MY] is, similar to YSU, widely used in the meteorological community
(Lemone et al. 2012).

The Bougeault and LaCarrere (BoulLac) parameterization scheme is comparable with the MYJ scheme,
mainly because both schemes depend on the TKE production/dissipation. However, where the MY]
scheme uses a 2.5 level turbulence closure model, BoulLac uses a 1.5 level turbulence closure model. The
length scale of the model predicted by the BoulLac scheme is determined by its initial velocity, depending
on the TKE at this particular height, where the length scale for MY] is found iteratively (Lemone et al.
2012). This parameterization scheme is used by Putsay (et al. 2011) for their analysis of the Pukkelpop
storm of 2011 and will therefore also be tried here.

According to current research, MYJ has a colder bias than the YSU scheme (Pagowski 2004 and Hu et al.
2010), which leads to a prediction of shallower boundary layers. Despite this prediction, MYJ also predicts
more moisture in the BL and a stronger capping inversion than the YSU (Weisman et al. 2008). However,
Wisse and Vila (2004) stated that the MRF scheme (predecessor of YSU) predicts more widespread
precipitation with a higher average accumulated precipitation and is better suited for active convective
weather than other PBL schemes. All this has an effect on how the model will predict convective storms.

2.5 Cold pool, ambient shear balance and dynamics

2.5.1 RKW-theory

The RKW theory is hamed after its proponents, Rotunno, Klemp and Weisman (Rotunno et al. 1988),
who introduced the theory for squall lines in 1988. The theory is based on a large humber of 3D-
simulations conducted in the mid-1980’s. Their conclusion was that a broad range of convective
structures could be produced by numerical models by changing only the environmental shear profile
(Bryan 2012).The RKW theory starts with the Boussinesq equation, of a frictionless moving air parcel,
governing the component of the vorticity directed along a hypothetical line-invariant disturbance.

4n _ _9
Po dt po - dx (1)
Where
__Ou ow
n= z dx (2)
And
B=gt (3)

n is the vorticity in the along line (y)-direction; po(z), the base-state density; B, the total buoyancy; u,
the cross-line velocity; w, the vertical velocity; g, the gravitational constant; A6, potential temperature
deficit between the cold pool and its surrounding; 6y, the average surface temperature; x, the cross-line
distance; z, the altitude; t, the time and d/dt, the rate of change with time following a parcel.
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Fig. 6: Schematic diagram showing how a buoyant updraft may be influenced by wind shear and/or a cold pool.
(a) With no shear and no cold pool, the axis of the updraft produced by the thermally created, symmetric vorticity
distribution is vertical. (b) With shear, the distribution is biased toward positive vorticity and this causes the
updraft to lean back over the cold pool. (c) With a relatively strong cold pool, the distribution is biased by the
negative vorticity of the underlying cold pool and causes the updraft to lean upshear. (d) With both a cold pool
and shear, the two effects may negate each other, and allow an erect updraft (Weisman et al. 1999).

If we look at a situation of a particle with only buoyancy, illustrated in Fig. 6a with the arrow indicating
the maximum buoyancy, we see that the right hand side of equation 1 creates positive vorticity
(decreasing buoyancy with increasing x, —Z—i > 0) on the right side of the maximum buoyancy and

negative vorticity (decreasing buoyancy with decreasing x, —Z—z < 0) on the left side of the maximum

buoyancy which, in equal amounts, is resulting in a perfectly vertical upward flow. Next we consider the
same situation, only the particle on the right side starts with vorticity generated by wind shear, as
illustrated in Fig. 6b. The vorticity generated by wind shear is positive, according to equation 2, since
du/dz is positive. Because the particle starts with an extra positive vorticity, the flow will not be perfectly
vertical, but skewed in the downshear direction.

In situations with upward flow, as described above, we usually find precipitation. Precipitation forms a
cold pool, by the evaporation, sublimation and/or melting of precipitation, precipitation drag and vertical
perturbations in the pressure gradient (Corfidi 2003). Due to the negative buoyancy (downward motion),
generated by precipitation, in the middle of the cold pool, we get the exact opposite situation in the cold
pool of the only upward motion generated by positive buoyancy seen in Fig. 6a. Buoyancy increases with
increasing x in the left side of the cold pool generating a negative vorticity. At the right side of the cold
pool it is the other way around, generating a positive vorticity (Fig. 6c). The presence of cold pool
generated vorticity lets the air parcel flow over the cold pool, resulting in a skewed vertical updraft in the
upshear direction. If we also include the wind shear in the situation, the vorticity associated with this
wind shear can change the direction in the upward flow and “if the circulation with the cold pool’s
negative vorticity approximately balances the circulation associated with the positive vorticity of the low-
level shear”, the flow turns perfectly vertical again (Fig. 6d, Rotunno et al. 1988).

To reach a quantitative criterion for the low-level shear to balance a cold pool, the RKW-theory writes
equation 1 without further approximation, as

11
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o = 5. um) ——(wn) —— (4)
Fixing the frame of reference moving with the leading edge of the cold pool and integrating equation 4
from the left boundary (L), giving x = L, to the right boundary (R), giving x = R, of the edge of the cold
pool, and from the ground to a restricted height (d), giving z = d (Fig. 7), they obtained

d (R d d d R d
I, Iy ndzdx = [ (un), dz — [ un)gdz — ["(wn)gdx + [ (B, — Bg) dz (5)
Tendency flux at left flux at right flux at top net generation

Equation 5 is the most important equation, called ‘the balance equation’, and this paper will evaluate
this equation on the WRF output. They further assumed that there is a steady state, setting the tendency
to zero and assumed that there is negligible buoyancy of the air approaching the cold pool, Bg = 0. They
also took the vorticity (n) left from the cold pool edge. Under these assumptions, equation 5 reduces to

2 2 2 2

2 2 2 2
0= (e~ o) - (e —a) _ [Fumy,ar+ fy By e ©

For the next step they assumed that the cold air is stagnant (relative to the cold pool edge), so that U,
= 0, and the buoyancy is only limited to the height of the cold pool (H), giving z = H, where H < d. With
these simplifications, equation 6 becomes

2 2 2
0 =M_(u’e_'d_M)_fLR(wn)ddx+foHBL dz (7)

Considering the first case, with no shear at the right boundary and a rigid plate at the restricted height,
the second and third term vanish, resulting in

uly=2J(~B,)dz = 2 (8)

Tropopause

And if taking the last case in mind, including shear
and a cold pool, looking for the optimal state where
the low-level flow is turned by the cold pool in such
a way that there is a perfectly vertical updraft, U,,q,

Ur,q and fLR(wn)ddx are set to 0, to obtain

Au=c (9) Restricted height

Height of the cold pool

Au = uR’d - uR’() = _uR’() (10)
Left boundary Leading edge Right boundary
In this research project, we test the balance

equation as well as the assumptions made after the
balance equation with the WRF generated output in Fig. 7: Schematic diagram illustrating the position of
order to research the significance of each term in the different boundaries used to quantify the RKW-theory.
balance equation and the correctness of the

assumptions that were made.

2.5.2 Horizontal spreading of the cold pool

As described in section 2.5.1, the RKW-theory states that the ratio ¢/Au = 1 is ideal for the formation of
strong thunderstorms, but it also describes different situations where there is an imbalance between the
two (Fig. 6). This section will explain more about the horizontal extent associated with the description of
the RKW-theory.

The RKW-theory roughly states there are 3 different stages of storm development, the early stage, the
mid stage and the end stage. The RKW-theory states that due to the updraft of water particles, rain will
occur if the droplets are large enough. The precipitation area in the very start of a raining event is very
narrow and its vertical picture will look somewhat similar as the situation shown in Fig. 6a, only now we
also have a small precipitation area. This precipitation will start the formation of the cold pool. When the
sequence of new convective cells strengthen the cold pool, the balance of ¢/Au = 1 will take place. This
may only happen when the ambient shear circulation is not extremely strong. Due to this balance, air at
the leading edge of the cold pool will be lifted vertically, which results in a deeper and stronger lifting
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(Fig. 6d). Usually, the strongest storms are
observed during this phase of the storm
development. Because the convective cells move
with approximately the same speed as the cold
pool, the line of convection remains relatively
narrow. Fig. 8 t=1-2h gives a horizontal
example of the cold pool in this particular stage
of the cold pool formation.

As the cold pool stretches backward (Fig. 8 t=2-
6h) and continues to strengthen. After 4 hours
after the cold pool developed, the cold pool
circulation starts to dominate the ambient wind
shear circulation (c>Au) and the cells tilt
upshear (Fig. 6c). The line of convection starts
to become less. Due to the tilt upshear, an area

Fig. 8: Horizontal overview of the precipitation and cold with lighter precipitation will form behind the
pool development for the different stages (Weisman et al. leading line of convection. As the cold pool
1999). strengthens more, the spread will become larger

and tilts more. This will continue until the tilt is so large that the storm will cut itself off from its own
energy source (warm, moist air). This phase initiates the dissipation phase of the storm (Fig. 8 t=4-8h).

2.5.3 Influence of a rear-inflow jet

In the case of a relatively strong rear inflow jet,
which was present during the storm of Vethuizen
(Groenland et al. 2010), the balance of c/Au =1
remains longer present in the lower part of the
storm, resulting in a more vertically erect
structure (Fig. 10b). This situation is typical for
environments with high CAPE values and
relatively strong shear, and is associated with the
development of severe long-lived bow echoes
and, when this stage remains present for several
hours, allowing the cold pool to become
extremely strong before the system begins to tilt
upshear. When the system does tilt upshear, it
produces an extremely warm front-to-rear
ascending current, which continues to warm up
the air above the cold pool. This enhances the
strength of the rear inflow jet (Rotunno et al.
1988 and Weisman and Rotunno 2004).

Elevated Rear-lnflow

Fig. 9: Strong cold pool circulation with a rear-inflow jet
which leads to surface winds (Weisman et al 1999).

ear-lnflow

Fig. 10: Generalised development stages of thunderstorms. (a) Cold pool circulation dominates shear circulation,
despite the presence of a weak rear-inflow jet. (b) Strong cold pool circulation with a developed rear-inflow jet
(Weisman et al. 1999).
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The damaging winds associated with (severe) bow-echoes are the result of both the downward transport
of momentum from the descending rear-inflow jet, which spreads along the surface, as well as the

extremely strong cold pool (which accelerates the air outward due to the large hydrostatic pressure
difference, Fig.9, Weisman et al. 1999).
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3. Methodology

WPS Domain Configuration

3.1 Model set-up seon

The analysis exists of four parts, containing

statistical performance, visual performance,

dynamical performance and the RKW-theory

balance, all based on the WRF generated output of ..
14 July 2010. WRF version 3.5 was used to conduct
a 66-hour simulation over the research area,
containing a great part of France and Belgium,
Luxembourg and the Netherlands, the exact
domain can be seen in Fig 11. The simulation
started on 13 July 2010 at 00 UTC to include the
24 hours of spin-up time needed for the model to
run a stable simulation. Because of the nature of
spin-up time, it will be not included in the analysis.
To feed the boundaries for the system, 0.125° x
0.125° ECMWF analysed files are used.

50°N

48°N

To answer the second main research question, 46°N
parameterization schemes for the WRF model runs

will be changed in order to investigate their

contribution to the model output. Two types of

parameterization schemes are changed, the 4400y
moisture scheme (WSM3 and WSM6) and the oo o e E oF oF
boundary layer scheme (MY], YSU and Boulac). Fig. 11: WRF domain used for conducting all the runs

However there is a third type of parameterization

scheme that will be changed, surface physics (sf-

clay) parameterization scheme, but that will not be explained in this paper since it is coupled to the
boundary layer scheme. Information about the specific runs is visible in Table 1.

The model output will be evaluated with different model performance checks to see which
parameterization combination predicts the storm with the highest accuracy. The different model
performance checks will be described in the next section.

Table 1: Parameterization for moisture, boundary and coupled surface schemes for the different runs. A complete
overview of all the parameterizations schemes used for the runs can be seen in Appendix B, WRF default settings.

Run Moisture scheme Boundary layer scheme Sf-clay scheme
WSM6 + MY] WSM6 Mellor-Yamada-Janjic Monin-Obukhov Janjic
WSM3 + MY] WSM3 Mellor-Yamada-Janjic Monin-Obukhov Janjic
WSM6 + YSU WSM6 Yonsei University Monin-Obukhov
WSM3 + YSU WSM3 Yonsei University Monin-Obukhov

WSM6 + Boulac WSM6 Bougeault and Lacarrere Monin-Obukhov Janjic
WSM3 + Boulac WSM3 Bougeault and Lacarrere Monin-Obukhov Janjic

3.2 Model performance

The performance of each model output will be evaluated in four different ways. Section 3.2.1 will explain
more about the statistical performance, section 3.2.2 will contain the visual performance, section 3.2.3
will describe the dynamical performance and most important, section 3.2.4 will explain the influence of
the RKW theory, and its assumptions, to the model output.

3.2.1 Statistical performance

The statistical performance will contain a comparison of the timing and temperature tendency modelled
for Vethuizen and a statistical parameter check for four different stations. The model output for
temperature and pressure (two of the four stations) will be compared with the observed KNMI data for
the stations: Arcen, Deelen, Hupsel and Volkel. These stations are chosen based on their position near
Vethuizen. The exact position of these stations can be seen in Fig. 12. The statistical parameters used
are:

1. The mean bias error (MBE) is average of the difference between the model predicted variable at

point i (Pi) and the observed variable at point i (Oi).
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MBE= N3N, (P;-0)) (11)
2. The median of the bias error (Med-BE) is the median of the bias difference.
Med-BE= Median (P;-O;) (12)

3. The root mean square error (RMSE) is the root of the mean square error (MSE), which is the
average of the squared error between model predicted value at point i and the observed value at
point i.

RMSE= (N3, (P-0)°)’

4. The mean absolute error (MAE) is the average of the absolute difference between the model

predicted value at point i and the observed value at point i.

(13)

MAE= N'3N,|P-O)] (14)
5. The median of the absolute error (Med-AE) is the median of the absolute difference.
Med-AE= Median |P;-Oj (15)

The parameter Med-AE is taken as the most solid parameter and best indicator of the model
performance, since it is not very vulnerable for outliers and contains the absolute error, a bias error can
be averaged out. Apart from these statistical parameters, scientific evaluation can be enhanced by
examination of graphical data display (Willmott, 1982), as will be discussed in the next sections.
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Fig. 12: Location of the statistical performance stations
(Google Earth 2013).

3.2.4 The RKW-theory balance

3.2.2 Visual performance

For the visual performance, the WRF cloud output
will be compared with the observed satellite cloud
data. The goal here is to see whether or not the
model predicted clouds at the right location and
right time, the right order of magnitude as well as
the right cloud patterns. Besides clouds
themselves, we also glance at the cloud top
temperatures and corresponding ice formation in
the WRF output in order to look at the
approximate height of the system.

3.2.3 Dynamical performance

For the dynamical performance, we will take a
look at the explained dynamics, focussing on the
visual aspect of the cold pool strength ¢ and wind
shear Au (section 2.5), and how the model
represents these dynamics. The quality will be
determined by a comparison with the theory, no
quantified representation of data will be shown in
this section. The goal is to find areas where there
is an perfectly vertical upward motion (c balances
out Au and), as the theory suggests, these areas
are at the leading edge of the squall line.

The RKW-theory balance describes how well the balance equation (equation 5), as well as the
assumptions following the balance equation, are described by the WRF-model output. We take a box with
certain height and width and make a balance of the vorticity of this system. The frame of reference for
the box is the leading edge of the cold pool, meaning that the storm relative motion will be deducted
from the wind speed from the WRF output. However, this will not influence the vorticity itself, but will

influence the balance of the balance equation.
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4. Results and discussion

4.1 Statistical performance

The statistical performance is checked on four stations, Arcen, Deelen, Hupsel and Volkel. All stations
have observed hourly data, for temperature. Only two stations, Deelen and Volkel, contain also pressure
data. Therefore there are in total 20 checks for temperature and 10 for pressure. The checks will exclude
the 24 hours spin-up time. For each run at each station, the check will be performed and if this check is
the best for each run, it gets the score +1. If the Med-AE belongs to this run, the number will also be
presented between the brackets. Table 2 contains the result.

Table 2: Model performance check for the stations Deelen (T and P), Volkel (T and P), Arcen (T) and Hupsel (T). If
the model performs best for a certain check (5 per station, 20 in total for T, 10 in total for P), it gets the score +1.
The number between the brackets is the times Med-AE belongs to this run for the atmospheric property.

Temperature Pressure Total

MYJ + WSM6 0 0 0
MYJ + WSM3 0 10(2) 10(2)
YSU + WSM6 8(2) 0 8(2)
YSU + WSM3 6(2) 0 6(2)
BoulLac + WSM6 3(0) 0 3(0)
BoulLac + WSM3 3(0) 0 3(0)

What is clearly visible is that MYJ + WSM3 is the best setting to predict the best pressure over this
domain. All 10 checks were in favour of this particular run. For the temperature the best performing
checks are more scattered, although none of the checks were in favour of the MYJ boundary-layer
scheme. Looking at Table 2, it is visible that the runs with YSU perform better than the runs with MYJ or
Boulac. There is a small difference between the different moisture schemes, to see the exact results for
the parameter checks, see Appendix C, Model performance checks. To see which of the two performs
best, we also look at the timing of the front passage.

Fig. 13 shows the hourly observations and hourly model output for Arcen, for each run. The observations
show a cold front passage between 16:00 and 17:00 UTC, with a temperature drop of 11.1°C. All the
model runs show a similar pattern, starting with lower temperatures at night, showing a similar pattern
as the observations once the temperature increases during the morning. This pattern stays the same till
11:00 UTC. After 11:00 UTC all runs show a temperature drop, which is caused by a passage of a small
rain area. After this drop, all models, except MYJ + WSM3, show a rise in temperature again. Then
between 13:00 and 14:00 the cold pool passes over Arcen for MYJ + WSM6, MYJ + WSM3 and YSU +
WSM3, and passes between 14:00 and 15:00 for YSU + WSM6 and Boulac + WSM6, which is
significantly earlier than the observed cold pool passage. Also, all model runs have a significantly lower
maximum temperature. YSU + WSM6 has the highest maximum temperature of all the model runs, with
29,8°C (observed maximum temperature is 32,0°C). Because all models have their timing wrong, the
MBE is negative for all runs (showing there is a cold bias over the entire simulation). Fig. 13 also shows
that the MYJ runs have an overall colder profile than the YSU runs, confirming the results of the research
of Pagowski 2004 and Hu et al. 2010.

According to the results presented by Table 2 and Fig. 13, the run YSU + WSM6 performs better than the
other parameterization scheme combinations on a great part of the model performance checks and
timing. Therefore for not overwhelm this paper with pictures, only the pictures of the results of run YSU
+ WSM6 will be shown in the main paper. For the analysis however, all results will be taken into account
and are visible in Appendices E, F and G.
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Fig. 13: Comparison between hourly modelled and hourly observed temperature [C], for Arcen 14, 1:00 till 15,
0:00 UTC, July 2010.

4.2 Visual performance

As section 3.2.2 described, We compare the satellite images, with WRF generated output. This will be
focussed at the starting stage and the middle stage. This is done, because only the 3 hour Meteosat
MSG-2 satellite images are free to use, the Meteosat MSG-2 takes pictures every 15 minutes (ESA
2012).
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Fig.14: Meteosat MSG-2 satellite image (left, EUMETSAT 2010a) compared with the water vapour mixing ratio
(right) at eta level 17 (approx. 7500m) for 14 July 2010, 6:00 UTC.
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Fig. 14 compares the Meteosat MSG-2 satellite image with the WRF generated water vapour mixing ratio
at approximately 7500m (eta level 17). The satellite image clearly shows an area over West-France,
starting North from Bordeaux, with relatively high clouds. This same area is also highlighted by the WRF
image, with increased water vapour mixing at 7500m. Also, the satellite image shows the cold frontal
cloud band, which is laying over Bretagne and the United Kingdom. Looking at the WRF image, the same
cold frontal band is present over the same area as the satellite image. Also the small pocket of clouds
over the North Sea, West of the Netherlands and Belgium is present in both images, although the WRF
image shows a connecting with the cold frontal band, while the satellite picture has the same pocket
disconnected from the cold frontal band.

To gain a better insight in the model development, we also looked at the satellite image and WRF
generated image 6 hours later. This is shown in Fig. 15. Unlike Fig. 14, this figure shows a clear
difference between the two images. The satellite image shows one thick band with dense clouds over the
Southern part of the Netherlands, Belgium and the North-Eastern part of France. The WRF image shows
2 bands with increased water vapour, indicating the presence of two bands of dense clouds. One band
over Belgium and North-Eastern France and a second band over the Netherlands and Western part of
Germany. The second band over the Netherlands is generated by the thermal low, which originated over
France around 6 UTC. This band of clouds is, in the satellite image, incorporated in the dense band
generated by the cold front.

The second band associated with the presence of a thermal low is the main reason for the presence of
the second band and mainly its timing. As shown in Fig. 13, the timing of the passage of this thermal low
is approximately 2 hours earlier than the observed passage. This pattern of two precipitation bands was
visible for all model runs and may lead to less intensive precipitation modelled by WRF. However, since
the thermal low precipitation is decoupled from the cold frontal precipitation, the effects proposed by the
RKW-theory are more visible in the WRF generated output, than in the real case, since the RKW-theory
in the real case may be disturbed and/or enhanced by the coupling with the cold front.
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Fig. 15: Meteosat MSG-2 satellite image (left, EUMETSAT 2010a) compared with the water vapour mixing ratio
(right) at eta level 17 (approx. 7500m) for 14 July 2010, 15:00 UTC.

We also compared the Meteosat HRPT cloud top satellite image with the WRF generated ice mixing ratio
at approximately 13km. The comparison can be seen in Fig. 16. The satellite image shows very cold
cloud tops (>-50°C) over Northern-France, indicating relatively high clouds. At the same regions, in
order to generate high clouds, the WRF model should have modelled increased values of ice mixing ratio
and these regions are visible in the WRF generated image. The area with relatively high ice mixing ratio
values has been shifted marginally to the left. The cold front, as discussed above, has not developed ice
particles above 13km in the WRF generated output. However, in the satellite image we see a small band
with cloud top temperatures, below -40°C, over the English Channel associated with the cold front, which
indicates convective weather.

19



48°N

J 44°N
W 0° 2E 4°E 6°E 8°E
|ce mixing ratlo (g/kg)
01 .02 03 04 05 06 07 08 09 1 .11 12 .13 .14

s /

Fig. 16: Meteosat HRPT satellite image (left, EUMETSAT 2010b) for 14 July 2010, 12:41 UTC compared with the ice
mixing ratio (right) at eta level 25 (approx. 13000m) for 14 July 2010, 12:00 UTC.

For the analysis with ice particles, there is a great difference between certain model simulations. This is
caused by the moisture scheme, since WSM6 includes graupel and ice, while WSM3 does not. This means
that the WSM3 model output cannot contain analysis for ice at any altitude, since it is not generated by
the model.
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Fig. 17: Top, cross-section (x-axes are grid points, approx.

2.5km) of the horizontal wind velocity (shaded, m/s) and
its interaction with vertical velocity (curved arrows, m/s)
with the pivot point of Le Mans, France under an angle of
90 degrees (E-W orientation). Middle, cross-section of the
potential temperature around the cold pool edge. Bottom,
cross-section of the vorticity around the cold pool edge.
All at 9:00 UTC, 14 July 2010.

4.3 Dynamical performance

In this section we describe the dynamical
performance as proposed in section 3.2.3. We
focus on the early-mid stage (8:00 UTC - 9:00
UTC), the mid-stage (12:00 UTC) and the end
stage (16:00 UTC).

4.3.1 Early-mid stage

As the theory explained in section 2.1 predicted,
relatively warm, moist air causes, due to lifting,
caused the first rain over Western France, near
the city of Le Mans. This rain will form the early
beginnings of a (shallow) cold pool. This shallow
cold pool and associated rain is visible in Fig. 18
inside the red circle. To better understand the
model performance and to see whether or not
WRF also follows the RKW-theory a cross-section
(with Le Mans as pivot point) has been made for
wind speed, potential temperature and vorticity
and is visible in Fig. 17.

The stage described here has, despite being so
early in the day (10:00 local time), already past
the early stage of the storm development
described by the RKW-theory. This is due to the
already formed cold pool, with the leading edge
around 7.60 km, which is visible in Fig. 17b.

At first look, a similar pattern as Fig. 6d can be
seen in this figure. There is a clear zone with
upward moving air near grid point 188. On the
right hand side of this zone, a zone with wind
shear (white to light blue) is visible near the
surface indicating a similar pattern as in Fig. 6d
with decreasing wind with altitude, resulting in a
positive vorticity. Higher up in the figure another
clear example of positive vorticity can be seen,
since the wind is turning from a negative to
positive value with increasing height. This is also
visible from the vorticity plot of Fig. 17c. On the
left hand side, we expect a zone throughout the
cross-section with negative vorticity
counteracting the positive vorticity. This zone is
visible, resulting in the upstream flow at the
boundaries (n = 0) of the vorticity. Although
there is a clear difference, with the RKW theory,
at the top of the figure where the upstream flow
splits (around 9 km height) and forms a
secondary upstream flow. Also, the upstream
flow is tilted slightly to the left, which tells us
that the cold pool associated vorticity is stronger
than the wind shear vorticity at this particular
moment. Therefore, Fig. 17 does not show the
most ideal case, according the RKW theory, for
storm development. However, because the
upstream flow region is nearly vertical, we
expect the storm to grow in magnitude during
the next few hours.
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Fig. 18: An overview of the wind (barbs, kts) and temperature (left) and cumulative precipitation over the last hour

and sea level pressure (right) for 14 July 2010, 8:00UTC for the entire domain. The red circle marks the area where
the shallow cold pool has developed.
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Fig. 19: An overview of the wind (barbs, kts) and temperature (left) and cumulative precipitation over the last hour
and sea level pressure (right) for 14 July 2010, 12:00UTC for the entire domain. The red circle marks the area
where the cold pool is present.
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4.3.2 Mid stage

The cold pool, visible inside the red circle of Fig. 19, moved from the Western part to the Northern part
of France and, as predicted, increased in strength (temperature difference between the cold pool and its
direct environment increased) and is now near the city of Chélons-en-Champagne. The growth of the
cold pool is not only visible in the horizontal, but also in the vertical, which is visible in Fig. 17. The
potential temperature decreased only by 1°C, but the gradient in the vertical is more steep, reflected in
a decrease in distance between the isotherms. Also, the leading edge of the cold pool is more developed
and therefore better visible. We also see an increase in precipitation, the zone till 25.6 mm/hr (yellow)
grew in size and more and bigger 51.2 mm/hr (orange) spots are visible within the red circle (Fig. 19).

In order to still have a developing storm cell, the increasing magnitude of the cold pool needs to be
matched by an increasing wind shear vorticity. This can be seen in Fig. 20a. Compared with the early-
mid stage, we see an increase in wind on the right side of the cold pools leading edge (marked by the
white-blue colours), indicating a further increase in vorticity associated with shear on the right side. The
updraft flow is also still clearly visible and widened compared with Fig. 17. Also the splitting of the
updraft flow, as was shown in Fig. 17, is no longer visible, indicating a more developed updraft profile.

Besides an increase in wind speed on the right side of the profile, on the left side we see a formation of a
rear-inflow jet, indicated by the relatively high windspeed at gridcell 330 at approximately 5.4 km (red
colours, Fig. 20a). This is confirmed by the RKW theory. However the generated rear-inflow jet does not
lead to a more erect lower profile, in this particular case. There is no change in the obliquity of the
vertical updraft over the entire profile, excluding any evidence of the rear-inflow jet influencing the
vertical updraft profile. What we also can conclude from Fig. 20 is, and this in contrast to Fig. 17, that
the vertical wind speed increases with height, reaching a maximum (15-20 m/s) at the top of the wind
profile (~15 km) in the middle of the updraft flow. Therefore we can say that the moisture associated
with this updraft is penetrating through the tropopause, since the tropopause is not known to reach the
altitude of 15 km in the Western Europe, which indicates a very severe storm development. Because the
vertical velocity of this storm is high enough to reach the tropopause (and probably spreads along the
tropopause), we conclude that storm will continue to grow.

Looking at the vorticity in Fig. 20c we can see a clear negative area around 5.3 km and a clear positive
area near the surface of the profile. The vorticity described above is generated by the rear-inflow jet,
because equation 2 states that the vorticity is at its minimum where the windspeed decrease in height is
at its maximum. Since the peak of the velocity associated with the rear-inflow jet, we expect the
sharpest decrease in windspeed with height here, meaning that we would see a minimum of the vorticity
near the maximum of the windspeed. In this case, the maximum of the windspeed is around 5.3 km.
However, because of the interval of the colours of Fig. 20a, it is not possible to conclude this by looking
at the figure alone. The interval is too broad.

Looking at the overall vorticity, we conclude that for this case the vorticity associated with the rear-
inflow jet dominates the vorticity generated by shear or buoyancy and therefore the pattern visible in
Fig. 10b, besides the rear-inflow vorticity is not shown in Fig. 20, due to the relatively high wind speeds
of the rear-inflow jet.

4.3.3 End stage

We see that the storm moved further North and at 16:00 UTC has already passed Vethuizen, meaning
that maxima of precipitation are also North of Vethuizen. This is not including the small spots of high
precipitation, which are not associated with the storm, in the province of Zeeland (Fig. 22). We also see
a sharp temperature gradient North of Vethuizen, which is in the same order of magnitude as at 12:00
UTC (~10°C). We would expect the storm to be in the same order of magnitude as at 12:00, if the
vorticity associated with wind shear is still in a balance with the cold pool vorticity. Therefore we look at
the cross sections, which are visible in Fig. 21.

We notice the lack of a clear updraft flow, which indicates that the updraft flow has been severely
weakened and almost disappeared. The wind speed throughout the profile is now directed in the direction
of storm movement and therefore not optimal for storm growth. This stage indicates the end stage of the
storm. This is confirmed by looking at the cold pool. Despite the same temperature differences, as
concluded above, we see a broader cold pool boundary, indicating that also the cold pool has, although
slightly, decreased in magnitude in both its vertical and horizontal extent.

Still visible in the wind cross section is the rear-inflow jet. The jet decreased in magnitude, but still has a
great influence on the general pattern. This is best shown by looking at the vorticity of Fig. 21c. The
vorticity associated with the rear-inflow jet still dominates the profile, would be expected, since the
general wind speed and buoyancy decreased. If we compare this vorticity figure with the Fig. 8a, we see
that at the leading edge of the cold pool the vorticity is negative. Above the cold pool and the rear-inflow
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jet, the vorticity is also negative and near the end of the cold pool (right side) the vorticity is positive. All
these patterns are also visible in this figure. Although the vorticity figure of Fig. 21c shows more
similarity with Fig. 10b, which is caused by the relatively strong rear-inflow jet at 16:00 UTC.
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Fig. 22: An overview of the wind (barbs, kts) and temperature (left) and reflectivity and sea level pressure (right) for 14 July

2010, 12:00UTC for the Netherlands.

4.4 RKW-theory Balance

4.4.1 Storm motion

545N —] r -
Al | 30. 1{ \ L
1 ei7i00
A, 762,58

(GHITOﬂSIOQ

"Vethuizen
. 2t
see | 102

|
7 | w1400
o

| 1037

778
012:00

F_K_L/_
l 86,1
I~ \
R ?21?0. 01 01 100
L o
48N — S |
e *9.00
\"‘1 8:00
L
=
46°N —| \‘

I I I I I
2w 0 2E 4E 6°E [

Fig. 23: The track and propagation speed of the storm
depicted by the WRF model output. The dots represent
the location at a certain time (right of the location)
and the speed of the storm (km/h, between the dots
over which the speed is measured).

Important for the RKW-theory balance is the storm
motion, since the RKW-theory does not clearly state
whether or not the wind speed is taken with or without
storm relative motion, despite the importance of the
wind speed for the balance equation. Therefore in this
analysis both states are described. The storm motion
can be seen in Fig. 23.

Fig. 23 shows an increasing storm translation over time
(excluding the motion between 12:00 and 13:00 UTC)
till the storm reaches its maximum near Vethuizen
(around 15:00 UTC). When the storm has reached its
maximum intensity, we see a drop in the storm

motion, indicating a drop in intensity. Also, we can see
a shift in the direction of the propagation speed of the
system. Going from an East-North-East direction in
Central France, to an almost Northward direction over
the Netherlands and the North Sea.
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4.4.2 RKW-theory tendency

As described in section 2.5.1, we look at the balance equation (equation 5), which illustrates all the

processes included in the theory. The different terms of the balance equation can be seen in Fig. 24.
Where

W q f Wed

Yia Ura
F = fod(BL — Br)dz Buoyancy
Fy = [ (un) dz Flux left .
Fy = [ (wn)qdx Flux top
F,=0 Flux bottom
Fs = [i'(un)gdz Flux right

ful

In order to calculate the values associated with these
processes we need to rewrite the formulas to:

el

Fy =% (B — Bry) - d; Buoyancy

Fy = No(un) L - d; Flux left )
F = Z?:L(er)d,i - Xi Flux top ) - B - 0
F,=0 Flux bottom Elaglarz‘::le 2;3;\;:3\: of the different terms in the

Fs = Noun)p: - di Flux right .

Where, d; is the depth of layer i and x; is the width of layer i. The balance of these terms will give the
tendency as described in the balance equation.

For the tendency we look at two runs, the MYJ + WSM3 and the YSU + WSM6, due to their performance
on temperature and pressure, but also since the parameterization schemes show the greatest internal

difference. The outcome of the analysis for both runs and both with and without taking the storm motion
into account can be seen in Table 3 and Table 4.

Table 3: An overview of the contribution of the different terms (m? s™2) of the balance equation of the RKW-theory
for the three different stages, start (9:00 UTC), middle (12:00 UTC) and end (16:00 UTC).

MYJ + WSM3 YSU + WSM6
start mid end start mid end
F1 0.23277 0.26750 0.25670 0.16080 0.30930 0.31242
F2 -0.17202 -0.03624 -0.81047 -0.32414 -0.00745 -3.14094
F3 -0.00085 -0.02696 -0.00135 -0.02734 -0.00303 -0.00930
F4 0 0 0 0 0 0
F5 0.00211 0.04980 1.86750 -0.02216 0.04117 0.14252
Balance 0.0595 0.2084 -2.4199 -0.1138 0.2637 -2.9617

Table 4: An overview of the contribution of the different terms (m? s’2) of the balance equation of the RKW-theory

for the three different stages, start (9:00 UTC), middle (12:00 UTC) and end (16:00 UTC) with the storm motion
taken into account.

MYJ + WSM3 YSU + WSM6
start mid end start mid end

motion [m/s] 12.3 23.9 21.0 12.3 23.9 21.0
F1 0.23277 0.26750 0.25670 0.16080 0.30930 0.31242
F2 -0.71376 0.46143 -0.09828 -0.02082 0.54481 -0.33873
F3 -0.00085 -0.02696 -0.00135 -0.02734 -0.00303 -0.00930
F4 0 0 0 0 0 0

F5 -0.23754 -0.53008 -0.63562 -0.31130 -0.11210 -0.09098
Balance -0.2426 1.2860 0.7954 0.4786 0.9692 0.0740

Table 3 and Table 4 show the importance of the different terms on the balance equation. Clearly visible is
the minor influence of the vertical shear flux (F3) on the balance equation. In comparison with the largest
contributing term, the vertical shear varies from 0.1% to 8.8% of the largest contributing term,
concluding that the vertical shear has little importance for the balance equation.

We also see an increase in buoyancy (F;) between the start and middle phase. This may indicate an

increasing temperature difference in the vertical or in the horizontal (difference between the left and
right boundary). For the YSU + WSM6 run we see that the buoyancy even further increases with time,
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although into a lesser degree as between the start and middle phase, which can be explained by a still
increasing cold pool. The difference between the MYJ + WSM3 run and the YSU + WSM6 run can be
explained by the relatively colder cold pool (~0.5°C) and warmer surroundings (~2.0°C) for the YSU +
WSM6 run.

The wind shear flux, both left (Fz) and right (Fs),
is highly variable and varies from -3.14094 to
0.54481 m? s for the left flux and varies from -
0.63562 to 1.86750 m? s for the right flux. We
can see that for the normal overview the left flux
is dominated by negative values, while the right
flux is mainly positive. For the storm motion
overview, we see that the right flux is dominated
by negative values, while the left flux has positive
values in the mid stage, but negative values at
the start and end stage.
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Wind speed [m/s] vertical wind profile (Fig. 25). The wind profiles of
both (MYJ+WSM3 and YSU+WSM6) right sides in
the start and mid stage are similar (red and
\ purple line in Fig. 25). The left side for both runs
show great differences for all runs, mainly in the
\ upper part of the profile. In the early stage we
} see relatively high wind speeds throughout the
profile for YSU+WSM6 (green), while the
MYJ+WSM3 (blue) starts with a positive wind
speed, but rapidly shifts direction and speed in
the vertical. The profile of the mid stage starts
similar, although the MYJ+WSM3 shows some
kind of surface jet, but higher in altitude we see a
decline in wind speed for the YSU+WSM6 run. The
wind speed for the MYJ+WSM3 run is relatively
high, with a maximum wind speed of 33.7 m s
at 587 hPa. For the end stage, the right sides are

g

o)
jan]
es]

Height [hPa]

:

1

|

]

|
b
fATATAT s %

oo T T T 1

-5 5 15 25 35
Wind speed [m/s]

C 395 clearly different. The pattern however is
somewhat similar, but there is a difference
— 495 around 10 m s at almost every point in the
& 5og profile, with YSU+WSM6 as the profile with the
= lower wind speeds. For the left side it is mirrored.
£ 09 We see a somewhat similar pattern with a
-%D 795 difference around 10 m s throughout the profile,
T but now the YSU+WSMS6 is the run with the
895 higher wind speeds, which has a maximum of
995 37.9 m s at 528 hPa. For the YSU+WSM6 left,
0 we also notice a great wind increase in the lower

part of the profile, indicating a relatively large
wind shear. A large wind shear and large wind
speed result in a relatively large flux, which
explains the large negative value of F, at the end

Wind speed [m/s]

Fig. 25: Vertical profile of the wind speed with the storm

motion (black dashed line) for start (a, 9:00), mid (b,
12:00) and end (c, 16:00), with MYJ+WSM3 left (blue),
MYJ+WSM3 right (red), YSU+WSM6 left (green) and

stage for YSU+WSM6 (-3.14 m? s72). If we
compare the regular results with the results of the
storm relative motion, we see that the values of

YSU+WSMB6 right (purple). . L R .
ght (purple) F> and Fs are relatively lower. This is explained in

the same way as the large negative value of
YSU+WSMS6, since we subtract the storm relative motion, the wind speed is lower, which also lowers the
fluxes.

4.4.3 RKW-theory assumptions

The balance equation is based upon some assumptions. As stated in section 2.3.1, the theory assumes a
steady state, resulting in a balance of 0. If we look at Table 3 and 4, we clearly see that there is no
steady state. If we compare the balance with the highest contributing term we see that the end balance
is in some cases greater than the highest contributing term (i.e. MYJ+WSM3 end), so we can therefore,
for these simulations, not assume a balance and state that there is a steady state or near steady state
like the RKW-theory suggests.
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a The RKW theory also assumes that the wind in
k the cold pool itself is stagnant, U.0 = 0. Looking
at YSU+WSMBG6 right (green) and MYJ+WSM3

15
% \\ right (blue) wind profile of Fig. 25, we see that
210 the wind in the lower part of the profile is not
= 'f) stagnant. Although, if we take the storm relative
32 motion into account, we see that the lowest point
g 5 2 of the wind profile is relatively near the storm
\. motion line. However the deviations between the
storm motion line and the wind profile are
O T 1 ranging between 0.8 to 8.8 m/s. Also we see
-0.005 0.045 0.095 some jet formations (especially for the

MYJ+WSM3 run) relatively low in the profile,
concluding that the wind is not stagnant in this
section. This conclusion may be different when
b we do a countless number of runs. Since we are
only looking at 6 different runs for the same
storm, the results may be completely different for
another storm, with the same overall patterns,
10— S which are not checked in this paper.
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Fig. 26 shows the vertical buoyancy profile. The
RKW-theory states that the buoyancy is limited to
L-_—""“"'——-‘ the bottom part of the profile, till the boundary
layer is reached, and accounted only for the left
Y ' ' ' part. Fig. 26 clearly shows that the buoyancy is
-0.01 0.01 0.03 0.05 dominated by the left side, this is due the
relatively large potential temperature differences,
in height, of the cold pool. Looking at the first
stage, we see that the large temperature
C difference is present in the lowest levels of the
} profile, reaching almost equal values of buoyancy
between left and right around level 7
(approximately 1300m), which is equal to the
boundary layer height in this case. We also see
that if we only take the left part into account, and
not subtract left with right, we overestimate the
P/ total buoyancy around 40-50%. In the mid and
,‘.—_—k. end stage, we see that, especially the end stage
: : : gf the YSU+WSM6 run,fthehriglht side the e
uoyancy is near zero for the lower part of the
-0.01 0.01 0.03 0.05 profile. This means that the lower layer of the
Buoyancy [m/s2] atmosphere is well mixed and (almost)
homogeneous is in potential temperature. So the
Fig. 26: Vertical buoyancy profile with model levels on as_sumptlon of RKW is based upon a_perfed-:ly .
the y-axis and for start (a, 9:00), mid (b, 12:00) and end mixed boundary layer on the right side, which is
(¢, 16:00), with MYJ+WSM3 left (blue), MYJ+WSM3 right not the case for our model simulations.
(red), YSU+WSM6 left (green) and YSU+WSM6 right
(purple). The last assumption made by RKW is a rigid plate
at z = d resulting in a wn = 0. As we stated in our
previous section, the flux at the top is relatively small compared with the other fluxes and can therefore
be neglected. The reason behind the low fluxes can be explained by the vertical wind profile (w) and the
corresponding flux (vertical shear, dw/dx), which are visible in Fig. 27. Fig. 27a shows for the vertical
wind an evenly distributed profile, with @ maximum in the upper middle part of the figure. A schematic
picture of this situation is shown in Fig. 28a. Because the wind is evenly distributed, we see a maximum
in the vertical shear left of the maximum of the vertical wind and a minimum in the vertical shear right of
the maximum of the vertical wind. The minimum in the vertical shear has almost the same order of
magnitude, although negative, as the maximum in the vertical shear. If we would multiply the vertical
wind with the vertical shear, creating the flux, and integrate it over the profile, we get Fig. 27b and its
schematic counterpart Fig. 28b. Looking mainly at Fig. 28b, we can understand that the effect of the
vertical wind shear is very small on the total balance. This is because the area under the curve (fLR wn dx)

will counteract each other and are in the same order of magnitude (blue and red area of Fig. 28b).
Therefore we conclude that the result of the rigid plate is justified (wn = 0), but the rigid plate principle
does not describe the situation well.
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Fig. 27: Vertical profiles of a) vertical velocity (w) and b) the corresponding flux (dw/dx).

Fig. 28: Schematic overview of, a) the vertical velocity (w) at the top of Fig. 27 and b) the corresponding
flux (dw/dx) at the top of Fig. 27 with the red colours indicating positive flux and the blue colours
indicating a negative flux.
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5. Conclusions and future recommendations

This research project focused on the dynamics and the performance with the WRF model of the squall
line of 14 July over the Netherlands, which peaked in intensity over Vethuizen. Despite alterations in
choosing the parameterization schemes, all runs predicted the storm to pass Vethuizen between 1.5 - 3
hours too early. The reason for the early pass is unknown and therefore we could not compare our
results with Van Dijke et al. 2010. We tested it with a smaller geospatial resolution or a smoother build
up of the vertical resolution, but these runs showed no improvement. Also, choosing a different
parameterization scheme had no great influence on the model output, all runs performed similar
(Appendices E, F and G), although looking at the five statistical performance checks for temperature and
pressure, the YSU+WSM6 run performed overall the best, which can be explained mainly by the timing of
the cold pool passage. YSU+WSM6 was the run which was closest to the exact timing of passage of the
system.

Furthermore, the RKW theory explained us more about the different development stages of a
(generalised) thunderstorm. After looking at the output we conclude that the overall visual dynamics (i.e.
vertical updrafts, vorticity location, rear-inflow jet position) are well represented. Since there are no
numbers available for the strength of each of these processes, we cannot tell whether or not WRF
performs well looking at the order of magnitude.

The assumptions of the RKW-theory, stated by Rotunno, Klemp and Weisman in their work, are not all
justified. Starting from the balance equation to equation 9 (c=Au), they assumed: a steady balance,
stagnant air in the cold pool, buoyancy limited within the boundary layer, no buoyancy at the warm side
and a rigid plate principle at the top of their model.

A (near-) steady state was almost never present in our runs. In only 2 of the 12 cases described a
balance near zero. In all the other cases the end balance is almost equal or even exceeding the
magnitude of the largest contributing term.

Looking at both regular motion and storm relative motion, we see that there is no stagnant air in the cold
pool itself. It varies from +5 m s to -10 m s in the mid stage alone.

The buoyancy is driven by temperature gradients and these are largest in the cold pool, within the
boundary layer, but not exclusive to the cold pool. This means that there is buoyancy above the cold pool
and right of the leading edge of the cold pool, making this assumption inconclusive. We therefore say
that the buoyancy term described in the balance equation (integrating the difference between the
buoyancy left and the buoyancy right over the entire profile) is a better approximation.

Lastly, the rigid plate principle at the top does not describe the situation well. There are particles flowing
through the rigid plate. However its result (wn = 0) is well represented. This is caused by a symmetrical
maximum in vertical velocity, which in the end results in a positive flux right of the maximum and a
negative flux left of the maximum vertical velocity. Because the maximum and minimum are in the same
order of magnitude, integrating from left to right results in a total area which is (near-) 0. The updraft
generated vorticity flux can therefore be neglected.

We see that all 5 assumptions are not completely justified, however in many of the assumptions the
result, sometimes with another approach as Rotunno, Klemp and Weisman stated in their paper, are at
least partially in this analysis. This may explain why the general pattern of the visual dynamics are well
represented.

For this particular case we see that the model follows the theory well, however we do not know how the
model performs in other cases. Also this case describes a very regional situation, it is therefore
recommended to look at squall lines outside Western Europe (e.g. United States or Central Europe), to
see whether or not WREF still follows the theory. Also, typical storms of this magnitude form in tens-of-
minutes, so while looking at hourly snapshots, you may miss some of the details. The same goes for the
horizontal and vertical grid. These processes happen on a kilometre scale, so the 2.5 by 2.5 kilometre
grid may miss some of the details as well. Recommended is to make use of nested domains, preferably a
nested domain that moves with the thermal low that originates from Central France. In this way you can
model certain parts of the domain more detailed and may give better results. In the vertical we can also
add more points in order to get a more detailed updraft, especially near the surface and near the top of
the model.
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Appendix A, Maximum temperature contour map Europe

Fig. Al gives a clear view of the warm temperatures of Europe. Also a clear boundary can be seen over
France, which indicates the cold front described in section 1.2 Synoptic situation.
—

200 -10° 09 109 209 309 409 [C]

Fig. A1: Maximum temperature contour map Europe of Wednesday 14 July 2010 (WeatherOnline
2013).

WeatherOnline, 2013. Max temperature [°C], Jul 14 2010.
http://www.weatheronline.co.uk/weather/maps/current?LANG=en&CONT=euro&lLAND=euro&REGION=0
003&SORT=1&UD=0&INT=06&TYP=tmax&ART=bild&RUBRIK=akt&DATE=1279130400&CEL=C&SI=mph
(accessed on 9-9-2013)
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Appendix B, WRF default settings

number Name
mp_physics *moisture scheme
ra_lw_physics 1 rrtm
ra_sw_physics 1 Dudhia
sf_sfclay_physics 2 *surface scheme
sf_surface_physics 2 Unified Noah Land-Surface Model
sf_urban_physics 0 no urbanisation
bl_pbl_physics 2 *boundary layer scheme
cu_physics 0 no cumulus

The schemes indicated with an * are variable throughout this research. The exact schemes used for each

run can be seen in table 1.
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Appendix C, Model performance checks

Tables for pressure and temperature performance checks, the green indicated cells are the best
performing ones.

Pressure
ME MAE RMSE med-E med-AE
MY] + WSMé6 Deelen -6.37 6.37 6.45 -6.36 6.36
__________________________ Vokel  _-211 221 238  -228 228
MYJ + WSM3 Deelen -6.08 6.08 6.19 -6.19 6.19
__________________________ Volkel [ =176 . ....219 231 =207 _..216
YSU + WSM6 Deelen -6.43 6.43 6.50 -6.51 6.51
__________________________ Vokel . -220 . ..231 246 -237 . .237
YSU + WSM3 Deelen -6.26 6.26 6.34 -6.36 6.36
__________________________ Vokel . -193 228 243 -232 235
Boulac + Deelen -6.44 6.44 6.49 -6.31 6.31
...wsme Volkel 212 . .230 244 -2.36 2.38
Boulac + Deelen -6.23 6.23 6.31 -6.21 6.21
WSM3 Volkel -1.95 2.23 2.38 -2.20 2.22
Temperature
ME MAE RMSE med-E med-AE
Deelen -0.98 1.51 2.23 -0.86 1.20
MY + WSM6 Hupsel -1.86 2.15 2.88 -1.67 1.69
Volkel -1.21 1.57 2.65 -0.74 0.91
__________________________ Arcen .. -172 208 304 ______-172 175
Deelen -1.40 1.65 2.57 -1.12 1.17
MYJ + WSM3 Hupsel -2.11 2.27 3.07 -1.89 1.89
Volkel -1.45 1.60 2.63 -0.76 0.84
__________________________ Arcen . ..-202 210 .29 ____.-192 192
Deelen -0.79 1.47 2.32 -0.63 0.89
VSU + WSM6 Hupsel -1.48 1.91 2.64 -1.46 1.58
Volkel -0.73 1.41 2.37 -0.38 0.62
__________________________ Arcen [ ....:100 155 274 072 = 1.06
Deelen -1.06 1.34 2.18 -0.67 0.77
VSU + WSM3 Hupsel -1.58 1.74 2.53 -1.38 1.38
Volkel -1.03 1.29 2.29 -0.58 0.79
__________________________ Arcen _______-177 180 285 . -131  1.31
Deelen -0.74 1.52 2.14 -0.54 1.14
Boulac + Hupsel -1.52 1.99 2.58 -1.32 1.52
WSM6 Volkel -0.98 1.62 2.44 -0.62 1.13
__________________________ Arcen . ..-131 180 252  -1.22 130
Deelen -0.87 1.30 2.02 -0.52 1.08
Boulac + Hupsel -1.87 2.03 2.93 -1.45 1.45
WSM3 Volkel -1.25 1.49 2.50 -0.69 0.79
Arcen -1.55 1.75 2.74 -0.92 1.11
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Appendix D, Overview cross-section locations

Schleswig-Hols

rChalons en- Champagne /France
Vos (u

i 7 o { -
Fig. D1: Picture of the cross-section locations. Le Mans, Chalons-en-Champagne and Vethulzen (Google Earth
2013).
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Appendix E, Early stage: cross-section wind and surface temperature
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Fig. E1: Cross-section (x-axes are grid points) of the wind (shaded, m/s) and its interaction with vertical velocity
(curved arrows, m/s) with the pivot point of Le Mans, France under an angle of 90 degrees (E-W orientation) at
9:00 UTC, 14 July 2010. With upper left: WSM6 + MYJ, upper right: WSM3 + MYJ, middle left: WSM6 + YSU, middle
right: WSM3 + YSU, bottom left: WSM6 + BoulLac and bottom right: WSM3 + Boulac. The distance between grid
points is approximately 2.5km.
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Fig. E2: Surface temperature and wind barbs (kts) of 14 July 9:00 UTC for the entire domain. With upper left:
WSM6 + MYJ, upper right: WSM3 + MYJ, middle left: WSM6 + YSU, middle right: WSM3 + YSU, bottom left: WSM6
+ BoulLac and bottom right: WSM3 + Boulac.



Appendix F, Semi-mid stage: cross-section wind and surface
temperature

Cross-Seslon: (6,1) to (399,394) : centen—(225.
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Fig. F1: Cross-section (x-axes are grid points) of the wind (shaded, m/s) and its interaction with vertical velocity
(curved arrows, m/s) with the pivot point of Chalons-en-Champagne, France under an angle of 45 degrees (SE-NW
orientation) at 12:00 UTC, 14 July 2010. With upper left: WSM6 + MYJ, upper right: WSM3 + MYJ], middle left: WSM6
+ YSU, middle right: WSM3 + YSU, bottom left: WSM6 + Boulac and bottom right: WSM3 + BoulLac. The distance
between grid points is approximately 2.5km.

40



W 0° 2°E 4°E 6°E 8°E 2°W 0° 2°E 4°E 6°E 8°E

2w 0° 2°E 4°E 6°E 8°E 2°W o° 2°E 4°E 6°E B°E

W 0° 2°E 4°E 6°E 0° 2°E 4°E 6°E 8°E

8°E 2°W
Temperature (C)

6 8 10 12 14 16 18 20 22 24 26 28 30 32 41

Fig. F2: Surface temperature and wind barbs (kts) of 14 July 12:00 UTC for the entire domain. With upper left:
WSM6 + MYJ, upper right: WSM3 + MYJ, middle left: WSM6 + YSU, middle right: WSM3 + YSU, bottom left: WSM6 +
BoulLac and bottom right: WSM3 + Boulac.



Appendix G, Middle stage: cross-section wind and surface temperature
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Fig. G1: Cross-section (x-axes are grid points) of the wind (shaded, m/s) and its interaction with vertical velocity
(curved arrows, m/s) with the pivot point of Vethuizen, Netherlands under an angle of 45 degrees (SE-NW
orientation) at 16:00 UTC, 14 July 2010. With upper left: WSM6 + MYJ, upper right: WSM3 + MYJ], middle left:
WSM6 + YSU, middle right: WSM3 + YSU, bottom left: WSM6 + Boulac and bottom right: WSM3 + Boulac. The
distance between grid points is approximately 2.5km.
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Fig. G2: Surface temperature and wind barbs (kts) of 14 July 16:00 UTC for the entire domain. With upper left:
WSM6 + MYJ, upper right: WSM3 + MYJ, middle left: WSM6 + YSU, middle right: WSM3 + YSU, bottom left: WSM6
+ Boulac and bottom right: WSM3 + Boulac.




