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Note on currency exchange rates

In some papers costs and benefits are expressed in Australian
dollars, 1970-1976 wvalues. .

International exchange rates are unstable at the time of this
book going to press. As indications the following approximate
rates were effective per 1 April 1977:

A$ 1.00 = US$ 1.10 = Dutch Guilder 2.50

The editors




Foreword

E.G. Hallsworth, Land Resources Laberatories, CSIRO, Adelaide,
South Australia

The Tenth International Congress of Scil Science, held in Moscow
in August 1974, provided a point of contact for a number of people
interested in the use of computers in soil information systems.
Prior to that time the Soil Resgources, Development and Conserva-
tion Service of FAOC had attempted to foster some interest in this
area in several ways. This proved less feasible than hoped because
of the limited resources available and the inadeguate computing
facilities that were available in Rome in the early 1970'ies.

A meeting was held in Rome in April 1972 under the auséices of
FAO and Unesco, which brought together scientists from Europe and
North America to exchange ideas. The initiative for fostering
communication is now shared with the International Soil Science
Society. At the Moscow congress, in Commission V, it was agreed
to set up a Working Group on Soil Information Systems, with the
objective of encouraging the free exchange of ideas and experi
ences ameong soil scientists interested in automated data handling,
particularly as this often regquires large investments in exper-
tige and equipment.’

The Working Group was formally constituted during the first meet-
ing in Wageningen in September 1975, with Dr Ir J. Schelling and
Dr £.W. Bie of the Netherlands Soil Survey Institute as chairman
and secretary respectively. Over 50 participants, mostly from
Europe and North-America, were present at this meeting which in-
cluded four days of papers and discussion plus a cne-day field
excursion.

It was known that there was a number of scil scientists in Aus-
tralia also interested in these developments. It was felt that it
would be worthwhile te hold a second meeting of a similar nature
in Australia. Originally it was hoped that the two meetings would
be held more or less concurrently, but the lead-time necessary
for organizing the meeting in Australia resulted in it eéventu-
ating some six months after that held in Wageningen. We had the
advantage of our Eurcpean and American c¢olleagues in cne sense,
as we had available to us the proceedings of their meeting which
were published in November 1975.

The Australian meeting was somewhat different in that the number
of participants was smaller, giving a group of a size to allow a
free flow of informal discussion. Its main value was seen asg the
building of initial contacts between actively working or inter-



ested in the area of infoxmation systems for soil and related
data. It was not intended that this meeting discuss data banks per
se, buth rather experiences in the use of various techniques as-
sociated with information systems, for the most part computer—
based. It dealt mostly not with what data should be collected or
for what purposes (the province of the soil scientist alone) but
whether and how we can collect and process data with computer
agsistance to meet defined objectives more efficiently than by
manual handling (the province of the computer scientist in con-
sultation with the socil scientist}). This is not to suggest that
the second is more important than the first, but merely empha-
sizing that it was the one chosen as the topic for this meeting.

It can be seen from the papers presented at this workshop, and
published herein, that many of the early technical difficulties
encountered in the development of machine-based soil information
gystems have now been overcome. The main prcklems that remain are
for the most part human ones - the difficulties of persuading
administrators of the value of the systems, yet at the same time
avoiding the pitfall of expecting too much of them. Difficulties
are also likely to be experienced at the input end, with resis—
tance by surveyors and other soil sclentists to the use of an un-
familiar, highly technical system. The greatest problems seem to
be those of compatibility, not only in the methods of storing and
retrieving the data, but alsco between the scientist concerned with
ccllection of information, data base manager and user. The dis-
cussions at this meeting highlighted the difficulties likely to
be encountered if a system becomes to¢ complex, or attempts to
cover too wide an area.

They alsc highlighted the great good that can come of putting to-
gether a group of people, actively concerned with the problems,
and allowing them to talk freely of the ways in which they may be
solved. This, surely, is the main rcle of the International S$oci-
ety of Soil Science.

Finally, it is with pleasure that I acknowledge financial assis-
tance towards publication of these proceedings provided by the
fellowing organizations: Federal Council of the Australian Scil
Science Society Inc; Internaticnal Soil Science Society; W.S5.W.
Branch of the Australian Scil Science Society; New Zealand Soil
Science Scciety; New Zealand Ministry of Works:; New Zealand Soil
Bureau; Consolidated Fertilizers Litd; Departments of Agriculture
of Western Australia, Scuth Australia, Victoria and New South
Wales; Soil Conservation Service of Mew South Wales; Victorian
Soil Conservation Authority; and Commonwealth Scientific and In-
dustrial Research Organization.




The Canberra Meeting reviewed

A.W. Moore, Division of Soils, CSIRC, Brisbane, Queensland
N.M. Dawson, Department of Primary Industries, Brisbane,
Queensland

Introduction

The meeting reported in this bock brecught together most scientists
in Australla and nearby countries interested in the area of infor-
mation systems for scil and related data. The 25 participants
represented all states of Australia plus a leavening of two New
Zealanders and one Malaysian. This relatively small number al-
lowed an inficrmal approach and this helped toc contribute to the
success of the workshop.

p
In a local context, the meeting was timely in view of the discus-
sions currently taking place in Australia on the feasibility of
some sort of national approach te soil survey. Although this was
not on the agenda for this meeting, there appeared to be a con-
sensus of opinion among participants that the time was not ripe
for the establishment of a naticnal {centralized} soil data bank.
However, the possibility of establishing regional data banks {(at
state or more local levels) was considered to be worthy of exam-
ination.

For a given soil information system, whatever its size or scope,
internal compatibility of data is essential. In the case of those
systems discussed at the workshop this requirement had been met,
though not without difficulty in some cases. The number of pecple
invelved in the various information systems varled from one or
two to many; in general, the more people involved the more dif-
ficult it is to achieve compatibility.

By design, the workshop did not consider the question of compati-
bility of data. This is a topic largely separate from that of
data base management techniques, with political and administra-
tive overtones as well as technical aspects. At anything other
than a locdl, individual crganization level, the problems of
compatibility would have to be resclved by agreement on a nation-
al scale, if the evolution of widely-used integrated data bhases
were an ultimate objective.

The workshop covered a range of computer usage from simple to
sophisticated, of size of data base from a few tens of thousands
of characters to several millions, and a spectrum of data base
applications from specialized soil test and scil micromorpholo-
gical data banks to broad land resource surveys.
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Unpublished contribution to the meeting

Eleven of the papers given at the workshop are published in this
velume, In addition, two other papers were presented but have not
been published here for various reasons. For completeness, a
brief indication of thelr contents is given below.

R. Lee (Computer precessing of soil survey data: a case study
from the West Coast, South Island, New Zealand} discussed the use
of a system devised in the N.Z. Soil Bureau for processing soil
survey data. A detailed discussion of field sheets and data pro-
cessing is published elsewhere (Lee et al. 1976).

Data were punched straight from field cards ontc paper tape and
entered into the computer system. After checking and editing the
fellowing types of output were produced:

1. various indexes to the data,

2. text profile descriptions corresponding to the coded
descriptions on the cards, and

3. frequency distribution listings showing the number of

‘times within a taxonomic unit that particular horizecns had

been described and the number of times. within these horizons
that each descriptive term had been used.

From the frequency distribution listings, information was ex-
tracted on modal characteristics and variability of the major soil
profile features within each taxonocmic unit., The computer used
was an Elliott 503 and all programs were written in ALGOL. A total
of 1100 profile descriptions were processed through the computer
system during the course of the surveys.

In comparison with manual metheds, the system reduced the time
taken in data preparation for survey reports by up to one third.
Cards of uniform design also helped to achieve a consistent stan-
daré of profile description and reduced the time required to make
such a description.

R.K. Rowe, J.N. Rowan and W. Papst {Using so0il and land resource
data for soil conservation in Victoria) outlined the magnitude
and complexity of the land resources data handling requirements
of the Victorian Soil Conservation Authority which has led them
to the conclusion that a computer data base is desirable.

Systematic land system surveys currently cover about 60 per cent
of the State. Because of increasing demand for this kXind of in-
formation, the rest of the State was mapped in 1975 using air-
photo interpretation with very limited fisld checking. Informa-
tion from the tow levels of survey has been combined in a provi-
sional State Land System Map on the 2-miles—per-inch County Plan
series. Land system and component data are presented in 540 land
system diagrams, which would average about 3 components each.
Thus some 1600 components are recorded with different assemblages
of climate, parent material, vegetation, topegraphy and soils.



A trial storage and retrieval exercise has been carried out with
a small set of land system dat using INFOL on the CSIR0Q CYBER 76.
Difficulties experienced with INFOL have caused them to consider
developing a system based on FORDATA (Smith and Mackenzie 1976).
This will store land system, component and site data, with the
latter stored according to system and compenent. Spatial repre-
sentation is envisaged using references to the national mapping
grid.

It is not intended at present to computerise the mapping unit
boundaries. These will be retained in a library of 1:1C0 000 to-
pographic maps of the Australian Map Series or on photo-indices
at the same scale based on the same map grid. The loccation of
each mapped area will be "addressed" by the grid reference of a
point within the area, and the addresses of all the mapped areas
which constitute a land system will be included in the data set
for that land system.

Demonstrations of operations on existing data bases

ra
The final day of the workshop was devoted to practical demonstra-
tions of the use of two existing information systems. Thesc were
the ccomputer data bases associated with (1) the South Coast
Project (Cook 1975) of the CSIRO Division of Land Use Research
(LUR), and (2) the Western Arid Region Land Use Survey (WARLUS)
and the Upper Burdekin Catchment Survey (UBCS) of the Queensland
Department of Primary Industries.

In brief, the former consists of (1) a data base containing
boundaries of approximately 4000 maps faces which are based on
cadastral and physical land units, and (2} an attribute data base
for which the FORDATA data base management system (Smith and
Mackenzie 1976) is used. These two data bases are linked by cross-
addressing.

As an exercise, the following request was proposed by a partici-
pant: Where can improved pastures be developed in an area ex-
tending westwards from Bateman's Bay teo the mountain divide?
(This is included in the area covered by the South Coast Proiect.)
It was of interest that it took approximately half an hour to
formulate this request in terms of areal and point data stored in
the data bases. Criteria eventually used included slope, landform
type, relief, rock outcrops, steone size, vehicle mobility rating,
soil depth and land development status. Twe applications pro-
grammers coded the request within half an hour and the required
map (with 5 classes of suitability for improved pastures indi-
cated) was output on the plotter within two hours.

The second demonstration cehsisted of operating on the latter two
data bases mentioned abeve, via a terminal, using the methods
described by Cormack (1976). On the WARLUS data hase {(point data)
the following was done: {1) extraction of morphological data for
the top three recorded lavers in the soil profile, (2) extraction




of labeoratory pH and electrical. conductivity measurements and
sorting on soil group and profile «lass, (3) presentation of fre-
quencies of electrical conductivity classes for individual soil
groups and of pH classes for profile classes, and (4) retrieval
of a set of data in response to a request formulated by partici-
pants. From the UBCS data base (grid cell data) the following
were produced: (1} listings of mapping units and areas which sat-
isfy specified pastoral capability criteria (giving rise to 5
classes) within the Conjuboy 1:100 000 map sheet, and (2) inten-
sity maps of the pastoral capabilities for the same sheet.

The commands and output for these operations (with the exception
of (4) above) are shown on the microfiche stored in the pocket
inside the back cover of this publication.

Most participants felt that these execrises provided a uvseful com-
plement to the papers presented during the previous two days, giv-
ing them a clearer insight into the advantages and problems of two
different approaches to information systems through actual exam-
ples of data manipulation by means of working data base management
systems.

overview of the meeting
General comments

The need for good computing facilities, easily accessible, became
apparent, although it was cheering to observe that useful work is
being done in spite of poor facilities. Lee (New Zealand) had to
employ an aging Elliott with poor edit software and ne interactive
facilities. Stackhouse (Tasmania) outlined the drawbacks he en-
countered in being located 300 km from the nearest computing
facility that he could use.

Scientific staff need to have ready access to computing facilities
(through terminals lecated in thelr place of work if necessary)
and, perhaps more important, to computing professionals. There
was a diversity of computers (e.g. Elliott 503, CDC Cyber 76, CDC
3200, ICL 1901a), languages (ALGOL, FORTRAN, COBOL) and data base
management systems in use among the workshop participants. While
not of great significance for the particular tasks that each set
cut to do, this has cbvious implications for any wider ccopera-
tive projects. For example, if an integrated data bank for a na-
tional soll survey were envisaged it almost certainly would have
to be based on CSIRO's computing network, CSIRONET, because of
its nation-wide coverage and the fact that in Australia major
develeopments in data base management applied to soil science have
been related to it.

A fact well known to computer scientists but perhaps less well
recognized by scil (and other) scientists is that 1t is not pos-
sible to develop a data base management system tailored to a small
data bank and simply scale it up for use with a large data bank.
This is very evident from the considerations of data structure



{internal gchema) presented in the paper of Mackenzie and Smith.
Input

Discussion of techniques available for collection and input of
field data to the computer (Lynch's paper and others! suggested
that some feorm of hard copy recording in the field with sub-
sequent transcription to computer—-compatible input (punch cards
ar paper tape in most instances] is still the most practical way
of doing the job at present. The use of mark-sensing, CCR, £field
recording on tape, etc. is largely impractical hecause of the
difficult conditicns usually encountered in field survey and the
need for easy visual checking of records. Line-follower digi-
tizing is almost the universal method of inputting boundaries
(for areal data} to the computer; a difference of opinicon as to
whether it is preferable for this to be interactive or not was
not resolved.

Storage and retrieval

Eminent good sense was evident in the choice of appropfiate-
methods for handling the data banks with which the participants
have been working. The data banks ranged from a simple two-dimen-
sicnal array of numbers, which could be held in memory in the
Cyber 76 (Colwell), to a very large complex data bank of land
resource data (Cock and Cormack), handled by FORDATA (Mackenzie
and Smith} and a specially developed system for storage of digi-
tized beundaries. Although there appeared to be some divergence
of opinion on the merits of the grid-cell and boundary (or poly-
gon) approaches to storage of areal data, discussion brought cut
the fact that the basic philosophy behind them was the same in
the two instances. Users of either approach have to accept that,
no matter at what scale data is recorded, heterogeneity exists
within map units and map faces. Most participants seem to have
accepted the need for overlaying maps of various attributes and
thematic maps outside the computer (i.e. before input) rather
than inside.

There was some discussion on the desirability of the development
of guery languages (non-procedural languages) in association with
storage and retrieval systems. On this hinges to some extent
whether the user had direct access to the data base or needs to
access it via an applications programmer. There was a divergence
of philesophy on this; for example, user operation is aimed at by
the Queensland Department of Primary Industries {Cormack) while
applications programmers are needed to make use of the data base
management system for the South Coast Project of the CSIRO Divi-
sion of Land Use Resgearch {(Cock).

Display

While display may appear a trivial consideraticn, this is by no
means true. Reference is made below to the need to be able *to



present information in famililar hard copy form if Iinitial resis-
tance by users to computer assistance is to be overcome.

For map display both line printer (Armstrong and Wetherby, Cor-
marck) and line plotter (Cook) output was demonstrated. Choice of
one or other approach is dictated by the projected use of the out-
put and by cost. The former is less accurate and generally less
visually acceptable but much cheaper. The potential usefulness

of non-impact plotters for displaying grid-cell data was men-
tioned.

For tabular and textual material the line printer is used almest
exclusively at present. The desirability of having comprehensive
report generators associated with storage and retrieval systems
was proposed by one participant. It was felt that recent techno-
logical advances have made this an area where rapid change can be
expected. For example, facilities such as COM (Computer Output
Microfilm) could lead to greater efficlency by eliminating errors
arising during transcription steps in the preparation of material
for publication, and with microfiches as output appear to provide
a means of publishing large amounts of raw and processed data at
very low cost and with little bulk added to a publication.

Pecple problems

The human factors involved in changing from manual to computex
handling of data were mentioned by a number of speakers. It is
difficult to get persons at the managerial level educated as to
the possible uses of a computer and, once a decision has been
made to use it, there is often a problem of resistance of field
workers to changed methods of field recording, etc. The latter
usually recognize the usefulness of the new approach once the
initial resistance is overcome. At the other end several people
commented on the need to be able to extract data easily and to
present it in a form familiar to the user if he is to accept the
new procedures. In small systems, however, the data collector and
the user are often’ the same person. The interface between human
being and computer is also important. For example, card punch
operators must find the punch decuments acceptable or nothing gets
into the computer.

A frequently made peoint was the desirability of close cooperation,
hetween providers and users of information on the one hand and
computer scientists on the other, in the design and operation of
information systems. The expertise of computer scientists is es-
sential when large, complex data bases are involved. There is a
continuing need to inform potential users cf the availability of
systems and/or data that may be of use to them. The workshop has
made a start as far as systems are concerned.

Costs

While it would seem to bhe axiomatic that computer-criented data



base management system should be competitive with alternative
systems, in practice it is difficult to cost these systems accu-
rately (see, e.g. Dawson and Moore). These difficulties are com-
pounded by marked differences in charge rates between different
computer installations and between different classes of user for
any given installation. Howewer, most of those whe had used a
computer as an aid in their own particular work felt that its use
improved their efficiency. This was so even if there was no actual
"economic" benefit - often in this situation money was being sub-
stituted for the time of skilled staff. In the long run, time is
on the side of the computer as costs of computing have risen more
slowly than labour costs and this trend shows ne sign of changing.

Conclusions

1. The meeting achieved its aim of bringing together most of those
interested in information systems for soil and related data. There
is a need for continuing contact between participants who are
working actively in the field.

. s
2. It appears from the papers and discussions at the workshop that
sufficient experience now excists to overcome most cf the techni-
cal problems which might be encountered.

3. Although difficalt to evaluate, it is likely that costs asso-
ciated with computer-assisted soil information systems are of the
same order as those handled manually, but the former have the
advantages of increasing the time available to scientists for
professional work and of allowing data processing and analysis
not previcusly feasible.

4. The use of microfiche appears to offer a suitable means of
publishing the large amounts of data that accumulate during re-
source surveys. Bulkiness and cost of printing have mitigated
against such publication in the past. Where this data is held in
computer-readable form it can be output via a COM unit with very
little extra work or cost.

5. Because of its wide coverage of Australia and the present use
of it by the two groups most active in the area of information
systems for soll and related data, CSIRONET appears to be the
logical cheice of a computing facility for such enterprises in
the foreseeable future.
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Input methods and facilities available for
land survey data

L.G. Lynch, Scil Conservaticn Service of N.S.W., Sydney, New
South Wales

Abstract

A survey has been carried out by the Soil Conservation Service of
N.S.W. on the methods and facilities available for the input of
land information data to a computer system. The sources and
methods available for input are described, with their advantages
and limitations discussed. &An outline of the types of input
facilities available, particularly digitizers, is given. Features
which should be considered in the selection of a suitable con-—
figuration are discussed. -

Introduction

Any information system for soils and/or related data presents
three aspects:

- data collection and input,

- data storage and retrieval,

- application, including display. )

This hclds for both manual (Beckett et al 1972) and computer-
oriented data banks.

In crder to assess the feasibility of any data bank, all three
aspects must be considered. Some people have considered the re-
trieval and display aspects of the system only. In these fields,
a computer-oriented system usually has an advantage over the cor-
responding manual system. However, the advantages of using a ¢om-
puter for input and storage are not so obvious. Depending on the
scurces of data, the computer system may be more costly than the
manual system for input. Maintaining the storage file, particu-
larly with regard to updating, may also Le more costly.

Although the computer system may not be economically feasible in
the short term, it may be of encrmous value in its speed of re-
trieval and display once the data base has been established.

In designing a computer-oriented system, the following facets cf
data input should be considered:

- it is usually the mecst time-consuming aspect,

- 1t must be related to the sources of input and the capabilities
for steorage and retrieval on the computer, s '

- it must also be related to the end-product required from the
system,

- it can be restricted by the availakility of facilities for
input.

11



Sources and methods of data input

There are four main sources of input to a data base:
- data collected in the fileld,

- aerial photography with field checking,

~ existing thematic and contour maps,

- satellite imagery.

Data collected in the field

This source is generally applicable to soil surveys where much of
the information can only be obtained from field observations (i.e.
profile data, etc¢.). Wetherby and Armstrong (1975, pers. comm,)
and Webster and Burrcugh (1572} have completed surveys in this-
manner. A regular grid is placed over the study area. At each grid
point, attributes are measured and usually reccrded in coded form
onto data sheets for transfer to punch cards, tape or disk.

Aerial photography with field checking

Thig is in Australia the most common method of obtaining data for
an informaticn system. Many attributes can be assessed by this
method. The Soil Conservation Service of New South Wales has
measured topography and slepe, existing land use, erosion, vege-
tation, geology, scoil, landform and drainage patterns by this
technigue.

Traditionally the presentation of land resource information has
been in the form of irregular land units whose description is
accepted as being internally howmsogenecus. However, with the vari-
ability of land, this homogeneity is unattainable in pratice. The
differentiation of land units thus becomes a subjective inter-
pretation of boundaries relative to their importance.
In preparing data for an information system, this apporach could
be used with single or multi-attribute thematic maps (the input

. of this information into a system will be discussed in the next
section).
Another approach is teo overlay a regular grid over the study area.
A description of the land can be made for the cells within the
grid mesh by:
- point sampling - the land at the centroid of the cell is
described,
- model sampling - the predominant land unit for the cell is
described,
- probability sampling - the celliis described by a number of .
units with a weighting given for each unit based on the proportion
of the cell it occupies.
With these methods, land units need not be delineated. They are
sampling technigues. There are techniques for minimising the
sampling error,
- By using probability sampling in preference to medal and point
sampling. (Similarly meodal is preferred to point sampling.)
- By using a smaller grid mesh and cell size. The degree of rep-
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resentation that wiil be obtained of the area will be greater
with a smaller cell size (Nichols 1975). If critical areas {land
slip, mining, severe ercsion, drainage lines ete,) which are
generally very localised in occurrence need to be represented, a
relatively small cell size may be necessay. In many studies
(Cormack and James 1975, pers. comm.; Venz 1975, pers. comm.),
the size of the cell has been determined by the final maps pro-
duced by computer line printer. This need not he the case. Hoeske
and Wilson {1974} use a graphics plotter for producing maps at
any desired scale. However, plotting by this method is very slow.
Cram {(1975) has used a matrix plotter. This device gives the flex-
ibility and speed required. Therefore, the cell size should nct
be limited by ocutput device. However, it may be limited by the
resources for storage on the computer.

- By using variable cell size. In areas of particular interest or
where the land is more variable than the remainder of the study
area, small cell sizes can be used. Hoeske and Wilson (1974) have
used this approach.

In order to illustrate some of these points, a small sample area
was taken where land units based cn one attribute had been delin-
cated (see Fig. 1}. Three sampling methods were used over the
area.

- Grid mesh with point sampling.

- Grid mesh with model sampling.

- Smaller grid mesh (four times as many cells) with model
sampling.

The discrepancies with the cell sampling to the land units in
classifying the area were determined (see Figs 2, 3 and 4). The
extent of these discrepancies were calculated as percentages of
the total area. These were 42, 27 and 16 percent respectively.
This demonstrates that a bhetter representation of the area is
obtained with model sampling (in preference to point sampling)
and smaller cell sizes. Actually the smaller cell size with modal
sampling gives a good representation of the area. The attribute
boundaries described by the cell method would be well within the
tolerance of the subjective assessment of land unit boundaries.
The input of grid data to be a computer information system may be
done manually. The attribute data for each cell is coded onto
data sheets by the interpreter. Field checking of the data should
be done after this stage. The information is then punched direct-
ly from the data sheets.

Existing thematic and contour maps

In many cases, existing thematic maps {e.g. soils, wvegetation,
landform} are available for the study area. Contour maps, from
which aspect, slope and, to a certain degree, terrain can be
determined, may alos be available. These data may be stered in
two forms:

- as the unit boundaries as defined (Cook and Johnscn 1973;
Cock 1975),

- as cellular data (Cram 1975).

13



Fig.

Fig. 2 Discrepancies with
point sampling

1

Sample area

Fig. 3 Discrepancies with' Fig. 4 Discrepancies with
modal sampling modal sampling and smaller
grid mesh

The method of storage has various implications cn the methed of
data input.

- If a cellular storage system is used, a manual method of input
{as described for aerial photographs) can be used. On the cther
hand, a digitizer must be used with a boundary definition system.
- The accuracy required for cellular data storage is nct as im-
portant as with the definition of boundaries where use of a
digitizer is necessary. With the latter system, overshoots and
kboundary mismatches create problems.

- With the boundary definition system, the overlaying of attxibute
maps and requires editing to remove minute regions and near—-coin-
cident lines. This may be done on the computer or cartegraphically
by preparing a attribute complex map. Due to computational 4iffi-
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culties Ceok and Jcohnston (1973) and Cock (1975} prefer the carto-
graphic method.

- The cellular system is more open-ended than the boundary system
particularly if the attribute complex map has to be again pre-
pared for the latter system to incorporate further attributes.

Aanother method of incorporating this type of information intc a
data base, is to use an irregular cell basis. Humphries (1973)

has described a system where the basic cells are determined by
one attribute (allotments from cadastral maps). These subdivisions
are located by defining the corners of the allotmens. For each
allotment, attributes such as land tenure, scils, land use, etc.
are described. The degree of representation cbtained with this
method is determined, as with grid sampling, by the size of the
cell.

Satellite imagery

Satellite imagery has cffered the photo interpreter a substantial
expansion of source material. A description of satellite images
is given by Emery {1975). The usual fermat of the images is black
and white prints produced at a scale of 1:1 0CO0 000. The image in
digital form is stored on magnetic tape.

Automatic interpretation of the satellite images invelves the
ciustering of the spatial elements into similar units related to
ground data. It has two major limitations.

- It is a very expensive process. Even elementary enquiries are
costly due to the enormous amount of information stored in digi-
tal form con the magnetic tapes.

- Very complex algorithms are required to detect different land
untis. These algorithms would have to be based on criterilia used
by the aerial photograph interpreter for differentiating units
{as described earlier in this paper). ’
However, Emery (1975) states that there are advantages of satel-
lite imagery in land rescurce investigations:

- the broad synoptic view obtained in one scene which in his case
covered an area of approximately 34 225 km®,

~ it permits the initial delineation cf rescurce boundaries which
can be supplemented at a later date by large scale photographic
interpretation or by field survey,

— the availability of multi-date imagery.

He lists the disadvantages as:

- The scale of the imagery.

- Cloud cover.

- Lack of stereo viewing.

- In Australia, the lack of a receiving staticn to acquire real-
time imagery.

- The lack of computer hardware in Australia suitable for the
automatic processing of the imagery. This will be discussed later
in the paper.
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Choice and definition of attributes

Potential users of a computer-oriented information system should
be aware of the capabilities of a computer for storing and manip-
ulating data. However, they should not exaggerate the potential
of a computer system simply because it has the capacity to store
and manipulate more attribute data than a manual system. There
should be some ratiocnalisation with regard to the number of attri-
butes being measured and the classification within them, bkased on
the aims of the study. If the study is a general survey of the
area, there would normally be less attributes and less definition
than if the study is for research purposes, where simulaticn and
testing of hypotheses and comtemplated.

Validation of data

An Important aspect of data input to any information system is
editing. It is fairly easy to edit locational data by producing
an image or map of the area. However, other data is more Aiffi-
cult to check. Attributes can be checked for mutual exclusiveness
{e.g. flocd plains are nct likely to occur on slopes exceeding
20%). Maps of certain attributes, or combinations of them, may be
prepared and field checked. However, when ons has 20 000 cells or
functional units with 10 attributes, this is an encrmcus task.

Facilities for data input

Manual methods of data input can be used for data collected in the
field land for aerial photograph interpretation where a regular
grid is used. For these, the locational data are easily obtained
and the data are written in free format or coded onto specially
prepared data sheets for subsequent transfer to cards, tape or
disk.

Optical character readers may also be an aid to data input. These
accept printed characters and eliminate the step of transcribing
from field forms to punch cards. The disadvantages of this method
are the expensive equipment required fer reading, the bulkiness
of the input and rejection rates due to untidy forms. A similar
system is cptical mark recognition. A multiple choice form is
used with the selection marked. ’

Another technique is the use of portable data entry terminals
which are battery coperated, with the data recorded onto magnetic
tape cassette. The data can be transferred by telephone line
{acoustic couplers) to an off-line receiver which stores the data
on magnetic tape or punched paper tape. This is then processed on
the computer. The feasibility of these units has not been assessed
in Australia, Outside field collection, they would seem to have
use for field checking of data and alsc in the office. Photo-in-
terpreters would code direct onto magnetic tape cassette rather
than write onto date sheets. Transcribing and card punching er-~
rors would be eliminated. )

Where thematic maps are available or can ke prepared, a digitizer
may be used te input the boundaries, whether it is tc store the
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information as such or to manipulate it inte a form for cellular
storage.

Over the last couple of years, many brands of digitizers have
become available, In evaluating a digitizer configuration the
following points should be considered.

- The digitizer should be interactive through a visual display
unit to a mini-computer cr large desk-top calculator. Instruc-
tions c¢an be given to the operator and editing of the digitized
data can be done interactively. Attribute data can be entered and
verified at the same time.

- Digitizing is a slow process. Therefore the computer interfaced
to the digitizer dces nct need to be a fast unit. As long as it
has the capacity to maintain facilities for interaction and has
an acceptable response time, it should suffice.

- The resolution of the digitizer should not exceed the capacity
of the operator. It is ridiculous to specify a digitizer accurate
to 0.02 mm when the lines that are being digitized are 0.1 mm
thick. .

— The digitizer should hawve a free moving cursor or scribe for
the extraction of small irregular units and should be able to
digitize in single and continuous mode (time mode being preferred
to distance).

- The operator should be conversant with mapping techniques and
should not bhe employed sclely as a digitizer coperator.

The hardware available for analysing satellite imagery is limited
at the present time. There is an interactive GE Image 100 com-
puter available which utilizes the digital information on the
magneti¢ tapes directly rather than the photographic images.

There is available in Australia an image analysing computer, the
Quantimet 720, which scans photographic images for tonal differ-
ences; up to 64 shades of grey may be detected., The system is
interactive and can be interfaced to a mini-computer or a lérge
desk-top calculator.
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Data storage and retrieval

H.G. Mackenzie and J.L., Smith, Division of Computing Research,
CS5TRO, Canberra, A.C.T.

Introduction

For the scoil scientist, or for that matter any scientist, dealing
with an information storage and retrieval system primarily sug-
gests the accessing of a data base for a pertinent subhset of its
stored information, for the purpose of a direct display or input
to scme other computational process. To this end the scientist's
sole concern at the data base interface ghould be the availability
of a suitabkle language for expressing his informaticn reguests

and the mcde of submitting his reguest and receiving the retrieved
information. Should the data base be small in velume and lack com-
plexity in the information represented in the stored data, well-
established computer technology can readily satisfy these regquire-
ments, providing simultaneous access for a number of users with
immediate response for most requests,

When size and complexity are both inherent in the data base it is
necessary to call upon the presently evolving technology cof data
base management systems (DBMS). Such systems attempt to solve a
number of conflicting prcoblems which arise in large integrated
data bases which are subject to continual change. It is almost
certain that any presently available system has compromised on
some aspects, and this will make today's implementation of a large
soil information system less than ideal. This paper briefly illus-
trates a desirable level of data base interface for the scientist
which is feasible within the decade, compares it to a typically
available interface, and in the process some of the problem areas
in data base management are exposed.

Data base specialists make an important distinction between in-
formation and the various levels cof data. Informaticn is our view
of a part of the real world, which is formaliszed into cocllections
of entities having properties which can be quantified and which
relate to other entities in numerous ways, Data is the symbols {on
hard copy or in computer storage) which are used to represent en-
tities, their properties and relationships. A simple data base may
represent just one collection of like entities each identified by
a number of attributes, with no explicit representation of rela-
tionships except some arbitarily defined ordering in the data
base. Complexity can arise when the information embraces numerocus
entities {e.g. survey groups, survey sites, site strata measure-
ments, site vegetation measurements). Then if the DBMS permits,
the data base designer may elect to explicity store some relation-
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ships and add other storage structures which assist in versatile
retrieval of subsects of the data.

The most basic relationships are classification (e.g. sites by
survey group, vegetation measurement by survey group) and hier-
archial clasgifications (e.g. strata measurement by site by survey
group). The more powerful systems allow the designer tc represent
associations; these relate like or unlike entities in n:m mappings
{e.g. geographical subdivisions to survey groups, survey sites to
adjacent survey sites). These systems alsc support storage struc-
tures, such as indexes, which allow entity sets to be efficiently
and quickly subsetted according to attributes, and other struc-
tures which allow the attributes of one particular entity to be
rapidly retrieved.

There are numerous ways in which relationships can be represented
in data. Increasing the size of a data base will demand that more
sophistocated techniques which provide the best compromise between
storage economy, speed of access, and maintenance are used. Simi-
lar remarks apply to indexing and access methods which must make
the best use of present mass storage characteristics and the chan-
nels connecting them to the central computer in a general purpose

system.

If a large complex scil information data base is to be successful
its design, creation and maintenance must be undertaken by data
base specialists. While this should not concern the scientific
user, at least those scientists responsible for the preject should
appreciate the problems invclved. What does ccvcern all is that
the DBMS chosen has to provide the tools for both the data base
specialists and the range of scientific users to carry out their
diverse tasks. The provision of good tools at all levels has not
yet been achieved by the technology.

Experience suggest at least several different types of use of a
goil information system. There are highly computaticnal operations
which use large amounts of numeric data from the data base and may
simply require some suitable sequential scan of part of the data
base. The same data and additional textual data will be accesszsed
in unpredictable ways for various other purposes, some requiring
direct interactive response to the scientist, others feeding
the retrieved data to statistical processes, simulation processes,
etc. Also there is the need to continue the input of data to the
data base, either from new samples or for the ccrrection of
previcus entries or the feeding back of derived results.

L}

It follows from all of the above that the single most important
feature for the scientist is a suitable language to query and
update the data base. One can identify three major language levels
which may be the vehicle for this function. At the highest level
he could frame a guery in natural language thereby invoking a
number of relationships amengst real werld entities in a complex
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logical expression. Many such gueries can be expressed just as
concigely at the mathematical level of set theory and logic. This
second level employs a formal model of reality which is nc mere
than sets. At the third level cf language the data model is strong-
ly flaveoured with data structures designed both for performance

and to represent relationships. While there has been considerable
regearch in the automatic recognition of natural language there

has been little effort to involve the results with data base tech-
nology. On the other hand, set thecretic languages have been sub-
ject to a number of develcopment projects and offer the best pros-
pect -in the near future for a data base interface acceptable to the
scientist. Currently available languages are at the third level
and, although some are of significantly higher lewvel than others,
they all exhibit much data structure dependence.

Relational data and high level data languages

A typical soil information data base may deal with a scil survey
project. The entities involved are: (1) survey groups taking mea-
surements at (2) sites selected for sampling (3) borehéle strata
and (4) vegetation; as well as being located by latitude and lon-
gitude sites belong to (5} geographical units bounded by natural
and man made lines and to (6) land subdivisions. At a very early
stage this conceptual model would be formalised into high level
data structures such as shown in figure 1 (for the time being we
will concentrate the example on entities 2, 3 and 4). Here each
entity is associated with a relatien based on domains which are
either entity identifiers (e.g. site-number) of properties corre~
sponding to recorded measurements. In the case of the SITE rela-
tion certain properties are themselves entity identifiers (e.g.
geographical unit) and thus the prospect of expansion of the model
is obvious.

This relaticnal model allows the survey informaticn to be repre-
sented in row matrix form, any one row ¢of a matrix being an n-tuple
of attributes corresponding te a particular entity instance as
shown in figure 2. A number of different query types are now illus-~
trated using this data base and two important develeopmental lan-
guages having such a relaticnal data model. {Clearly relations
define gets of n-tuples). One language ig called SEQUEL (Structured
English Query Language) (Chamberlin and Boyce 1974) and this uses

a block-structured format of English words; the other language
ALPHA (Codd 1971) uses a mcre highly structured format and is based
on relational calculus using quantifiers 'for some' (3] and 'for
all (Y).
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Query 1

List the site-numbers of sites surveyed by the UQLl group.
The SEQUEL expression for this query is given below and its format
needs no explanation.

SELECT SITE~NUMBER
FROM SITE
WHERE SURVEY-GROUP = ‘UQ1';

The general format of an ALPHA language statement is:

operation workspace target-list : qualifier
where the gualifier is opticnal. The expression for the above
guery is

GET W SITE.SITE-NUMBER : SITE.SURVEY-GROUP = 'UQ1°'.

Query 2

List the strata above 1 metre at sites A2736 and A2741.
SEQUEL:
SELECT *
FROM STRATA
WHERE SITE-NUMBER IN (A2736,a2741)
AND DEPTH < 1;
ATPHA:
GET W STRATA: (STRATA.SITE-NUMBER='A2736'V STRATA.SITE-
NUMBER = 'A2741'} A (STRATA.DEPTH < 1).

Both languages allow complex Boolean expressions to occur in the re-
trieval condition. In SEQUEL the IN sub-clause allows a convenient
expression of set inclusion as cpposed to the conventional long

hand expression in ALPHA.

Query 3

List the vegetation data recorded between latitude 27°s and
latitude 28°s.

SEQUEL:
SELECT #*
PROM VEGETATION
WHERE SITE-NUMBER IN
SELECT SITE-NUMBER
FROM SITE
WHERE LATITUDE 2z 2700008
AND IATITUDE £ 2800008;
ALPHA: -
RANGE SITE S '
RANGE VEGETATION V
GET W Vv : Jd8 ((8.SITE-NUMBER = V.SITE-NUMBER)
A{E.TATITUDE £ 2700008) A (8. LATITUDE £ 2800008).
22




SITE (SITE-NUMBER, LONGITUDE, LATITUDE, SLEVATION, LAND-USE - - - -,
CEOGRAPHICAL-UNIT, LAND-DIVISILON, SURVEY~GROUP, INSTITUTICON,
LEBRDER, -~ - - — - , DATE, TIME)

STRATA (SITE-NUMBER, DEPTH, PH, CLAY, - - - )

VEGETATION (SITE-NUMBER, GENUS, SPECIES, AGE, CLIMATE, - - -)

Fig. i1 Definition of relational data model.

SITE

SITE-NUMBER - -~ LATITUDE - - SURVEY-GROUP - - LEADER - - -
A2736 - - 2730008 - - upl - - JONES - - -
n2737 - - 2731005 - - UQl - - JCNES - - -
A2738 - - 2732008 - - gl - - JONES - - =
A2741 - - 2831008 - - Csl - - SMITH - - -
A2742 - — 283200s - - €81 - - SMI@H - - -
STRATA

SITE-NUMBER DEPTHE PH - -

A2742 0 6.3 - -

A2742 .1 6.3 - -

A2742 .2 6.2 - -

n2742 .7 6.7 - -

a2741 o] 6.2 - -

VEGETATION

SITE-NUMEER GENUS SPECIES AGE - -

A2742 Limncdynestes - - - - - - -

A2742 Litoria - - - - - - -

AZ2742 Uperoleia - - - - - - -

Fig. 2 Relational data base

In the SEQUEL expression the set inclusion construct is used in a
nested expression causing the cutput of one selection mapping tc

‘become the input of another.

In ALPHA the expressicn reads more as an iterating cross-refer-.
encing operation between two relations. This requires the defini-
tion of tuple variables {5 and V) by RANGE statements which specify
the range over which they are to iterate. The guantified S reads
for some 8 {or at least one S) within the iteration range. The
order cf occurrence of tuple variables defines the nesting.
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Query 4

List all vegetation by botanical name and evaluation at which they
were sampled.

SEQUEL:

SELECT GENUS, SPECIES, Q

FROM ¥V IN VEGETATION

COMPUTE Q=

SELECT - ELEVATTION

FROM SITE

WHERE SITE-NUMBER = V.SITE-NUMBER;;
ALPHA:

RANGE BSITE S

RANGE VEGETATION V

GET W V. GENUS, V.SPECIES, S.ELEVATION
: V. SITE-NUMBER = S5.SITE-NUMBER.

"In the SEQUEL expression V is known as a correlation variable and

is similar in purpose to the ALPHA tuple variable; ©Q is known as

a computed variable and it is necessary to use this when all the
data desired cannot be selected from one relation. In these cases
the ALPHA expressicn is considerably simpler, once the range state-
ment. is understood.

It should be clear from these examples that a data base could be
created and updated using language expressions of similar struc-
ture {(for examples see Codd (1971}).

Transformation of the relational model

Using the concepts of join and projection of relations {Codd 1972),
one collection of relations can be transformed into an arbitrary
number of meaningful relations. For example the relation VEGLOC
(gertus, species, latitude, longitude, elevation, c¢limate) is easily
derived from two relations in figure 1. Should this external model
of the data base of figure ‘2 be provided for the user, the expres-
sion for Query 4 in Secticn 2 would become considerably simpler.

Different external models of a data base have been provided by

DBMS for some time (see sub-schemas in CODASYI. (1971) and program
specification blocks in IBM (1974}), but only for low level data
models. At the relaticnal level the concept means that, even if the
data was stored in the data base according to the internal model

of figure 2, the user could prcgram certain operations (e.g. gue-
ries) as if the relevant data were stored in the row matrix defined
by VEGLOC above. The DBMS ig then ;esponsihle for mapping the par-
ticular external model and translating the accompanying query into
the equivalent data base operation.

Additional restrictions must be imposed on external wodels which
are used for creation or update. In any data base relaticn the
concept of entity identifier (called primary key in Codd (1972))
must exist, this providing unique identification for any row -
n-tuple. For example in the VEGETATION relation of figure 1 this
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identifier would be the combination of SITE-NUMBER, GENUS and
SPECIES, neither property being sufficient by itself. Any new data
added to a data base must contain these tuple identifiers and the
DBMS would reject any entry with a duplicate identifier. The rela-
tion VEGLOC offers several difficulties if used as a model for up-
date. It contains data belonging tc two different data base rela-
tions but dees not contain the data necessary to identify either
nltuple or make otherwise incomplete entries.

The problem of missing data can be overcome (by system or user] but
the lack of identifiers cannot, and data from the VEGLOC relation
cannot be presented for storing in the data base. This simple
example illustrates one feature which makes data base creation and
update much more onercus than query. The user must be provided with
an appropriate external model, or sufficiently understand the enti-
ties and entity relationships involved in the data base so that he
can present meaningful data.

Normalisation

Id
Because of certain data dependencies which exist, the relations of
figure 1 are not an ideal internal model of the data base. The
process to be exemplified here of transforming a conceptual rela-
tional model into a suitable internal model is called normalisation
{(Codd 1972}, and would be carried out by the data base designer.
Cne reason for applying this process is that certain undesirable
data instance dependencies can be presented. Alsc it leads to the
elimination of much data redundancy in a large data base and there-
by to improvements in performance.

In the SITE relation of figure 1 SITE-NUMBER is the unique iden-
tifier and the properties SURVEY-GROUP, INSTITUTION and TEAM-
LEADER have the intended purpose of describing the one survey team
which carried out the measurements at a site. Thus for each SITE-
NUMBER there is cne and only one SURVEY-GROUP and for each SURVEY-
GROUF there is one and only one GROUP-LEADER and INSTITUTION. How-
ever one SURVEY-GROUP is associated with more than one SITE~NUMBER.
This transitive dependence amongst properties in a relation always
indicates that the relation should be replaced by two projected
relations in the data base model. These relations and the data
eguivalents of figure 2 are shown in figure 3.

Figure 3 illustrates that in a large data base a large number of
redundant entries for LEADER, INSTITUTION and other survey group
properties are avolided. Furthermore the dependence of data de-
scribing survey groups on the existence of some of their survey
data is removed. With the new relations once the entity identifier
SURVEY-GRCUP is known the associated properties describing the
survey group can be entered in the data base, and the survey
results entered by a completely independent job or person.

The scope of the model in figure 1 is more limited than the soil
information data base described at the beginning of section 2. The
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SITE (SITE-NUMBER, LONGITUDE, LATITUDE, ELEVATION, LAND-USE, - - -,
GEOGRAPHICAL-UNIT, LAND-DIVISION, DATE, TIME)

SURVEY (SURVEY-GROUP, LEADER, INSTITUTION, - - =)

SITR

STTE-NUMBER - - LATITUDE - - SURVEY-GROUP DATE TIME
A2736 - - 2730008 - -  ugl - - S
A2737 - - 2731008 -~ -  Ugl - - - -
A2738 - - 2732008 - -  uQl - - - -
A2741 - - 2831008 - -  CS1 - e
22742 - - 2832008 - - ¢si° - - - -
SURVEY

SURVEY-GROUP LEADER INSTITUTION -

ol JONES - -

cst SMITH - -

Fig. 3 Normalised relations

only data reference to geographical unit and land division entities
is by the inclusion of their entity identifiers as a property in
the relation SITE. If additional properties of these entities were
included in the relation SITE, there would be need for further
normalisation

Network data structures

With presently available data base technology it is unlikely that
the data base designer ccould consider his design complete aftexr
nortnalising the relational view. This is because much of the data
base will involve cross~referencing between relations, for example
Queries 3 and 4 in the second section (p. .). In Query 3 the cross
reference is made via an equality test on SITE-NUMBER having selec-—
ted a SITE row tuple satisfying in the latitude constraints. To
perform this operaticn on the matrix data structure of figure 2
requives a search of both arrays with cost proportional to the
number of entries. When the dimension of these arrays is very

large the search times cannot be tolerated for the freguently re-
peated types of operation, and the data base designer must add ad-
ditional structure to his data base to reduce the time and cost
involved.

The CODASYL specifications (CODASYL 1971) typify the data struc-
ture techniques available in present DBMS. A record type is de-—
fined in correspondence to each normalised relation. A record in-
stance is then stored in the data base in correspondence to each
row n~tuple of a relation. In addition a number of relationships
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are defined to correspond to the type of cross referencing de-
scribed above. In CODASYL terminclogy this structure is called a
set but to distinguish it from the very different mathematical
logic concept it is sometimes called a coset (Nijssen 1974). 2
coset structure censists in part of a l:n mapping between one
racord instance (the coset owner) and n record instances (the coset
members). The owner and member record types must be different. The
data language allows the user to retrieve the owner recoxrd and
member records of a coget instance in a design specified order. The
DBMS structures a data base (for example by using pointers) so that
conce any member or the owner of a coset instance is leccated all the
other members can be retyrieved in order with minimal time and cost.
The structure resultant from numerous cosets is literally a network
data gtructure.

1f we consider a data base designed at this level corresponding to
the relations of figure 1, nocrmalised, ther would ke four different
record types represented by the boxes in the data structure diagram
of figure 4. Each record has an internal data structure consisting
of data items corresponding to the property domains of sthe rela-
tion. The records are related by three cosets, represented by the
directed lines jeoining the boxes. The first coset, called SITE-SET,
is used to relate a SURVEY record instance to the SITE record in-
stances for any particular survey group. Thus the data structure
embraces all crogss references in either direction at the relational
level between the SITE relation and the SURVEY relaticon which use
an equality condition on SURVEY-GROUP (see figure 3). It fellows
that it is unnecessary to store a data item for the property
SURVEY~GROUP in any SITE record. The other two cosets are defined
similarly using equality on SITE-NUMBER and the total structure is
the familiar hierarchial classification of figure 4,

The same raticnale can lead to network structures in a data base
embracing more entity types. An example is shown in figure 5 where
several hierarchies and associations between a number of entities
are reprasented. Not all relationships represented by cosets are
based on identities, for example the relationship between GEOGRAPH-
IC GRID and SITE would be computed by an application program.

Available data languages in data base management systems

Languages which have a relational data structure have only bheen
researched in the last five years and are not implemented in cur-
rent. DBMS. There are several reasons for this, cne being that such
languages are inherently very powerful and allow gqueries which are
very demanding in data base processing to be expressed with ease.
In addition the problem of translating statements in these lan—
guages to existing data manipulation languages which have a net-
work data structure is made difficult by data strucdture dependen-
cies which exist at the latter level. Such data dependencies alsoc
affect those higher level guerv/update languages which are avail-
able (gee next section, pJ0}.
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All DBMS provide a language equivalent to the CODASYI: Data Manipu-
laticon Language (DML} (CODASYL 1971}. This is a general purpose
data language in which all data base operations on hierarchical or
network data structures can be programmed. This language 1s the
likely choice for programming large scale data base operations such
as creation. The commands allow indiwvidual records to be stored or
retrieved, and certain qualifications can be expressed with a
record retrieval command. When using any command to store a record,
account must be taken of all the coget structures involwing the
record and this task can be complicated in a network data base.

For example when storing a SITE record in a data base described by
figure 5, there are five coset relationships which must be speci-
fied or deferred for later specification. If deferred, the record
cannot be retrieved using that relationship until it is specified.

A DML is always provided in the framework of a host language
(typically COBOL, PL/I or FORTRAN) sc that retrieved data can be
immediately processed or buffered uging the facilities of the host
language. This may be an important requirement and it should be
noted that in some DBMS the higher level languages cannot be used
in the host language framework.

Because of numercus complexities associated with the general net-
work data structure, many DBMS support only a limited class of
structures., The most common limitation is to restrict the total
data base structure to be hierarchial (e.g. figure 4). SYSTEM 2000
(CDC 1974), which is available on many computers, has this restric-
tion, TOTAL (CDC 1974), which is also available on many different
computers supports a limited network structure in which a record
type may be an owner of cosets or a member of cosets, but not both.
In IMS {IBM 1274) a more general network structure is supported but
the DML is restricted to processing derived hierarchical structures,
and the commands are transformed by the system intc network opera-
ticns. In FORDATA (Smith and MacKenzie 1974) an unrestricted net-
work structure is supported. The restriction to hierarchical struc-
tures deoes make a DML considerably simplex, but the commands are
always limited tc manipulating cne tree instance at a time.

The higher level gquery/update languages have a syntax much more
like the relational data languages of the second section (p. 21)
but they differ significantly in that they operate on the hierar-
chical (or restricted network} data structures. Thus the user must
be aware of the coset structure in the particular data base design.
They are more powerful than the DML in that a retrieval reguest

can produce an arbitrary number of hits and involwve the processing
of a large number of records. Retrieval conditions can be complex
Boolean expressions but the guantifiers of the predicate calculus
are not supported. In these systems where the data hase is restric-
ted te a hierarchical structure scme difficulties in these languages
are avolded because of the relative simplicity of the data base.
However the expression for a given query can differ markedly de-
pending on whether a cross reference is supported by a coset struc-
ture or not. An example is given in the next section.
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In this context an important properiy of DBMS concerns the facili-
ties for designing index structures into the data base. Many
systems do not support indexing at all, so that many retrievals
will involve exhaustic searches of the data base. Thus while the
expression of the retrieval request may not differ significently
between two systems the time and cost of execution will. For ex-
ample the CODASYL specifications (CODASYL 1971) define indexing
facilities and these are provided in the FORDATA implementation
(smith and MacKenzie 1974), but TOTAL (CDRC 1974) does not.

Query/update language

An example of a high level query/update language which can be used
with TOTAL data bases is ATHENA (CDC 1975). In figure & three TOTAL
data structure designs are propeosed for a similar data base ex-
ample teo that discussed ahove, Note that because of the restric-
tions on the use of cosets, the data structures of figures 4 and 5
are not permissable in TOTAL. A statement in ATHENA for Query 3 of
the second section (p. 22 ) and the data structure of figure 6 (i)
i1s:

FORMAT, SITE-NUMBER OF SITE, GENUS, SPECIES, AGE, CLIMATE, WHERE
LATITUDE > 2700008, AND LATITUDE < 2800008

f

The expression for < is more verbose and is not worth elaborating
on here. The format of ATHENA statements cof this type is actually
simpler then the equivalent expressions in SEQUEL and ALPHA (see
the second section, p.22 ), The reason lies in the coset structure
dependence of ATHENA statements. Cosets can conly be defined on
equality of a data item in the member record with the primary key
of the owner record, and this meaning of the coset structure is
involved implicitly in ATHENA by including data items from SITE
and VEGETATION records in the above query. On the other hand in
relational languages the cross reference is handled in the lan-
guage syntax, and hence the statement is more complex.

Should the data base design conform to figure 6 {ii), so that -there
is no coset structure which can be invcked for the purpose of this
query, the essence of its formulation is given below.

SUBSET, *FORMAT, SITE-NUMBER OF VEGETATION, GENUS, SPECIES, AGE,
CLIMATE, WHERE, SITE-NUMBER OF VEGETATION =#*, SITE-NUMBER OF SITE,
# %, WHERE > 2700005, AND LATITUDRE < 2800008.

FINISH.
REWIND, SUBSET
PROCESS 1.

The result of the above SUBSET command ig to build a ‘file of re-
cords that each contain a command of the form:

! Certain ATHENA/TOTAL rules concerning names of data items have
not been cbserved here,
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GEQG-UNIT SURVEY SITE

Geog-1D Survey-Group Site-number
| Geog-ID
i Survey-Group

STRATA VEGETATION
(1)
Site-number Site-number
GEOG-UNIT SURVEY STRATA VEGETATION
4
Geog-1ID Survey-Group Site-number Site-number
Depth Genus
Species

SITE
(ii}

Site-nunmber

Geog=-ID

Survey-Group
GEOG-UNIT SURVEY SITE-MASTER
Geog-I1D sSurvey-Group Site-number

SITE STRATA VEGETATTION

{(iii)

Site-number Site-number Site-number

Geog-1D Depth Genus

Survey-Group Species

Fig. 6 TOTAL data structure designs
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FORMAT, SITE-NUMBER OF VEGETATION, GENUS, SPECIES, AGE, CLIMATE
WHERE, SITE-NUMBER OF VEGETATION = XXXXXX.

There are as many records in the file as there are SITE records
gatisfying the latitude criterion and the particular site number
occurs in the place of XXXXXX. The PROCESS command causes these
commands to be submitted in order, thus producing the desired
results from the data base.

The data structure of figure 6 (iii) contains the coset structure
of figure 6 (ii) as well as additional coset structures and a
bridging record called SITE-MASTER. The latter allows the above
query to be expressed more simply and executed more efficiently
than with the limited structure of figure & (ii). The expression
is given below.

FORMAT, SITE-NUMBER OF SITE, GENUS, SPECIES, AGE, CLIMATE, WHERE,
LATITUDE > 2700005, AND, LATITUDE < 2800003, AND, SITE-NUMBER OF
SITE-MASTER.

The INSERT command allows a new record to be entered into the data
base with a complete or partial list of data items stored. If the
record is a coset owner its primary key data item must be provided;
if the record is a member of one or more cosets, the primary keys
of all its cosets owners must be provided through the designated
data items in the member record, as illustrated below for figure

6 (iii).

INSERT, SITE-NUMBER = A2Z739, GEOG-ID = 8Wl2, SURVEY-GROUP=UQI,
WHERE, LINK TO GEOG-UNIT.

Note how the coset restricticns which limit the type of network
structure keep the form of these statements reasonably simple.
Similarly CHANGE and DELETE commands allow data items to be modi-
fied and records to be déleted.

ATHENA also provides a number of commands for interfacing to the
data base, output control and arithmetic functions such as AMEAN,
STDEV, COVAR. TOTAL does not provide any indexing structures and
so the performance of any command nct based on a primary key will
detericrate rapidly with data base size.

Network data base design and maintenance

The examples of the previcus seqtions have illustrated the main
data structuring technique for data base design. However network
data base design and malntenance invcolves numerous other important
tasks which must be attended toc by the data base specialist. These
tasks are made difficult with size, complexity, unpredictable use
and frequency of update of the data base. The better the system
and the data base design the less effect these problems will have
cn the scientific user. However with present technology they are
certain to be felt in some ways, as has already been illustrated
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with data structure limitations and data structure dependence.
Poor design and maintenance of a data base will soon make itself
felt in time and cost to the user. Some of the problems are
briefly indicated here.

It is necessary to subdivide large complex data bases into areas
(CODASYL 1971)~hence the term multifile system. An area usually
contains records of the same type or of a small number of diffe-
rent types; in the latter case the records would probably be
related by cosets such as SITE, STRATA and VEGETATION in figure 6
(i) . The area internal organisation must adapt the characteristics
of disc storage devices and huffering to high speed memory, to
the predicted use pattern cof the records. Hence each record is
prescribed a primary access mode called its location mode (CCDASYL
1671). For example the primary key, SITE-NUMBER for SITE recoxrds,
would be the likely basis for most record retrievals, and so the
location mode for SITE records would be designed on SITE-NUMBER.
The most common methods of transforming primary keys to area
addresses are by use of indexed seqguential organisation cor by
calculated addressing. Each method provides certain adyantages,
but a primary requirement is to maintain efficient access after

a reasonable amount of modification, deletion and insertion of
records to the area.

If an indexed sequential organisation is used the bulk of the
area must be created by presenting records for storing in sorted
order or primary key, and records are then placed seguentially

in area addressing space. A& very efficient index can then be
constructed by the system to support random retrievals, but at the
same time the complete set of records can be processed efficient-
ly in key sequential crder. Calculated access relies on a trans-
formaticon algorithm which can map key values to the area address-
ing space with a uniform density. In using this method the de-
signer trades the advantages of sequential placement for better
random retrieval performance which is durable under much updating.

The location mode design becomes more complicated when coset
structures have tc be involved. For example the most common use
of STRATA reccrds might be to access them in relation to SITE
records. Then the most desgirable placement for STRATA records
in area addressing space can easily conflict wit the placement
of the totality of SITE records. Clearly with a data base such
as that represented by figure 5 many compromises must be made
in choosing the area/lecation mode design.

It is also necessary in data base design to take advantage of
legical orderings of records within the various classifications
which are represented in the data structure. For example, within
a coset instance an ordering can be defined which is temporal
{i.e. first in first out or last in first out) or sorted by the
values of defined data items. The DML allows the user to retrieve
the records one at a time from the coset in the designed order.
Application programs written in DML can then take advantage of
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(and become dependent cn} this order. For example applications
which process STRATA records according to DEPTH can take advan-
tage of STRAT-SET in figure 4 being ordered on ascending values
of DEPTH.

It is likely that certain data items which are not asscciated
with the location mode will also be identified as the basis of
freguent retrieval requests. For example, with any of the above
data base examples VEGETATION may ke frequently retrieved on the
basis of GENUS and SPECIES., The designer must decide whether the
request freguency warrants the construction and maintenance cost
of an index to speed retrieval requests. There are numerous ways
of constructing indexes some of which can be associated with
coset order {see SORT KEYS and SEARCH keys in CODASYL (1971)),
but the accumulation of too many indexes in a rapidly changing
data base cannot be afforded.

The task of maintaining a data base so that it is available to
the scientific user whenever regquired should not be underesti-
mated. It should be apparent that the stored network structure

is extremely complicated and should it be corrupted it would be
difficult to correct it using normal data base languages. Be-
cause corruption ¢an occur threugh nc fault of the data base man-—
ager or the user, as well as through their own errcr, it must
always be anticipated and a recovery method prepared. Clearly
recreation of a large complex structure would be overly expensive
in both cost and delays incurred, even if the original input data
were all available. Backup copies of the entire data base must
therefore be maintained and if update activity is confined to
certain areas these may be copied more fregquently. However with
frequent update it is not feasible to maintain up~to-date copies
and some form of journal tmust be maintained which, when used in
conjunction with a recent area copy, allows the area to be re-
stored. Different types of journal may be kept to combat different
error situatiens. For example it may be that a corrupted data basse
can be restored to a recent non-corrupt state by over-writing
known updated portions from a journal of 'beforas-update~images’.
In these situations any user involved in updating the data base
may be forced to restore data. The task of ensuring the integrity
of a data base demands proper management procedures for updating,
and the saving of journals and area dumps.

Restructuring and growth of a data base are two difficult problems
of data base management. Continued updating conforming to an ex-
isting design will often lead to deteriocration in performance and
scheduled reorganisaticn within the same design will be required.
Changing patterns of use may require alteration toc the design.
Some design alteraticns may not affect users (e.g. the creation
and deletion of indexing structures) except in cost and response
time. Other design alterations which are data structure changes
or changes in logical cordering may require the reprogramming of
many applications as well as the reorganisation of the data base.
In extreme cases the redesign may correspond to the growth of the
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information scope {e.g. figure 4 to figure 5) or equivalently the
integration of separate data bases. Data structure dependencies
are likely to affect even very high level language programs in
thege cases.

Conclusion

Ideally the scilentific user of a data base should be provided
with a convenient interface which allows him to store and retrieve
information with little time and effort. Research and development
presently under way is aiming to provide this interface using so
called relational data bases. At this level the user is previded
with a language which is structured English or more cbviously
based on mathematical logic, and a data model which is no more
than sets of n-tuples. The actual stored structure of the data
base is of no concern to the user, although it will be changed
independently cof the user model in order to meet changing perfor-
mance requirements.

Currently DBMS store a network structured data base and attempt
to provide a high level user intexrface through so called query/
update languages. Query conditions in these languages are limited
to Boolean expressions and the data model is a hierarchial orx
network record structure. Most systems are limited in the complex-
ity of the data model they can store (e.g. only hierarchial) and
various data structure dependencies force the high level language
user to be aware of the exact network structure being used to
represent the informstion.

Performance requirements in time and cost make the design of a
large complex data base a difficult problem and there is need for
continued maintenance and redesign. In order to achieve maximum
efficiency certain data storage and retrieval operations have to
be programmed in lower level data manipulation languages, in which
advantage can be taken of the detailed design. The need for both
high level and low level language likely to always exigt.

A number of other reguirements can also be identified concerning
gcientigts' data storage and retrieval. Some of these are outside
the presently accepted scope of DBMS and shenld be found in the
network operating system. The latter should allow the scientist

to use the information system in batch or interactive mode with
multiple access by a number of scientists. Suitable terminals are
regquired for display of processed data in the form of graphs,
histograms, etc. The DBMS should provide the host language environ-
ment, and interfaces to report generators and other large systems
such as simulation systems.
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Land resource information systems: use and
display

B.G. Cook, Division of Land Use Research, CSIRQ, Canberra, A.C.T.

Introduction

The term information system implies an organized collection of
data, with procedures for its use which go beyond mere re-presén-
tation. The term implies a purpeose : data is chosen and organirzed,
and the use procedures developed, towards that purpese.

Much land resource inventory is undertaken without a specific pur-
pose in mind, perhaps with a bias towards one or several applica-
tion fields, but with the aim that some generality of usefulness
will be achieved. The general purpose inventory is thus at odds
with the requirements of an information system: without an under-
lying purpose there is no basis for the data organization or use
procedures of the information system.

The success of an information system, as measured against its pur-
pose, must depend on three main factors

1. the appropriateness and quality of the data,

2. the organization of the data,

3. the use procedures.

This paper seeks to examine and comment on some problems and
technigques in using and displaying computer-stored land resource
data. However, as data use is sc dependent on data guality -and
data organization, some reference to these areas will be unaveoid-
able,

Much of what follows is as ryelevant to a manual system of informa-
tion storage as to a computer-based information system. The advan-
tages of the computer system are not so much in providing a steorage
medium as in allowing efficiency and versatility in application

and display.

Modes of use

We may distinguish between a number of modes of use of a landre-
source information system. The most straightforward is the selec-
tive retrieval and presentation of data stocred: an apparently
trivial procedure but nevertheless one which is a considerable
advance on non~compiuter systems of storage, for which data access
and display are laborious processes. A significant advance is
achieved by the ability te compute from the raw data stored

some functlion cof the data values, with the intention of deducing
properties or capabilities of the land not explicity
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stored as data. Thus, in the South Coast Proiject of the CSIRO Di-
vision of Land Use Research (Cook 1975), algorithms predicting
suitability of land for various uses (agriculture, forestry, urban
use, recreation, conservaticn) were constructed, to operate on
basic physical, biclogical and social data held in a data bank.
For example, an algorithm designed to classify land as either
arable, suitable for improved pasture or rough grazing, or unsuit-
able for agriculture, considered the present use of the land, its
zlopes, and soil properties such as texture, drainage and salinity.
This approach allows the prediction algorithms to be modified as
conditions and ideas change, while the basic data on which they
cperate remain (reascnably) constant. A similar mode of data use
is the search for land satisfying certain criteria. The criteria
may be simple limits on data items stored, or more or less com-
plex functions of the data.

There may be limits, however, arising from the complexity of land
and the imperfection of its description, to what can be achieved
using suitability rules or search criteria. Attewmpts te refine the
criteria used may suffer from the same difficulty as is found in
another discipline concerned wit imperfectly described complex
objects, document retrieval ~ the compromise between precision and
recall, Consider a function designed as the criterion for indenti-
fying land suitable for a particular use. The more that functicn
is refined to exclude unsuitable land [(i.e. to improve precision},
the more likely it is that some suitable land will be excluded
{i.e, recall will suffer); conversely, an attempt to include all
suitable land (i.e. to improve recall) is likely to also include
more land that is unsuitable (i.e. precision may decrease). Re-
trieval rules may therefore not be amenable to continual refine-
ment., and the results of their application should be viewed in the
light of this precision-recall compromise.

For some purpose the use of a "natural' classification, determined
by clustering in an attribute-space, may avoid the difficulties of
precise class definition. This is especially applicable where in-
terest is in identifying similar areas of land. However, land ca-
pabilities will not necessarily correlate closely with such classes:
Land within one class might have a wide spread about the critical
value of an attribute important for particular use.

Computing with land resource data

The design of retrieval rules is made difficult by the fact that
the variability of land results in the common use of complex land
descriptions.

To enable land rescources to be described, the land surface is de-
limited into units, either on a regular geometric basis, or by
irregular beoundaries subjectively defined in an attempt to reduce
the complexity necessary in the land description. In practice, the
units adopted are rarsly internally homogeneous, and hence do not
allow a simple description; description is usually in terms of a
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pattern cf simply described (but unmapped) components. (Indeed, if
units were made fine enough to allow simple description, the pat-
tern description would ne longer be explicit and important pattern
information would be difficult and expensive to recover.)

Attributes of land, such as landform, soil, vegetation are there-
fore usually described within each unit as a pattern, by describing
both the pattern elements present and their interrelationships.

The usual situation, then, is that much basic descriptive data
stored about the delimited units of land is already guite complex
in structure. Thig wakes the design of retrieval rules a logically
more difficuli task than would be the case with simple descriptors.

When dealing with delimited units which are internally homogenecus
in the described attributes there ig no difficulty in deducing

the co-occurence of, for example, a soil type with a landform type
by simple logical intersection or overlay. Where attributes are
described in terms of pattern with soll and landform types as
unmapped elements within theiy respective patterns, co-occurence
cannot ke deduced from independent descriptions - it must ke
explicicty described. The same problem arises when joint consider-
ation of independently-mapped attributes is regquired - where pat-
tern description is used, anly an chscure probabalistic description
of co-occurence can result {McAlpine and Coock 1971).

Ancther important consideration is the level of generalisation of
a description. Attributes of land can be described at different
levels of detail, and pattern can often be seen and described at a
number of scales. There needs to be a clear understanding on the
part of the data user of the 'scale' at which the description is
applicable, For example, the detail necessary for farm subdivision
planning is unlikely tc be found in data collected from a regional
planning viewpoint. Conversely, detailed data is likely to be found
unsuitable for regional planning without generalisation, which may
not be an easy task. An information system to serve several levels
of application really needs data stored at more than one level of
generalization.

Efficiency

The efficiency of use of an information system may be considered
from the points of view of cost, convenience and correctness of
output.

Efficiency in cost terms will depend upon the medium used for data
storage, the structure of the data stored, and the computional and
data access efficiency of the retrievail algorithms. Convenience
will depend cn both the accessibility of the data stored and on the
ease with which retrieval algorithms may be constructed. Bbility

to provide correct and useful output from the information system
will depend on the gquality and appropriateness of the data stored
and on the appropriateness and correctness of the algorithm con-~
stituting the retrieval c¢riterion.
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The efficiency of a retrieval algreithm addressing a data base of
moderate to large size will often depend more on data access con-
siderations than on computaticnal method. If the data base is a
sequential f£file the aim should be to minimise the number of file
passes; in a structured data base (Mackenzie and Smith 1976) the
number of record accesses should be minimised. This can sometimes
be assisted by preprocessing a section of the algocrithm which
would otherwise require repeated access to and computation with
some section of the data, and by holding the results in some more
accessible temporay location.

Ensuring the correctness of a retrieval algorithm is a significant
problem in any application environment which requires novel algo-
rithms for many individual retrievals. The effort required to ade-
quately check a retrieval program which is tc be used only cnce
may be considered quite unacceptable. Probably the only solution
to this difficulty is by ensuring that retrievals can be specified
in as simple a manner as possible - the simpler that task the less
the probability of error.

Simplicity of retrieval specification may be approached at two
levels:

1. by use of a generalized data base management system for data
storage; this should free the programmer from some routine data
handling worries which otherwise complicate his task; and

7. by development of general retrieval programs which allow
retrieval algorithms of commenly occuring forms to be specified
by parameters or high level language.

Display

Communication of the result of a retrieval to the data uger or tc

a wide audience should be considered as important as the retrieval
itself. Information may he communicated in many ways - here I will
confine discussion to the usual vehicle for displaying land in-
formaticn: the thematic map. Two forms of display will be discussed:
the character matrix map produced by line printer and usually as-
sociated with a grid cell desgcriptive scheme, and the more con-
ventional region boundary map produced by automatic plotter.

Usually, the aim of a thematic map Is not to indicate the value

of a land attribute at every peoint (although it can be used for
this purpose), but rather to indicate the distribution of attribute
values in an area; the interest is morphological rather than point-
definitive. It is important therr that the form of display convey a
clear impression of the distribution - that areas which are dif-
ferent (in terms of the theme being displayed) be clearly distin-
guishakle from one another and that connected areas of similar land
be clearly s=en to be connected.

The line printer character map is far from ideal as a display me-

dium. The contrast between different characters is low and it re-
quires some visual effort teo distinguish the extent of a uniformly
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mapped area. It can be improved by selective overprinting to pro-
duce a larger contrast range, and by suitable use of blanks either
along or within boundaries. Boundary lines may alternatively be
drawn in manually after printing. In my view, the character map is
poor cartography justified by its inexpensiveness and its ease of
production using straightforward computer techniques.

The more conventional style of thematic map, usually produced by
antomatic pilotter, has the potential te be a more acceptable dis-
play medium, but a satisfactory visual effect is not achieved
without care. It is desirable that connected regions of similar
thematic class be merged, by not plotting boundary lines redundant
to the theme. The placing of a simple label within each region
defines thematic classes, but is unlikely to give a satisfactory
visual effect. This can be achieved by automatically hatching each
region, using a selection of suitabkle hatching patterns, but the
method is costly and uses a great deal of plotter time. For many
purposes, hand colouring of a labelled map is a satisfactory alter-
native. Other devices, such as the visual display screen or comput-
er output microfilm, within the limitations of their réstricted
format and/or lack of permanence, can be used to advantage where
available.

In those applications for which the digitising and storage of
regicn boundaries cannot be justified, there is an alternative
which appears to have been little used. Rather than plot a com—
plete thematic map, the system precduces a label overlay to a stan-
dard, conventionally produced, boundary map. The information system
need only hold the co-ordinates of a suitable location for label
placement in esach region., Display is of course restricted to the
scale cof the standard boundary maps prepared, and removal of re-
dundant lines is not possible.

The display of retrieval information by thematic map coften re-
quires that a classification be imposed upon the infermation to
define a map legend; this should have as few classes as are needed
for easy comprehension. Care needs to be taken both in selecting
the class intervals and in designing the legend; either a poorly
chosen classification or a carelessly worded legend can convey a
false or misleading impression.

Much of the utility of a map is lost if it cannot be related to

a suiltabel base, yet it is not uncommon to see maps output by com-
puter for which no corresponding base map exists. Most map series
in Australia, at scales from 1:250 000 to 1:25 €00, use a Trans-
verse Mercator projection with either the old Austalian National
Grid {(yards) or the now-standard Australian Map Grid (metres). It
is therefore important that land resource data retrieved from an
information system be able to be displayed in this projection with
grid and scale cerrespending to an existing base map.

A particular problem arises with grid cell data mapped by line
printer. The map scales which can be produced by this method are
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severely constrained by the fixed print-pcsition geometry of the
printer and, unless the grid chosen conforms to the usually non-—
sqguare line-column spacing ration, northing and easting scales will
differ. For such a line printer map to overlay a standard base map,
the grid chosen needs to be congruent with the map grid, and must
have dimensions which result in a line-printer map at the required
scale. Grid cells based on latitude and longitude can never bhe
mapped by these means to overlay a Transverse Mercator projecticn
{except at scales larger than about 1:25 000, when the gecgraphic
grid becomes sensibly linear within a conventional sheet size}.

Where a plotter is used for map producticn, the censtraints of the
line printer disappear, but there remains the need to produce a
map at a suitable projecticn. No problem arises if location is
represented by map grid co-ordinates, but this will cften not be
the case. (The zonal discontinuities of the Transverse Mercator
system, every b6 degrees of longitude in the case of the Australian
Map Grid, argue against the adoption of grid cc-ordinates except
where interest i1s confined to a reglon within cne zone).

Computer programs for transformation between geographic co-ordi-
nates and grid co-ordinates exist, and may be used to convert in-
formation system coc-ordinates when necessary to the appropriate
grid for plotting. The ccmputatien is lengthy, however, and its
application to each individual point location reguired may prove
costly. An alternative is to use approximatlions sufficiently ac-
curate for the map being procduced. For example, a single projectiwve
transformation (Ahuja and Coons 1968) may be used to transform
geographic to grid co-oridnates on a 1:50 000 scale map sheet (%
degree square] with maximum error of about one second of arc in
latitude, much smaller in longitude, If a larger area is involved
or higher accuracy required, the area may be divided into a number
of rectangles, each with an apprcpriate transformation.

Maps which display an aréa which crosses a zone boundary may be
Lhest presented by butting the two Transverse Mercator zcnes along
their join line {figure 1), which requires a simple translation
and rotation transformation. (This produces a slope discontinuity
across the join, but allows base maps to be similarly butted for
comparison.)

2\ ;4; ;6E |
1 3 3 5 i 3 3

Fig, 1

Conclusion

Effective data use is both the aim and justificaticn of a land
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resource information system. The cost of designing, establishing
and maintaining an information system will normally only be war-
ranted by an expectation of sustained interest in and continuing
use of the data stored. In other situations, a relatively in-

efficient but simple data crganization will often be preferable.

Improvement in information systems will not occur automatically.
Inadequates and inefficiencies, often obvious to the system user,
will go uncorrecited unless communicated to those responsible for
data collection and system design. It is important that there
exist clearly defined procedures to encourage such communication.
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Computer assistance in the preparation of a

detailed soil survey of the Padthaway irri-

gation area
D.W. Armstrong, Department of Agriculture, Struan, Scuth Australia
K.G. Wetherby, Department cof Agriculture, Cleve, South Australia

Abstract

A computer has been used in the collation and analysis of field
data for construction of a detailed scil map of about 12 000 ha.
Field data were recorded on specially designed forms toc allow
direct transfer to punch cards. Cbvious errors and omissions in the
data were detected by validation programs and corrected where pos-—
sible. Additicnal programs were written to retrieve information
from the profile descriptions, to classify profiles using specific
factors, and to map the distribution of profile types.

Background

The Padthaway Irrigation Area covers 12 000 ha in the Scuth East
of Scuth Australia. Until the late 1960's irrigation was applied
mainly to lucerne and perennial pastures, but irrigated vines and
vegetables are becoming increasingly important crops.

A solil survey was reguested by the local Soils Extenslon Officer
of the Department of Agriculture to enable him to give more de-
tailed advice about the soils in the area, particularly about their
suitability for new crops and their fertilizer and irrigation re-
quirements. A survey to delineate the solls most suitable for
viticulture was also reguested by the State Valuation Department
(sultability for soil for viticulture being an important determi-
nant of land value} to enable more accurate valuaticn of land.

The soils of the Padthaway area have already been mapped, but the
scale is too small to allow interpretation of the soils within
paddocks on farms. A map with this degree of detail was required
by both the Extension Officer and the Valuation Department.

It was apparent that mapping was required at twe levels, viz. (1)
a map to indicate the morpheologic types (i.e. 'soil types' identi-
fiable in the field), to be used for general adviscry purposes,
and (2} a series of maps showing' the distribution of specific soil
characteristics, and the suitability of scil in different areas
for specific crops (suitability determined by combining several
goil characteristics important for the particular crop}. Such
characteristics include depth and texture of topsoil for vegetables,
and the water holding capacity of the subscil layer for vines.

Rapid changesg in land use are likely in the area, and we expect
periodic requests to re-map the soils using different soll charac-
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teristics as criteria. Field data would need to be stored in a way
which will allow this re-mapping,. Traditicnal scil survey methods
do not give this flexibility as "soil types" are mapped in the
field and data is stored in field books. Manipulation of this data
is difficult.

In view of these requirements it was decided to use a computer to
assist in the storage and manipulation of field data.

Methods

Sampling sites for profile description were located on a grid, with
traverses approximately 1 km apart and sampling sites at 10C m
intervals along each traverse. Because the geological structure of
the area is markedly lineal, the traverses were widely spaced and
directed across the lineation.

Prior to going into the field, the traverses were marked on i:

15 000 aerial photographs. Sampling sites were located in the field
by pacing along the path of the traverses. They were tlhen pleotted
on the photographs.

Detailed profile descriptions were made at each site, profiles
being described by observing the cleaned side of a 33 cm diameter
auger hole about 1.2 m deep.

At each site data was collected in two parts:

1. General site details:

Land form

Micro-topography

Surface drainage

Land use

Native wvegetaticn

2. Profile description:

Depth from soil surface to top and bottom of each layer
Colour (Iincluding bleach, gley, mottling)

Texture (19 classes)

Stone (type and amount)

Alkaline earth carbonates {tested with 1 Normal HCl)
Fabric (Northcote 1971)

PE (Raupach and Tucker 1959)

Electrical conductivity (1:5 soil:water suspension)
(rarely collected)

After completicen of the grid survey, but before computer mapping of
the data, 18 back-hoe pits were dug for detailed sampling in repre-
sentative areas. It was unfortunate that these had to be located
prior to computer mapping as the computer could have been used to
select representative or ‘average' sites. 1350 sites were examined
with over 70,000 individual items of information.
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Practical details of the data recording and analysis
Recording of field cbservations

The field recording was designed to be:

- standardized; all profile descriptions to be in the same
format with the same characteristics being recorded at each
site,

- consistent; each site to be described according to the same
criteria {both gualitative and guantitatiwve),

- objective; methods of assessment of soil characteristics, toc be
cbhbjective where possible, rather than subjective,

- numerical cor alphabetic in format, to enable direct transfer
to punch cards. ’
To achieve these aims we used a standard recording ferm (Fig. 1)
and code list. Site identification was simple - location plotted
on the air photographs were transferred to 1:30 000 Section maps
and grid references determined manually from an arbitrary datum.

In coding of =site and profile data, simple numerical and alphabetic
codes were used to indicate the type, amount, wvalue, etc., of each
characteristic. Information sbout land form, microtopography, sur-—
face drainage and land use was collected at all siles, but a record
of native wegetation at each site was not mandatorvy.

The profile descriptions were designed to be complete for every
holé and any omissions were regarded as errors {except for electri-
cal conductivity which was only rarely recorded). However, when

the amount of stone exceeded 75% nce record of coleour, texture,
fabric of pH was entered.

A requirement for prefile classification was for the soil to be
described to a depth of 1 m. Therefore, when dense stone

prevented drilling of the hole to this depth, the material at the
base of the hole was assumgd to extend to 1 m. &n occassional test
hole with a blasting auger supported this assumption.

Field work

In field use we gquickly became used to the coding and layout of the
cayds. With one man observing and the other recording, the average
daily performance was 22 holes (including travelling to the site,
drilling holes, daily maintenance of eguipment, etc.).

The recording forms were checked manually twice by both operators
and any errors and omissicns detected were corrected. In these
cases, new values were inferred from the remainder of the descrip-
tion and by reference to descriptions of nearby profiles.

Data Input and Storage
The data was punched directly to 80-column punch cards: the site
details on one card (header record) and the profile layer descrip-

tions with cne layer per card punched later (profile record),
given a total cof 6 000 punch cards.
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PADTHAWAY SCIL SURVEY

Traverse NO. by o Land form (position} |1 3415161718190
Site No. . Micro-topography 1] 2[3]4]5]617]8]910
Sub-site No. surface drainage 2lafalsl6|7]alolio
Land-use 213|4]5[e|7]8] 900
——Hative vegetation 1121314]5]6]7{8]940
Grid vreference N.W. -
S.W. .
Hundred No.
PROFILE DESCRIPTION Section No.
Depth Colour Texture [ 5t. E.C.
eh Hue v/C BLIBY M Des. |No. Wolv |“aFa| PE [T1:5 [ Ext.
; / - T .‘ .
. Z
o Z :
N e :
2,
Z,
Z, i
-/ .
Z
Z
7
<, ;
Z. . . .
ORI LS & s v e v e e s saeernrecrsanerosssasamessssssssossastosssnsnssassinesrnirininsss
Classification [:::::l
Date:

Soil Surveyors:

Fig. 1 Standard field recording form used in Padthaway soil survey
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The cards were read into the South Australian Public Service com-
puter (CDC Cyber 73) and stored as card images in an UPDATE library.
Storage in this way proved very convenient and allowed ready access
to the data for validaticn, correction and the other manipulations
described below.

Data Validation

A FORTRAN program was used to check for omissions and obvious mis-
takes. Minor errors in field recording could not be uncovered, but
detailed checking was designed to reveal gross anomalies. The data
was checked for continuity of traverse and site numbers, position
on the land form and depth records of the layers, omission of
records, correct gley and bleach interpretation, stone type (mainly
limestone) and calcium and pH relationships, and that the attribute
values were within a specified range (e.g. pH from 5.0 te 9.5,
calcium from 0 to 3%}).

We believe that this validation routine uncovered most of the nmis-
takes and omissions. Generally errors occurred at the time of field
recording, there being very few punching mistakes.

Data manipulation

The data was first entered as many separate files in an UPDATE
library. For each of the 27 traverses there were originally two
files in the library, one for header records and the other for
profile description records.
Using the profile description data alene three items of information
were derived.
1 Primary Profile Form (see Pactual Key, Northecote 1971). Three
classes were present, Uniform, Gradational and Duplex, there being
no Qrganic profiles in the area. These classes can be strictly
determined by applying limits to the texture change from one layer
to the next.
2 'Solum depth' (i.e. the 0-100 cm soil layer or the depth of mate-
rial overlying a layer with greater than 75% stone). Though 75% of
stone was generally used, it was varied slightly for some stone
types. Obviously this is not a universal description of the solum
but it was suitable for this situation. For computer analysis the
definition must be explicit; given this, the computer decision is
objective. Normally in scil surveys a subjective estimation of the
solumn depth would be made in the field.
3 Value/Chroma rating, as defined in the Factual Key {Northcote
1971},

+
The main computer manipulation was classification of the profiles
intc the main groups recognised in the field. During the field
work we noticed about seven fairly obvious and frequently cccurring
types of scil profiles. It was possible to construct a key to clas—
sify the profiles into these types. A FORTRAN program was written
to do this and it was successful in that distribution of the soil
groups agreed with our recollection of the situation in the £field.
Changes to the classification were made and the profiles classified
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using four slightly different keys. This process is still continu-
ing. )

We have plotted these descripticns using the LPPLOT routine. This
program places a number identifying the soil class on the print-
cut, the locatiocn on the page being determined by the grid refer-
ence of the site.

Future Computer Work

pdditional work planned for the computer includes:

-~ production of maps with single specific factors, e.g.

soclum depth, surface texture, depth and thickness of clay layers,
eta., ’

- clugter analysis toc select 'natural' profile groups,

- calculation of variability within and between groups.

Problems and successes

The use of recording form in the field was completely successful.
It made recording quicker and easier, and the cards themselves are
a very useful methed for storage and rapid manual retrieval of soil
descriptions.

The greatest problem has been the long delay in computer processing.
This work has been limited by our lack of expertise in programming
and use of the computer. Being located 350 km from the computer

has also slowed progress. To overcome these problems a computer
specialist should be part of the seoil survey team. It would be
desirable for him to be versed in soil description and techniques
of soil surveying.

The classification technigue used has objective and subjective
parts. Obviously the programme for assigning the profiles to the
classes is subjective - it is based on selected variables.

However the process of assigning a profile to a particular class

is completely objective in contrast to usual field techniques. It
is a consistent process in that it can be repeated and will always
give the same results.

In view of the subjectivity of the classification technique we hope
to use cluster analysis to group the profiles. In this way it may
be possible to identify 'natural' groups which we know occur in the
field. This should not suffer the particular subjectivity present
in the method used so far, although c¢luster analysis also involves
subjectivity in the selection of seil characteristics.

The method used obvicus advantages over the traditional way in
which detailed scil surveys are carried out. Firstly the soils are
not classified until all sites have been examined. This replaces
the selection of 'soil types' from a reconnaissance survey prior to
the main grid survey. Inconsistency and bias in the classification
is therefore avecided, as is the problem of classifying new profiles
which may be discovered during the survey and which do not fit in-
to soll groups already defined.

The very large amount of grid data involved in detailed surveys

has previously been a stumbling block in classifyving soils after
the survey has been completed - the computer now makes this possi-
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ble. In addition, the classification can be changed many times
using different criteria as it is not constrained by decisions
made at the start of field work.

We have not yet calculated the variability of various characteris-—
ties within the soil groups but the computation will present no
difficulties. The unbiased site selection makes calculations sta-
tistically valid. Though one may not be able to use a wmeasure of
variability such asg standard deviation, it will be possible to
construct histograms and express the variability in terms of per-
centages of sites within specified ranges of each variable.
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Storage and retrieval of soil profile clas-
sification and morphological data

K.M. Stackhouse, Department of Agriculture, Lanceston South,
Tasmania

Introduction

One set of information acguired during a soil or land system survey
consists of descriptions of soil prbfiles. Values of several at-
tributes of scil samples taken down the profile  are recorded, e.g.,
texture, colour, condition of surface scil; pedality, structure,
fabric, consistence, pH, boundaries, designation and strength of
horizons. Soils may be named as a soil type or classified accord-
ing to Wothcote's Factual Key (Northcote 1371) and/or some other
system, Further details of location, geclogy, land forfa, vegetation
etc. are usually recorded at each profile site.
The guantity of this type of informaticn collected during the sur-
vey is such that usually only & ‘fraction appears in the published
survey, the bulk possibly remaining in the surveyors field notebook
or other document that is not readily accessible.
Beckett and Burrough (1971} suggest that the féllowing questicns
might be asked by users of a soil survey:
1. a What classes of soil are present?

b In what proportions do they cccour?

¢ What proportions of the area are occupied by soils

with particular properties or particular ranqes of one

or mere properties?
2. a What is the soil class at any site of interest in the area?

b What are the properties of the soil at any site in the area?
3. a Wwhere can scils of a particular class be found in the area?

b Where can 50115 of particular propertles be found in the

area?
The scil map and descriptions of the few published proflle descrip-
tions may not be sufficient to answer to the user 3 satlsfactlon
one or more of these questions.
The following describes a system of recording information on scil
profiles on magnetic tape and for retrieval of parts of the in-
formation relevant to a user's particular regquirements.
The computer programs have heen written in COBGL for a CDC326G0
computer operating under MSOS. COBOL, the language commonly usad
for processing business data, was used because the data consists
mainly of non-numeric items and processing involves manipulation
of large files of information.

Input

‘One method that can be used for data input is to use a predeter-
mined numeric coding for the values of the various attributes
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of the soil samples. This system is inflexible and cases may arise
during use of the code where some unusual value of some attribute
has not been previously defined. I prefer to encecde, as fas as is
practicable, the original non-numeric values. Of course, where
retrieval according to a specific value of some attribute is re-
quired, standardisation of the non-numeric values of the attributes
is necessary. If the records are retained in a numeric code, a user
of the file of information needs to know:

1. The coding system for the attributes

2. The structure of the records

If on the other hand the reccrds consist of the actual wvalues of
the attributes as line printer images as shown in table 1, retrie-
val of information may be obtained by using a program containing
condition statements querying the actual value of a particular at~
tribute of interest rathexr than its coded wvalue.

In COROL the structures of records are described in the DATA DIVI-
SION of the program in contrast to FORTRAN where the FORMAT
statements define the structure.

For instance in FORTRAN we might have:
READ (60,2) FARM, DIST, SOIL, TEXT

2 FORMAT (4 A B}

READ (60,4) PARENT, CLASS EAST, ORTH

‘4 FORMAT (2 A B, 2 ¥ 6.0)

' In COBOL these 4 statements would reguire:

DATA DIVISION.

FILE SECTICN.

FD CARD-~FILE LABEL RECORD IS OMITTED
DATA RECORD IS XKARD. ’

01 KARD PIC X(80).

WORKING-STORAGE SECTION.

01 FIRST-REC,

02 FARMER PIC X(B).
02 DISTRICT PIC X(8).
Q2 SOIL~-CLASS PIC X{8).
02 TEXTURE PIC X(8).

01 SECOND-REC.
02 PARENT-MATERIAL PIC X(8).
02 CLASSIFICATION PIC Xx(8B).
02 EBAST-COORD PIC 9({6).
02 NORTH-COORD PIC 9(B).
PROCEDURE DIVISION
OPEN INPUT CARD-FILE,
READ CRRD-FILE INTO FIRST—REC AT
END GO TO...vu.u.
READ CARD-FILE INTO SECOND-REC AT
END GO TO.vevnnn

Although the coding for COBOL is much more tedious than for FORTRAN,

the gtructure of records (entry names may have up to 30 characters)
is more obvious than from the FORMAT declaratiocns in PORTRAN,
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In my gystem initially input was by means of punched cards. For

one soil profile the input records consist of the following. Two
cards {1 and 2) contained the information shown in the first two
lines of Takle l. For each scil sample examined in a profile, three
cards (3, 4, 5) contained the information shown in Table 1 for a
sample. When encoding data from a large number of prefiles, I found
it more prudent to allow punch aperators to punch cards in sequence
of all no. 1, all no. 2, all no. 3, ete. and then rearrange by hand
sorting into the sequence i, 2, 3, 4, 5, 3, 4, 5, etc. Acquisition
of a tape encoding system by the computer centre reguired changing
input to tape. A tape is encoded in the same sequence as was used
for cards and a SORT prograumme is now used to produce an input tape
with the desired seguence of records.

Cutput

The operating system of the computer centre used for this project
requires that large amounts of output be written on magnetic tape
which is transferred to a subsidiary system consisting of a CDC
160A computer, tape drive and line printer for listing  the output.
Table 1 shows an example of the output following processing of the
input tape by a programme SQOIL-OUT.

Table 2 shows an example of the output following processing of the
SOIL-QUT output tape by a programme SOIL-SUMMARY.

Updated files of both types of records are maintained.

Retrieval

Either of the two files may be interrogated for information perti-~
nent. to the requirements of a user,
For instance a simple programme SOIL-SEEK can be used to print-cut
from the file of Table 2 records all profiles:

(i} within a given rectangle of co-crdinates

{(ii) With common Factual Key symbols

e.g. all D or alli Dy or all Dy3 or all Dy 3.2

(iii) A combination of (i) and (ii)
Antoher simple programme PRINT-PRO may be used to provide output
of a required set of whole profile reccrds from input of profile
identification numbers.

Rather than use a general purpose programma for retrieval of those
profiles with a particular value of some attribute I prefer to
medify the coding of a search programme for the particular need.

For example suppose I wish to search for profiles with the attri-
bute of a gleyed subscil. Tablé 1 indicates the word GLEY first
cccurring at line 33. I wish to record the first two lines of the
record, degree of GLEY and the depth at which thig condition first
ocdcurs. The outline of the COBQL coding regquired is:
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FILE SECTION.
FD FILE-REC ..... DATA RECORD IS5 SCIL.
01 SOIL PIC X{138). .
¥D QUT-REC ..... DATA RECORD IS OQUT.
0t OUT PIC X(136).
WORKING-STORAGE SECTION.
01 LINE-1.
02 CHAR-1 PIC X.
02 TREMAIN PIC xX(135),
01 LINE-2 PIC X(136).
01 SEARCH-LINE.
02 CHARRC-1 PIC X.

02 DEPTH PIC X(3).

02 PILLER FIC X(27}.

02 GLEY.
03 STRENGTH PIC X(6).
03 FILLER PIC X.
03 RWORD PIC R{4).

02 REST PIC X(94).
01 DEPTH-GLEY PIC X(3).

PROCEDURE DIVISION

Pl. READ FILE-REC INTO LINE-1 ....
IF CHAR-1 NOT = '1' GO TQ P1,
P2. READ FILE-REC INTO LINE-Z ....
P3. READ FILE-REC INTO SEARCH-LINE ....
IF CHARAC-~1 = 'l1' MCOVE SEARCH-LINE
TO LINE-1 FELSE GO TO P4.
GC TC P2.
P4. IF DEPTH IS NUMERIC MOVE DEPTH TO DEPTH-GLEY.

IF RWORD = 'GLEY' GO TO P6
ELSE GO TQ F3.

P6.. MOVE 'O' TO CHARC-1.
MOVE DEPTE~GLEY TO DEPTH.
WRITE OUT FROM LINE-1.
WRITE QUT FROM LINE-Z.
WRITE OUT. FROM SEARCH-LINE.
GO TO Pl.

Output consists of the first two lines of takble 1 with a further
line containing 042 ..... ferearean taraeaas STRONG GLEY.
Similarly simple programs can be written for searching for pro-
files wherein other selected attributes have particular values.

L}
Discussion

Computing of the Factual Key classification of the profile from
the values of the attributes of the samples has not been attempted,
although there is no basic logical problem in assigning a profile
to the appropriate class.

Profile records within the file could be extended to include chemi-
cal data of scil samples and other data. Different workerxs will
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without doubt require different sorts of information about soils
to be recorded and retrieved. Thus a universally accepted system
even among Australian workers is unlikely to eventuate. I am
suggesting that provided the structure of the files of this type
of information are known, a user may write programmes to retrieve
the sort of information he requires from a file.

Personally I have found the system I have adopted to be useful in
providing information on Tasmanian soils to agronomists. I alse
feel that COBOL has advantages over FORTRAN and possibly systems
such as INFOL 2 {Pummeroy 1973) for processing this type of data.
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Data delineation and computer technigues for
line printer mapping and tabulation

R.S. Cormack. Department of Primary Tndustries, Brishane,
Ouegnsland

Introduction

As the Queensland Department of Primary Industries becomes more
involved in land fésource studies new procedures and techniques
are being sought for processing the recorded data. The advent of
computer systems has provided a means for quickly and efficiently
sifting through magses of data which previously had accumalated
without being fully analysed. If computer systems are to be uti-
lised then the manner in which data is collected and recorded must
be examined in relation to input, manipulation, and display from
the computer.

When maps are to be displayed by computer a distinction has to be
made between point and area data. Point data relates to a site
while area data refers to a delineated area of land. Map bounda-
ries can be generated or extrapolated from point data using pat-
tern analysis and/or contouring techniques (Webster and Burrough
1972) . Maps may be output frem area data by displaying symbels
within the boundaries delineated.

To date three land resource studies have been completed in
Queansland using a computer to manipulate and display area data
in both map and tabular form. This paper discusses our concepts
for the delineation and processing of area data for line-printer
mapping by computer. The processing of point datz is also dis-
cussed.

Delineation of area data

Cne of the most difficult aspects of mapping is the delineation
of boundaries. This is particularly so when a large number of
attribute classes which are not separated by the same boundary
are examined simultanscusly. The problem is to generate a map of
positional information for the study region so that boundaries

do separate one or more of the described attributes. Computer
processing gives rise to an additional problem, viz. tc arrange
some form of internal representation of the positional map within
the computer.

For the purpose of this paper a 'map unit' is defined as a dig-

crete region in which the recorded attributes are considered rea-
scnably homogenecus. To prepare a positional map involves delin-

' eating, on a map (or otherwise) of the study region, the component
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map units.

Two pracedures have been used for generating and recording the
positicnal. information. The first 1s to prepare a line map of the
study region which separates the map units. The secend is to impose
a regular recording unit, such as a cell, over the study region,

1. Line map
Preparation of positional map

There are several ways in which multi-attribute mapg can be pre-
pared. One procedure is to overlay the individual attribute maps
onto a single map. The resulting regions on the single map then
become the map units. For the Moreton Region Non Urban Land Suit-
ability study (MRS) (Anon. 1974} a soil map prepared by the CSIRC
Division of Soils was selected as a basis for the delineation of
the map units. With the aid of this map, patterns of soil, topogra-
phy and vegetation assoclations were delineated onto a photo-mosaic
of the Moreton Region. These patterns were further sub;divided

into the map units on the basis of catchment, existing land use,

"land slope and clearing. The map unit boundaries were then trans-

ferred onto a cartographic map base of the Moreton Region.
Computer representation

Continuous line map boundaries require conversion tc a digital
representation before they can bhe stored in a computer. The tech-
nique we adopted was to break the continuous line boundaries into
a seriegs of cell increments for computer storage as cell or matrix
data.

This can be done autematically by the use of a digitizer, or en-
coded manually by overlaying the base map with a regular grigd.
The cell size is related to avallable computer cutput devices., If
matrix printers, plotters or microfilm devices are available,
small cell sizes are possible resulting in almost smooth line
maps. For line-printer output the cell sizes correspond to the
physical size of line-printer characters. A regular grid corre-
sponding to the physical dimensions of the line-printer charac-
ters was overlayed on the bhase map used in the MRS. The positional
map informaticn was encoded manually for computer input and
storage.

Computer processing of line maps may necessitate the creation of
two computer files. The computer ‘map’' £ile contains the digital
positienal information of the map units. The computer fattribute'
file contains the attribute information for each of the map units.
These two files are processed together to generate and display
desired maps.

A disadvantage of line~printer techniques is the inability to
vary. map scale, other than by multiples of two from the encoded
base map. This disadvantage may be overcome by using a plotter

to map at the intermediate scales. Matrix printers and microfilm
devices do allow properticnal variation in cell size and also
have shading capabilities which are desirable for map display.

59




2. Regular Recording Unit

The disadvantage of the technique used in the MRS was the manual
preparation of the positicnal map and manmnal digitization before
input tc a computer. To overcome these problems a total grid cell
procedure (Milton and Rosenthal pers, comm.) GORB (Generation of
Rescurce Boundaries) was developed for the North Pine Dam Catchment
Area Land Use Study {Milton, James, Briggs 1975). This techniqgue

is subsequently being used in the upper Burdekin catchment survey
which is part of joint State/Commonwealth study of the Burdekin
River Basin. GORB has also been adecpted by the Soil Conservation
Service of New South Wales.

Preparation cf positicnal map

GORB is a total grid-cell procedure in that data is recorded on a
regular cell bhasis as well as being stored in the computer as cell
or matrix data. Preparation of the positional map merely invclves
overlaying the study regien with a regular grid. Each cell is
examined in turn and within each a number of map units are de-
scribed but not delineazted. Data for each map unit is collected
on a statistical basis as a proportion of the cell. The size of
each cell and the maximum number of units that may be described
within each cell is dependent on the level of the survey. GORB
thus provides a mechanism for recording the dominant as well as
the sub-dominant information for a cell. Sub~dominant recording
ensures that variations are not lost due to the placement of the
cells. With map display GORB does not, or could not, attempt toc
draw precise boundaries but indicates that boundaries exist.

Computer representation

The positional information ig in a digital format at the recording
stage and thus suitable for computer processing. This has an added
advantage that once data for'a study sub-region has been recorded
it can be processed before waiting for recording of the entire
study region to be completed.

Computer processing of regular recerding units will normally re-
quire the establishment of one computer file only as the positional
information can be reccrded as an attribute.

Data scale

Computers provide the ability to display maps at any desired scale.
If a map scale is to vary so must thg detall of the presented in-
formation. When recording raw data an attempt should be made to
associate the data with an anticipated display scale.®

With the GORB appreoach, the surveyor when recording raw data, is
forced to look at cells of land whose area corresponds to that
represented by a line-printer character at the proposed mapping
scale. The resource classes to be described within the cell may
occcupy a minimim of 1% of the cell, The minimum, however, is seldom
less than 10% with an imposed maximum of six resource classes per
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cell. To vary the detail of the data simply involves varying cell
size and describing up to the same number of resource classes per
cell. AS GORB imposes a systematic recording procedure on the sur-
veyor the entire study region is looked at the same level of detail.

Iine-printer mapping at a scale of 1:100 000 required the initial
divieion of a study region into B ha cells. Although the location
of the rescurce class data is restricted. to somewhere in the cell
its presence can be indicated. Hence, in this case, map units of
less than eight hectares will be recorded and map display can in-
dicate their presence and locate their position roughly by the
cell location.

A cell ig divisable inte four equal cells thus providing a mecha~
nism for variable scale (variable detail} recording and display.
However, the mapping scales are restricted and belony to a set and
Sivision of a cell deubles the mapping scale. To achieve variable
detail recording requires the largest cells (small amount of detail}
for the purpose of the survey to be overlayed on the study region.

These cells are divided where more detail is required,
r

Fig. 1. Cell division

For example in ¥Fig, 1 data for cells A, B, C, is recorded at

1:100 000. Data for cells D, E, F is recorded at 1:50 000. Data

for cells J, H, G, I is recorded at 1:25 00Q.

To map at a small scale involves swming data for all large-scale
cells, covered by a single small-scale cell, and displaying the
data as a single cell. To do the reverse inveolves displaying as
blank the large-scale cells covered by a single‘small-scale cell,
From Fig. 1 to map at a scale of 1:100 000 would involve displaying
cells A, B, C as they exist and summing the data over cells F, G,
H, I, J, D, E to display as a single cell. To map at a scale of
1:25 000 involves displaying cells J, G, H, I as they exist and
blank out the cells covered by A, B, C, D, E, F.

If all cell co-ordinates (bottom left-hand corner} are based on

the esastings and northings of the Australian Map Grid, and can thus
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be related to a common point for each study region, then the data
from the different regions can be combined without cells overlap-
ping. This will allow piecemeal generation of a state or national
data bank from regional surveys.

Computer processing and oufput

A computer has been used tc perform two types of processing on our
data. The first and simpler of the two is a direct extraction and
presentation of the data in a reduced form. The second involves a
manipulation of the data, to generate information, and display the
result. With this type a prior derivation of a model is usual.
With both types of processing the output is displayed in either
map or tabular form. ’

Direct Extraction

Tabular outputs are sorted listings of the recorded data. They
interrelate the attribute classes and indicate the magnitude of

the areas involved. Attributes to be extracted are chosen singly

or in combinaticn. When combinations of attributes are reguired
breakdown for attribute sort order is specified by the user.

A general tabulating program has been written for each survey. The
user supplies the codes for the desired attributes and their
classes as input to the program. The resource classes and areas

of land involved are automatically listed with each group of attri-
bute classes,

Map outputs distinguish between the attribute classes or cambina-
tion of attribute classes by representing each class or combina-
tion with a unigque line-printer character. Each map is labelled
with a legend identifying the line-printer character with its
representation. A user provides the retrieval criteria to the
mapping program in the same.manner as the tabulating program. Each
time a new class or combination is detected the program allcocates
a character from a symbol array. Fig. 2 is a display of the stored
agricultural capability map for the MRS.

with the GORB approach, where there may be up to six regource
classes per cell, the dominant (or other) resource class is se-
lected and mapped. GORB is orientated towards producing intensity
maps where a character designates the proportion of a cell occupled
by a class or combination of classes.

Manipulative Extraction

.
Manipulative extraction of data requires some logical operation
to be performed on the data. Relationships between attributes are
defined by the user prior to retrieval. The relationships are en-~
coded into the computer which manipulates the data in a defined
manner and displays results in either map or tabular form.

Our procedure has been to write a general program for extraction
and manipulation and to provide output in either map or tabular

62



Fig. 2 Display of the stored Agricultural Capability map for the
Moreton Region Study. Crosses cutside the map boundary are for the
registration of a transparent overlay.
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form or both. Up toc ten sets of selection criteria are provided by
the user as input. These criteria enable Boolean 'and' relationships
between attributes and Boolean 'or' relatiocnships between attribute
clagses to be tested. When a set of selection criteria is satisfied
control is transferred to a user provided routine which can test
for more involved logical relationships and perform numerical op-
erations. Each set of selection c¢riteria qualify the data for an
individual purpocse. Each purpose may be discrete, such as cotton
growing capability,or belong to a set such as one of five pastoral
capability classes.

For each set of selection criteria an intermediate file is created
which contains one entry for each map unit that satisfies the cri-
teria. For tabular output a takle is produced from each intermedi-
ate file. This table contains the map unit entries together with
the area of land involved.

Intensity maps and dominant wmaps are displayed from the intermedi-
ate files. Intensity maps are output from each intermediate file.
The line-printer characters or symbols of the map represent the
proporition or cell allocated to a purpese. A single dominant map

is generated from all the intermediate files. The character symbols
of z dominant map represent the purpose or enterprise that occupies
the majority of the cell.

Fig. 3 is an intensity map representing the generated pastoral
capability class 2 for the Upper Burdekin Basin Study.

Map Presentation

Map presentation can be enhanced by preparing a transparent car-
tographic overlay with the major towns, physical features, ete,
marked on it. This transparency is then overlaid on the computer
map cutput. The crosses on Fig. 3 outside the map region are for
the regilstration of the transparent overlay.

.

Point site data

Techniques are being locked at for computer-processing of peint
site and profile data for both broad-scale and detailed studies.
In the Southbrook region of the Darling Downs point site and pro-
file data is being sampled and recorded on a 250 metre grid. The
recorded data is being assembled into a sequential computer file.
Envisaged computer processing of this data will entail point site
plotting, contouring, statistical analysis, pattern analysis and
sorting. Software packages are available that will perform these
types of computer processing. Eowewer, the limiting problem with
previous surveys of this type has been the extraction of data from
the computer files in a format suitable for input to the required
application program.

The approach with this survey has been to develop a computer pro-
gram which will interface the data file to the application program
i; via an intermediate file. As most requests of the data file simply
lJ require sorted listing of the recorded data the program has built-
i in sorting facilities.
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Conclusion

Computer processing of land resource data is not only a computing pro-
blem. Area data can be recorded from line maps cr by the imposition of
a regular recording unit on the study region. Although line-printer
techniques do not provide for the display of concentional thematic maps
they do display the same information. However, map information is only
meéaningful if some attempt is made to justify the correctness of data
at the mapped scale. The GORB approach has proved its ability to provide
correct and timely informaticn.

As computer systems develop physical processing constraints change.
Parallel with this are changing attitudes to the processing and content
of recorded data. Informaticon processing procedures must be amenable to
change and are thus on-going and developing.
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The National Soil Fertility Data Bank and
methods for data manipulation

J.D. Celwell. Division of Scils, CSIRO, Canberra, A.C.T.

Abstract

The National Soil Fertility Data Bank has been complied to provide
bages for studies of relationships between soil fertility, fertil-
lzer requirements, scil composition, type of soil and climate. Such
studies require many and varied selectiong of data and experimen-
tation in the selection of appropriate statistical models, and this
has posed a considerable practical problem in the use of the bank.

Computers subroutines CORA and SAM have been devised té facilitate
studies on correlation and regression relationships. These subrou-
tines and their use are described and computer listings of the pro-
grams and examples of their use are given on microfiche film.

Introduction

The National Soil Fertility (N.S.F.) Data Bank has been compiled
from data obtained with the National Soil Fertility Project
(Hallsworth, 1969; Colwell, 1976} and consists of extensive sets
of data representing varicus aspects of the fertility, compesition
and morphology of important soils across the southern portion of
Australia. The bank was established to provide bases for studies

on relationships between selectiong of these variables, on a na-
tion-wide scale, covering for example the relationships between
fertilizer requirements, types of scil, soil composition and local-
ity, and interrelationships between different scil analyses
{Colwell 1970, 1971, 1977h). The use of the bank for these purposes
leads however to practical problems due to the many sclections of
data that have to be made to represent different scils and local-
ities, the many combinations cf data variableg that have to be
tried in establishing and assessing relationships, and incompliete-
ness and inconsistencies amongst the data sets. The major cbstacle
to the use of the bank for the purposes for which it was intended,
has been in fact the labour required of the user in cbtaining the
data he wants from the bank and in then transferring them to appro-
priate statistical-economic computer programs. This type of diffi-
culty seems basic to the use of such banks, particularly when data
are for many related variables and have been provided by many work-
ers distributed amongst a variety of research organisations, as

for the N.S.F. Project. The difficulty has been met for the N.S.F.
Data Bank by the development of data selecting subroutines for use
in conjunction with standard statistical-economic subroutines. Two
of these subroutines are described in this paper to illustrate the
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methods used in studies with this particular bank; listing of pro-
grams and examples of output from them are presented on the micre-
fiche stored in the pocket inside the back cover of this publica~
tion. A similar series of subroutines (GEN series) are described
by Colwell {1977a) for studies on regional fertilizer requirements.

The selection problem

The data for the N.S.F. Data Bank were obtained from a series of
fertilizer experiments that were carried ocut in a 5-year pericd on
sites representing particular scils and localities. Yield data from
the wheat or pasture used for these experiments were used to calcu-~
late values representing different aspects of the fertility at the
sites, thus providing the soil fertility data. Soil samples repre-
senting the soil profile at the sites were analysed by a range of
standard procedures and used to calculate profile trends, providing
soil data. In addition, climatic data were recorded for the sites,
agroncmic features noted, and sc on, to provide data on other fac-
tors likely to affect the fertility of the site. In this way data
for about 370 variables were recorded for each of about 600 sites.
Although in theory this all involved straightforward field and lab-
oratory work directed towards the establishment of the bank, in
practice difficulties arise resulting in incomplete sets of data
for meny of the variables. Misunderstandings concerning sampling
and analytical procedures arose amongst the many workers, cover the
wide area of the project (2000 km from east to west), accidents
occurred resulting in logses of data, and some centres were not
.able to fulfil the large amcunt of work reguired of them. The final
data bank consequently contains many gaps as represented diagram-
matically in Fig. 1.

Site Variable

Vl V2 V3 V4 Vs Vs..
1 — - j S
2 - - - -
3 - - - - -
4 - - - - -
5 - - -
6 - - - - -
7 - - - - -
8 - - - -
9 - - - - -
10 - - - - -
11 - - - - -

Fig. 1

The study of relationships with the data reguires the selection of
groups of variables (columns in Fig. 1) to represent particular as-—
pects of the fertility, scoil compogsition ete., and of sites (rows
in Fig. 1) to represent particular soils and localities, and to
aveld missing data. This selecting of data, in effect by row and
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column from a large data array, must be performed hundreds of times
over for statistical studies on relationships, the selected data

in each instance bkeing processed by a standard computer program,
pessibly with mathematical transformations for homogeneity of wvari-
ances ot to allow for curvilinear relationships. This selection
problem has led to the development of the CORAR, SAM and assoclated
subrcutines now degcribed.

Subroutines CORA and CORREL

The subroutines CORA selects data from an array V on the basis of
integer references to row and column of each datum, and computes
correlation coefficients by the subroutine CORREL for all combina-
tion pairs of the selected variables. The mean, standard deviation,
range and coefficient of variation are also computed for each vari-
able. To use CORA, a main program is written to read the appropri-
ate data into the arrays AME, Vv, NR and NC declared in a common
statement (see COMMON statements in microfiche listings), where
AME contains identifying names, as alphanumeric data for each of
the selected variables, V contains the selected data drranged in
columns corresponding to the names in AME, NC contains integers
identifying columns of data in V to be selected and NR similarly
containg integers identifying rows of V to be selected for corre-
lation computations. The program should read or specify data and
then initiate the computations by teh calling statement

CALL CORA (n, k)

where parameter n is the number of values for each variable i.e.
number of integers in NC, and parameter k is the number of vari-
ables i.e. of integers in NR.

The computation of correlation coefficients etc. is carried out by
CCRREL and tests of significance by PRBF (based on the function
PRBF given by Veldman, 1967). These subroutines may be used inde-
pendently of CORA by simply reading data into AME and V of the com-
meon statement of CORREL ({see microfiche listing) followed by the
calling statement

CALL CORREL {n, k)

Such direct use of CORREL précludes however the possibility of da-
ta selections provided by the column and row specifications of
CORA.

The capacities of CORA and CORREL are limited only by the dimension
specifications for the respective common statements. The specifica-
tions given on the microfiche listings arxe respectively,

COMMON W (200,30YaM(30) ,NC{90}, NR(200,90} ,AME(30)
and,

COMMON V{200,90), AM(90)
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These allow the reading and selection of up to 200 data values for
each of 90 variables. This capacity has been found ample for all
the computations required so far with the data bank, and is made
possible by the extended storage facility provided by the LEVEL 2
declaration for the CDC Cyber 76 computer. Smaller dimension decla-
rations may be necessary for other computers.

The subroutines CCRA, CORREL and PRBF are listed con the accompa-
nying microfiche film, together with an example main program CORS.
A portion of the data bank read by CORS is alsc given, followed by
integer values specifying rows and columns to be selected for the
correlation computations. The examples produce large arrays of cor-
relation coefficients (90 x 90) for various selections of the data
and some of the outputs are also given to illustrate the uses of
these subroutines.

Subroutines SAM and REG

The subroutine SaM (Select And Model) also selects data from an
array V, by row and column as with CORA, but for the computation
of regression coefficients and the associated analysis of variance.
It alsc arranges and transforms the selected variables for linear
regression models of the following general forms:

ML Model

1 Y = b0 + b1x1 + b2x3 + ..

2 ¥ = b0 + b1X1 + ble + b3x5 + b4x3 + oean

3 Y = h0 + bixi + bzx2 + b X+ b4x2 Z b5x3 Z PN

4 Y = b0 + blx1 + b2x2 + b3x1x2 + b4x1 + b5X2 + b5X3.‘.
5 Y = b0 + blx1 + b2X2 + b3X1x2 + b4x3 + ...

where the dependent variable Y, and the independents X,, X, ... may
be any of the variables stored as columng in V. The form of the mod-
els may be further modified by transforming the selected data col-
umns, before their substitution in these models, as follows:

Ic TRANSFORMATION OF Vj

1 Vj {no transformation}
2 Log Vj {natural logarithm) ,
3 eVJ {exponential)

4 Vj {sguare root)

5 Vi (sguare}

6 1/vj (reciprocal)

The method for using SaM is similar to that for CORA. A main pro-
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gram ig written to read identifying names into AME, data into the
storage array V and integers into the l-dimensional arrays NR and
NC specifying data selections by row and column. The first celumn
of V specified by NC becomes the dependent ¥ and the following col-
umns the independents Xl' X, +v., o 2 maximum of 9 i.e. to X,.

The selected variakles are transformed by specifying integer values
for the array LC, as above, in the same sequence as used for NC i.e.
first value is for transformaticn for ¥, seccnd for Xl, and so on.
The subroutine is then called by

CALL SEM {a, b)

Parameter a provides an option to obviate the need to specify rows
{by integers in NR} when all the first N rows of data selected from
V is to be used for the computations. Putting a = N indicates that
all of the first N rows are to be used whereas putting a = 0 indi-
cates that only the rows nominated in NR are to be used. Parameter
b indicates the regression model to be used, using the ML integers
given above. b = 0 produces a listing of all of the variable names
in AME for reference purposes. The integer values read”into NC and
NR should always be concluded by the entry cof 0, since SAM counts
the number of integers up tc this entry, tc determine the number of
data for the selected variables, before calling the regression sub-
routine REG. These reguirements are covered in the example program
REGR (microfiche).

The regression computations for variables selected, transfoxrmed, and
arranged in one of the model forms by SAM, are carried out by the
subroutines REG, INV and PRBF. REG provides the regression computa-
tions, INV inversiocns of symetric matrices and PRBF the probabili-
ties of variance ratios {F - ratios). These subroutines may be used
independently of SAM by writing a program to read dependent variable
data intec the array ¥ and independent variables intc cclumns of X.
These variables are specified in a commen statement (see microfiche
listing},

COMMON Y{200), X(200,20), BO, B(20)

which must appear in both the main program and the subroutine. BO
and B(20) contain computed valueg for the b_ and b,, b, ... regres-
sion coefficients and may be used for furthér computatlons by the
main program, for example for the computation of optimal fertilizer
rates (Colwell, 1275) from the ccefficients for a fertilizer - yield
function computed by REG from fertilizer experiment data. The call-
ing statement is

CALL REG (n, k)
where n is number of data in ¥ and columns of X, and k is the num—
ber of independent variables, or columns of X containing data. With

the above common statement dimensions n and k¥ have maximum values
200 and 20.
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The subroutines SAM, REG, INV and PRBF are also listed on the ac-
companying microfiche film, together with an example main program
REGR. A portion of the data bank read by REGR is also given, to
illustrate the use of a simple main program, and example printed
outputs produced by SAM and REG. The data bank values are followed
by the data records containing integers for rows to be selected
from V (NR entries), for the parameter ML indicating model, for
columns of V (NC entries) and regpective transformations (LC en-
tries). Thus the concluding statements of the main program are

CALL SAaM (0, 0)
to preduce a listing of all variaples in AME,

READ (LR, 190) GR, UP, N, (NR(I), I= 1,N)
to read a selection described by alphanumeric variables (GR, UP)
and N values for row selections (NR}, and finally a loop to read
successive selections of models, variable selections and transfor-
mations,

READ {LR,210) ML, (NC(I), LC(I}, T=1,10;}
followed by the calling statement

CALL SAM (0, ML)
to produce the respective regression outputs. The example entries
thus provide regressions and analyses of variances for the relation-

ships

(Y-IN) = b

ot b1 log(NOB—M) )
{(Y-1N} = by + by {TAMM-FE) # b, (TAMM-FE)" + b, log(NO,-M)
(¥Y-LN) = by + by log(TAMM-FE) + b, 1og(N03—M)
(¥-1N) = b, + b, log (TAMM-FE) + b, log(NO,-M) + b, log(TAMM-FE).
log(N03—M)
(¥-1N) = by + bl(TAMM-FE)% + b, log (NO,~M)
(Y-IN) = by + bl(TAMM—FE) + bz(N03—M) + b3(TAMM-FE)2 + b4(NO3—M)2

representing a range of models for the relationship between yield
response to N fertilizer (Y-LN), TAMM's acid oxalate soluble iron
(TAMM-FE) , and mean profile nitrate-nitrogen (NO3—M), the bracket-
ted names being those stored in AME. The analyses of variance show
that the relationship is best represented by the second of these
models. Such results usually suggest many other possible relation-
ships which are easily tried by providing alternative data entries
at the end of the data bank, as in this example. The subroutine SaM
thus provides a very simple means for exploring regression relation-—
ships amongst extensive sets of data, such as those contained in the

72



National Soil Fertility Data Bank.
Microfiche

The accompanying microfiche contains program, data and output list-
ings in the following seguence:

KO3 Main program CORS

MO3 Subroutine CORA

NO3 Subroutine CORREL

PO3 Function PRBF

BC4 Output of example program CORS, illustrating use of CORA
JOB Data from NSFP data bank

clo Main program  REGR

E1D Subroutine SAM

I10 Subroutine REG

L10 Subroutine INV

010 Function PRBF

olo Output of example program  REGR, illustrating/use of SAM
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The use of a computer in a commercial soil
analysis service

G.H. Price, Consolidated Fertilizers Ltd., Brisbane, Queensland

Introduction

In 1968 Austral-Pacific Fertilizers Ltd, a new fertilizer company
based in Brisbane, began a 'Computerised Soil Testing Service'.
Scils were sampled by field representatives and sent to the company
laboratory in Brisbane for analysis. The results were printed by
computer and sent back to the field man. Initially the results
were printed by an IBM 1130 computer under a leasing arrangement
with IBM, from 1969 on their own ICL 19%01A computer. This computer
was a 16K machine with two exchangeable disc drives, each of 8.2
million characters of storage. The card reader operated at 300
cards per minute and the printer at €00 lines per minute. The pro-
gram for the soil testing service was written in FORTRAN and used
about 14 000 words of memory.

Operation

Field sales staff cocllected representative soil samples from grow-
ers' paddocks. At the same time these representatives filled in a
field information sheet for each sample (Fig. 1). The sample and
corresponding information sheet were then sent tc the laboratory
where they were identified by date and a number. All information
was punched cnte cards (four cards per information sheet).
The initial intention was to develop a completely computerised
goil testing service with the most modern facilities in Australia.
Measurements for some nutrients were carried out on a routine basis
for the first time in Australia. Analytical methods were automated
and 15 analyses on each sample provided the basis for the service.
These analyses were phosphorus (2 analyses, extracted with dilute
o SO4 and NaHCO. respectively), organic carbon, nitrate nitregen,
pﬁ, conductivity, chloride, and water-soluble plus exchangeable
sodium, potassium, calcium, magnesium, iron, copper, manganese and
zinc.

.
After the soil sample had been analysed, the hand-recorded lahora-
tory results were punched onto cards and read into the computer
along with the field information. It matched the two sets of data
according to laboratory date and number and then printed six copies
of the field information and results for each sample (Fig. 2). A
copy was sent to each of the following: farmer, field sales offi-
cer, company agronomist, local agent, accounts section and the
central file in head office. This procedure commenced in mid-1968
and continued till December 1971.
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In addition the computer carried out varicus calculationg on each
set of results. The field agronomists had devised correlation ta-
bles from experimental data and local knowledge for some crops on
some so0il types in their districts (see e.g. Fig. 3). These tables
attempted to relate yleld response to varicus soil test levels.
This information was stored in the computer and was called on to
interpret scil test results in the district, crop and scil type
combination designated.

The calculations were presented as a 'fertilizer investment pro-
gram' (see e.g. Fig. 4). The print-cut gave the analytical results,
the nutrient needs for a range of specified yield levels, fertil-
izer formulations based on urea, diammonium phosphate and potassium
chleoride, and the cost and return for the fertilizer recommenda-
tions at each yield level. Copies of these data were sent to the
field sales officer and agronomist for the district to assist them
with interpretations. The final recommendations were made in the
field with the field sales officer discussing the program with the
farmer. This procedure began in early 1970 and stopped in March
1971, when Austral-Pacific and ACF and Shirleys merged to form
Consclidated Fertilizers Lid.

Other ideas for improving the service were under consideration at
that time but were not implemented. For example, it was intended
that all instruments be fitted with paper tape punches to produce
output for reading into a Nova Fairchild minicomputer lccated in
the laboratory, which would carry out preliminary collating and
batching prior to final processing on the 1901A, Thought had been
given also to preducing graphical cutput as & neans of showing the
grower which nutrients were most deficient. A district/creop/soil
type standard output was to have been used as a base for evaluating
the grower's results.

Problems

1. The company employed agricultural people with little computer
background and computer programmers who had little or no biological
or agricultural background.

2. The computer side of the service just grew as new ldeas were
thought up by the agriculturally oriented staff in the company. They
knew they wanted to collate, store, print and recall the informa-
tion but they were not sure how they wanted to use the data beyond
this. Thus they could not indicate to the programmers definite
future uses for the data. In turn, the programmers could not devise
programs suited to ill-defined needs. As a consequence the programs
were limited in their scope and often data could not be retrieved
in the form ultimately decided upen.

3. Other problems concerned the interpretation of the results in
the field. In many cases, there was doubt about the reliability of
the nutrient response data on which the calculations for interpre-
tation were made. In other cases, the N, P, and K requirements for
a crop were calculated on the hasis of a single application; this
was quite impractical for crops which reguire split applications.
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Finally, the models used for fertilizer economic calculations pro-
duced unrealistic recommendations in some cases.

Reasons for discontinuing computer processing

The company's computer was (and still ig) used for many purposes
besides the soll testing service. It carried cut routine administra-
tive functions such as accounting, payroll preparation, etc. It
could only handle one job at a time.
For the scil testing service it was used virtually as a typewriter
and provided very little benefit when used for this task alone.
Sample numbers were low subsequent to the merger of the two compa-
nies and it was found that a typist could do the job at a lower
cost than the computer. A job was considered uneconomical unless
it ran for 30 minutes, yet it was calculated in 1971-72, when 3000
commereial samples were handled, that only 42 minutes of total
printing time (in one run) was needed to prepare the result sheets
for the whole year.

I
The cost of recording the laboratory information on punch cards,
verifying, correcting, processing and transferring te disc or tape
for filling for future retrieval would have been approximately
$ 4000 (at 1972 values) for one yvear, providing the printing was
done in one batch only. It would have reguired a minimum of 100
analysis sheets per day to warrant a daily print-out of results
and even at this rate the printing time required was much less than
the desired half hour. In short, it proved to be uneconomic to use
the computer under the conditions which prevailed in 1972.

Future possibilities

Staff involved in the present soil analysis service are aware of
the problems and pitfalls encountered in its early deays. However,
it is anticipated that the computer will be used again in the fore-
seeable future. The service has expanded recently, with sulphate
sulphur, soil colour and texture assessed in addition to the 15
tests mentioned previously. The first step will be to define the
ways in which the data will be used and then to design a system to
achieve the goals set as efficiently as possible,

The data, consisting of 40 items of morphological and site infor-
mation as well as the 16 chemical analysis, could be used in a
number of areas of interest to the company and its customers.

In research the computer could be used to sort and group.informa-
tion into categories which can give, e.g. (a) trends in soil chem-
ical properties and nutrient levels, in small districts or large
regicns, (b) frequency of occurence of particular soil types, soil
chemical properties, crop sequences, fertilizer practices, etc.,
and (c¢) long-term trends in fertilizer use (nature, forms and rates
of nutrients) in relation to crops and scil types in particular
districts. The computer could be used to plot data on overlays of
soil or other maps to show areas of high, medium and low levels of
particular nutrients. In these types of activity, however, it must
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ke recognized that sampling for soil testing is biased and we
should attempt to define the biases involved. For example, samples
come from growers who have more than the average awareness of the
benefits of improved technology.

Nevertheless, ready retrieval and manlpulatlon of this data should
enable the company to assess long-term fertilizer needs of particu-
lar crops, districts and soil types, so that its manufacturing,
distribution and marketing groups can be given advance warning of
the needs of particular districts or industries. Information on how
many and which clients use scil analysis would be readily available.
To be really useful the information would need to be updated fre-
quentiy.

In the marketing of the company's products, computerisation of the
goil analysis service should help to project a favcourable image in
the field, However, it should not ke used for this purpose alone;
the role of this soil analysis service is to help sell fertilizer
where it is needed. The computer is a tocl only and cannot replace
the field adviser.

As in the past, the grower should receive his field information and
analytical results on a sheet printed by the computer, to be inter-
preted by the company representative in the field discussion with
him. They should decide together on a suitable fertilizer program
for the particular crop.

The design of the new system would differ markedly form the old
cne as the company now possesses an ICL 1901T computer (64K) with
two magnetic tape drives, four exchangeable disc drives, each of

60 million characters storage and faster input/output devices. It
has an interactive time-gharing system and there are at present
six {of a possible 48) remcte terminals on-line te the computer.
Although computing capacity is more than adequate to handle all the
work done by the soil analysis service plus related research, the
cost cf using the computer for these purposes has not yet been as-
sessed.

Conclusion

The computer can be a very useful tool to collate, group and corre-
late large amounts of agricultural data of congiderable potential
benefit to growers, govermment departments, research institutions
and companies involved in the agricultural sector.

It is hoped that Consclidated Fertilizers Ltd will be able to con-
tribute to Australia's fund of infromation on soils, soil fertility,
and fertilizer needs and use. Future requirements for plant nutri-
ents and soil amendments could conceivably be assessed with the help
of data such as that held at present by the company if it could be
made more readily accessible than is presently the case.
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Use of a storage and retrieval system in
soil fabric analysis

J.R. Sleeman. Division of Soils, CSIRO, Canberra, A.C.T.

Abstract

A stecrage and retrieval system for micromorphological descriptions
of soils is briefly described and its use discussed. The system
operates on data in coded form and has two distinct phases: the
update phase in which the file of micromecrpholegical descriptions
is created, maintained, and added to or altered; and the search
phase in which the file is examined to retrieve descripticns that
satisfy given conditions. The output from the search phase consists
of these slide designations together with their profilé, horizon,
and soll material classificaticns. The system has been used
successfully to show the occurrence of specific: fabric features
within the various Great Soil Groups of Australia.

The setting up of the program and subsequent conversions have cost
approximately $4000. Over a S5-year period 1370 descriptions have
been added to the file for approximately $800; current rates are

of the order of $1 for each description added. In this same period,
182 listings hawve been produced for approximately $100 i.e. approx-
imately $0.60 per listing.

Introduction

The micropedology group of the Canberra Laborateries, CSIRO Divi-
sion of Soils, has approximately 8 000 thin sections of soil mate-
rials, of which some 3 000 have been described in detail (see

Stace et al. 1968), Bach year this collection increases by 700 to

1 000 secticns. The thin sections are sampled at particular depths
{usvally not more than 5 cm apart) to characterize and assess the
origin of the profiles and the materials therein. The records of
these profiles include profile and horizon c¢lassificaticn, location
of sampling site, site characteristics, macromorphology, bhysical
and chemical analysis and micromorphorlogy.

The micromorphological descriptions are based con the system pro-
posed by Brewer (1964). On average these descriptions consist of
60 words describing 15 fabric features out of a total of some 300
to 500 possible features, A typical description would be as fol-
lows:

Weak skel-veomasepic porphyroskelic fabric with channels, skew
planes and vughs (C). Channel and plane ferri-argillans (C), with
strong continuous or moderate orientation. Papules (R), with moder-
ate to strong orientaticn, clustered in part. Normal red sesqui-
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oxidic nodules (0). Irregular manganiferous nodules with sharp
boundaries (0), clustered. Cpal phytoliths (0}. Black and brown
opaque organic fragments (0). Pale brown anisotropic organic frag-
ments with cell structures preserved (R).

These records contain information that could be useful in further-
ing our understanding of the conditions of formation and classifi-
cation of fabric features, soil materials and profiles. To achieve
this end one would require various listings of slides that contain
particular fabric features or groups of features, the classifica-
tions of the soil materials and profiles that include them and the
gite characteristics of the sampled profiles. However, the compila-
tion of even the simplest of these listings from the written re-
cords of the 3 000 thin sections currently described would probably
take 2 to 3 weeks. &s time passes the collection continues to grow
and in effect the material becomes even less readily available. To
rectify this situation a computer-based information storage and
retrieval system was set up to handle the micromorphclogical de-
scriptions and the various classificationg of the soil material and
profile within which the material occurs.

The storage and retrieval system

The SOLFAB system (Norris et al. 1971) operates on data in coded
form and has two distinct phases: the update phase in which the
file of micromorphological descriptions and classificatlons is
created, maintained, and added to or altered, and the search phase
in which the file is examined teo retrieve descriptions that satis-
fy given conditions. The storage medium for SOLFAB is magnetic
tape which holds the program, the codelist and the file of coded
descriptions. The file is operated on in batch mcde, instructicns
being entered by punched caxds or remcte terminal.

.

The codelist

This ig the 1list of codes with the corresponding wverbal description.
A code consists of a set number (current permitted range 41-360)
defining some micromorpholegical property, plus a symbal indicating
one of a number of states of the property; any one such combinaticn
is called a characteristic.

For simplicity in handling, in any one description of a thin sec-
tion (slide) a particular property can only be coded in cne state,
but as more than one state may exi%t in one slide a special symbol
has been added: $ indicates that several states of the property
axist together. A further special symbel, ?, indicates that al-
though the property is known to exist no record of its state is
available. Some lines of the codelist as they would be punched on
computer cards are given below.

T SESQUIOXIDE NODULES

178 A = RED SESQUIOXIDIC NODULES

178 B = YELLOW S$ESQUIOXIDIC NODULES

176 C = BLUE OR GREEN SESQUIOXIDIC NODULES
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178 D = WHITE SESQUIOXIDIC NODULES

178 E = BLACK SESQUIOXIDIC NODULES

178 F = IWATOKA SESQUICXIDIC NODULES

178 $ = SESQUIOXIDE NODULES COLOUR

178 ? = SESQUICKIDE NODULES COLOUR

179 A = 66 {(referring to nature of boundary)
180 ~ = 150 {referring to degree of adhesion)

The sets are grouped as necessary to describe classified groups,
for example:

Glaebules sets 172-273
Nodules setg 172-242
Clay Mineral sets 172-177
Sesquioxidic sets 178-184
Manganiferous sets 185-190

Group names and other comments which are solely for the quidance
of the user are prefized by T which produces spacing between suc-
cessive groups in the printed codelist.

As the same property and states of that property are ised to qua-
lify different micromcrphclogical classification groups, re-
punching of the list of states is avoided by the use of the symbol
A which indicates that, for example, set 179 has the same possible
states as set 66; this concept has been called "equivalence”. Thus
the section of the codelist dealing with set 179 would be printed
cut by the computer as follows:

179 = 66

SHARP BOUNDARY

RATHER SHARP BOUNDARY
RATHER DIFFUSE BOUNDARY
DIFFUSE BOUNDARY

VERY DIFFUSE BOUNDARY

I

H

HmoOwE R
]

Coded descriptions

The coded descriptions of each thin section include four types of
information: slide designation, date of coding, prefile classifi-
cations, horizon and soil material from which the thin section was
taken, and the description of the micromorphology in terms of the
codelist.

The coded description for the thin section described in the Intro-
duction is given below. The slide designation is C1/4 and the
material, was sampled at a depth of 34 om in the By horizen of a
Red-brown Earth profile (Stace et al. 1968}, Db 1.33 (Northcote
1971) or haplustalf (Scil Survey Staff 1960, 1967); the micro-
morphological description was coded on the 19th November 1969,

c 1/ 41 41 19/11/6920DB1.33 7.42 7 45 B 46G 48a 517 557

S58B 692 72¢% 73§178Aa
C 1/ 421792182A185A188B189B263A266B287B311B312a3208321E
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The update phase

In this phase the codelist can be updated, and the fille of coded
descriptions can be added to, altered, deleted or printed. Six
different forms of printed cutput may be produced depending on the
control cards used.

1. A summary of the caontrol cards chosen and a count of the numbher
of descriptions given. A list of designations for these descrip-
tions altered, added to, or deleted from the file together with
the total number of descripticns in the new file.

2. A newly defined codelist.

3. A listing of the data following any control card.

4. A complete description, including both the code and related
verbal terminology, for all additions free of errors.

5. A complete description cf all altered micromcrphological de-
scriptions.

6. A complete description of all micromorphological descripticns
required to be printed.

The search phase

In this phase information is extracted from the file by a search
based on a criterion which may contain any legical combination of
the following conditions:

1. that a particular characteristic exists. This is specified by
using the code for that characteristic,

2. that any characteristic from & given set exists. This is speci-
fied by the set number followed by the special symbol.#*

3. that a particular classification is stored in the description.
The classification is specified by using a mnemonic representation
for the classification, followed by the class code in brackets.
The mnemonics are: HANDCLAS (handbook classification; Stace et al.
1968) , NCRTHKEY (principle profile forms; Northcote 1971), USDA7
(USDA soil classification; Sbil Survey Staff 1960, 1967}, HORGEN
(genetic herizon; Scil Survey Staff 1951, 1962), HORDIAG (diagnos-
tic horizon; Soil Survey Staff 1960, 1567) and SOMA (soil material
classification, proposed by Brewer 1964},

4. that coding was carried cut on, before, or after a given date.
This is specified by one of the following mnemcnics: DATEE, DATEE,
DATEA. The date follows the mnemonic and is enclosed in brackets,
e.g. DATEA (1/10/6%) would select all those coded after 1/10/69.

The conditions may be linked to any degree of legical complexity
using the logical connectors A and L, representing AND and OR. The
symbol 71, representing NOT, may be used to negate a condition.
Brackets may ke used to logically group the conditions.

For example if the requirement was a list of all slides from Red-
brown Earth profiles including ¢arbonate nodules but without ses-
quicoxidic nodules the criterion would be:

HANDCLAS (20) A 1972 A 1178 *

The printed output from the search phase includes the searching
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criteria, the date of search, and the slide designations satisfying
the criteria together with their profile, herizon and scil material
classifications.

For example:

FTILE SEARCH - 01 / 09 / 70
CONDITION FOR SEARCH:
HANDCLAS (20) A 19728 A T 178 *

SLIDE NO. HANDCLAS NORTHKEY USDA7 HORGEN  HORDIAG  SCMA
C 48/7 : 20 Dr 2.33 7

Error checking facilities are incorporated into both phases (e.q.
cards out of sequence, use of illegal characters or symbols, in-
correct card format, etc.} and where applicable error messages are
included in the printed output.

Using the system

Most hypotheses concerning the corigin of fabric features and their
relationship to soll behaviour have been derived from studies on a
limited range of soils or soil materials. Such hypotheses can be
considerably enhanced and extended by checking against a wider
range of materials. This is facilitated by the use of a system such
as SOLFAB which can recall relevant material for further consider-
ation or investigation.

A current project in the micropedology group is the preparaticn of
an atlas of typical fabric features as cbserved in thin sections
of Australian soils. Photomicrographs of these features are to be
accompanied by descriptions and comments on nomenclature, specific
and general occurrence In relation to profile, horizon and site
characteristics, and genesis., It would be very tedious to check
written records for the location of all the features observed in
the 3 0C0 thin sections described cver the past seven years, let
alene the relationship of these features to particular kinds of
horizens, profiles or site characteristics. SOLFAB has made most
of this information readily available for fabric features reccrded
in the descriptions of 1370 thin sections, representing 32 Great
Soil Groups, currently held in the file, To date listings haven
been prepared for 182 fabric features. Thse listings indlcate the
presence of a feature in the file, give a range of thin secticns
for the study of a particular feature, and reveal the relations, if
any, with particular kinds of horizons or profiles. Perscnal in-
spection is still required to check correlations with site charac-—
teristics not included in the system. Some examples of information
obtained through the use of the system are given below.

1. Manganiferous nodules are found to have a wide-spread occurrence,
occurring as they do in 513 thin sections representing 20 Great
Soil Groups. Most of these nodules are irreqular with sharp bound-
aries and commonly occcur throughout the profile; irregular diffuse

87



oy e e—————

nodules are confined to solonetzic seils.

2. Glaebular halos are of restricted occurrence, occurring in only
42 thin sections from six Great Socil Groups cf mildly to strongly
leached soils that are generally sodic and may be saline.

3, Laminae have been recorded in 295 thip sections from 17 Great
Scil Groups mainly formed on alluvial parent materials, giving
support to the postulated origin as sedimentary features formed
during the deposition of the transpeorted parent material. The
laminae nct asscciated with alluvial parent materials are clay
laminae that probably in fact are embedded argillans,

In relation to soil behaviour, materials with dominantly planar
voids can be readily selected for testing and checking of the pos-
tulate of Lafeber and Willoughby (1967} that physical anistropies
(in particular planar voids) significatly affect the behaviour of
a s50il under load.

The particular system described is not restricted to handling soil
micromorphological data. Any data that can be fitted to the general
form adopted here could be stored and accessed by this system. In-
formation about diagnestic horizons of the USDA Soil Taxcnomy
(Soil Survey Staff 1975) could be stored; it would be easy to
check, for example, whether any property is associated with a par-
ticular horizon. Similarly it might be used to store information
abeout soil horizons as defined by Fitzpatrick (1967).

Costs

An approximate costing of SOLFAB from its initiaticn in 1270 until
the end of 1975 is given below.

¥
PROGRAM TInitial setup {on CDC3600} 3 000
. Conversion to CDC Cyber 76 1 200
File Currently holding ¥370 descriptions 800
{1970, %180 per 300 descriptions)
{1975, $250-300 " L )
SEARCH To date 182 listings made 100
(1975, $40 per 60 listings}
STORAGE OF MAGNETIC TAPES SINCE 1970 300
($5 per month for 2 tapes)
TOTAL COST 1%70-75 5 200

It can be seen that the total cost represents a cost of $28 for
each of the 182 listings made so far; however, each additional
listing at this stage would cost léss than $1. Locking at it in
another way, the total cost is equivalent to 17 weeks {at $300 per
week} of personal inspection of the written records. Wnilst this
amount of time may be sufficient to produce 182 listings, the
system is capable of preparing many more listings at a cost of
less than §1 each.

Thus as time goes on, with increasing size of the SCLFAB file and
increasing use, the advantage of using a computer-based file rather
than a manual one will increase.
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Comparative costs of data handling in land
resource surveys

W.M. Dawson, Department of Primary Industries, Brisbane, Queensland
A.W. Moore, Diwvision of Soils, CSIRC, Brisbane, Queensland

Introduction

It has become fasgshionable of late to disparage the use of computers
as high-powered calculators or super-clerks. Wevertheless, the-
transliteration of manual data handling systems toc electronic data
processing has bean one of the few really successful areas of com-
puting up te the present time, in the sense that almost invariably
electronic data processing eventually proves to be cheaper. It has
been suggested that one of the myths of the computer industry is
that 'it is cheaper to automate than innovate' (Sibley 1974). Our
experience in using computer assistance for certain aspects of
land resource survey suggests that it is usually cheaper to auto-
mate and that to some extent automation forces ons to innovate.

In this paper we do not intend discussing the desirability or
otherwise of carrying out land resource surveys, the philcsophy
behind such activities or operaticnal procedures in the field.
Rather we have taken an information system already in use and tried
to compare the costs of certain data handling aspects when carried
out by hand and by computer.

Costs of land resource surveys are high, with the major part of
these costs being salaries. For example, salaries accounted for
$125 000 of the total cost of $150 000 for the Western Arid Region
Land Use Study (WARLUS) of the Queensland Department of Primary
Industries (Anon, 1974). These figures indicate that savings in
manpower would be an important factor in reducing costs in future
surveys.

In most land resource surveys large amounts of data are collected
at sample sites by experienced personnel. Much of this data is col-
lected on the basis that costs and project efficiency will not al-
low the sites visited during the data collection stage to be re-
visited. Under these conditions survey teams aim at ccllecting as
much relevant data at each site as is possible within a defined
time schedule. In fact, experience has shown that invariably scme
of this data is not used in the formal report but proves invaluable
to other users once they are aware of its existence.

Prior to 1970 most organizations involved in survey work in
Queensland used both field books and site description sheets to
record soil, wegetation and other land data. Information from these
sources was generally processed manually, a job that was time-
consuming and in many ways boring. The system currently used by
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the Queensland Department of Primary Industries arose because of a
desire to improve the efficiency of collection and retrieval of
such land rescurce data.

At that time one of us (A.W.M.) had had some experience of uging a
generalized database management system (GDBMS) for storage and
retrieval of data from past CSIRD soil surveys (Moore et al. 1974).
It was felt that the initiation of WARLUS provided an opportunity
to compare costs of using a GDBMS for that survey with costs of
manual handling of data from a similar survey carried out in the
past, viz. the Miles Technical Guide Study (MTGS) (Dawson 1972).

Comparisons were made as far as possible at five stages in the
processing of data, viz. {a} planning and establishment, (k) data
collection, (c¢) data input, (d) storage, and {e) retrieval and
display. Because some common basis of comparison was necessary we
have used 1972 Australian dellars in this presentation.

Database management

Most of the database management mentioned in this paper was deone
using INFOL, a generalized file management system writfen in
COMPASS for the CDC 3600 computer. The facilities provided by 3600
TNFOL are those fregquently required by many people wishing to ma-
nipulate data, e.qg. retrieval using sophisticated logic, sorting,
file inversion, automatic or user-controlled format for output as
hard-copy or on cther media. Tt is a conceptually scund GDBMS, but
falls short of perfection in implementation. Problems were in large
measure due to lack of medularity in the system - debugging in one
part usually resulted in rebugging in another.

With the advent of the CSIRC Cyber 76 computer a new version of
INFOL written in FPORTRAN has been made available by the Division
of Computing Research. While this iz a more reliable system, it is
far less comprehensive than the original INFOL and its usefulness
will remain limited unless further rescurces are zllocated to its
development.

There are trade—-offs in the use of a GDBMS, compared with a program
written to carry out a specific joh, Where a system has a large
number of users, which is more likely with a GDBMS, its development
costs are amortized over all of them and thus become virtually neg-
ligible as far as a particular database is concerned.

For example, the cost of setting up the WARLUS file {(excluding
planning, which accounted for about 1/4 of the cost) was approxi-
mately 3900 {see next section} using INFCL, which involves a non-
procedural language. This can be compared with the relatively less
complex soil micromorphology file system of Morris et al. (1971)
written in FORTRAN, a procedural language, which cost at least
$300C to set up (Sleeman priv. comm.). The use of a non-procedural
language also means that files can be set up by staff with limited
programming skills.

on the other hand, the person who elects to use a GDBMS (assuming
one is available) usually relinquishes a large amount of control
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over the system, Further, the system may not provide certain re-
quired facilities so that interfacing with external programs be-
comes necessary. .

Because of the unreliability of INFOL the Queensland Department of
Primary Industries has over the last two to three years changed
over to writing its own specific programs (Cormack priv. comm.).

A generalized transiation program to translate the fixed-field
format was produced (Walker et al. 1973). ’

Planning and establishment

In the procedures directly involved in an information system, there
are two major activities: (1) the sstablishment of data collection
methods, and (2} the establishment and testing of a computer data-
base system.

The major costs involved with the informatiocn system for WARLUS
were associated with these two activities. The field data to be
collected are basically determined by the objectives of the project
and well-tried convention. The data collecticn form used in MIGS
had been previously used in cther surveys and was based on the
CSIRO Soils Division standard recording sheet. However, there were
differences in the way data were recorded by different officers in
both the Department of Primary Industries and the CSIRO Division

of Scills, These sheets concentrated mainly on soil characteristics
whilst WARLUS placed added emphasis on other land features (see
Table 1).

Two main constraints became evident when the number of attributes
to be recorded were considersd. These were the time which cculd be
allotted to description in the field and the size of an entry
(logical record) ‘in the file.

Many hours were spent planning the classification of attributes to
be recorded in WARLUS. Much of the time was spent ensuring that
descripticens used were compatible with other surveys. In other
cases currently used classifications of certain attributes were
considered unsuitable as a result of previcus experlence or due to
the fact that they were qualitative rather than quantitative. In
the latter case, these were quantified where possible. Attribute
classes were coded as it was decided that time could be saved by
recording codes rather than longhand descriptions. Data descripticn
sheets and field recording sheets were then prepared, tested and
printed. ‘The initial field sheets, whilst being suited to field
use, proved unsuitable for punch card operatcrs so they were re-
designed and the resultant field sheets (see Figs. 1 and 2) proved
to be a satisfactory compromize for both field recording and card
punching.

An INFOL file structure was established and data from a number of
the MTGS sites were used to test the system. Eighteen man-days were
involved in the over-all planning and establishment of this system.
If a value of $50 per man-day is placed cn these activities then
the labour cost of establishing the system was $%00, To this must
be added the cost of computing ($200} giving a total cost of $1.100.
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It is worth noting that many of the costs associated with this
project were innovative costs and have not been repeated for sue-
ceading surveys which have used the same input format. In the case
of MTGS the establishment costs were minimal as recording sheets
and attribute descriptions were already available, these having
been developed for previous studies.

Data collection

In WARLUS land characteristics were coded directly onto the newly-
designed field sheets. In MTGS data was recorded in longhand on
conventional field sheets. Initially there was resistance to the
use of codes by field workers. However, once they became familiar
with the codes and the method of operation was accepted efficiency
improved rapidly. Whilst the amcunt of data collected per reccrd
was greater in WARLUS than in MTGS (see Table 1) it was found that
the actual time involved in augering the soil hcle and describing
the soils and other land features remained approximately the same.
Time spent at each sample site ranged from 20 to 60 minutes in
both surveys, with the average time being approximatelfIBO minutes.
The scope for increased efficiency was much the same in both sur-
veys as the time taken at each site is largely determined by the
time taken to auger the scil profile and collect plant specimens,
In MPGS the field team comprised cne of the authors (N.M.D.) and a
technical assistant whereas WARLUS involved a botanist as well., Ex-
cluding the vegetation compecnent of the twe field records it can be
seen (Table 1) that information about 88 attributes was recorded
in WARLUS as against 54 in MTGS. While this improved efficiency of
collection was not directly dependent on the introduction of com-
puter processing, the latter did lead to a reexamination cof what
data to collect and to certain changes consequent on this. Details
of the set of data ccllected in WARLUS have been listed by Dawson
(1975).

There were both advantages and disadvantages in the use of coded
data., The advantages were that coding in the field was quicker,
more precise and involved discipline in classification. It was not
poessible to be loose in a description, nor was it possible to avoid
description., This meant a positive decisiocn cr a compromise had to
be made in the field, not later when recall was poor. As an ex-
ample wind erosion at a given site may range from class 0 to 2. In
WARLUS only one class could be recorded on the field sheet so the
surveyor had to decide which class was most representative of a
particular site. This in fact was also one cf the disadvantages as
conditicns can show a wide range. In these situations the range
was included as additional data at the bottom of the sheet but did
not enter the computer record.

In the field it was found that this systematic approach was more
efficient (in terms of number of items of information ccllected
per unit of time) than the oclder approach even though actual costs
per unit of time were much the same.
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Table 1. Data collected by the Queensland Department of Primary
Industries for two land resource surveys

Miles Technical Guide Western Arid Region
Study (Dawson 1972) Land Use S$Study
Type of data {Ancn. 1974)
No, of No. of No. of No, of
attributes items/ attributes items/
subitems subitems
recorded recorded
Land data 9 2 i8 118
Soil data - 3 3 12 12.
general
Soil data - 11 55 12 60
morphological
Soil data - 21 105 21 105
analytical
Vegetation 12 12 21 69
data
Interpretive 6 6 17 17
data
Total 66 194 109 293
Data input

Data collected on WARLUS field sheets were punched directly onto
cards, up to 10 per site. The formats used for these cards were
the same as those on the recording sheets, The cost of this opera-
tion was 64 cents per site if the two vegetation cards are ex-
cluded (this makes the comparison with MTGS more reascnable}. These
cards were then listed at a cost of ! cent per site for computer
time. In the case of MIGS, field sheets were corrected and data
completed by additions in the office. These sheets were then typed,
the costs being similar to those for punching computer cards. Costs
(i.e. time involved) for visually verifying both sets of data were
much the same.
Both sets of records were corrected manually. It was clear at this
stage that less mistakes were made in the transcription of the
coded Gata to the punch cards (WARLUS) than in the typing of re-
cord sheets (MTGS). On other words, the field man'’s writing was
bad, whilst his printing was reasonable.

+
The teotal cost of data input (listing, repunching, reformatting
two cards) for the WARLUS file (225 records) was $80. As with col-
lection it seems that costs were much the same for the twe surveys
but efficiency and accuracy were higher in WARLUS.

Storage

Costs of computer storage depend on the storage medium and the
charges it attracts at any particular time. During the pericd the

96



WARLUS file was being used via INFOL the cost of entry was $14,

$28 or $38 depending on whether CSIRO, State Department, or outside
rates for computer time were used in accounting. However, all users
were charged a flat rate for magnetic tape storage. For a primary
tape + back-up tape the above input costs were eguivalent to the
cost of 4, 12, and 16 months' storage respectively early in the
period, and 3, 6 and 9 months at a later date when tape rental in-
creased. Thus the most economical methed of storage depended on
size of file, the somewhat arbitrary and varying charges for ser-
vices provided by the Division of Computing Research, and the fre-
guency of use of the file. Under some circumstances storage on
punched cards was most economical but at all times storage on disc
was prohibitive. Punched cards or manual reccrds (e.g. those of
MTGS} cost virtually nothing to store.

This highlights the fact that choice of a particular way of doing
something is often not a technical decision but simply a matter of
money. Further, when a user is locked into a computing facility
such as that of the CSIRC Division of Computing Research in which
charges vary arbitrarily (from the user's point of view), the eco-
nomic viability of a particular information system can vary fre-
quently and over very short time intervals.

Retrieval and display

The main cbjective of this experiment in database management was

to increase the efficiency of data retrieval, It was hoped that
this would enable more data analysis and interpretation to be car-
ried out and result in ccnsiderable savings in costs and time, thus
releasing more rescurces for idea generation,

From the WARLUS file coded data could be retrieved in either coded
or decoded form. In most cases code was used as it was cheaper to
display and readily understood by users after relatively short ex-
perience with it. Descriptions of different soil and wvegetation
groups wWere produced by sorting and simple print-outs of data.
Costs of computer ws manual operations were compared for retrieval
and sorting. Only the WARLUS sites were used, thus allowing oper-
ations on the same set of sites to be compared by the two methods.
However, this comparison favoured manual interpretaticn because
the WARLUS field sheets were better structured and more uniformly
and consistentsly filled in than the MTGS sheets.

As mentioned previously, the performance of TINFOL during the peried
of data interpretation was far from perfect and consequently only
limited use of it could be made. This subsequently forced the users
to interpret much of the data using other programs (written in
FORTRAN) which proved to be cheaper, although not providing the
same range of gptions. This d4id not, however, negate the cost
saving (see below) but meant that optimal use of the data retriewval
program was nct possible because of operational problems.

In the simplest type of operaticn data was retrieved on a single
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criterion and tabulated. An example of this was the sorting of
sites according to the degree that they were affected by wind and
water erosicn, Costs of extracting this information were in the
vicinity of $4.50 manually (ons man-hour) vs $3.00 by computer.

The listing of sorted data alsc allowed the preparation of tables
for soil labeoratory data for each of the major soil groups. The
cost of preparing all the scil analysis tables in the WARLUS report
would have been in the vicinity of 2420 if done manually., As it

was actually carried out the cost was approximately $50 for com-
puter time plus $65 for supplementary manual processing. Since then
this procedure has been fully automated with further savings in
man~hours in later surveys. Presence and freguency of occurrence
of vegetation species for all sites, specified groups of sites or
individual sites were easily tabulated at considerable savings. As
an example, an inversion (which indicates fregquency of occurrence
and site location for classes of a specified attribute} about the
five mest common vegetation species cost $62 manually as against
$16 by computer. An inversion about species {complete species list)
would hawve been 2 to 3 times this cost manually whereas it cost
only $8 for computer time. This type of processing allowed positive
statements to be made about vegetation. In scme cases these useful
displays would not have been obftained if the data had had to be
handled manually.

It was also possible to request more scphisticated sorting and
classification. Table 2 shows one example of a miltiple sort,
costing approximately $3. The attributes involved here had pre-
viocusly been sorted manually for presentation in a paper that was
required before the program coperating on the computer file was
operational. Approximately one week was spent organizing the data
using manual techniques; wages for this period would have been
approximately $250. Up to 40 sorts of this nature could have heen
preduced by the computer for the same cost but it is very unlikely
that this number would have been necessary to arrive at the partic-
ular table finally used.

The use of simple sorting and formatting facilities was not only
cheap but led to improved and more accurate descriptions of the
soil, vegetation and land types. It also provided a check on any
initial bias in the grouping, and in some cases selection, of
sites. In additicn to this improved job satisfaction, as the ex-
traction and tabulation of data is an onerous task which most
people aveid as far as possible.

A number of other types of data manipulation were not used in the
preparation of the initial WARLUS report (Anon, 1974) but have been
used subsequently by others interested in data in the WARLUS file
or cther titles cutside the Department of Primary Industries. One
such is the use of the INFCL formatting facility to prepare facsim-
ilies of the traditional CSTRO Soils Division profile description
sheets, i.e, fully decoded descriptions of sites. This was done on
an experimental basis for the WARLUS file and the Soils Division
Solodic Soils file (SOLSTUD) (W.T. Ward priv. comm.) at a cost of
20¢ per site. Such output could be used directly in reports without
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further human intervention, thus eliminating further transcription
er¥Xcrs.

A second type of data manipulation involves selecting appropriate
data and passing it to a program which maps site locations and at-
tribute walues on the Australian Map Guid. For example, the sites
carrying sandalwood (Eremophila mitchellii) in the WARLUS survey
were incorporated into the Queensland sandalwood study (Beeston
priv, comm,) and were mapped (scale 1:6,000,000) at a cost of $1.25
for 146 sites, using a FORTRAN program. Similarly, specified sets
of data have heen extracted for pattern analysis and cther multi=-
variate statistical analyses.

Conclusion

The value of using computer assistance can be seen from the costs
presented above, Despite the fact that this was an experimental
study and involved development costs not involved in subseguent
surveys, the computer-criented system proved to be an efficient
method of collecting, storing and retrieving data. Two major prob-
lems had tc be overcome to achieve this, In the first place, the
poor operational record of INFOL restricted its use at critical
stages of interpretation and in the long run forced the development
of alternative programs The second problem was the initial resis-
tance toc the use of computers by field and laboratory staff. Once
the problems were overcome efficient use followed.

Initial feelings that the computer-oriented system and particular
sets of data might have a shert life (up to four or five years
only) have proved to be both right and wrong. Whilst INFOL has now
been replaced by other programs the data collected in 1970-71 is
still of value and being constantly used both by the original col-
lecters and, more importantly, by others, There is no doubt that
there is much freer disseminaticn of data from the WARLUS survey
because of its ready accessibility wvia the computer, than from
earlier surveys,

The use of a computer-oriented information system in WARLUS alsc
improved job satisfaction by avoiding onerous jobs, increased ac~
curacy, increased the amount of interpretation of collected data
and raised the standard of the final publication.

References

anon, {1974). Western Arid Region Land Use Study - Part 1. Tech.
Bul. No. 12, Division of Land Utilization, Department of Primary
Industries, Brisbane. pp. 132 + exviii.

Dawson, N.M. (1972). Land Inventory and Technical Guide, Miles Area,
Queensland - Part 1: Land Classification and Land Use. Tech. Bul.
No, 5, Division of Land Utilization, Department of Primary
Industries, Brisbane. Pp. 64 + xXxxx.

Dawson, N.M. (1976). Collection, storage and retrieval of range-
land resource data. (In press.)

100



Mcore, A.W., W.T. Ward and C.H. Thompson {(1974). Computer storage
of soil data:r use of a generalized file management system. Trans.
tenth int. Congr. Soil Sci. 6:684-691.

Noyris, J.M., S.W. Cumpston and J.R. Sleeman (1971). A storage and
retrieval system for micromorphological descriptions of soils.
CSIRO Div. Soils Tech. Paper No. 1C.

Sibley, E.H. {1974). Data management systems -~ user requirements.
In “Date Base Management Systems" (ed. D.A. Jardine), pp. 83-104
North-Holland Pub. Co., Amgterdam.

Walker, J., D.R, Ross and G.R. Beeston (1973). The collection and
retrieval of plant ecolegical data. CSIRO, Woodland Ecol. Unit

Pub. No. 1.

101



Participants to the meeting of the working
group on soil .information systems,

Canberra, A.C.T., 2 -

4 March 1976

(From Rustralia if not otherwise indicated)

Mr D.W. Armmstrong
Soil Survey Section, Depart-
ment of Agriculture, P.O. Box
618, ‘
NARACOORTE S.A. 5271

Dr J.W. Bowden
Department of Agriculture,
2 Jarrah Road,
SOUTH PERTH W.A. 6151

Dr G.P. Briner
Department. of Agriculture,
Box 4041, G.P.O.,
MWLBOURNE VIC. 3001

Dr P.A. Burrough
School of Geggraphy, Univer-
sity of New South Wales,
P.O. Box 1,
KENSINGTON N.S.W. 2033

Dr J.D. Colwell
CSTRQ Division of Seils,
P.0. Bex 639,
CANBERRA CITY A.C,T. 2601

Mr B.G. Cock
CSIRO Division of Land Use
Research, P.0, Box 1666,
CANBERRA CITY A.C.T., 2601

Mr R.S. Cormack
Department of Primary Indus-—
tries, Meiers Road,
INDOOROOPILLY QLD 4068

Mr N.M. Dawson
Department of Primary Indus-
tries, Meiers Road,
INDOCROOPILLY QLD 4068

102

Dr E.G. Halisworth
Chairman, CSIRC Land Re-
sources Taboratories, o/-
CSIRO Division of Soils,
Private Mall Bag Neo. 2,
GLEN QSMOND S.A. 5064

Dr R. ILee
So0il Bureau, DSIR, Private
Mail Bag,
LOWER HUTT, NEW ZEALAND

Mr 1..G. Lynch
S0il Conservation Service of
N.S.W., Box R201 Rayal Ex-
change P.O.,
SYDNEY N.S.W. 2000

Mr I.H. Lynn
National Water and Soil
Conservation Organization,
Ministry of Works and Devel-
opment, P.O. Box 1479,
CHRISTCHURCH, NEW ZEATAND

Dr A.W. Moore
CS5IRO Division of Soils,
Cunningham Laboratory, Mill
Road,
ST. LUCIA QLD 4067

Mr W. Papst
Soil Conservation Authority
of Victoria, 378 Cotham Reoad,
KEW VIC. 3101

Mr G.H. Price
Consclidated Fertilizers,
P.0. Box 140,
MORNINGSIDE QLD 4170




Mr A.M.H, Riddler
N.S5.W. Department of Agricul-
ture, Private Mail Bag 10,
RYDALMERE N.S.W. 2116

Mr R.K. Rowe
Soil Conservation Authority
of Victoria, 378 Cotham Road,
KEW VIC. 3101

Mr J.E. Sleeman
CSIRO Division of Soils,
P.0O. Box ©39,
CANBERRA CITY A.C.T. 2601

Dr J.L. Smith
CSIRC Division of Computing
Research, P.O. Box 1800,
CANBERRA CITY A.C.T. 2601

Mr K. Stackhouse
Department of Agriculture,
P.0O. Box 46,
LAUNCESTON STH., TAS., 7250

Mr K.A. Styles
S0ll Conservation Service of
N.S.W., Box R201 Roval Ex-
change P.O.,
SYDNEY, N.S.W. 2000

Mr G. Tregenza
Department of Environment,
Housing & Community Devel-
opment., P.O. Box 1890,
CANBERRA CITY, A.C.T. 2601

Mr A. Webb
Department of Primary Indus-
tries, Biloela Research
Staticn, P.0O. Box,
BILOELA, QLD 4715

Mr K.G. Wetherby
Soil Survey Section,
Department of Agriculture,
P.0. Box 156,
CLEVE, S.A. 5640

Mr I. Wong
Department of Agriculture,
Kuala Lumpur
MALAYSIA

1G3




