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Recursive estimation is a well-established field in systems and control theory starting with the celebrated work
of Rudolf Kalman in the early sixties that includes anoptimalstate reconstruction algorithm for linear systems.
The extension to the non-linear problem of state-parameter reconstruction followed soon by Kob and Orford,
presenting asub-optimalsolution to the non-linear state-parameter estimation problem, known as the extended
Kalman filter. Beck and Young have been one of the first to apply this algorithm in an environmental setting.
The inherent problem in environmental systems analysis is that the model is usually ill-defined, the data are
only sparsely available (both in time and space), and the mechanisms underlying the dynamical behavior of
the observations are complex and not always well-understood [4]. Moreover, it is well know that the extended
Kalman filter algorithm itself exhibits bad convergence properties if the noise characteristics of the measurement
and system noise model are not well known. Clearly, in an environmental setting the problem of specifying the
spectral density matrix of the system noise time series{ξ(t), t > 0} is virtually impossible. Hence, the need for a
modified algorithm in which these requirements are less demanding is easily motivated.
Stigter [5] has developed on the basis of Ljung’s analysis of the extended Kalman filter (Ljung’s analysis of
the EKF was the first one since its development) a continuous-discrete type of algorithm based on the so-called
innovations format of the system model, including a parametrization of the steady-state Kalman gain matrix
associated with a feedback of the observed mismatch between model and predicted observations. Some results
generated with this algorithm for several environmental case studies will be presented.
In addition, the on-line estimates of the parametric output sensitivities that become available in the recursive
framework make clear on which part of the data record a parameter is or is not identifiable and this opens the
question of optimal input design, i.e. how should the input sequence be manipulated in order to have the maximal
information content in the observations with respect to one or more parameters in the model structure. Although,
admittedly, the issues raised in the presentation are well-known problems in the systems identification literature,
they are still interesting subjects of study worth the attention, especially so in an environmental setting.
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