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Tuesday, March 13, 2007

Les Arcades
Welcome and Opening

Chair: B. De Moor 10:40–10:55

Plenary Lecture Les Arcades
Sampling in Signal Processing

Graham C. Goodwin
Chair: Johan Schoukens 11:30–12:30

TuP01 Les Arcades
Control applications 1

Chair: D. Lefeber 14:00–16:05

TuP01-1 14:00–14:25
Velocity control of a 2D dynamic walking robot . . . . 19
G. van Oort University of Twente
S. Stramigioli University of Twente

TuP01-2 14:25–14:50
Application of constraint-based task specification and
estimation for sensor-based robot systems to a laser trac-
ing task . . . . . . . . . . . . . . . . . . . . . . . . . 20
T. De Laet Katholieke Universiteit Leuven
W. Decré Katholieke Universiteit Leuven
J. Rutgeerts Katholieke Universiteit Leuven
H. Bruyninckx, J. De Schutter

TuP01-3 14:50–15:15
Sensor-based control using the Open Robot RealTime
Toolkit . . . . . . . . . . . . . . . . . . . . . . . . . . 21
R. Smits Katholieke Universiteit Leuven
P. Soetens Flanders’ Mechatronics Technology Centre
H. Bruyninckx Katholieke Universiteit Leuven

TuP01-4 15:15–15:40
Image Based Robotic Apple Harvesting . . . . . . . . 22
K. Donné Katholieke Hogeschool Limburg
S. Boedrij Katholieke Hogeschool Limburg
W. Beckers Katholieke Hogeschool Limburg
J. Baeten, E. Claesen

TuP01-5 15:40–16:05
Mechatronis and Control for Atomic Force Microscopy
at Video-Rate . . . . . . . . . . . . . . . . . . . . . . 23
G. Schitter Delft University of Technology

TuP02 Bloemenzaal
Control

Chair: A. Stoorvogel 14:00–16:05

TuP02-1 14:00–14:25
Dealing with Flexible Modes in 6 DOFs Robust Control 24
T.A.E. Oomen Technische Universiteit Eindhoven
O.H. Bosgra Technische Universiteit Eindhoven

TuP02-2 14:25–14:50
Multivariable Ellipsoidal Unfalsified Control . . . . . 25
J. van Helvoort Technische Universiteit Eindhoven
B. de Jager Technische Universiteit Eindhoven
M. Steinbuch Technische Universiteit Eindhoven

TuP02-3 14:50–15:15
Linear Control Design of Time-Domain Constrained
Systems . . . . . . . . . . . . . . . . . . . . . . . . . 26
W. Aangenent Technische Universiteit Eindhoven
M.J.G. van de MolengraftTechnische Universiteit Eindhoven
M. Steinbuch Technische Universiteit Eindhoven

TuP02-4 15:15–15:40
Solving control-to-facet problems using output feedback 27
L.C.G.J.M. Habets Technische Universiteit Eindhoven
P.J. Collins Centrum voor Wiskunde en Informatica
J.H. van Schuppen Centrum voor Wiskunde en Informatica

TuP02-5 15:40–16:05
H infinity Control for Nonlinear Systems Based on SOS
Decomposition . . . . . . . . . . . . . . . . . . . . . 28
X. Wei Delft University of Technology
M. Verhaegen Delft University of Technology

TuP03 Impressario zaal
Reservoir monitoring & control

Chair: P. van den Hof 14:00–16:05

TuP03-1 14:00–14:25
Closed-Loop Oil and Gas Reservoir Management . . . 29
S.G. Douma Shell SIEP-EPT
D.R. Brouwer Shell SIEP-EPT
J.D. Jansen Shell SIEP-EPT/Delft University of Technology

TuP03-2 14:25–14:50
Real-Time Estimation of Well Inflow Parameters Using
Only Pressure and Temperature Measurements . . . . . 30
M. Leskens TNO Science and Industry
S. Belfroid TNO Science and Industry

TuP03-3 14:50–15:15
Parameterization of reservoir properties for closed-loop
reservoir management . . . . . . . . . . . . . . . . . 31
J.F.M. van Doren Delft University of Technology
M.J. Zandvliet Delft University of Technology
P.M.J. Van den Hof Delft University of Technology
O.H. Bosgra, J.D. Jansen

TuP03-4 15:15–15:40
Adjoint-Based Well Placement Optimization Under Pro-
duction Constraints . . . . . . . . . . . . . . . . . . . 32
M. Handels Delft University of Technology
M.J. Zandvliet Delft University of Technology
D.R. Brouwer Delft University of Technology
J.D. Jansen

TuP03-5 15:40–16:05
A hierarchical system approach toward improved oil
reservoir management . . . . . . . . . . . . . . . . . 33
G.M. van Essen Delft University of Technology
P.M.J. Van den Hof Delft University of Technology
J.D. Jansen Shell SIEP-EPT/Delft University of Technology
O.H. Bosgra
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TuP04 Western zaal
System theory 1

Chair: F. Callier 14:00–16:05

TuP04-1 14:00–14:25
(In)equivalence of Discrete Time LPV State-Space and
Input/Output Representations . . . . . . . . . . . . . . 34
R. Toth Delft University of Technology
P.S.C. Heuberger Delft University of Technology
F. Felici Delft University of Technology
P.M.J. Van den Hof

TuP04-2 14:25–14:50
Reachability analysis and verification of hybrid systems
using Ariadne . . . . . . . . . . . . . . . . . . . . . . 35
A. Casagrande University of Udine
P. Collins Centrum voor Wiskunde en Informatica
T. Villa University of Verona

TuP04-3 14:50–15:15
On a balanced canonical form for continuous-time loss-
less systems . . . . . . . . . . . . . . . . . . . . . . . 36
R.L.M. Peeters Universiteit Maastricht
B. Hanzon University College Cork
M. Olivi INRIA Sophia-Antipolis

TuP04-4 15:15–15:40
Matrix Factorization and Stochastic State Representa-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
B. Vanluyten Katholieke Universiteit Leuven
J.C. Willems Katholieke Universiteit Leuven
B. De Moor Katholieke Universiteit Leuven

TuP04-5 15:40–16:05
Realization of Rational Systems . . . . . . . . . . . . . 38
J. Nemcova Centrum voor Wiskunde en Informatica

TuP05 Emanuel zaal
Chemical reactors

Chair: I. Smets 14:00–16:05

TuP05-1 14:00–14:25
Design of an inferential sensor for a chemical batch re-
actor . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
G. Gins Katholieke Universiteit Leuven
I.Y. Smets Katholieke Universiteit Leuven
J.F. Van Impe Katholieke Universiteit Leuven
B. Pluymers, W. Van Brempt

TuP05-2 14:25–14:50
Parameter Identification to Enforce Practical Observ-
ability - Application to (Fed-)batch Bioprocesses . . . 40
G. Goffaux Faculté Polytechnique de Mons
L. Bodizs Ecole Polytechnique Federale de Lausanne
A. Vande Wouwer Faculté Polytechnique de Mons
P. Bogaerts, D. Bonvin

TuP05-3 14:50–15:15
State observer for fed-batch reactor with uncertain ki-
netics . . . . . . . . . . . . . . . . . . . . . . . . . . 41
F. Sauvage Université catholique de Louvain
D. Dochain Université catholique de Louvain

TuP05-4 15:15–15:40
Real-time Dynamic Optimization of Crystal Yield in a
Fed-batch Crystallization of Ammonium Sulphate . . . 42
A. Mesbah Delft University of Technology
L.C.P. Spierings Delft University of Technology

TuP05-5 15:40–16:05
Stabilization of the Optimally Scheduled Cyclic Opera-
tion of an Hybrid Chemical Plant . . . . . . . . . . . . 43
I. Simeonova Université catholique de Louvain
F. Warichet Université catholique de Louvain
G. Bastin Université catholique de Louvain
D. Dochain, Y. Pochet

TuP06 Seaside zaal
System identification & experiment design

Chair: V. Wertz 14:00–16:05

TuP06-1 14:00–14:25
Frequency domain identification of linear slowly time-
varying systems . . . . . . . . . . . . . . . . . . . . . 44
J. Lataire Vrije Universiteit Brussel
R. Pintelon Vrije Universiteit Brussel

TuP06-2 14:25–14:50
Estimating the power spectrum and sample variance of
the fourier coefficients using overlapping sub-records . 45
K. Barbé Vrije Universiteit Brussel
J. Schoukens Vrije Universiteit Brussel
R. Pintelon Vrije Universiteit Brussel

TuP06-3 14:50–15:15
Finite-Time Experiment Design with Multisines . . . . 46
X.J.A. Bombois Delft University of Technology
S. Taamallah National Aerospace Laboratory (NLR)
M. Barenthin KTH

TuP06-4 15:15–15:40
Hybrid optimization of optimal temperature inputs for
the accurate estimation of microbial cardinal tempera-
tures . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
E. Van Derlinden Katholieke Universiteit Leuven
K. Bernaerts Katholieke Universiteit Leuven
F. Logist Katholieke Universiteit Leuven
J.F. Van Impe

TuP06-5 15:40–16:05
Stable Approximations of Unstable Models . . . . . . . 48
T. D’haene Vrije Universiteit Brussel
R. Pintelon Vrije Universiteit Brussel

TuE01 Les Arcades
Control applications 2

Chair: M. Steinbuch 16:35–18:40

TuE01-1 16:35–17:00
Sub nano positioning . . . . . . . . . . . . . . . . . . 49
J. van Hulzen Delft University of Technology

TuE01-2 17:00–17:25
Active Printhead Alignment . . . . . . . . . . . . . . . 50
D.J.H. Bruijnen Technische Universiteit Eindhoven
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TuE01-3 17:25–17:50
Dealing with Instability in Hybrid Stepper Motors . . . 51
J. Stolte Technische Universiteit Eindhoven
A. Veltman Technische Universiteit Eindhoven
P.P.J. van den Bosch Technische Universiteit Eindhoven

TuE01-4 17:50–18:15
Contactless Planar Actuator with Manipulator - Exper-
imental Setup for Control . . . . . . . . . . . . . . . . 52
M. Gajdusek Technische Universiteit Eindhoven
A.A.H. Damen Technische Universiteit Eindhoven
P.P.J. van den Bosch Technische Universiteit Eindhoven

TuE01-5 18:15–18:40
Switched Linear Controller Breaks Waterbed Effect . . 53
R.A. van den Berg Technische Universiteit Eindhoven
A.Y. Pogromsky Technische Universiteit Eindhoven
J.E. Rooda Technische Universiteit Eindhoven

TuE02 Bloemenzaal
Traffic, motion control

Chair: B. De Schutter 16:35–18:40

TuE02-1 16:35–17:00
Swarm Intelligence Methods for Traffic Control . . . . 54
J.M. van Ast Delft University of Technology
R. Babuska Delft University of Technology
B. De Schutter Delft University of Technology

TuE02-2 17:00–17:25
Consensus problems with distributed delays, with appli-
cation to traffic flow models . . . . . . . . . . . . . . . 55
W. Michiels Katholieke Universiteit Leuven
C.I. Morarescu University of Bucharest
S.-I. Niculescu Supélec

TuE02-3 17:25–17:50
Hierarchical traffic control and management with intel-
ligent vehicles . . . . . . . . . . . . . . . . . . . . . . 56
L.D. Baskar Delft University of Technology
B. De Schutter Delft University of Technology
J. Hellendoorn Delft University of Technology

TuE02-4 17:50–18:15
Stabilization of Collective Motion in Three Dimensions 57
L. Scardovi University of Liege
R. Sepulchre University of Liege

TuE02-5 18:15–18:40
Time-varying delays in Networked Control Systems . . 58
M. Cloosterman Technische Universiteit Eindhoven
N. van de Wouw Technische Universiteit Eindhoven
H. Nijmeijer Technische Universiteit Eindhoven

TuE03 Impressario zaal
Bio / Human

Chair: C. Ionescu 16:35–18:40

TuE03-1 16:35–17:00
Why must the brain take into account the eyes transla-
tions during active head movements . . . . . . . . . . 59
P. Daye Université catholique de Louvain
V. Wertz Université catholique de Louvain
Ph. Lefèvre Université catholique de Louvain

TuE03-2 17:00–17:25
Effects of a recently discovered voltage-dependent cur-
rent on the electrical activity of midbrain dopaminergic
neurons: modeling and experiments . . . . . . . . . . 60
M. Bonjean University of Liege
O. Waroux University of Liege
V. Seutin University of Liege
R. Sepulchre

TuE03-3 17:25–17:50
Actigraphy as a way of distinguishing sleep from wake 61
J. Tilmanne Faculté Polytechnique de Mons
J. Urbain Faculté Polytechnique de Mons
M.V. Kothare Lehigh University
A. Vande Wouwer, S.V. Kothare

TuE03-4 17:50–18:15
A system identification approach to kinetic modeling of
metabolic networks of eukaryotic cells from experimen-
tal data . . . . . . . . . . . . . . . . . . . . . . . . . 62
J. Shi Delft University of Technology
A.J. den Dekker Delft University of Technology
P.J.T. Verheijen Delft University of Technology
W.A. van Winden, M. Verhaegen, J.J. Heijnen

TuE03-5 18:15–18:40
Adaptive minimal model for glycemia control in criti-
cally ill patients . . . . . . . . . . . . . . . . . . . . . 63
T. Van Herpe Katholieke Universiteit Leuven
G. Van den Berghe Katholieke Universiteit Leuven
B. De Moor Katholieke Universiteit Leuven

TuE04 Western zaal
System theory 2

Chair: J. Willems 16:35–18:40

TuE04-1 16:35–17:00
Contact structures: a tool for modeling and analyzing
thermodynamical systems . . . . . . . . . . . . . . . . 64
A. Favache Université catholique de Louvain
D. Dochain Université catholique de Louvain
B. Maschke Université Claude Bernard, Lyon 1

TuE04-2 17:00–17:25
Growth rate of a switched homogeneous system . . . . 65
S. Emre Tuna University of Liege

TuE04-3 17:25–17:50
On the circle criterion for feedback systems with both
unbounded observation and control . . . . . . . . . . 66
P. Grabowski AGH University of Science and Technology
F.M. Callier University of Namur

TuE04-4 17:50–18:15
Pseudo-Gradient and Lagrangian Boundary Control
Formulation of Electromagnetic Media . . . . . . . . . 67
D. Jeltsema Delft University of Technology
A.J. van der Schaft University of Groningen

TuE04-5 18:15–18:40
Observable graphs . . . . . . . . . . . . . . . . . . . 68
R.Jungers Université catholique de Louvain
V.D. Blondel Université catholique de Louvain
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TuE05 Emanuel zaal
Bio reactors

Chair: J. Van Impe 16:35–18:40

TuE05-1 16:35–17:00
Productivity optimization of cultures of S. cerevisiae
through a robust control strategy . . . . . . . . . . . . 69
L. Dewasme Faculté Polytechnique de Mons
F. Renard Faculté Polytechnique de Mons
A. Vande Wouwer Faculté Polytechnique de Mons

TuE05-2 17:00–17:25
Application of Robust Control to the Activated Sludge
Process . . . . . . . . . . . . . . . . . . . . . . . . . 70
R. David Faculté Polytechnique de Mons
A. Vande Wouwer Faculté Polytechnique de Mons
J.-L. Vasel University of Liege
I. Queinnec

TuE05-3 17:25–17:50
Asymptotic behavior and bistability of a biochemical re-
actor distributed parameter model . . . . . . . . . . . 71
A.K. Dramé University of Nevada
D. Dochain Université catholique de Louvain
J.J. Winkin University of Namur

TuE05-4 17:50–18:15
The effect of feedback on the stability of biochemical
reaction systems . . . . . . . . . . . . . . . . . . . . . 72
M. Sbarciog Ghent University
M. Loccufier Ghent University
E. Noldus Ghent University

TuE05-5 18:15–18:40
Analysis of nonlinear biochemical networks: the hybrid
approach . . . . . . . . . . . . . . . . . . . . . . . . 73
M.W.J.M. Musters Technische Universiteit Eindhoven
N.A.W. van Riel Technische Universiteit Eindhoven

TuE06 Seaside zaal
Blind identification

Chair: J. Vandewalle 16:35–18:40

TuE06-1 16:35–17:00
Operational Acoustic Modal Analysis: Sensitivity-based
mode shape normalisation . . . . . . . . . . . . . . . 74
G. De Sitter Vrije Universiteit Brussel
P. Guillaume Vrije Universiteit Brussel

TuE06-2 17:00–17:25
Operational Modal Analysis Using Transmissibility
Measurements . . . . . . . . . . . . . . . . . . . . . . 75
C. Devriendt Vrije Universiteit Brussel
P. Guillaume Vrije Universiteit Brussel

TuE06-3 17:25–17:50
Reference-based combined deterministic-stochastic sub-
space identification for modal analysis applications . . 76
E. Reynders Katholieke Universiteit Leuven
G. De Roeck Katholieke Universiteit Leuven

TuE06-4 17:50–18:15
Disturbance Accommodated Control . . . . . . . . . . 77
M.L.G. Boerlage Technische Universiteit Eindhoven
B. de Jager Technische Universiteit Eindhoven
M. Steinbuch Technische Universiteit Eindhoven
TuE06-5 18:15–18:40
Variance calculation of covariance-driven stochastic
subspace identification estimates . . . . . . . . . . . . 78
E. Reynders Katholieke Universiteit Leuven
R. Pintelon Vrije Universiteit Brussel
G. De Roeck Katholieke Universiteit Leuven
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Wednesday, March 14, 2007

Plenary Lecture Les Arcades
Parametric Time Domain Methods for Non-Stationary

Random Vibration Identification: An Overview of
Methods and Applications

Spilios D. Fassois
Chair: R. Pintelon 08:30–09:30

Plenary Lecture Les Arcades
Quantization in Signal Processing and Control

Graham C. Goodwin
Chair: P. Guillaume 10:00–11:00

WeM01 Les Arcades
Control applications 3

Chair: J. Camino 11:15–12:30

WeM01-1 11:15–11:40
Global chassis control under varying road conditions . 79
M. Gerard Delft University of Technology
M. Verhaegen Delft University of Technology

WeM01-2 11:40–12:05
Hydraulic CVT slip control: new challenges . . . . . . 80
S. van der Meulen Technische Universiteit Eindhoven
B. de Jager Technische Universiteit Eindhoven
M. Steinbuch Technische Universiteit Eindhoven
B. Veenhuizen

WeM01-3 12:05–12:30
Controller design for the active control of gearbox noise:
preliminary results . . . . . . . . . . . . . . . . . . . 81
B. Stallaert Katholieke Universiteit Leuven
S.G. Hill Flanders’ Mechatronics Technology Center
W. Symens Flanders’ Mechatronics Technology Center
J. Swevers, P. Sas

WeM02 Bloemenzaal
Special session: "target round-robin"

Chair: W. Van Moer 11:15–12:30

WeM02-1 11:15–11:40
Special Session: A round-robin benchmark for the Large
Signal Network Analyzer . . . . . . . . . . . . . . . . 82
Y. Rolain Vrije Universiteit Brussel
W. Van Moer Vrije Universiteit Brussel
C. GaquièreUniversité des Sciences et Technologies de Lille
D. Ducateau, M. Fernandez Barciela, D. Schreurs, M. Vanden
Bossche, F. Verbeyst

WeM03 Impressario zaal
Tubular reactors

Chair: J. Winkin 11:15–12:30

WeM03-1 11:15–11:40
Multiple-objective optimisation of jacketed tubular re-
actors . . . . . . . . . . . . . . . . . . . . . . . . . . 83
P.M. Van Erdeghem Katholieke Universiteit Leuven
F. Logist Katholieke Universiteit Leuven
I.Y. Smets Katholieke Universiteit Leuven
J.F. Van Impe

WeM03-2 11:40–12:05
Classic vs. flow reversal operation of jacketed tubular
reactors . . . . . . . . . . . . . . . . . . . . . . . . . 84
F. Logist Katholieke Universiteit Leuven
A. Vande Wouwer Faculté Polytechnique de Mons
J.F. Van Impe Katholieke Universiteit Leuven
I.Y. Smets

WeM03-3 12:05–12:30
Solving large-scale Lyapunov equations with multigrid 85
B. Vandereycken Katholieke Universiteit Leuven
S. Vandewalle Katholieke Universiteit Leuven

WeM04 Western zaal
Game theory

Chair: P. Van Dooren 11:15–12:30

WeM04-1 11:15–11:40
Playing Clobber on a Cycle . . . . . . . . . . . . . . . 86
V.D. Blondel Université catholique de Louvain
C. de Kerchove Université catholique de Louvain
J. M. Hendrickx Université catholique de Louvain
R. Jungers

WeM04-2 11:40–12:05
Adaptive Missile Guidance Laws using game Theoretic
Equilibria . . . . . . . . . . . . . . . . . . . . . . . . 87
E.J. Trottemant Delft University of Technology

WeM04-3 12:05–12:30
Computability of solutions of dynamical games . . . . 88
P.J. Collins Centrum voor Wiskunde en Informatica
L. Sella Centrum voor Wiskunde en Informatica

WeM05 Emanuel zaal
Bio-modelling

Chair: A. Vande Wouwer 11:15–12:30

WeM05-1 11:15–11:40
Application of a Weibull-type model to Listeria innocua
inactivation at dynamic conditions of lactic acid and pH 89
A. Verhulst Katholieke Universiteit Leuven
M. Janssen Katholieke Universiteit Leuven
A.H. Geeraerd Katholieke Universiteit Leuven
F. Devlieghere, J.F. Van Impe

WeM05-2 11:40–12:05
NN-based Software Sensors in Yeast and Bacteria Fed-
Batch Processes . . . . . . . . . . . . . . . . . . . . . 90
L. Dewasme Faculté Polytechnique de Mons
A. Vande Wouwer Faculté Polytechnique de Mons
X. Hulhoven Université Libre de Bruxelles
Ph. Bogaerts
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WeM05-3 12:05–12:30
Modeling AI-2 type quorum sensing in Salmonella Ty-
phimurium . . . . . . . . . . . . . . . . . . . . . . . . 91
A.M. Cappuyns Katholieke Universiteit Leuven
K. Bernaerts Katholieke Universiteit Leuven
S.C. De Keersmaecker Katholieke Universiteit Leuven
J. Vanderleyden, J.F. Van Impe

WeM06 Seaside zaal
System identification applications

Chair: M. Kinnaert 11:15–12:30

WeM06-1 11:15–11:40
Computer Based Real Time Aircraft Model Identification 92
T.J.J. Lombaerts Delft University of Technology
Q.P. Chu Delft University of Technology
J.A. Mulder Delft University of Technology

WeM06-2 11:40–12:05
A Frequency Domain Identification Algorithm for Single
Ended Line Measurements . . . . . . . . . . . . . . . 93
C. Neus Vrije Universiteit Brussel
P. Boets Vrije Universiteit Brussel
L. Van Biesen Vrije Universiteit Brussel

WeM06-3 12:05–12:30
Transmission line modelling exploiting ’common-mode’
signals . . . . . . . . . . . . . . . . . . . . . . . . . . 94
W. Foubert Vrije Universiteit Brussel

WeP01 Les Arcades
Control applications 4

Chair: H. Van Brussel 14:00–16:05

WeP01-1 14:00–14:25
State feedback control of switching server flowline with
setups . . . . . . . . . . . . . . . . . . . . . . . . . . 95
J.A.W.M. van Eekelen Technische Universiteit Eindhoven
E. Lefeber Technische Universiteit Eindhoven
J.E. Rooda Technische Universiteit Eindhoven

WeP01-2 14:25–14:50
Model and actuator improvements for surge control . . 96
J. van Helvoirt Technische Universiteit Eindhoven
B. de Jager Technische Universiteit Eindhoven
M. Steinbuch Technische Universiteit Eindhoven

WeP01-3 14:50–15:15
A four-channel adaptive structure for high friction tele-
operation systems in contact with soft environments . . 97
T. Delwiche Université Libre de Bruxelles
M. Kinnaert Université Libre de Bruxelles

WeP01-4 15:15–15:40
Real-time Optimal Power Balance Control Using Nodal
Prices . . . . . . . . . . . . . . . . . . . . . . . . . . 98
A. Jokic Technische Universiteit Eindhoven
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1 Introduction
In this abstract we introduce velocity control for our 2D
dynamic walking robot Dribbel [1] (figure 1) and show that,
by ‘closing the loop’, this automatically leads to increased
robustness. Takuma and Hosoda [2] also have used active
gait adaptation by using step-by-step feedback, but their
research was largely based on experimental results, whereas
this research is more theoretical.

ϕ2

ϕ1

ϕ3

stance leg swing leg

walking direction

setpoint:θ

Figure 1: The dynamic walker Dribbel (left), a simulation model
(middle) and the degrees of freedom (right). The hip is
actuated; the knees are unactuated.

2 The walking algorithm in Dribbel
The control algorithm used in Dribbel and in the corre-
sponding 20-sim simulations is very simple. As soon as the
swing foot hits the ground, the (former) stance leg is swung
forward. For this movement a very non-stiff P-controller is
used in the hip. The setpoint θ can be varied.

For each θ within a certain range, a limit cycle can be found,
where the walker has a certain velocity (figure 2). Each limit
cycle has a basin of attraction (denoted as BOA(θ)): the set
of all states x =(ϕ1,ϕ2,ϕ3, ϕ̇1, ϕ̇2, ϕ̇3)T for which the walker
will converge back to the limit cycle (i.e. it does not fall).

3 Changing velocity
Changing the velocity of the walker can simply be done by
changing the setpoint θ to a new value θnew. Given a certain
state x of the walker, it is interesting to know which values
for θnew can instantaneously be given without making the
walker fall. Theoretically, this can be formulated as follows:

find the set Θ(x) = {θnew ∈ [0,π]|x ∈ BOA(θnew)} (1)

such that, if the walker is in state x, choosing any θnew ∈
Θ(x) will not make the walker fall (assuming no more
disturbances, of course). Similarly, a Θ(x∗) can be found
for a reduced state x∗ = (ϕ2, ϕ̇1)T at the end of the step.

The algorithm for changing velocity now works as follows.
If the desired θnew is in Θ(x∗), directly change the setpoint
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Figure 2: The limit-cycle velocity of the walker for different
values of θ . This graph was obtained by simulation.

to the desired value. If not, select a temporary θtemp ∈Θ(x∗)
which is closest to θnew and wait a few steps before changing
the setpoint again.

4 Improving robustness
A nice feature of this strategy is that it automatically
increases robustness. Assume that a disturbance puts the
walker in a state x∗dist . If x∗dist ∈ BOA(θ), it is no problem;
the walker will automatically converge back to its limit cycle
again. If x∗dist 6∈ BOA(θ), then, using the same strategy, a
temporary θtemp ∈ Θ(x∗dist) can be chosen which is close to
the original θ but does not make the walker fall.

5 Implementation in Dribbel
A variant of the algorithm described above has already been
implemented in Dribbel. As ϕ̇1 cannot be measured in
Dribbel (it lacks angular sensors in the feet), the set Θ is
approximated by a range [θmin,θmax] which is dependent
only on the walking velocity measured during the previous
step vlast-step = (2`sin ϕ2

2 )/tstep (note that the step time
tstep is related to the angular velocity of the stance leg
ϕ̇1). Tests showed that with this algorithm it is indeed
possible to change the velocity without making the robot
fall. Investigating how the robustness is affected is planned
for the near future.
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1 Introduction

This presentation discusses the application of a generic
framework for constraint-based task specification for
sensor-based robot systems [1], to a laser tracing example.
The work is situated in constraint-based task programming
or task function approach [2] where the task is specified by
imposing constraints on the modeled relative motions. The
proposed approach integrates both task specification and es-
timation of geometric uncertainty in a unified framework.
Major components are (i) the use of feature coordinates, de-
fined with respect to object and feature frames, which facil-
itate the task specification, and (ii) the introduction of un-
certainty coordinates to model geometric uncertainty. Sim-
ulations and real world experiments were carried out for the
laser tracing example.

2 Method

The laser tracing task is geometrically complex and involves
an underconstrained specification as well as estimation of
uncertain geometric parameters. The goal is to trace simul-
taneously a path on a plane as well as on a cylindrical barrel
using two lasers which are rigidly attached to the robot end
effector as shown in Figure 1. Initially, the position and ori-
entation of the plane and the position of the barrel on the
ground are unknown. During task execution, the lasers mea-
sure the distance to their associated surface, enabling theon-
line estimation of these unknown positions and orientation.

The generic framework introduces additional task related
coordinates, denoted asfeature coordinates χf , to facili-
tate the modeling of constraints and measurements by the
user. Furthermore,uncertainty coordinates χu are intro-
duced which represent modeling errors, uncontrolled de-
grees of freedom in the robot system or geometric distur-
bances in the robot environment. These two types of co-
ordinates are defined inobject frames andfeature frames
that are chosen by the task programmer in a way that sim-
plifies the specification of the task at hand. The choice of
the frames is shown in Figure 1. For each of the lasers four
frames (plus the world frame) are introduced which form a
kinematic chain:w → o1→ f 1 → f 2 → o2 → w. The six
degrees of freedom betweeno1 ando2 are distributed over
three submotions: the relative motion of (I)f 1 with respect
to o1, (II) f 2 with respect tof 1, (III) o2 with respect tof 2 .

o1a

o1b

o2a

o2b

f 1a

f 2a

f 1b

f 2b

Figure 1: The object (o) and feature frames (f) for simultaneous
laser tracing on a plane and a barrel.

The unknown position and orientation of the plane and the
position of the barrel are modeled usingχu coordinates.

3 Conclusion

The application of the framework to the laser tracing task
shows that its specification and estimation are greatly sim-
plified by introducing auxiliary feature coordinates. Simu-
lations and experiments for the presented example show the
validity and the potential of the approach.
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1 Introduction
This work deals with building different sensor-based robotic
tasks using generic components using Orocos [2]. The Oro-
cos Project contains three basic C++-libraries. The first and
most important library is the RealTime Toolkit (RTT), which
allows rapid development of control components guaranty-
ing threadsafe data exchange[1] and realtime execution. A
second library, the Kinematic and Dynamic Library (KDL),
contains kinematic objects and algorithms which can be exe-
cuted in real-time applications. A third library, the Bayesian
Filtering Library (BFL), provides an application indepen-
dent framework for inference in Dynamic Bayesian Net-
works, and is used to process sensor information. Figure 1
shows how different components are linked together in a
control application. The experimental environment is PC-
based with Linux including RTAI and a custum made in-
terface to a industrial robot arm. Four applications will be
discussed, joint space control, Cartesian space control, force
control and visual servoing in Cartesian space.

Robot Component

Generator

Sensor Kinematic
Model

Camera
Force

sensor

Controller

Effector

Hardware

Hardware

Figure 1: Overview of components for sensor based robot con-
trol, the arrows show the data-exchange.

2 Motion control of a 6 dof industrial robot.
2.1 Hardware
This component for hardware robot access supplies data-
ports for reading the current joint positions and writing the
desired joint velocities in realtime.

2.2 Joint space control
To control the robot in joint space a set of generic compo-
nents is used. These components can be used for any num-
ber of axes and are therefor called nAxes components. Four
types of components can be distinguished. The nAxesSen-

sor collects the joint positions from the hardware compo-
nent. The nAxesGenerators create trajectories for positions
and/or velocities. The nAxesControllers control the sensed
position or velocity to the desired value in the trajectory.The
nAxesEffector sends the output velocities of the controller
to the hardware component. These components can be used
not only for robots but for any type of machine containing
any number of joints.

2.3 Cartesian space control
To control the robot in Cartesian space a kinematic model
is needed. Herefor KDL is used. The same kind of compo-
nents are used as in 2.2. Only now the sensor contains an
kinematic algorithm to transform the joint positions to the
6D pose of the robot and the effector contains an algorithm
to transform the 6D output velocity of the robot’s end effec-
tor to the joint velocities.

3 Force control
For force control a hardware component is used to read the
force sensor 6D forces in realtime. This force is transformed
to the end effector of the robot using KDL. For force con-
trol an environment stiffness model is used to transform the
force error to a velocity. This velocity in Cartesian space
can be used as input for a velocity controller component of
2.3.

4 Visual servoing
For visual servoing a hardware component is used to get the
images from the camera. A component containing the visual
servoing algorithms is used to calculate a desired velocity
in Cartesian space, this velocity can be used as input for a
velocity controller in 2.3.

5 Conclusion
The Orocos Project has made it very easy to build different
sensor based robot applications without having to rewrite a
lot of code. Because all components have build-in XML-
configuration and a realtime scripting interface, the same
components can be used in different types of applications
with different types of hardware.
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1 Introduction

The use of robots is no longer strictly limited to indus-
trial environments. Also for outdoor activities, robotic sys-
tems are increasingly combined with new technologies to
automate labor intensive work, such as e.g. fruit harvest-
ing [1, 2]. This abstract describes the control aspects in-
volved in the feasibility study and the development of an
Autonomous Fruit Picking Machine (AFPM)1.

2 Construction of AFPM

The AFPM is built on a platform mounted behind a agricul-
ture tractor. In order to reduce the development period of the
AFPM, although overkill, an industrial (Panasonic) robot
is chosen as manipulator. The AFPM further consists of a
tractor-driven generator for power supply, a (2D) horizontal
stabilization unit, a 7th external vertical axis to enlarge the
operation range, a safety scanning device, a control unit with
HMI and a specially for this task designed fruit gripper with
a camera mounted in the center of the gripper. The flexible
gripper2 guarantees a firm grip without damaging the fruit
and serves in fact as the mouth of a vacuum cleaner.
Placing the camera in the center of the gripper offers nu-

merous advantages. First of all, the gripper is always in
line with the camera and thus with the image, which simpli-
fies the (necessary) coordinate transformation from image to
robot. Furthermore, the position of the camera is fully con-
trollable. The camera can always point with its optical axis
to the apple . This reduces image distortion and eliminates

1Funded by IWT-Vlaanderen under TETRA 40196
2for which a patent is pending
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Figure 1: Control structure

the necessity for thorough calibration. A final advantage is
that the camera is protected against collisions or bad weather
conditions.

3 Control Structure

Figure 1 shows the global set-up and data flow. The au-
tonomous harvesting operation is hierarchically structured.
Once the AFPM is stationed in front of the tree, it scans
the tree from 40 look-out positions. For each look-out po-
sition all detectable apples are listed and picked one by one
in a looped task. A picking operation consists of following
steps:

• The position of the apple in the image is determined.
The actual image processing (including de-clustering)
takes about 0.6 seconds.

• The camera rotates in order to point the optical axis
straight to the apple.

• While approaching the apple, several images are pro-
cessed to calculate by triangulation the exact distance
to the apple.

• Once the apple is within a given range of the gripper,
the vacuum suction is activated.

• The apple is picked by rotating it and tilting it softly
and is then put aside.

4 Results and Conclusion

The current set-up ensures an apple picking period of 8 sec.
Experiments in the field demonstrate that about 80% of the
apples are detected and harvested correctly. The bottleneck
in the communication lies in the connection between the PC
and the central control unit. Future work will focus on im-
proving the bandwidth of this connection, hereby reducing
the picking period to about 5 seconds. In that case the AFPM
will perform equivalently to about 6 workers, which makes
the machine economically viable.
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1 Introduction

The Atomic Force Microscope (AFM) as it has been
invented by Binnig, Quate, and Gerber in 1986 [1] has
evolved to an advanced instrument for imaging, material
characterization and particle manipulation down to the
molecular level. Although the AFM already has found a
broad range of application in science and industry, AFM
operation is still very time consuming (about 1 to 100
minutes per image) and imaging applications are limited to
the observation of quasi-static phenomena.

2 Problem Formulation

The main limitation for AFM operation nowadays is the
imaging speed [2], where the primary limiting factors are
i) the dynamic behavior of the scanning unit, ii) the control
bandwidth of the AFM and the speed of the data acquisition
(DAQ) system, and iii) the response time of the force sensor.
Piezoelectric tube scanners, as they are used in commercial
AFM systems, typically have resonance frequencies in the
scanning directions at about 1 kHz and in the vertical direc-
tion at about 9 kHz.
When the fundamental frequency of the triangular scanning
signal is higher than about 1 percent of the scanning unit’s
lateral resonance frequency, the higher frequency compo-
nents of the scanning signal excite the dynamics of the scan-
ning unit, resulting in imaging artifacts and distortions of the
imaged structure.
The proportional-integral (PI) feedback controller, which is
standard in commercial AFMs to control the imaging force,
is limited in its bandwidth by the AFM system’s dynamics
in the vertical direction.

3 Approach

This contribution addresses improvements in performance
of a prototype AFM by re-designing the scanning unit,
in order to achieve higher resonance frequencies, and by
applying better control of the individual positioning axes in
order to improve the imaging bandwidth and image quality
at high-speed.

Mechanical Design:
High first resonance frequencies can be achieved by com-
bining piezoelectric stack actuators to a three dimensional
positioner by means of a flexure mechanism. A recent
design [3] of such an implementation has its lowest reso-
nance frequency in the scanning directions at 22 kHz at a
positioning range of 13 micrometer. In the vertical direction
the first resonance frequency is at 40 kHz with a positioning
range of 4.3 micrometer.

Improved Control:
Better control methods allow for compensation of the
scanning unit’s dynamics and enable scanning at high speed
with reduced imaging artifacts and imaging with minimized
tip-sample interaction forces. Pre-shaping of the scanning
signals minimize ringing of the scanner during high-speed
imaging.

This application driven research serves as input for
the development of new tools for imaging and particle-
manipulation on the nanometer scale and is an important
step towards imaging of chemical and biological processes
on the molecular level in real-time.
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[3] G. Schitter, K.J. Åström, B. DeMartini, P.J. Thurner,
K. Turner, and P.K. Hansma, “Design and modeling of a
high-speed AFM-scanner,” IEEE Transactions on Control
Systems Technology, in press.

26th Benelux Meeting on Systems and Control Book of Abstracts

23



Dealing with Flexible Modes in 6 DOFs Robust Control

Tom Oomen and Okko Bosgra
Department of Mechanical Engineering, Technische Universiteit Eindhoven

P.O. Box 513, 5600 MB Eindhoven, The Netherlands
Email: T.A.E.Oomen@tue.nl, O.H.Bosgra@tue.nl

1 Introduction

New trends in lithography for IC production lead to devel-
opments in mechatronic stage designs. The trends in lithog-
raphy are
• new light sources⇒ operation in vacuum
• finer patterns ICs⇒ higher accuracy
• increased throughput⇒ aggressive movements.

In IC production, a wafer stage positions the wafer, con-
taining the to-be-produced ICs, with respect to the imaging
optics in all six degrees-of-freedom (DOFs), see Fig. 1. A
contactless operation of the wafer stage is desirable both for
the vacuum environment and for achieving high accuracy.
The need for a gravity compensation in contactless opera-
tion and more aggressive movements motivate lightweight
stage designs.

x, Rx

y, Ry

z, Rz

Fx, Tx

Fy, Ty

Fz , Tz

Figure 1: DOFs in a mechatronic stage.

2 Control perspective

A lightweight stage design typically results in a flexible
structure. Present state-of-the-art control designs mainly
address the rigid-body behaviour. Higher performance
can be achieved by explicitly addressing the flexible be-
haviour of the plant during control design, e.g., compen-
sating the position-dependent behaviour of the structure
due to movements, using inferential measurements (z 6= y)
since the position where performance is desired is not mea-
sured, and compensating flexibilities by means of overactu-
ation/oversensing.

3 Hypothesis

High performance flexible stages mainly exhibit linear dy-
namics due to an almost perfect mechatronic design. At
nanometer scale, nonlinear effects will be present through-
out the entire actuation chain that are largely reproducible.
The flexible behaviour of the plant can be compensated for
to a certain limit. In particular, the behaviour of the plant

can only be predicted to a certain extent. In this research, the
limits for compensating flexible behaviour are investigated.
Additionally, these limits may be relocated by increasing the
number of actuators and sensors.

4 Approach

The present research, which is continuously and interac-
tively supported by experimental results, focusses on:

1. Experimental modeling of mechanical systems is effec-
tive, since the measurements are reproducible, fast, and in-
expensive. In a model-based control design approach, com-
pensation of more complex dynamics requires more com-
plex models. Present state-of-the-art tools are mainly re-
stricted to SISO systems. The present research focusses on
an experimental and closed-loop relevant identification ap-
proach that can reliably handle six degrees-of-freedom with
flexibilities. Improving the numerical performance of the
algorithms, e.g., by using orthogonal vector polynomials or
orthogonal rational functions [1], appears to be key in devel-
oping multivariable modeling tools.

2. An experimental validation confirms a more complex
model indeed is more accurate for the desired task. Fur-
thermore, it reveals the limits of the tools used during exper-
imental modeling and the limit of reproducibility of the sys-
tem. Similar validation experiments should be performed if
position-dependent models are used, e.g., those arising from
interpolating several linear models. Additionally, quantifi-
cation of the remaining uncertainty should be performed by
means of an experimental validation-based uncertainty mod-
eling approach.

3. A robust control design should be made based upon the
nominal model of Step 1 and the uncertainty model of Step
2. The achieved closed-loop performance should again be
validated. If the expected performance is not achieved, the
nominal model or uncertainty model can be modified. Ad-
ditionally, a direct controller tuning can be considered. The
robust control design should reveal performance limitations
due to the presence of both flexibilities and uncertainty.
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1 Data-driven control design

“Find a controller, using only input-output data of the sys-
tem, i.e., without any plant model.”
As a consequence, the approximations and assumptions in-
troduced in the plant modeling step are avoided.

2 Ellipsoidal Unfalsified Control

The ability of candidate controllers to meet a pre-defined
performance requirement is evaluated using measured data
only. If the test fails, the controller is removed from the can-
didate set (ergo, the controller is falsified) [4].
The set of candidate controllers is described by an ellipsoid
E . This continuous set in the controller parameter space
contains infinitely many candidate controllers, nonetheless,
the ellipsoidal description allows for the simultaneous eval-
uation of the entire set [1].
New measurement data defines a regionU of controllers
that are unfalsified by this data. The set of candidate con-
trollers is updated to reflect this new information. The up-
date is a minimum-volume outer-bounding ellipsoidal ap-
proximation of the intersectionE ∩U , which can be com-
puted analytically if the performance requirement is an`∞-
bound on the tracking error and if the inverse of the con-
troller is affine in the controller parameters [2]. This ellip-
soidal approximation is computed for every time step.

3 Multivariable EUC

For a multivariable system, a regionUi is constructed of
controllers that is unfalsified for theith output with current
measurement data. The set of candidate controllersE is up-
date with a minimum-volume outer-bounding ellipsoidal ap-
proximation ofE ∩Ui for all i outputs sequentially, similar
to consecutive time steps. This procedure is repeated for
every time-step. As a consequence, with a generalization of
the controller structure, full-block multivariable controllers
can be designed with the EUC control design framework [3].

4 Example application: Dual stage concept
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The dynamics ofy1 andy2 are highly coupled. The desired
closed loop behavior incorporates decoupling and high-

frequency roll-off:

Gm(s) =
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.

The trajectoryr(t) consists of two asynchronous square
waves of amplitude 5 and 1 respectively. An exponential
decaying bound is imposed on the tracking error:

|Gm(s)r(t)−y(t)| ≤
[

0.005+10e−0.15t

0.0012+10e−0.2t

]
.

The controllers are synthesized with input-output data only,
i.e., without any plant model. However, since in this simu-
lation the plant is know, the closed loop transfers with the
controller designed with Multivariable Ellipsoidal Unfalsi-
fied Control can be derived:
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The diagonal transfers are similar to the reference model
Gm(s). Decoupling of the dynamics is achieved of at least
40 dB for r2 → y1, even 100 dB forr1 → y2. The achieved
specifications concur with the tracking requirements and the
specific trajectories.
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Introduction

The transient response to command or disturbance inputs is
an important issue in many control systems. A method to en-
force time-domain constraints on the in- and output of a lin-
ear control system has recently been proposed in literature,
[1]. Here, we present an extension to the method suitable for
complex valued closed-loop poles. We consider plants and
controllers of the form

P(s) =
b(s)
a(s)

, C(s) =
d(s)
c(s)

.

Method

First, a controller C0(s) is designed with the pole-placement
method. It is well-known that the closed-loop poles are
invariant when the Youla-Kučera parameter q(s) is added to
the controller

C(s) =
d0(s)+b(s)q(s)
c0(s)+a(s)q(s)

.

When both real and complex poles are present in the closed-
loop transfer function, the systems output is described by

y(t) =
nr

∑
i=0

yie−pit

+
nr+nc/2+1

∑
i=nr+1

(
ai2cos(βit)+bi2cos(βit−

1
2

π)
)

e−αit

where pi and αi + jβi are the real and complex poles and
yi,ai,bi are corresponding coefficients, depending on q(s).
In case the poles are rational valued with least common
multiple m, upper and lower bounds are given by

yupper(t) =
nr

∑
i=0

yiλ
ki +

nr+nc/2+1

∑
i=nr+1

(2|ai|+2|bi|)λ
ki ,

ylower(t) =
nr

∑
i=0

yiλ
ki −

nr+nc/2+1

∑
i=nr+1

(2|ai|+2|bi|)λ
ki ,

which is a polynomial in λ = e−t/m. Therefore, bounds
on the upper and lower bound can be expressed as posi-
tive polynomial constraints. It turns out that such a posi-
tive polynomial constraint allows for an LMI formulation,
and hence computing coefficients yi,ai,bi and the parameter
q(s) resulting in a desired time-domain response is straight-
forward.

Results

Consider the plant P(s) = 1
s+1 for which we design the

controller C0(s) such that the assigned closed-loop poles are
p1,2 = −1± 2i, p3,4 = −2± 4i. The step response (dotted)
together with the exponential bounds (dash-dot) are shown
in the following figure.
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The step response after optimizing the Youla-Kučera
parameter is also depicted in the above figure (solid).
The Bode diagrams of the corresponding controllers are
depicted in the following figure.
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While both the original and the new closed-loop systems
have the same closed-loop poles, the extra freedom in
the form of the Youla-Kučera parameter is used to shape
the time-domain response. This approach has also been
successfully implemented in an experimental 2-mass-spring
setup.
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1 Piecewise-affine hybrid systems

In the study of hybrid systems, a specific subclass of so-
called piecewise-affine hybrid systems plays an important
role. These systems consist of an automaton, with at each
discrete mode of the automaton an affine system on a poly-
tope, evolving in continuous time. As soon as the continuous
state reaches the boundary of the polytope, a discrete event
is triggered, and the automaton switches to a new discrete
mode. There the continuous state is restarted and will evolve
according to the system dynamics of the affine system corre-
sponding to the new discrete mode. In every discrete mode,
the dynamics of the corresponding continuous-time affine
system, and the polytope on which this system is defined,
may be different.

In the literature, several approaches are proposed for the
control of piecewise-affine hybrid systems. A popular one
is the computational approach developed by Morari and Be-
mporad, in which the time is discretized, and control prob-
lems are formulated as mixed linear integer programming
problems. An alternative method, really working in contin-
uous time, has been developed by the authors in several pa-
pers ([1], [2], [3], [4]). It is based on a decomposition of the
problem into two control problems, one at the continuous
and one at the discrete level. In particular it focuses on the
question how continuous inputs can be used for influencing
the discrete switching behavior of a hybrid system.

2 Control-to-facet problems

In a piecewise-affine hybrid system, the discrete event that
is triggered when the continuous state leaves the state poly-
tope depends on the facet through which the polytope is left.
So, for controlling the discrete switching using the contin-
uous input, one has to solve the so-called control-to-facet
problem: find a controller that guarantees that the state of a
continuous system leaves the state polytope in finite time, by
crossing a specific facet, without crossing other facets first.
In [2], [3], necessary and sufficient conditions are obtained
for solving this problem by affine state feedback. These con-

ditions are stated as linear inequalities on the input vectors
at the vertices of the state polytope. Once a solution to these
inequalities is obtained, one tries to realize the correspond-
ing controller by affine state feedback.

3 Output feedback

In this talk, we present a generalization of these results to
affine systems on polytopes with partial observations. So we
assume that the appropriate inputs at the vertices should be
realized by output feedback. The application of static output
feedback leads to an additional coupling condition on the
inputs at the vertices. Alternatively, dynamic output may
be applied for solving the control-to-facet problem. Finally,
also a combination of static and dynamic output feedback
will be discussed.
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1 Introduction

The state feedback H∞ control for nonlinear systems has
been extensively studied under state space framework. The
L2 gain can be achieved by solving the so called Hamilton-
Jacobi equation or inequality (HJE/HJI)[1]. However, so
far there are no efficient algorithms proposed to solve the
HJE/HJI’s. In this paper, an iterative synthesis algorithm for
the state feedback H∞ control for the underlying systems is
proposed based on L2 gain calculation with the help of the
sum of squares (SOS) technique [3, 2].

2 Iterative H∞ Feedback Controller Design

The system considered in this section is assumed to be of
the form

ẋ = f (x)+g1(x)w+g2(x)u
y = h(x) (1)

where x ∈ Rn is is the system state. u ∈ Rm is the system
input. w ∈ Rl is the exogenous disturbance. The objective
is to design a state feedback law u such that the closed loop
system is asymptotically stable with a minimum L2 gain.

Theorem 2.1 Suppose there is a smooth positive semidefi-
nite parameter dependent function V (x) that satisfies

Vx f +
1
2

Vx(
1
γ2 g1gT

1 −g2gT
2 )V T

x +
1
2

hhT ≤ 0

(2)

for all x ∈ Rn, where Vx = ∂V
∂x , then the system (1) is finite-

gain L2 stable and its L2 gain less than or equal to γ . Fur-
ther more, u =−gT

2 V T
x is the controller.

Algorithm 2.2 Step 1: Design a state feedback controller
u0 which stabilizes system (1). With the help of the SOS-
TOOLS [4] compute the L2 gain of the closed loop system

ẋ = ( f (x)+g2(x)u0)+g1(x)ω
y = h(x)

which satisfies the Hamilton-Jacobi inequality

V 0
x f0 +

1
2γ2

0
V 0

x g1gT
1 (V 0

x )T +
1
2

hhT ≤ 0

where f0 = f +g2u0.

If the L2 gain is finite (γ0 < +∞) with a positive smooth func-
tion V 0(x) , go to step 2. Otherwise redesign the initial con-
troller or stop if it is impossible to design such a regulator.

Step 2: Set ui = ui−1−gT
2 V i−1

x (i = 1,2, · · · ,n), calculate the
L2 gain γi and V i which are the solutions of

V i
x fi +

1
2γ2

i
V i

xg1gT
1 (V i

x)
T +

1
2

hhT ≤ 0

where fi = fi−1 +g2ui.

Step 3 Check the L2 gain γi and the iteration number i. If
γi is small enough or the iteration number is larger than the
expected value,stop the algorithm. Otherwise, set i=i+1, go
to step 2.

3 Simulation Examples

The proposed algorithm is utilized to several nonlinear sys-
tems. The initial controller synthesis, the L2 gain conver-
gence procedure and phase portraits for open and closed
loop systems are presented.
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The oil and gas industry is revealing a tendency to develop
so-called ”smart fields”. A smart field denotes a reservoir
with measurement and control facilities. One can think of
continuous measurements of pressures and rates and mea-
surements and surface-controlled valves in different seg-
ments of the wells deep below the surface. Apart from hav-
ing the available technical infrastructure much research still
is to be done in how to use the measurement and control ca-
pabilities to actually enhance the oil and gas recovery. To
increase the recovery in a reservoir we aim at a management
strategy in which optimal control theory is used to compute
the control of valves in oil producers and water or gas injec-
tors that optimizes the production over the life-time of the
reservoir. The model used in this optimization is to be up-
dated nearly continuous on the basis of measurements such
as production data (rates and pressures) and 4D seismic data.
This places the reservoir management in a closed-loop with
a near continuous adaptation of control decisions and of the
models they are based on. This is sharp contrast with the
traditional campaign based reservoir management strategy,
in which models are created every five years or so. In [1]
the effectiveness of such a closed-loop reservoir manage-
ment, using an adjoint-based gradient computation for the
control strategy and the Ensemble Kalman Filter for updat-
ing the model,was successfully demonstrated on small-scale
synthetic reservoir models. Since then the methodology is
made applicable to realistic, large-scale models by incorpo-
rating the adjoint in the reservoir simulator of Shell. Key re-
search issues in control of reservoir models are well location
optimization, the effect of constraints during the optimiza-
tion of valve settings, the balance between long-term and
short-time optimization and how to optimize robustly over
a set of models. Extensive research is conducted as well in
the updating of models on the basis of measurement data,
so-called data assimilation (system identification). Numer-
ous techniques are available, such as gradient-based meth-
ods, the representer method, Monte Carlo Markov Chain
methods, particle filters, the extended Kalman and the En-
semble Kalman Filter. While all methods have their specific
issues, they all have to deal with the problems inherent to oil
reservoirs. Reservoir models typically have gridblock sizes

Figure 1: Closed-loop oil and gas reservoir management

ranging between 1e4 and 1e7 with in each gridblock two
states and around four parameters to be estimated. Regu-
larization of the estimation problem is clearly a key issue.
Moreover, issues like decision-relevant modeling, controlla-
bility and observability are very crucial, though commonly
not considered, in the context of reservoir management. A
number of these issues and some solutions will be presented
in this talk.
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Abstract

Motivated by the growing discrepancy between demand for
and availability of oil and gas and by the increased avail-
ability of downhole measurement and control equipment,
the upstream oil and gas industry has recently embraced the
”smart wells” philosophy. The main idea of this philosophy
can be stated as the improvement of current reservoir man-
agement by extending and improving current reservoir and
well monitoring and control practice. By doing so, one aims
at a higher yield from a given reservoir, on the short-term
and/or on the long-term, while simultaneously fulfilling pro-
duction constraints.
One main ”smart wells” element is monitoring of downhole
reservoir and well flow parameters. Here, the aim is to esti-
mate variables that are not measured, either because that is
impossible or because that is too expensive, via a model of
the well and reservoir and via quantities thatare measured.
The resulting information, c.q. estimated quantities, is then
used to improve well and reservoir management by feeding
it either to the well operator or to a controller. Many ”smart
wells” monitoring (also referred to as data assimilation, soft
sensing and many other names) applications focus on es-
timating reservoir properties, such as permeability, via the
Ensemble Kalman Filter [1], one of several nonlinear exten-
sions of the famous (linear) Kalman filter [2]: see e.g. [3].
Other applications are more focused on well monitoring and
involve e.g. gas-lifting [4]. Another line that is followed
uses empirical (blackbox) models as e.g. the Shell Field-
Ware Production Universe tool [5].
Here, a monitoring tool is discussed for real-time estimation
of downholewell inflow parameters, more specific of gas,
water and liquid fraction and flow at some inflow point of the
well. From an economic point of view, a particularly inter-
esting such real-time estimator (RTE) is one that uses down-
hole pressure and temperature measurements only as these
are (relatively) cheaply available. Such a commercially at-
tractive RTE of well inflow parameters is presented here and,
by means of simulation results, shown to work well at least
under the condition of no plant-model mismatch and under

both normal well operating conditions and when gas or wa-
ter breakthrough occurs. The RTE is an extended Kalman
filter [6] using a specific cheap Jacobian approximation to
reduce the computation time to below the imposed sample
time. It employs a rigorous (first-principles) dynamic well
model using a two-phase drift-flux formulation [7] to ac-
count for slip between gas and liquid. Specific attention is
given to modelling of the well and to the cheap Jacobian
approximation.

The results discussed here have been obtained as part of an
ongoing research project within the field of ”smart wells”
denoted as ISAPP (Integrated System Approach Petroleum
Production), which is a joint research project of Shell, TNO
and the Delft University of Technology.

References

[1] G. Evensen. ”The Ensemble Kalman Filter: theoret-
ical formulation and practical implementation”, Ocean Dy-
namics 53, pp. 343-367, 2003.

[2] R.E. Kalman. ”A New Approach to Linear Filtering
and Prediction Problems”. Trans. ASME, Journal of Basic
Engineering, Vol. 82 (Series D), pp. 35-45, 1960.

[3] G. Nævdal, L.M. Johnsen, S.I. Aanonsen and E.H.
Vefring. ”Reservoir Monitoring and Continuous Model Up-
dating Using Ensemble Kalman Filter”, SPE paper 84372,
2003.

[4] H.H.J. Bloemen, S.P.C. Belfroid, W.L. Sturm and
F.J.P.C.M.G. Verhelst. ”Soft Sensing for Gas-Lift Wells”,
SPE paper 90370, 2004.

[5] R. Cramer, C. Moncur and L. Berendschot. ”Well-
Test Optimization and Automation”, SPE paper 99971,
2006.

[6] A.H. Jazwinski. ”Stochastic Processes and Filtering
Theory”, Academic Press, 1970.

[7] J.P. Brill and H. Mukherjee. ”Multiphase Flow in
Wells”, SPE Monograph Vol. 17, 1999.

Book of Abstracts 26th Benelux Meeting on Systems and Control

30



Parameterization of reservoir properties for closed-loop reservoir
management

Jorn van Doren
Delft Center for Systems and Control

Delft University of Technology
Mekelweg 2, 2628 CD Delft

Email: j.f.m.vandoren@tudelft.nl

Maarten Zandvliet
Delft Center for Systems and Control

Delft University of Technology
Mekelweg 2, 2628 CD Delft

Email: m.j.zandvliet@tudelft.nl

P.M.J. Van den Hof and O.H. Bosgra
Delft Center for Systems and Control

Delft University of Technology
Mekelweg 2, 2628 CD Delft

J.D. Jansen
Dept. of Geotechnology

Delft University of Technology
Mijnbouwstraat 120, 2628 RX Delft

1 Introduction

An important goal of oil companies is to maximize oil recov-
ery over the entire life of the reservoir. One way to achieve
this goal is to inject water into the reservoir via injection
wells, such that the water displaces the oil to the production
wells. Optimal control theory can be applied to calculate
optimal well locations and optimal dynamic production and
injection rates that maximize recovery [1]. This methodol-
ogy needs an accurate description of the fluid flows in the
reservoir. Therefore a reservoir model is built describingthe
physics in the reservoir. The resulting model is large-scale
(105

−106 states), nonlinear, discretized in time and space,
and uncertain in the parameters and initial condition. Un-
certainty in the model arises from the lack of information
and from uncertain data sources. Due to uncertainty in the
model the predicted flows and, more importantly, the result-
ing control strategy are prone to errors.

2 Reparameterization

Dynamic reservoir models are usually overparameterized.
The discretized reservoir models can easily contain 100.000
grid blocks, where each grid block has statesx and param-
etersθ like permeability and porosity. However, earlier
work indicated that the dynamics of the reservoir flow is
governed by a much smaller number of (transformed) state
variables, and that therefore also the number of relevant pa-
rameters is much smaller [2]. The amount of pressure mea-
surements that can be used to estimate the parameters is also
limited and normally insufficient to estimate the parameters
uniquely. This means that the parameter estimation problem
is ill-posed. The parameter estimation problem is

θ̂ := arg min
θ∈Rn

V (θ , ȳ) , (1)

whereV is a cost function that minimizes the squared differ-
ence between the measurements ¯y taken from the real system
and the outputsy of the model, and̂θ ∈ R

n the estimated pa-

rameter. The optimal control problem, as mentioned in the
introduction, is

û := argmax
u∈Rp

J
(

u, θ̂ , x̂0
)

, (2)

whereJ is an economic goal function,̂θ again the estimated
parameter, ˆx0 the initial condition (assumed as known), and
û the control calculated based on the estimated parameter.
To resolve the non-uniqueness issue a parameterization ma-
trix θ = Pα is introduced, whereα ∈ R

m, m ≪ n. The new
parameter estimation problem is now defined as

α̂ := arg min
α∈Rm

V (Pα, ȳ). (3)

The idea is to parameterize only the reservoir properties that
are connected to observable and controllable states.
As a first step a one-phase flow model is analyzed, which
has the advantage that it is linear. The model is spatially dis-
cretized into 10x10 grid blocks and contains 2 wells. Both
wells can observe pressure in the well and can inject or pro-
duce. When the observability and controllability matrix is
calculated and its singular vectors are projected on the reser-
voir simulation grid, it can be seen that only the grid blocks
near production and injection wells are observable and con-
trollable. On the basis of several cases the connection be-
tween the parameter field and the observability and control-
lability of the states is shown.
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1 Abstract

This following is an excerpt from [1].

Determining the optimal location of wells with the aid of
an automated search algorithm can significantly increase a
project’s Net Present Value (NPV) as modeled in a reservoir
simulator. This paper has two main contributions: first to de-
termine the effect of production constraints on optimal well
locations, and second to determine optimal well locations
using a gradient-based optimization method. Our approach
is based on the concept of surrounding the wells whose loca-
tions have to be optimized by so-called pseudo-wells. These
pseudo-wells produce or inject at a very low rate, and thus
have a negligible influence on the overall flow throughout
the reservoir. The gradients of NPV over the lifespan of
the reservoir with respect to flow rates in pseudo-wells are
computed using an adjoint model. These are subsequently
used to approximate ’improving directions’,i.e. directions
in which to move the wells to achieve an increased NPV,
based on which improving well positions can be determined.
The main advantage over previous approaches, such as fi-
nite difference or stochastic perturbation methods, is that the
method computes improving directions for all wells in only
one forward and one backward (adjoint) simulation. The
process is repeated until no further improvements are ob-
tained.

2 Example

The method is illustrated by two waterflooding examples.
In the first the location of a single injector is optimized to
maximize NPV. Starting from four different initial injector
locations the algorithm converges to four similar local op-
tima. The second example involves optimization of the lo-
cations of 9 producers and 4 injectors in a heterogeneous
field whose permeability is given in Figure 1. Starting from
two different initial well configurations we obtain nearly the
same (local) optimal value for NPV - see Figures 2 and 3.
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Figure 1: Absolute permeability field.
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Figure 2: Well optimization path for standard initial pattern (top)
and ’mini’ initial pattern (bottom), with 9 producers
(blue) and 4 injectors (red).
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Figure 3: NPV per iteration for standard initial pattern (green)
and ’mini’ initial pattern (blue).
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1 Introduction

Over the recent years a variety of new developments have
been introduced within the field of oil recovery, with the aim
to maximize production of oil and gas from petroleum reser-
voirs. One of these new developments is the introduction
of so-called ”smart wells”, which are equipped with control
valves to actively control the oil production. Recent stud-
ies have shown that the optimal operational strategy of these
control valves can be found using a dynamic optimization
procedure [1]. Generally, the objective in these optimization
studies is to maximize ultimate oil recovery from the entire
reservoir over its life-cycle, using reservoir models that de-
scribe the dynamic behavior of the reservoir over large time
and spatial scales. The daily operation of the wells in the
reservoir is driven by much faster dynamic processes, which
occur in or near the well. However, to really maximize value
of an oil field, economic optimization over all relevant time
and spatial scales over the full life cycle is required. This
work discusses the main obstacles and proposed methodol-
ogy to come to an hierarchical system approach. The goal
of this approach is to make the multi-scale optimization of
oil recovery possible.

2 Main Obstacles

The dynamic processes that determine the daily production
strategy are different from those determining the reservoir
depletion strategy. The main dynamic processes in well op-
erations involve the pressure drop and flow regime inside
the well and the occurrence of fracturing of reservoir rock
and gas coning near the well. On a reservoir scale the main
dynamic processes involve the flow of oil, water and gas
through the porous and (strongly) heterogeneous reservoir
rock proportional to a pressure gradient. Besides these dif-
ferences in the dominant dynamic processes, daily opera-
tion of wells is usually driven by different objectives. On a
reservoir scale the objective is usually to maximize the total
(cumulative) oil recovery from the reservoir. Wells however
are generally operated such that the production rate is max-
imized. These objective do not necessarily contradict each
other, but in many cases they cannot be met simultaneously.

Figure 1: Proposed hierarchical model structure for reservoir
management with 3 levels of control.

3 Proposed Methodology

The dynamic models used on a reservoir scale or not able
to (accurately) capture the dynamics that occur in and near
the wells and vice versa. A direct coupling of the dynamic
models is a possible approach. However, capturing the fast
dynamics would require a short time leading to (impractical)
long computation time to perform just one simulation run
over the entire life of the reservoir. The subdivision in mul-
tiple hierarchical layers of control, where the fast dynamics
are controlled by the lower levels and the slow dynamics by
the upper layers is also encountered in the process industry.
Nikolaou et.al. describe such a hierarchical model struc-
ture for reservoir management with 5 levels of control. The
structure proposed in this work creates a subdivision into 3
levels, as depicted in Figure 1. The subdivision into 3 levels
is based in the current level of control and models used, and
the notion that the number of levels should be confined.
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1 Introduction

In the past 15 years, significant research has been carried
out on Linear Parameter Varying (LPV) systems due to the
increasing demand of the industry for accurate control of
nonlinear systems [2]. The reason of this enormous inter-
est roots in the fact that the LPV framework provides a well
applicable alternative to model mildly nonlinear systems or
position dependent dynamics, in particular found in servo-
mechanical applications. Moreover, by extending the results
of Linear Time Invariant (LTI) control & system theory, re-
cently powerful LPV control design methods have appeared
through optimal control and gain scheduling control, deliv-
ering high performance and robust control solutions for sev-
eral application fields ranging from aerospace to consumer
electronics. Beside the progress in LPV control, also several
LPV identification methods were proposed to supply control
design with accurate and applicable models. However, in
general these methods lack in efficiency, due to the problem
of choosing appropriate LPV model structures.

2 Problem of I/O and SS representations

In the LTI case, it is well-known that for any I/O model,
there exists an equivalent State-Space (SS) based model and
vice versa. Similarly, LPV system models are also described
in either a SS or an I/O representation, where the parame-
ters are smooth and continuous functions of a time varying
scheduling parameter vector p(k) : Z→ P, with P a com-
pact set denoting the scheduling parameter domain. The
well known equivalence of such representations in the LTI
case may be the reason why in the LPV framework often
no care is taken about the domain (i.e. the state space or
the I/O operator domain) where the actual system is repre-
sented or identified. However, it can be shown that model
representations in the two domains with static dependence
(dependence without memory) on p(k) have distinct equiva-
lence classes due to differences in time propagation of p(k)
[4]. Nevertheless, in the LPV framework the models are al-
most entirely considered with static dependence on p(k). As
a result, the inequivalence of the representations causes mis-
use and confusion among many authors in the literature, for

1Support by the Netherlands Organization for Scientific Research
(NWO) is gratefully acknowledged.

instance in [1], [3]. For details see [4].

3 Re-establishment of equivalence classes

By studying the effects causing the inequivalence and by
introducing canonical forms for LPV-SS realizations, sim-
ilar to the Linear Time Varying (LTV) framework, exact for-
mulas for the connection between I/O and SS based LPV
models can be derived. Then, equivalence classes are re-
established by recasting general LPV systems to have affine
dependency on an extended scheduling parameter, incorpo-
rating the required dynamic dependence (dependence with
memory) of the equivalent models.

4 Consequences for LPV system identification

The inequivalence of LPV-I/O and LPV-SS models with
static dependence on p has major consequences. As the in-
troduced equivalence transformation can alter the causality
of the model and increase its complexity, it is necessary to
guarantee that the physical system is identified in its ‘natu-
ral’ domain. Furthermore, as today’s identification methods
can only handle static dependency on p, either a separation
of I/O or SS identifiable systems is needed or the methods
have to be extended to handle dynamic dependence over p.
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The reachability problem for hybrid systems

Hybrid systems [1] are systems comprising both discrete
and continuous dynamics, such as a physical plant con-
trolled by a digital controller. Hybrid systems exhibit
considerably more complexity than systems operating in
discrete-time or continuous-time.

The reachable set of a hybrid system is the set of all points
reachable by a trajectory of the system starting from a set of
initial states. Computation of the reachable set is important
for the verification of safety properties, such as proving that
the state remains in a set of safe states.

The semantics used to define the trajectories of a hybrid
system is of critical importance in determining the com-
putability of convergent approximations, since hybrid sys-
tems exhibit discontinuous dependence on initial conditions
over finite time intervals [2]. Further, the best possible com-
putable over-approximation to the reachable set is the chain-
reachable set, which may be much larger. However, even for
nonlinear hybrid systems, it is possible to compute rigorous
over-approximations to the chain-reachable set, and hence
verify safety.

Computation of reachable sets using ARIADNE

ARIADNE [3] is a general-purpose open-source tool for
computing properties of dynamic systems, including hybrid
systems. General nonlinear systems are supported, and spe-
cialised techniques are available for certain classes of sys-
tems, such as piecewise-affine systems. The computational
kernel of ARIADNE includes a geometry module for operat-
ing on sets of points, a system module for describing dis-
crete, continuous and hybrid systems, and an evaluation
module for solving equations, applying transformations, and
integrating flows. The computational kernal is supported

by an input module and an output module. The package
is written in C++ using a modular approach to facilitate
third-party extentions. A Python interface is provided and
a Java/MATLAB interface is also planned.

ARIADNE supports rigorous numerical computations by im-
plementing fundamental operations such as union and inter-
section of sets, evaluation of continuous functions, and inte-
gration of vector fields. These operations are implemented
exactly for basic types such as rectangles, polyhedra, grid-
based sets and affine maps, and as over/under approxima-
tions for more general types. Other operations, such as com-
puting the chain-reachable set of a hybrid system, may be
implemented by combining the fundamental operations.

We illustrate the use of ARIADNE on benchmark problems
in automotive control and electrical power systems. These
examples exhibit many of the technical challenges arising
in the analysis of hybrid systems. Further optimisations to
the code are required to make the package suitable for the
analysis of more realistic examples.

References
[1] Arjan van der Schaft and Hans Schumacher. An intro-
duction to hybrid dynamical systems. Springer, 2000.

[2] Pieter Collins and John Lygeros. “Computability of
finite-time reachable sets for hybrid systems.” In Proceed-
ings of the 44th IEEE Conference on Decision and Control,
2005.

[3] Andrea Balluchi, Alberto Casagrande, Pieter Collins,
Alberto Ferrari, Tiziano Villa, and Alberto L. Sangiovanni-
Vincentelli. “Ariadne: a framework for reachability analysis
of hybrid automata.” In Proceedings of the 17th Interna-
tional Symposium on the Mathematical Theory of Networks
and Systems, 2006.

26th Benelux Meeting on Systems and Control Book of Abstracts

35



On a balanced canonical form for continuous-time lossless systems

Ralf Peeters
Mathematics Department
Universiteit Maastricht

PO Box 616, 6200 MD Maastricht, The Netherlands
Email: ralf.peeters@math.unimaas.nl

Bernard Hanzon
School of Mathematical Sciences

University College Cork
Cork, Ireland

Email: b.hanzon@ucc.ie

Martine Olivi
INRIA Sophia-Antipolis

BP 93, 06902 Sophia-Antipolis Cedex, France
Email: olivi@sophia.inria.fr

1 Introduction

There is a rich literature on the construction of canonical
forms for various classes of linear systems. It may be no-
ticed that for balanced state-space canonical forms, the class
of lossless systems lies at the heart of many such construc-
tions ([8], [5]). Lossless systems are important in their own
right too because of their usefulness for several other pur-
poses: (i) to study H2-model approximation problems; (ii)
to perform system identification by the method of separa-
ble least squares (see [2]) using output normal forms; (iii)
to generate polyphase representations of orthogonal filter
banks when implementing orthogonal wavelet decomposi-
tion schemes.

2 Balanced canonical forms for lossless systems

In the continuous-time case, a balanced canonical form for
lossless systems was first presented in the work of Ober ([6],
[7]). This form has a tridiagonal dynamical matrix A and the
useful property that the corresponding controllability matrix
K is upper triangular. To deal with the discrete-time case
one may apply the bilinear transform, which preserves bal-
ancedness but destroys upper triangularity of K. In [3] an-
other balanced canonical form for discrete-time lossless sys-
tems was developed directly starting from upper triangular-
ity of K. This canonical form is conveniently parameterized
with Schur parameters. In [4] this result is generalized to
the multivariable case by exploiting the connection with the
tangential Schur algorithm. In the discrete-time setting, the
construction of such balanced canonical forms is achieved
in a recursive way with unitary matrix multiplications. Each
step of the recursion involves an interpolation condition at a
point located either inside or outside the unit circle.

To transfer these discrete-time results back to continuous-
time, the bilinear transform can again be used. As a result,
unitary matrix multiplications are replaced by more general
linear fractional transformations. However, it can be estab-
lished that the original balanced canonical form of Ober is
not recovered in this way.

3 Results

In the present paper we note that the canonical form of Ober
involves interpolation conditions at infinity. We extend the
work of [4] on discrete-time lossless systems to allow for in-
terpolation conditions on the unit circle, using results from
interpolation theory ([1]). Then the bilinear transform al-
lows us to deal with interpolation conditions at infinity for
continuous-time systems. By making appropriate choices
for these conditions, we show how the balanced state-space
canonical form of Ober can now be recovered. The multi-
variable case can be treated analogously.
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1 Introduction

In this presentation we consider a problem which is related
to the hidden Markov realization problem [1]. Given two
random variablesy− and y+ which both take values from
the finite setY with probability measureP(y−,y+), find two
random variablesx− andx+ both with values from a finite
setX, with |X| as small as possible, such that

P(y−,y+|x−,x+) = P(y−|x−)P(y+|x+),

andP(y+|x+) = P(y−|x−).

This problem is related to the realization problem for finite
valued processes of length 2. Indeed, lety = y(1),y(2) be
a two-point process which is the output of a hidden Markov
model, and takey− = y(1) andy+ = y(2) then the random
variablesx− andx+ can be interpreted as underlying state
variablesx(1) andx(2) respectively.

2 Hidden Markov Models (HMMs)

A finite valued processy can be represented by a HMM
which assumes an underlying state processx taking val-
ues from the finite setX. A Moore HMM is defined as
(X,Y,ΠX,β ,π(1)), where

• X with |X|< ∞ is the state alphabet, andY is the out-
put alphabet;

• ΠX is a matrix inR
|X|×|X|
+ such thatΠXe = e, where

e :=
[

1 1 . . . 1
]⊤;

• β is a map fromY to R
|X|
+ , with ∑y∈Y β (y) = e;

• π(1) is a row vector inR|X|+ with π(1)e = 1.

The matrix ΠX contains the state transition probabilities
(ΠX)i j = P(x(t + 1) = j|x(t) = i), the vectorsβ (y) repre-
sent the output probabilitiesβ (y)i = P(y(t) = y|x(t) = i)
and π is the initial state distributionπ(1)i = P(x(1) = i).
Suppose an ordering(yk,k = 1,2, . . . , |Y|) on the setY, then
B :=

[

β (y1) . . . β (y|Y|)
]

.

3 State representation of two-point processes

Let P be the|Y|× |Y| matrix with k, l-th elementP(ykyl),
whereykyl denotes the concatenation of the symbolsyk and
yl.

If the string probabilities come from an underlying HMM,
then one can easily see that

P = B⊤diag(π(1))ΠXB.

From this last observation, we will show that the problem
of finding an underlying state process for a two point output
process, can be translated in the problem of finding nonneg-
ative matricesV ∈ R

|Y|×|X| and A ∈ R
|X|×|X|, with |X| as

small as possible, such that

P = VAV⊤.

4 Nonnegative Matrix Factorization

We solve the nonnegative factorizationP = VAV⊤ by an
optimization based approach (cfr [2]), i.e. we chose
the inner dimension and then iteratively minimize the
Kullback-Leibler divergence betweenP andVAV⊤, where
the Kullback-Leibler divergence betweenX andY is defined
by

D(X ||Y ) = ∑
i j

(Xi j log
Xi j

Yi j
−Xi j +Yi j).

We propose the following multiplicative update formulas

Ai j ← Ai j

∑µ ∑ν VµiVν j
Pµν

(VAV⊤)µν

∑µ ∑ν VµiVν j
,

Vki ← Vki

∑λ ∑ν Vνλ Aiλ
Pkν

(VAV⊤)kν
+Vνλ Aλ i

Pνk
(VAV⊤)νk

∑λ ∑ν Vνλ Aiλ +Vνλ Aλ i
.

During the presentation, we will prove interesting properties
of these formulas.

We will also give simulation examples showing the quality
of the obtained models.
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1 Introduction

The biochemical processes in a cell of any living organ-
ism are well described by rational positive dynamical sys-
tems. A detailed motivation for studying rational positive
systems, the mathematical framework of these systems and
the first result on realization of rational positive systems can
be found in [4]. In this talk we restrict attention to rational
dynamical systems. We outline our present approach to the
realization of these systems.
We consider rational input-output systems as systems on real
affine varieties with the dynamics defined by rational vector
fields and with rational output functions. As the set of input
values we take an arbitrary setU and as the space of output
values we takeRr . Then, by a rational input-output system
we mean a triple(X, f ,h), whereX is a real affine variety,
f is a family{ fα ,α ∈U} of rational vector fields onX and
h : X→ Rr is an output function with rational components.
The concept of rational reachability and observation algebra
of such systems was introduced in [2]. To study the problem
of realization of rational systems we use Bartosiewicz’s pa-
per [1]. This paper studies polynomial realizations by using
algebraic geometry and commutative algebra. Our working
hypothesis is that the same tools and ideas can be used for
the study of rational systems.
A different approach for studying rational realizations (with-
out considering the minimality problem) is presented in [5].
The next goal of our work is to compare these two theories.

2 Realization problem

We define the response mappx0 of the system(X, f ,h) from
the initial statex0∈X as the map producing the output value
in Rr after the action of the piecewise constantU-valued in-
put for which a trajectory fromx0 is defined. We get the
existence and uniqueness of trajectories of rational vector
fields by applying the same reasoning as in [3].
Let U be the admissible class of inputs (it is a subset
of piecewise constant functions) and letp : U → Rr be
an abstract response map. Then the realization problem
can be formulated as finding a rational input-output system
(X, f ,h) and an initial statex0 ∈ X such thatpx0 = p on the
set of admissible inputs and such that the admissible class
of inputs is a subset of piecewise constant functions – inputs
for which the trajectory of rational vector fieldf from x0 ex-
ists.

Our goal is to verify the validity of the following statements
which hold for polynomial systems (see [1] ) in the case of
rational systems.
A sufficient and necessary condition for existence of a ratio-
nal realization of a smooth abstract response mapp is that
the observation algebra ofp is a subset of a finitely gen-
erated algebra of real functions on the admissible class of
inputs stable under the derivationsDα .
There are two ‘independent’ sufficient and necessary con-
ditions for existence of a minimal rational realization of a
smooth abstract response mapp. An abstract response map
p has an algebraically minimal rational realization if and
only if it has an algebraically observable rational realization
if and only if the observation algebra ofp is finitely gener-
ated.
After the construction of a canonical minimal rational real-
ization we get that any two algebraically minimal realiza-
tions of the same smooth abstract response map are isomor-
phic.
A simple example of a realization problem of a biochemical
reaction network will be presented.

3 Conclusion

Realization theory of rational systems requires further re-
search. Once we can characterize the realization of rational
dynamical systems, we want to focus our attention to the re-
alization of rational positive dynamical systems because of
its relevance for mathematical biology.
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1 Introduction

Batch processes are widely used in the chemical in-
dustry for flexible manufacturing. To consistently and
safely obtain a high product quality, online monitoring
of these batch processes is required. Recently, mul-
tivariate statistical methods have been extended from
continuous to batch processes [3, 4, 5, 6].
In this work, an inferential sensor is designed, using a
partial least squares (PLS) model. This sensor is capa-
ble of predicting the final product quality, which cannot
be measured online, well before the termination of the
current batch.

2 Modelling procedure

The available data set consists of 30 measurement
variables sampled over the duration of 91 batches.
After performing a derivative dynamic time warping

(DDTW) to bring all batch measurement profiles to
an identical length [1, 2], the optimal input variables
are selected via a branch-and-bound method.
In a next step, a PLS model is trained and validated
(with a 10-fold cross-validation procedure) on the se-
lected input variables, in analogy to [6]. To obtain
early predictions of the of the final product quality, ad-
ditional PLS models are trained, on the basis of partial
measurement profiles as inputs.

3 Results

The developed inferential sensor gives accurate predic-
tions of the final product quality. Even with partial
batch measurement profiles, obtained after 50% and
75% of the total batch time, accurate predictions are
obtained.

4 Conclusions & future work

In this work, derivative dynamic time warping and par-

tial least squares modelling were used to develop an in-

ferential sensor capable of predicting an unmeasureable
quality parameter well before the end of the batch.
Further research will consist in implementing an online
version of the derivative dynamic time warping algo-
rithm. This will result in the development of a true
online estimator of the product’s batch end-quality.
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Observability tests typically provide a binary yes/no answer
and thus do not help assess whether practical observability
problems such as slow convergence of the state estimates
will occur. A study has shown that even an accurate bio-
process model can lead to poor state estimates when the
sensitivity of the unmeasured states to the measurements is
low [1]. To alleviate this problem, the same authors have
suggested a model “falsification" procedure, in which the
model parameters are identified so as to achieve a compro-
mise between model accuracy (via the minimization of a
maximum-likelihood criterion expressing the deviation be-
tween the model and plant states) and system observability
(via a measure of observability based on sensitivity matri-
ces). Consideration of system observability improves the
rate of convergence by increasing the sensitivity to the mea-
surements. Unfortunately, the combined cost function con-
tains a weighting coefficient that is best determined via a
trial-and-error procedure involving repeated optimization.

The contribution of this paper is to propose a cost function
that (i) combines the two aforementioned measures, and (ii)
can be determined without trial-and-error procedure. This
study also compares the classical extended Kalman filter
with a less classical (at least in bioprocess monitoring) par-
ticle filter [2] on two case studies, one in simulation and the
other using experimental data.

It turns out that the new cost function can be formulated as
the product of a measure of model accuracy and a measure
of system observability rather than a weighted sum of the
two. The advantage of the proposed cost function is twofold:
(i) The identification process is no longer repetitive, and (ii)
the cost function has a sound theoretical (less heuristic) jus-
tification. The disadvantage of the product cost function is
however the existence of local minima corresponding to the
sought compromise and to unbalanced situations where one
of the two model measures (accuracy or observability) is
pushed to the extreme at the expense of the other measure.
The use of a multi-start strategy is therefore advised.

One could also argue that a “falsified" model will lead to
steady-state offsets, and this might indeed be observed in
practice. However, the proposed procedure is mostly in-
tended for speeding up the convergence of state estimates
in batch or fed-batch processes, i.e. where time of operation

is limited and monitoring is important from the beginning.
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Figure 1: State estimation with a particle filter (N = 500) using
the cost function “output error" (- -), “weighted sum"
(· · · ), and “product" (–)
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1 Introduction

Monitoring the component concentrations is a key question
for productivity and safety in the chemical industry. How-
ever it often requires very specific and expensive sensors that
cannot be used in practice. Therefore the real-time estima-
tion of component concentrations using a state observer is a
very attractive option.

A major difficulty when applying state observers to real pro-
cesses is to deal with model uncertainties. A common source
of model uncertainties encountered in the chemical and bi-
ological industry is related to the kinetics model. This one
is usually identified from experimental, often sparse results
assuming a simplified reaction scheme.

In the following we focus an exothermic stirred tank reactor
with an unknown kinetics model. The reactor initially con-
tains a reactantB and a second reactantA is progressively
added so that the reaction rate is controlled by the available
amount of reactantA. Let us also consider that the chemical
reaction is exothermic and that the reactor is coupled with a
cooling system which is controlled via the temperature of a
cooling fluid. The dynamical model of such a reactor can be
expressed by the following differential equations:

Ṫ =
Q
V

(Tin−T)− ∆H
ρcp

r +
UA

ρcpV
(Tj −T) (1)

ṙ = ξ (2)

y = T (3)

The fed-batch operating mode allows to compute the con-
centration from the reaction rate without any kinetics model.
As the initial concentration of reactantA is equal to zero,
the concentration can be computed by the following mate-
rial balance:

C(t) =
1
V

(
Cin

∫ t

0
Q(τ)dτ−

∫ t

0
r(τ)V(τ)dτ

)
(4)

whereCin and ˆr are the feed concentration and the reaction
rate estimate, respectively.

Here we propose a concentration estimation algorithm that
proceeds in two steps. The reaction rate is firstly estimated

with a finite time converging observer. Then the concentra-
tion is computed with the reaction rate estimate. This tech-
nique has been successfully applied to the industrial produc-
tion of a resin as illustrated on Figure 1.

2 Estimation algorithm

The first step of the estimation consists to estimate the reac-
tion rate with the following finite time converging observer:

˙̂x(t) =
(
e−FI D−e−FII D)−1(
e−FI D ˙̂zI (t)− ˙̂zI (t−D)−e−FII D ˙̂zII (t)+ ˙̂zII (t−D)

)
(5)

wherezI , zII , FI , FII and D are two observers with linear
error dynamics for the system described by (1) and (2), the
matrices of the errors’dynamics and the convergence time
interval.

Once the reaction rate estimate ˆr is obtained by the above
state observer, the concentration is computed by:

Ĉ(t) =
1
V

(
Cin

∫ t

0
Q(τ)dτ−

∫ t

0
r̂(τ)V(τ)dτ

)
(6)

Figure 1: Experimental results
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1 Introduction  
 
Crystallization is one of the most widely used separation 
and purification processes in the chemical industry. 
Batch crystallization from solution is often used for 
production of high purity, high added-value materials 
with tight specifications on crystal properties, i.e. size, 
purity and morphology. In order to meet these 
requirements, an effective control strategy is often 
needed.  
 
In this study, the controllability of a 75-liter draft tube 
crystallizer was investigated by means of the real-time 
optimization of crystal yield in a fed-batch crystallization 
of ammonium sulphate.     
 

2 Methodology 
  
The seeded fed-batch crystallization of ammonium 
sulphate from an aqueous solution is represented by 
means of a non-linear moment model containing a 
calculation of leading moments of the Crystal Size 
Distribution (CSD), mass balance for solute and an 
empirical relation for crystal growth. Due to a high seed 
loading, supersaturation was kept at a low level at all 
times during the batch [1]. 
 
The abovementioned process model was used for the 
design of a real time optimizing controller on the basis of 
the sequential optimization strategy. The controller was 
employed to optimize the heat input trajectory in 
accordance with an objective function corresponding to 
the maximization of the crystal yield subjected to a 
growth-rate constraint.  
 
The optimizing controller was then implemented in an 
on-line mode on a 75-liter draft tube crystallizer in the 

framework of an advanced control system [2], where an 
extended Luenberger-type observer was used to estimate 
the evolution of the supersaturation during the fed-batch 
crystallization process.  
 

3 Results  
 

It was observed that the experimentally implemented 
heat input effectively followed the optimal heat input 
trajectory and the growth-rate constraint was not violated 
at the optimal heat input profile. Moreover, it was 
revealed that the optimized growth rate resulted in an 
increase in the slurry crystal fraction after a typical batch 
process of 3 hours.  
 
In the future, a real time optimizing controller will be 
developed based on a different optimization strategy, 
namely the simultaneous approach. Furthermore, the 
robustness of the optimizing controllers will be 
compared to that of a classical model predictive 
controller implemented on the same crystallizer. 
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1 Abstract

This communication presents a strategy for the feedback sta-
bilization of the operation of an hybrid chemical plant with
several parallel lines, shared resources and a continuous dis-
charging unit at an optimal periodic scheduled operation
which is open loop unstable.

2 Problem Definition

The considered hybrid plant has several batch reactors op-
erated in parallel and limited shared resources (reactant,
steam, etc.). The reactors discharge the same final prod-
uct in a storage tank having a continuously discharging out-
put. The plant is hybrid in the sense that it combines time
driven and event driven processes, moreover it operates pe-
riodically. In the present study it is assumed that:

• The hybrid automaton model of the plant and its peri-
odic open loop schedule are available [2].

• In the presence of a constant disturbance, the opera-
tion of each reactor follows its predefined sequence of
modes (filling, stand-by before heating, heating, etc.)
and there is a non-conflicting resources sharing. Con-
sequently the plant production cannot be stopped due
to the conflicts of resource sharing;

However due to the existing disturbance, the storage tank
which is discharged continuously, can be over- or under-fed
and, as a result, the production may be stopped. This shows
that the state trajectory of the plant, produced by this optimal
periodic schedule, is open loop unstable. Consequently we
are interested in the operation of the tank. The aim of the
feedback control algorithm is:

• the stabilization of the operation of the hybrid plant;

• the minimization of the instantaneous energy, of the
controlled output flow rate of material leaving the

plant in order to have a smooth material transfer to
the downstream processing stage, while keeping the
volume of the tank in the scheduled bounds.

Our goal is to show how this stability problem of the cyclic
plant operation [1] can be solved by applying a simple PI
controller to the storage tank.

3 Results and Perspectives

The hybrid periodically scheduled process of the continuous
discharging unit is presented not only as an hybrid automa-
ton but also as a continuous process subject to periodic in-
puts. The operation of the plant under PI control with an un-
known disturbance is compared to the behavior of the plant
with the updated best schedule that could be computed if
the disturbances were known. It is shown that by using the
PI controller the best possible average plant performance,in
terms of productivity, is achieved.
The closed loop performance and the controller tuning are
assessed with a simulator of the hybrid plant developed in a
Matlab/Simulink/Stateflow environment.
Some of the issues that are under study are to define a time
varying optimal periodic output flow rate of material leaving
the storage tank (here it is constant) and to study in this case
the stability of the plant process under a constant disturbance
as well as under a bounded - random one.
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1. PROBLEM FORMULATION

The framework of LTI (Linear Time Invariant) sys-
tems has shown to provide good approximating models
for a large amount of real-life dynamic systems. How-
ever, the assumption of time invariance is not always sat-
isfied for some applications: systems with a varying set
point (e.g. flight flutter analysis) or systems with varying
parameters (e.g. pit corrosion or metal deposition). In this
work we model linear, slowly and aperiodically time-
varying (LSTV) systems via linear discrete-time models
with linear time-varying coefficients. Contrary to previ-
ous work (e.g. [1]), the identification is performed in the
frequency domain. This has the advantages that a non-
parametric noise model can be used and that the fre-
quency band of interest is well-defined.

2. ASSUMPTIONS

In this study the considered systems are assumed to
be described by linear ordinary difference equations with
parameters varying linearly in time:

(1)

with  and  respectively in- and output signals. , ,
 and  are constants. A motivation for this is that

every linear time-varying (LTV) dynamic system can be
approximated by a system with piece-wise linear parame-
ters as long as the length of one piece is small enough
w.r.t. the smallest time constants of the varying parame-
ters. Note that, in order to be able to model the dynamics
of the system under test, this assumes that the variations
of the parameters are much slower than the dominant
time-constant of the system.

Starting from eq. (1), it can be shown that the input
 and output  DFT spectra of  input/output

samples , , ( ) satisfy exactly the fol-
lowing equation:

(2)

where  and  are polynomials of order  and
 respectively, and with . They rep-

resent so-called transient terms, caused by the windowing
of the signals.

3. IDENTIFICATION OF A LSTV SYSTEM

When a measurement record of a LSTV system is
available, an estimation of the parameters can be
obtained. To this end the equation error  is calculated
as the difference between the left and right hand side of

(2) for every frequency line . Assuming that the input
and output noise (co-)variances are known, the maximum
likelihood estimator can be derived as:

(3)

where  is the variance of . Minimizing this
expression w.r.t. the parameters , , ,  and the
coefficients of  and  results in the maximum likeli-
hood solution.

4. DIFFICULTY WITH NOISE ESTIMATION

A major difficulty of time-varying systems is that it is
often practically impossible to repeat a measurement. In
addition, the “quasi steady-state” response of a time-
varying system to a periodic signal is not periodic. As a
consequence, the estimation of a non-parametric noise is
not straightforward.

An empirical method has been elaborated to obtain
this noise information by using multisine excitations as
input signals. This method assumes that the power spec-
trum of the noise varies smoothly with the frequency and
relies on information extracted from non-excited frequen-
cies in the input and output spectra.

5. RESULTS ON SIMULATIONS

The identification method described in section 3 has
been applied on a simulated, linear, third order, slowly
time-varying discrete-time system. Figure 1 shows the
results in time-domain. The right figure shows that the
identification error is significantly lower than the noise
level during the identification. The identification method
is intended to be applied on measurements of real-life
systems.
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Figure 1. Time-domain signals. Left: True (black) and
simulated with identified model (grey) output signals.
Right: simulation error (black), noise level during identi-
fication (grey). Note the different scales between left
and right figure.
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1 Introduction
Welch’s method [3] for estimating the power spectrum based
on averaging modified periodograms has been widely used.
Such an estimate is based on random data and is therefore
a random variable. To compute the uncertainty of the esti-
mate one needs the probability density function (pdf) of the
random variable.
In [2] the pdf for estimating the power spectrum based on
data drawn from overlapping sub-records was investigated,
an expression for the pdf in terms of generalized hyperge-
ometric functions was derived. In [1] the pdf was derived
in terms of Laguerre polynomials. Further, in [1] an unbi-
ased estimate for the variance of the Fourier coefficients, at
frequency bin k, of a periodic signal u[n] corrupted with ad-
ditive filtered Gaussian noise was constructed,

σ̂
2
U (ωk) =

1− r
P−1 ∑

j
|U j(ωk)−Û(ωk) |2 (1)

where U(ωk) denotes the fourier coefficient at frequency bin
k, P the number of measured periods of the signal u, r the
fraction of overlap, and with Û(ωk) the mean Fourier coef-
ficient at bin k.
In this paper, we study the limit distribution of the sample
variance (1) as the fraction of overlap r tends to 1. Fur-
ther we prove that the Errors-In-Variables (EIV) estimator
for linear dynamic systems is consistent using data extracted
from overlapping sub-records. Moreover, we analyze the
convergence rates regarding the EIV-estimator and its cost
function.

2 Main Results
It is shown that the distribution of equation (1) satisfies,

σ̂
2
U (ωk)

d= σ
2
U (ωk)∑

j
λ jG2

j (2)

where d= denotes equality in distribution, λ j are the
eigenvalues of an associated bilinear form as a function of
the percentage overlap r and the frequency line ωk. The
variables G j are independent Gaussian random variables
with zero mean and unit standard deviation. Therefore,
we can interpret the distribution (2) as a weighted sum of
chi-squared variables.

Acknowledgement: This research was supported by the FWO-Vlaanderen,
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Let u(n) be a data stream of a periodic signal corrupted with
additive Gaussian filtered noise of length N := P.L, where P
denotes the number of measured periods of the signal u(t)
and L the number of measured points per period. The data
stream u(n) is segmented in M overlapping sub-records with
percentage of overlap r.
Theorem 1 For r tending to 1 the following properties hold,
(i) The limit distribution of (2) becomes skewed and does not
approach a Gaussian distribution.
(ii)The variance of the estimator (1) is a non-increasing
function of r. Moreover

lim
r→1

Var(σ̂2
U (ωk)) = σ

4
U (ωk)

2P−3
3(P−1)2 .

Theorem 1 implies the following important result for the
Errors-In-Variables estimator for linear dynamic systems,
Theorem 2 Let Y (ωk) = G(ωk,θ)U(ωk) a linear dynamic
system with transfer function G(ωk) parametrized in θ . If
the data is drawn from at least 4 overlapping sub-records
then the estimator Ĝ(ωk, θ̂EIV ) is consistent.

3 Conclusions
We proved that the limiting distribution of the sample vari-
ance if the percentage of overlap tends to 1 is not Gaussian
although a percentage r tending to 1 implies an infinite
amount of overlapping sub-records. Secondly, we found a
closed form expression for the variance of the sample vari-
ance if r tends to 1 implying that the variance of the sample
variance can be reduced by introducing overlap. The study
of the distribution of the sample variance allowed to prove
consistency of the EIV-estimator for linear dynamic systems
for data extracted from overlapping sub-records. All the the-
oretic results have been verified by extensive simulations.
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1 Introduction

We consider the optimal design of the input signal of an
identification experiment. The typical approach to this prob-
lem has been to maximize the accuracy of the identified
model for a given experiment time and under prespecified
constraints on input power (see e.g. Chapter 13 of [5]). In
recent contributions this trade-off has been addressed from
the dual perspective; dual perspective that we will here con-
sider. In this novel framework, assuming that the exper-
iment time is fixed, the optimal (open-loop) identification
experiment is defined as the experiment whose input signal
power is minimized under the constraint that the variance
of the identified model is guaranteed to remain below some
pre-specified threshold [3, 1]. In most of the contributions
until now, this experiment design problem is solved by de-
termining the power spectrum of the input signal using an
expression of the variance of the identified model which is
asymptotic in the number of data and assuming thus that
this asymptotic expression represents a good approximation
of the actual variance obtained with a finite number of data.

2 Results

In the contribution [2], restricting our attention to model
structures that are linearly parametrized, we proposed a so-
lution to the optimal experiment design problem using an
expression of the variance of the identified model exact for
finite data set. The optimal input signal was chosen within a
relatively restricted class of input signals: the class of PRBS
signals. In this contribution, we extend the results of [2]
by proposing a methodology in order to determine the op-
timal finite-time input signal within a more extended class
of signals: the class of multisines (sum of sinusoids) hav-
ing a fundamental period exactly equal to the numberN of
data. The decision variables of the optimization problem are
the amplitudes of the different sines of the multisines. In
[4][Chapter 4], the same class of input signal is also con-
sidered in a finite-time experiment design framework. How-
ever, in [4], if the identification is performed using the data

from t = 0 to t = N−1, it is assumed that the input signal
has actually been applied to the true system sincet = −∞.
In our situation, we consider the case where the input sig-
nal is zero for all time instantst < 0. The main difference
between the two situations is that, in [4], the data are in sta-
tionary regime while, in the case considered here, the data
contains transient effects.

Besides developing a methodology in order to determine the
optimal finite-time multisine in the case where the multisine
is only applied fromt = 0 to t = N−1, another contribution
of this presentation is to show, based on an example, that
transient effects are beneficial to the identification. In this
example, we determine the optimal (least powerful) multi-
sine in the case considered in [4] where the data are in sta-
tionary regime and also in the case considered in this paper
i.e. where transient effects are present in the data. We ob-
serve that the required input power is significantly smaller
in the case where transient are present in the data, especially
whenN is small. For largerN, the required input power in
the two cases becomes similar.
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1 Introduction

Rigorous parameter estimation is enabled if highly in-
formational experimental data are available. The tech-
nique of optimal experiment design for parameter estimation
(OED/PE) is an excellent basis for the selection of experi-
ments resulting in accurate parameter estimates with good
statistical quality. In this paper, the OED/PE problem is
tackled for a four-parameter model from the field of predic-
tive microbiology, namely, the Cardinal Temperature Model
with Inflection point (CTMI) [3]. This model describes the
temperature dependency of the maximum specific growth
rate and is here embedded in a dynamic growth model [2].
Optimal temperature profiles are designed with a determin-
istic, a stochastic and a hybrid optimization method and the
efficiency of these approaches is compared.

2 Materials and methods

The unknown parameters are the four kinetic parameters of
the CTMI, and the measured model output is the evolution
of cell density in time. Optimal experiments are calculated
with respect to the D-criterion, which aims at the maximiza-
tion of the determinant of the Fisher information matrix. The
optimization problem is reduced to a two-by-two estimation
problem. For all six parameter combinations, an optimal
T(t)-profile is designed. Four optimal experiments will then
be selected such that each parameter is considered twice.
Global identification on these experiments yields a new set
of parameter estimates. TheT(t)-input is parameterized to
obtain a finite dimensional optimization problem: a period
at constant temperature is followed by a linear temperature
change reaching a final stage at constant temperature. Tem-
perature profiles with either a positive or negative slope are
considered. To guarantee model validity and proper mea-
surement of growth, constraints are imposed on the design
variables. Optimization programs are written in Fortran, us-
ing the NAG library. The optimization problem is solved by
means of a stochastic (ICRS) [1], a deterministic (SQP in
E04UCF) and a hybrid optimization (ICRS+SQP) method.

3 Results and discussion

Depending on the initialization, criterion values recovered
from SQP-optimization often correspond to a local opti-

mum. Running ICRS mostly yields criterion values closer
to the global optimum. Application of the hybrid algo-
rithm generally results in the global optimum and is there-
fore adopted to optimize the temperature profiles.
Optimal T(t)-profiles show similar characteristics for the
different parameter combinations. In experiments with a
linear temperature decrease, temperature starts to decline
shortly after the start and is followed by a longer period at
a constant, lower temperature. Experiments with a tempera-
ture increase start with an extended period at constant tem-
perature and temperature starts to increase near the end. The
most informative rate of temperature change in most cases
coincides with the fastest allowable value. Initial and final
temperatures are determined by the sensitivity functions.
Out of the linearly decreasingT(t)-profiles, a series of four
optimal experiments is combined for the parameter estima-
tion. Based on simulations, identifiability of the four para-
meters is evaluated.

4 Conclusion

By combining a stochastic and deterministic algorithm, a
hybrid optimization method is created that outstands in con-
vergence. D-optimalT(t)-profiles are calculated for each
parameter couple and a set of four informational experi-
ments is selected for experimental validation.
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I. INTRODUCTION

In this paper the stability enforcement algorithm of [1] is
improved at several points. The original stabilisation
algorithm [1] consists of a two-step method. In the first
step a (high) degree model without stability constraints
is estimated that passes the validation tests (analysis cost
function and whiteness test of the residuals). This step
suppresses in an optimal way the noise without
introducing systematic errors. In the second step the
constraint will be added: The (high) degree model will
be approximated by a stable one. For this the weighted
difference between the unconstrained model and the
stable model is minimized.

(1)

The big advantage of the two step procedure is that it
provides models with uncertainty and bias errors, which
is not the case when stability is imposed during the noise
removal.

II. THE ALGORITHM

Starting from stable initial values   [1], one
can calculated the error (1) to calculate the step .
This results in the new values  that lower the cost
function. 

(2)

If is stable we start a new iteration, if not
we decrease  with a factor (ex. 2), until 
becomes stable.

The basic idea of this method is to leave some freedom
to the transfer function parameters (gain, poles, zeros) to
lower the cost function. The reason why this algorithm
creates better models than the methods that generates the
starting values, lays in the fact that the created stable
models are optimized in a user-defined frequency band,
while the starting values optimize a criterion over the
whole frequency axis [3].

III. IMPROVEMENTS

The major drawback of this algorithm is that the poles
that reach the constraint borders will prevent the model
to improve further. The reason for this is that the step
will be reduced till zero for every new iteration step. To
overcome this problem the parameters  are divided in
2 groups  and .  fulfil the constraints and are

e sl Θ,( ) w sl( ) G sl( ) Ĝ sl Θ,( )–( )=

Θk k 0=( )
δΘ

Θk 1+

Θk 1+ Θk δΘ+=

G s Θk 1+,( )
δΘ G s Θk 1+,( )

Θ
ΘV ΘF ΘV

allowed to be adapted by the algorithm.  contains all
the parameters that violate the constraints; these will be
hold fixed. Now whenever a parameter of  violate
the constraints, it is moved to , so  can be lowered
by further adapting the remaining .

An equiripple stable model can also be imposed as
follows:

(3)

with  the user defined frequency band, where the user
wants a good model through his/here data. To find a
minimax solution for a stable model based on the
existing iterative algorithm, an iterative reweighted least
squares method is an obvious choice [2].

Next, a scheme to calculate high order stable
approximations is proposed. There are two easy ways to
increase the order of the model without violating the
stability constraints. By adding or multiplying the stable
transfer function  with an other stable transfer
function  that lowers the global error

.

(4)

In a first step  is put in the iterative
algorithm described in Section II but only  is
allowed to adapt. This step creates optimal starting
values for . The second step is a final
optimization of  where all parameters

 are modified. This will further lower .

IV. CONCLUSION

In this work an improved algorithm for finding stable
approximations of unstable models has been presented.
In addition stable minimax solutions can be generated.
The performance of the improved algorithm is
demonstrated on a real measurement example.
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1 Scanning tunnel microscopy

The Scanning Tunnel Microscope was the first device re-
quiring accuracies in the nano and sub-nano meter range. A
STM uses a probe to take spatial measurements of conduct-
ing surfaces. Its main advantage is that it used elections al-
ready present in surface and probe freeing it from the wave-
length restrictions imposed by illumination through external
radiation. Theoretically a STM can achieve vertical resolu-
tions up to 0.1 Å or 10 pm.

The positioning stage of the STM is the subject of this PHD
project. Starting from an existing stage design, the goal is
to investigate the limits of performance and improve upon
them. Ultimately the positioning resolution of a stage should
be around one tenth of an atom or about 30 pm with an ac-
curacy of ± 10 pm.

2 Precision design

In the case of the STM we require control over the lateral
and vertical and position of the scan tip. We are not inter-
ested in restricting the rotational degrees of freedom as long
as scan tip position is not affected. In general we require the
following:

• Frame design: high stiffness and damping; high de-
gree of thermal stability and seismic isolation.

• Guidance of moving parts : (Frictionless, preferably
linear and observing Abbé Principle)

• Measurement : sensors based on direct displacement
measurement with a metrology frame that isolates
sensors from force paths and machine distortion.

• Control and actuation : high stiffness and bandwidth
with actuation through axes of reaction.

The design of the prototype is based on a guidance system
consisting of three folded blade springs in combination with
a rotation stop [1]. The stage is actuated by two piezos push-
ing the stage with a flexible strut. The scanning probe is
mounted on the stage and positioned below a frame in which
we place the sample. The position of the stage relative to
the sample stage is measured using a capacitive sensor. The
design also features a suspension which keeps the thermal
center of the stage guidance and the sample frame.

3 Modeling and and identification of stage dynamics

From a control point of view we are interested in the dy-
namical behavior of the system and view the quality of the
guidance and thermal stability as disturbances.

⇒ to add later (this is a draft after all)

• identification of stage dynamics

• control example
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Introduction

To improve print quality for higher productive wide format
printing systems, an active printhead alignment approach
(see Fig 1.) has been investigated.

i
i

“overview˙temp” — 2006/12/1 — 15:30 — page 1 — #1 i
i

i
i

i
i

carriage

printhead

stringpaper

guidance

p1p2

F1F2

x

y

Fig 1. Active printhead alignment concept

The position of each printhead is measured with respect to
a string [1]. By using two leaf-springs and a voice coil ac-
tuator, the printheads are mutually aligned [2]. The main
challenges are to cope with: (i) a temperature varying en-
vironment, (ii) < 10 µm accuracy, (iii) attenuation of par-
asitic dynamics such as string and guidance vibrations, (iv)
cost minimization. The active printhead alignment setup is
shown in Fig 2.
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Fig 2. Active printhead alignment setup

Experiments

The regulation problem in a real printer is translated to a
tracking problem for the active printhead alignment setup.

A trajectory has to be tracked while the string is excited with
a pulse. The result is shown in Fig 3. The transients of the
harmonics have settled 0.05 s after the pulse disturbance is
applied such that an accuracy of 2 µm is again attained while
the lightly damped string keeps vibrating.
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Fig 3. Tracking under string vibrations.
(a): red line: sensor signal (p1 in Fig. 1), blue line: p1

filtered with a harmonics filter, (b): Close up of (a),
(c): error between the trajectory and the filtered signal.

Conclusions

The active printhead alignment concept has shown to be fea-
sible. Experiments have been carried out showing that the
alignment error remains below 10 µm under disturbances.
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1 Introduction

Stepper motors are widely applied as inexpensive actuators
in electro-mechanical devices. Their inherent stepping be-
haviour means they do not need an (expensive) incremental
encoder to function. However, stepper motors are notorious
for their inefficiency and poor dynamical behaviour which
includes resonances and even instability, as shown in fig-
ure 1. Especially the phenomenon of instability is acknowl-
edged but not well understood, and literature on it is very
poor. This contribution focusses on explaining and solving
parametric instability in stepper motors.

Figure 1: Stepper motors can have a frequency region in which
the motor is unstable and cannot deliver any torque.

2 Stepper Motor Control & Instability

Three important methods of controlling stepper motors can
be distinguished:

• Open-Loop Voltage Control
• Open-Loop Current Control
• Closed-Loop Control

Because of the cost advantage in practice most stepper mo-
tor systems are controlled in open loop. It has been shown
that theoretically stepper motors only suffer from instabil-
ity when they are driven in open-loop voltage control [1]. In
this work a more precise frequency boundary of instability is
calculated, which allows better prediction of when to expect
instability in a stepper motor under voltage control.

Alternatively, open-loop current control theoretically does
not suffer from instability, though it does result in very
poorly damped systems. In reality however pure current
control cannot be realized due to the inductive nature of the
stepper motor phases. To implement pure current control the
controller needs an infinitely high voltage to instantaneously
track the current reference. In practice this is not available
and pure current control drivers do not exist. Whether or not
instability occurs in these non-perfect current controllers de-
pends very much on the exact implementation which makes
the stability of the system very unpredictable.

3 Observer Based Control

Using only open-loop control it is impossible to make dy-
namically well behaving systems, and therefore the industry
has grown accustomed to using workarounds for the prob-
lems mentioned in other ways (flexible mountings, inertial
dampers, overactuation etc.). However, recently it has be-
come possible to obtain closed loop control without the use
of an incremental encoder.

Due to the ever decreasing price of processing power it is
now much cheaper to use a microprocessor in the system
than to have an incremental encoder. Using a microproces-
sor enables measurements of phase currents and voltages,
and from these the angular states of the system can be esti-
mated [2], and used for closed-loop control.

Since in reality pure current control cannot be realised the
authors argue that from a stability point of view it is bet-
ter to stabilize the system using voltage control. A voltage
controller which stabilizes the system is developed and eval-
uated in this work.
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1 Introduction

The goal of this project is to control 6-DOF a magneti-
cally levitated platform with manipulator (6 DOF CPAM) on
top of it. Levitation and propulsion is provided by coils in
standstill base-plate and permanent magnets in the platform.
The manipulator is controlled and powered wirelessly. Such
wireless system allows for combination of long-stroke with
precise short-stroke movement.

The electromagnetic design and wireless power transmis-
sion will be done by research colleague J. de Boeij [1].
Apart from the design of the commutation, this project needs
a number of innovations in wireless communication, real-
time wireless control as well as in MIMO disturbance rejec-
tion of the mutual influence between manipulator and plat-
form.

2 Experimental setup

In order to test and validate control design for the ultimate
6-DOF CPAM, a 3-DOF pre-prototype with 2-DOF Manip-
ulator has been designed. The platform, that mimics the fi-
nal magnetic array, is suspended such that it can only move
in 3 other DOFs: vertically and two tilting angles. The 3
DOFs will be fixed by a suspension system consisting of 3
stiff rods.

The platform is actuated by 9 voice coils underneath which
are distributed into regular array to simulate the topology of
the planar actuator and will be used for gravity compensa-

tion and for manipulator platform control in 3 DOF.

The manipulator on top of the platform has 2 DOF which
provide precise linear and rotary movement of an end tip of
the manipulator.

3 Control

The control consists of two main control loops: one for con-
trol of the platform and other for control of the manipula-
tor. These two control loops are interconnected by force and
torque disturbances acting from the manipulator on the plat-
form and vice versa. These disturbances should be rejected
by two compensators in cross link. Wireless communication
in between controller and manipulator with its delays and
packet losses causes an extra complication in control design
[2].
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1 Introduction

For the linear control system given in Figure 1, the sensi-
tivity function is given byS= (1+CP)−1. According to
Bode’s sensitivity integral the sensitivity function of this
system must satisfy∫ ∞

0
ln |S( jω)|dω = 0, (1)

whenever the system’s open loop transfer function has a rel-
ative degree≥ 2 (and some stability conditions are satisfied).

Equation (1) states that the total area of ‘low’ sensitivity
(ln |S( jw)| < 0) must equal the total area of ‘high’ sensitiv-
ity (ln |S( jw)|> 0). Therefore, if by some control action the
sensitivity can be reduced in a certain frequency range, then
in another frequency range the sensitivity increases. Be-
cause of this disadvantageous property the term “waterbed
effect” is often used in relation to (1).
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Figure 1: Block diagram of linear control system

2 Main Statement

Consider the system in Figure 1 with a plant of relative de-
gree 2. Any physically realizable linear controller has a rela-
tive degree≥ 0, and therefore in combination with the men-
tioned plant results in an open loop transfer function that has
a relative degree≥ 2. Thus, the Bode integral (1) is zero. On
the other hand, if a switched linear controller is applied, an
obvious analog of the Bode integral can become negative.

3 Switched Linear Controller causes Bode Integral< 0

Consider the system in Figure 2, which can be described by

ẋ = Ax+Bϕ +Ew
ϕ = k ·sign(Cx) (2)

with x =
[
y ẏ e1

]T
, w =

[
r ṙ

]
,

A =

 0 1 0
−ab −(a+b) 0
−c −1 −c

 , B =

 0
1
−1

 , E =

0 0
0 0
c 1

 ,
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Figure 2: System with switched linear controller

andC = [ 0 0 1 ], wherea, b, c, andk are positive numbers.
Note that the plant has relative degree 2. Assume the inputr
and its derivative are bounded. Consider these lemmata:

Lemma 1 If there exists a matrix P= PT > 0 such that
ATP+PA< 0 and PB= −CT hold, then system(2) is ulti-
mately bounded, with a bound that is independent of k.

Lemma 2 For sufficiently large k, the sliding mode e1 = 0
is globally asymptotically stable (GAS).

The sliding mode dynamics ( ˙e1 = e1 = 0) are given by the
linear closed loop dynamics

ÿ+(a+b+1)ẏ+(ab+c)y = ṙ +cr. (3)

Since the sliding mode is GAS and thus fort →∞ the system
dynamics can be described by the linear dynamics (3), linear
control systems theory can be used to define a sensitivity
function for system (2):

S=
(s+a)(s+b)

s2 +(a+b+1)s+(ab+c)
.

It is possible to finda,b,c > 0, satisfying the conditions of
Lemma 1, such that for this sensitivity function the Bode
integral is negative. For example, takea = b = c = 1, then∫ ∞

0
ln |S( jw)|dw=−π

2
.

4 Conclusion

The presented example shows that switched linear con-
trollers can achieve better performance than linear con-
trollers in terms of overall sensitivity.
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1 Introduction

In this contribution we will review two of the most preva-
lent methods of Swarm Intelligence (SI) and discuss their
potential for traffic control.

Swarm Intelligence (SI) is the field of Artificial Intelligence
(AI) that studies the behavior and properties of swarms of
interacting agents. Typically, these agents are restricted
in their resources, such as computational power and com-
munication range. While these individuals are not consid-
ered to possess any real AI power, the collection of them
does. SI systems and algorithms are inspired by the be-
havior of social insects and animals such as foraging ants,
fish schools and bird flocks. Global patterns arise through
self-organization from local interaction of the individuals.
SI can be applied as a heuristic to solve optimization prob-
lems. Two metaheuristics are prevalent in this field: Particle
Swarm Optimization and Ant Colony Optimization.

2 Particle Swarm Optimization

Particle Swarm Optimization [1] can be used for solving
nonlinear multidimensional optimization problems. The
swarm consists of agents, or particles, having a state (posi-
tion xk and velocityvk) in the search space. In each iteration,
the state is updated according to:

vk+1 = wvk + c1r1(Pbest− xk)+ c2r2(Gbest− xk) (1)

xk+1 = xk + vk+1, (2)

wherew,c1,2 are constants tuning the behavior of the swarm,
r1,2 random variables used for exploration andPbest,Gbest

the best position of the individual (personal) and of all the
agents in the swarm (global), respectively. These ‘best’ po-
sitions are evaluated according to some fitness function. It
has been shown that under certain conditions, the swarm
converges to the optimal solution.

In traffic networks, each vehicle can be regarded as an agent
in a particle swarm. Similar equations as Eq. 1 can be com-
posed to determine the desired speed of each vehicle con-
sidering its personal best and the traffic network’s global (or
local) best. With each vehicle containing wireless technol-
ogy, an ad-hoc network can be used to exchange information
about personal best states. One of the main challenges is to
ensure that the local information is sufficient to lead to con-
vergence to satisfactory solutions. A second challenge is to
design the fitness functions according to which the states are
evaluated.

3 Ant Colony Optimization

Ant Colony Optimization [2] is inspired by the behavior of
ants and can solve hard combinatorial optimization prob-
lems, cast in a graph. The agents, or artificial ants, move
from node to node across the edges. The probability of
choosing nodei while being on nodej is:

pi j =
τα

i j η
β
i j

∑l τα
il ηβ

i j

, (3)

for all nodesi that can be reached in one step fromj. In
Eq. 3ηi j denotes some heuristic, or prior knowledge about
the fitness of this edge,τi j is the local pheromone value and
α andβ determine the relative importance ofηi j andτi j .
Pheromones increase the probability for other agents to take
this edge and thus choosing more promising solutions. The
pheromone values decay and the trail is updated in each it-
eration.

For traffic control, a typical application is the optimal rout-
ing problem. The traffic network must be cast into a graph,
with roads as edges and interconnections as nodes. Vehicles
traversing the network may leave some signal at the edges
contributing to the pheromone value associated with it. The
length of the road will be represented as the heuristicη .The
route choice at a node is now influenced by both the road
length and the recommendation by other vehicles that have
recently crossed that road.

4 Conclusions and Future Research

SI methods have the potential to be applied to various traffic
control problems. We will investigate to what extend this
distributed approach leads to more flexible use of traffic net-
works. The methods discussed in this contribution must be
implemented and simulated to verify the improvement.
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1 Introduction

We study consensus problems for classes of linear systems
with time-delays from a stability analysis point of view, see
[1] and the references therein for an introduction to con-
sensus problems. One of the motivating applications is the
stability analysis of the following differential equations, en-
countered in modeling traffic flow dynamics (see [2] and the
references therein for the derivation of the model):

v̇k(t) = ∑p−1
i=1 αk,k−i

∫ ∞
0 f (θ ; n,T,τ)(vk−i(t −θ )−

vk(t −θ ))dθ , k = 0, . . . , p−1,
(1)

where the kernel of the distributed delay is given by

f (ξ ; n,T,τ) =







0, ξ < τ

(ξ−τ)n−1e−
ξ−τ

T̄

T n(n−1)! , ξ ≥ τ
, (2)

with n ∈ N, T > 0, and τ ≥ 0 The indices in (1) should be
interpreted modulo p. It is assumed that αk,l ≥ 0 for all k
and l and that αk,k−1 > 0 for k = 0, . . . , p−1. The left hand
side of (1) represents the acceleration of the kth vehicle, and
the right hand side expresses the velocity differences of the
vehicles, which are in a ring configuration. The distributed
delay, whose kernel is a so-called gamma-distribution with
a gap, is used to model the human drivers’ behavior in the
average.

We are interested in characterizing the set of parameters
of the delay distribution for which the system (1) solves a
consensus problem, that is, all cars eventually get the same
speed (which may depend on the initial values).

Notice that (1) is a special case of the system

ẋ(t) = A
∫ ∞

0
f (θ ; n,T,τ)x(t −θ )dθ , (3)

where A is a p-by-p Metzler matrix with zero row sums.

2 Main results

Various conditions for which the system (3) reaches a con-
sensus for all initial conditions will be discussed. For in-
stance, we have the following result [2, Theorem3.9]:

Theorem 1 If n = 1 and all eigenvalues µ1, . . . ,µp of A are
real, then the system (3) solves a consensus problem if and
only if

T ∈ [0,∞), τ ∈ [0,τ∗(T )),

where

τ∗(T ) = min
k = 1, . . . , p,
µk 6= 0

|∠(µk)|−∠( jωk(T )(1+ jωk(T ))n)
ωk(T )

T

(4)

and ωk(T ) is the positive solution of |ω(1+ jω)n| = T |µk|.
Otherwise, it solves a consensus problem if and only if

T ∈ [0,T ∗), τ ∈ [0,τ∗(T )),

where

T ∗ = min
k=1,...,p, ℑ(µk)>0

tan((∠µk −π/2)/n)

|µk| [cos((∠µk −π/2)/n)]n

and τ∗(T ) is given by (4). The consensus functional satisfies
χ(φ) = V T

0 φ(0)/(V T
0 E0) with (V0,E0) a pair of (left,right)

eigenvectors of A corresponding to the zero eigenvalue.

Also the behavior of the solutions at the onset of instability
will be addressed. Next, the results will be further worked
out for the special case (1) and interpreted in terms of this
traffic flow application.
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1 Introduction

Traffic congestion is one of the main problems of today’s
society. Building new roads could be a way for handling the
traffic congestion problem, but it is less feasible due to po-
litical and environmental concerns. An alternative could be
to make efficient use of the existing transportation facilities
by incorporating advanced communication and information
technologies. This is the primary objective of the “Intelli-
gent Vehicle Highway System” (IVHS) program.

The approach we propose develops IVHS-based control and
management methods that integrate the additional control
measures offered by intelligent vehicles with those of the
roadside infrastructure to substantially improve traffic per-
formance in terms of safety, throughput, and environment.
Our approach incorporates both vehicle-vehicle and vehicle-
roadside communication.

2 Intelligent Vehicles and Traffic Control

Intelligent Vehicles (IVs) aim to enhance intelligence in ve-
hicles and driver capabilities. An IV system senses the im-
mediate environment and strives to achieve more efficient
vehicle operation either by assisting the driver (advisory) or
by taking complete control of the vehicle (automation) [1].

Improving the traffic flow eventually should alleviate con-
gestion, ameliorate safety, and maximize the use of infras-
tructure. Fully autonomous driving on IVHS was consid-
ered to substantially improve the traffic flow [2]. The most
interesting functionality that allows hands-free operation is
to arrange the vehicles in a closely spaced group called “pla-
toons”. In a platoon, the vehicles travel with high speeds and
short distances. Functional areas that were found to sup-
port a combination of platooning and roadside intelligence
are Cooperative Adaptive Cruise Control (CACC), Intelli-
gent Speed Adaptation (ISA) and dynamic route guidance.

3 Proposed Control Framework

The framework we propose is inspired by the PATH AHS
platoon concept [2] and uses IV-based control measures to
implement a next-level traffic control and management ap-
proach. The architecture is a distributed hierarchy as shown
in Figure 1 and is characterized as follows:

• Higher level controllers (area, regional, and suprare-
gional) provide network-wide coordination of lower

Supraregional controller

Regional controller Regional controller

Area controller

Vehicle controller Vehicle controller

Area controller

Roadside controller Roadside controller

Platoon controller Platoon controller

Figure 1: IV-based control framework

and middle level controllers.

• The roadside controllers use IV-based control mea-
sures. They assign desired speeds for each platoon
(ISA), safe distances for platoons (CACC), provide
dynamic route guidance for the platoons, and also in-
struct for merges, splits and lane changes of platoons.

• The platoon controllers receive commands from the
roadside controllers and are concerned with executing
the inter-platoon and intra-platoon maneuvers.

• The vehicle controllers receive commands from the
platoon controllers and translate these commands into
control signals for the vehicle actuators such as throt-
tle, braking, and steering actions.

4 Conclusion and Future Research

We have proposed a framework that combines IV-based
measures and roadside infrastructure for implementing a
next-level traffic management. Future research includes
determining appropriate traffic models for this IV-based
framework, defining the benchmarks, and implementing this
framework on a small-scale setup.

Acknowledgement: This research is supported by STW-VIDI
project “Multi-Agent Control of Large-Scale Hybrid Systems”,
BSIK TRANSUMO, and the Transport Research Center Delft.
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1 Introduction

In recent years particular attention has been devoted to the
design of control laws for the coordination of a group of au-
tonomous systems. Applications include sensor networks,
where a group of autonomous agents has to collect infor-
mation about a process by choosing maximally informative
samples, and formation control of autonomous vehicles (e.g.
unmanned aerial vehicles). In these contexts it is relevant
to consider the case where the ambient space is the three-
dimensional Euclidean space.

In this work we address the problem of designing control
laws to stabilize motion patterns in a model of identical par-
ticles moving at unit speed in three-dimensional Euclidean
space. If the control law is a feedback function ofshape
quantities (i.e. relative frame orientations and relative posi-
tions), the closed loop vector field is invariant under the ac-
tion of the symmetry groupSE(3). The resulting closed loop
dynamics evolve in a quotient manifold calledshape space
and the equilibria of the reduced dynamics are calledrelative
equilibria. Relative equilibria of the model have been char-
acterized in [3]. The equilibria are of three types: parallel
motion, the particles move in the same direction with arbi-
trary relative positions; circular motion, the particles draw
circles with the same radius and in planes orthogonal to the
same axis of rotation; helical motion, the particles draw cir-
cular helices with the same radius, pitch, axis and axial di-
rection of motion.

2 Contribution

This work builds on previous works on planar formation
control laws [4, 5] extending the main results to the three-
dimensional setting. First we consider the case of all-to-
all communication among the agents, and we derive a (sta-
tic) control law which uses only measurements about rela-
tive positions and orientations of the other agents. All-to-all
communication is an assumption that is often unrealistic in
multi-agent systems. In particular, in a network of moving
agents, some of the existing communication links can fail
and new links can appear when other agents enter in an ef-
fective range of detection. To adapt the all-to-all feedback
design in presence of limited communication, we use the
approach recently proposed in [1, 2]. We replace the av-
erage quantities often required in a collective optimization

1This paper presents research results that are, in part, of the Belgian
Programme on Interuniversity Attraction Poles, initiated by the Belgian
Federal Science Policy Office. The scientific responsibility rests with its
authors.

algorithm by local estimates provided by a consensus esti-
mator. On the bases of these results we design control laws
that globally stabilize collective motion patterns under mild
assumptions on the communication topology.
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Figure 1: Formations stabilized with the proposed control laws.
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1 Introduction

In high-tech systems design, couplings between the domains
of control engineering and real-time software need to be
considered. Here, we focus on the coupling between the
latency and jitter in the real-time software, i.e. time-delay
in control terms, and the stability of the controlled system.
It is well known that time-delays can destabilize the sys-
tem. In the area of Networked Control Systems (NCSs) [3]
time-varying delays occur due to the use of a communica-
tion network. Here, we propose a stability test for NCSs
with time-varying delays.

2 Networked Control Systems

An NCS consists of a continuous-time plant that is coupled
to a discrete-time controller over a communication network:

Clock

Sensor

Controller

PlantZOH

τscτca

uk yk

r(t) = 0

Figure 1: Schematic overview of an NCS.

The total time-delay consists of the computation time and
the communication delays, i.e. the sensor-to-controller de-
lay τsc and the controller-to-actuatorτca delay. Under the
assumption that the controller and actuator act event-driven
and that the sensor acts time-driven, these three time-delays
can be lumped together into one delay.
The linear discrete-time model of an NCS, with a state-
feedback controlleruk = −Kxk, is given byξk+1 = Ã(τk)ξk.

3 Robust Stability

Two different stability tests to guarantee robust asymptotic
stability are proposed, based on a convex overapproxima-
tion of the matrix Ã. Method 1 [1] is based on inter-
val matrix theorems. Method 2 [2] is based on the Jor-
dan Canonical Form of the continuous-time system ma-
trix A. For both cases, a set of LMIs is defined that

1
This work has been carried out as part of the Boderc project under the responsibility of the Embedded Systems

Institute. This project is partially supported by the Netherlands Ministry of Economic Affairs under the Senter TS
program.

guarantees robust stability for time-varying delays that sat-
isfy τk ∈ [0,τmax], with τmax ≤ h. As an example, the

following motor-pinch model is used: ¨xs =
nrP

JM +n2JP
u,

with JM = 1.95·10−5 kgm2, JP = 6.5·10−5 kgm2 the inertia
of the motor and pinch,rP = 14 mm the radius of the pinch,
n = 0.2 the transmission ratio between motor and pinch,xs

the sheet position andu the motor torque. The obtained sta-
bilizing controllers for constant delays and robustly stabiliz-
ing controllers for time-varying delays are given in Figure2
for h = 1 ms andK =

(

50 K2
)

. It is obvious that Method
2 is less conservative.
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Figure 2: Stabilizing controller gains forτk ∈ [0,τmax] and con-
stant delaysτmax.
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1 Introduction

Depending on the size of the explored area and the oculo-
motor range, foveate mammals need to combine head move-
ments with eyes movements to catch information about their
surrounding environment [1].
Classically, the study of the orientation of the visual axis
(i.e. gaze orientation) was first based on eye-only move-
ments. This implies that only the eyes angular orientations
were needed to characterize eyes movements. Later, stud-
ies on eye-head coordination applied the same principles of
angular orientations to characterize gaze movements. How-
ever, because the eyes centers of rotation and the head center
of rotation are not the same, a rotation of the head implies a
translation of the eyes centers of rotation.
If ~Hs corresponds to the dual-vector (see [2] for a description
of dual-vector applied to kinematics calculations) represent-
ing the position and orientation of the head with respect to an
inertial frame and if~Eh corresponds to the dual-vector rep-
resenting the position and orientation of an eye with respect
to a frame linked to the head, the gaze can be computed as
in (1).

~G = ~Es = ~Hs + ~Eh (1)

From this equation, one can see that the gaze is the position
and orientation of the eye in space (~Es).
Depending the eye position measuring apparatus, the ac-
quired data can estimate the orientation of~Es (with a search
coil [3]) or the orientation of~Eh (for a video-based eye track-
ing). In the literature, the head position is represented bythe
movement of three non-collinear points fixed to the head [4]
or with a coil firmly fixed to the head [1].
Because (1) is a dual-vector equation, the sum of the two
dual-vectors can only be perform if these dual-vectors are
expressed in the same frame. Nevertheless, it is common in
the specialized literature to compute~Eh as ascalar differ-
ence between~Hs and~Es which is an assumption equivalent
to saying that there is no translation of the eyes center of ro-
tation due to a head rotation.
Our study assessed the necessity to use a more complex
model in eye-head coordination research to incorporate the
eyes centers of rotation translations to be closer to a model
that is used by the brain.

2 Method

Therefore, we conducted simulations to test the measure-
ment sensitivity to the relative position of the eyes center
compared to the head center when a subject fixates a
stationary target and moves his/her head.
Three gaze models were used. The first is the commonly
used model where the head and the eyes centers of rotation
are the same and remain fixed, the second one takes into
account the distance between the two centers of rotation
and the third one incorporates the bending of the spine [5].
First, the gaze movement was simulated as a pure horizontal
movement (like [1]). Then we simulated a vertical move-
ment and finally the study incorporated a more complex 2D
movement.

3 Results and discussion

The simulations demonstrate the importance of knowing
the measuring apparatus sensitivity and give information on
the precision of measures in a head free experiment.
If the gaze control system does not account for the
translations of the eyes center of rotation, we show with
simulations that this generates an error when pointing to an
object, which is in contradiction with the observed behavior
in real experiments.
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m.bonjean@ulg.ac.be

Olivier Waroux & Vincent Seutin
Center for Cellular and Molecular

Neurobiology Center

School of Medicine

University of Liège
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1 Introduction

The function of midbrain dopaminergic (DA) systems is
implicated in various illness such as Parkinson diseases,
schizophrenia and drug abuse. In physiological condition,
DA neurons can switch between tonic, irregular, and burst
firing. Because burst firing increases the amount of released
dopamine, a lot of effort has been devoted to unraveling the
mechanisms underlying the switch between these firing pat-
terns. Both experimental and modeling approaches have
suggested that burst firing requires a glutamatergic input,
a reduced GABAA input, and a reduced opening of small-
conductance K+-activated channels [1, 2]. Very recently, a
new type of K+-current, namely a M-type current [3] has
been found in these neurons [4, 5]. However, the effect of
this current on the electrical activity on DA neurons is cur-
rently unknown. In this study, we aim to address this issue
using both experiments and modeling.

2 Experiments

Extracellular single-cell recordings combined with drug ion-
tophoresis are performed on chloralhydrate anesthetized
male Wistar rats. Burst firing is induced by iontophoresing
a SK blocker onto dopaminergic neurons. The M-current
is blocked by injected the KCNQ blocker (XE-991) intra-
venously.

3 Modeling

The specific anatomical morphology of DA neurons – as-
piny and sparsely branched with three to six primary den-
drites – is described in a realistic three-compartment model
including soma, proximal, and distal dendrites. We em-
bed the model in Fig. 1 with few modifications, where all
compartments include a fast Na+ current, a delayed rectifier
K+ channel, a transient outward K+ current, a leak current,
and a sodium pump. The soma compartment is also mod-
eled with specific Ca2+ currents and pump, as well as a SK
channel current. Glutamatergic (AMPA and NMDA) and
GABAergic synaptic currents are also included. Each spe-

(A)

(B)

Figure 1: Schematic representation of the model (Adapt. [1]).

cific compartment is described with a set of nonlinear partial
differential equations condensed in

Cm
∂V
∂ t

=

(

−∑ im+
1
ra

∂ 2V
∂x2

)

,

whereCm is the neuron membrane capacitance,∑ im is the
sum of the applicable membrane currents, and 1/ra is the
axial conductance.
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Due to the drawbacks associated with the gold standard,
polysomnography (PSG), which is used to study quality of
sleep, there is a need for other tools in the sleep medicine
field. Actigraphy is a very promising alternative which is
made possible due to devices called actimeters. An actime-
ter is a device of about the size of a wrist-watch which
records the patient’s movements in everyday life conditions.

The objective of our work is to develop algorithms for au-
tomatic sleep/wake scoring using only the actigraphic sig-
nal. The database used is composed of 354 nights of record-
ings of infants aged less than one year. Those recordings
have been performed between 1994 and 1998 in the con-
text of the Collaborative Infant Home Monitoring Evalua-
tion (CHIME) study. For each night, the actigraphic sig-
nal, the PSG recording, and the reference scoring (based on
PSG and behavioral observations done by professional sleep
technicians) are available. The measures used to evaluate
the performance of our algorithms are the accuracy (abil-
ity to score properly each 30- second epoch), the sensitivity
(ability to detect sleep) and the specificity (ability to detect
wake). These performance measures have been evaluated on
epochs different from those used to optimize the algorithms,
according to the cross-validation principle.

First, we studied algorithms developed by Sadeh et al. [1]
and by Sazonov et al. [2]. These algorithms are linear com-
binations of features calculated for each epoch. After opti-
mization on the basis of our data, Sadeh’s algorithm gives an
accuracy of 78.9%, a sensitivity of 93.7% and a specificity
of 43.8%, and the performance measures of Sazonov’s algo-
rithm are respectively 78.3%, 94.9% and 39%. At the cost
of a slight diminution of accuracy, we obtain better trade-
offs between sensitivity and specificity by changing the cost
function used during the optimization of the algorithm (for
example 75.7% of accuracy, 83.4% of sensitivity and 57.5%
of specificity with Sazonov’s algorithm).

Secondly, we developed two new algorithms, using methods
which are very common for classification tasks but novel

in actigraphy: neural networks and decision trees. These
two methods can model the optimal classification border if
they are accurately trained, even if that border is non-linear.
This an innovation in the actigraphic field where classifica-
tion algorithms developed to-date are linear combinations of
parameters, apart from one algorithm using Kohonen’s self-
organizing map, a special kind of neural networks [2].

In order to apply these techniques, we carried out a fea-
ture selection to choose the most discriminant ones using
Fisher’s discriminant analysis. These methods significantly
improve the classification performance. Neural networks
give an accuracy of 80.5%, a sensitivity of 92.5%, and a
specificity of 52%. With decision trees, these measures re-
spectively reach 82.1%, 92.2% and 58.1%. Once again the
trade-offs between sensitivity and specificity are quite bad.
To overcome this problem, we proposed to increase the pro-
portion of epochs scored as wake in the training database,
which gave among others 80.5% of accuracy, 83.9% of sen-
sitivity, and 72.2% of specificity with decision trees.

The results obtained in this study are satisfying and promis-
ing: the recent actimeters being much more advanced com-
pared to those used in the CHIME study, the combination
of these new sensors with neural networks or decision trees
gives hope for an additional improvement of the results, and
may provide a new perspective for actigraphic scoring.
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1  Introduction 

Over the past decades, a number of mathematical models 

have been published that give a detailed kinetic 

description of metabolic pathways. Considering the 

complexity of these models that only describe a very 

limited subset of the intracellular metabolic reactions 

and that do not even touch upon the genetic control 

structures that govern the reaction capacities in vivo, it is 

clear that a detailed modeling approach is infeasible for 

full-scale cell models. The Bioprocess Technology 

group of TU Delft has recently developed an 

approximate kinetic format that aims at giving a 

satisfactory description of cell dynamics whilst keeping 

the number of kinetic parameters and mathematical 

complexity as limited as possible. This so-called ‘linear-

logarithmic’ (from here on: ‘linlog’) format [3,4], has 

the attractive property that its parameters are directly 

interpretable using the well established metabolic control 

analysis theory. Moreover, the uniform mathematical 

structure of the employed equations allows steady state 

solutions of the models, which allows the 

straightforward use of the models in microbial redesign. 

2  LinLog Model 
The linlog description of the dynamic behavior of a 

metabolic network is given by the following differential 

equation: 
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where x(t) is vector of concentrations of the internal 

metabolites at time instance t, e(t) a vector of 

concentrations of the enzymes that catalyze the different 

reactions in the metabolic network, and c(t) a vector of 

concentrations of extracellular effectors. The vectors e(t),  

 

 

x(t) and c(t) have been normalized with respect to a 

reference steady-state (e0; x0; c0) with corresponding flux J0. 

And the matrix S is called the stoichiometry matrix. 

Typically, not all metabolite concentrations are measured 

during experiments. To take that into account we can add 

the following measurement equation: 

)()( tMxty =  

Where the matrix M indicates which metabolite 

concentrations are measured. 

3  Goal 
Taking a closer look at these equations, we recognize a 

dynamical state-space model, in which the metabolite 

concentrations x(t) form the state vector. The proposed 

linlog format is in fact a nonlinear state-space system with 

a particular structure. Thus the main goal of this research is 

the development of system identification techniques[1,2] 

for dynamical models of a metabolic network that can be 

described by this Linlog model. 
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1 Introduction
Insulin resistance and associated hyperglycemia (i.e., an in-
creased glucose concentration in the blood) are common in
critically ill patients (who are typically admitted to an in-
tensive care unit (ICU)). It is shown that glycemia normal-
ization (between 80 and 110 mg/dl, by means of rigorous
administration of insulin) results in a spectacular mortality
and morbidity rate reduction in comparison with the conven-
tional insulin therapy in which insulin is only administered if
glycemia exceeds 215 mg/dl [3, 2]. The use of a predictive
control system to normalize glycemia (semi-) automatically
has the potential to reduce workload for medical staff and to
further reduce mortality and morbidity [4]. In this study a
physical model structure used for predicting glycemia and a
model re-estimation strategy are presented.

2 The ICU minimal model (ICU-MM)
The presented model structure originates from the known
minimal model that was developed by Bergman et al. [1].
In [5] the original minimal model was extended to the
ICU minimal model (ICU-MM) by taking into consideration
some features typical of ICU patients. Due to the large inter
and intra patient variability, the implementation of an adap-
tive estimation strategy is crucial for accurately predicting
glycemia [4]. In this study a relaxation of the ICU-MM is
estimated by using a real-life clinical ICU dataset (19 venti-
lated adult patients who were admitted to the surgical ICU).
The first 24 hours are considered as initial estimation set.
Next, the model is re-estimated every hour for the rest of
each patient’s dataset. The number of recent data that are
considered in each re-estimation process is called the Back-
In-Time (BIT ) number. The model performance for each
patient is measured by computing the mean squared error
(MSE) and the mean percentage error (MPE).
The optimal BIT is found to be 4 because of the smallest

MSEs and MPEs in that case (see Figure 1). This indicates
that it is advised to incorporate only the data of the last four
hours in the re-estimation process of the ICU-MM. The av-
erage MSE (std-dev) and average MPE (std-dev) that is ob-
tained when applying this ‘optimal’ re-estimation strategy
to the present data are 172.3 mg2/dl2 (148.2 mg2/dl2) and
8.5% (3.6%), respectively.

3 Conclusion
In this study we present an optimized adaptive ‘minimal’
modeling approach for predicting glycemia of critically ill
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Figure 1: Distribution of the MSEs (top panel) and MPEs (bottom
panel), generated for each patient and presented as a function
of BIT . The ICU-MM is re-estimated every hour. The line
connects the averages of the MSEs and the MPEs.

patients. The optimal size of the dataset to be considered in
each re-estimation process is found to be four hours and re-
sults in clinically acceptable prediction errors. Future work
is focused on the implementation of the re-estimation strat-
egy in the design of a model based predictive controller.
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1 Introduction

Thermodynamical systems are a class of systems that allow
to represent devices in which chemical reactions and heat
exchange take place. But the dynamics of such systems are
often non-linear. Abstract mathematical tools are needed
to represent and analyze such non-linear systems. Those
tools, like for example passivity storage functions or Lya-
punov functions are abstract concepts. The aim is to link
those abstract concepts to the physics of the system.
For electro-mechanical systems this has be done through
their Hamiltonian formulation: total energy has been used
as Lyapunov function or for passivity analysis. But in ther-
modynamic systems irreversible phenomena occur that pre-
vents from extending results from electro-mechanics to ther-
modynamics.
Contact structures are concepts from differential geometry
that allow to describe the possible states of thermodynamic
systems. They are directly linked to Gibbs’s relation and to
the first principle of thermodynamics, i.e. the conservation
of energy. The dynamics of such a system can be repre-
sented by a contact vector field. These tools have been in-
troduced by R.Mrugała ([1]) and Chen ([2]). Eberard et al.
have shown how Hamiltonian systems can also be expressed
in this formalism ([3], [4]).

The aim of this work is to apply this formalism to physical
systems. The link is made between the physical phenomena,
and more particularly the energy and matter fluxes. This
will be illustrated by some simple examples. Finally this
formalism will be integrated in a network approach for the
modeling and analysis of more complex systems.

2 Differential geometry for modeling thermodynamics

The state of a thermodynamic system can be represented via
some physical quantities: internal energy U , volume V , en-
tropy S, number of moles of each component n, pressure
P, temperature T and chemical potential of each species µ .
These quantities are not independent and have to respect
Gibbs’s relation which can be written on the following way:

dS− 1
T

dU− P
T

dV +
µT

T
dn = 0

This means that the possible states are on a Legendre man-
ifold with the entropy function S (U,V,n) as one of the pos-

sible generating functions.

The dynamics are expressed by a contact vector field gener-
ated by a contact Hamiltonian function. This contact Hamil-
tonian function can be related to the expression of the phys-
ical phenomena that are taking place. The contact Hamil-
tonian function of interconnected systems can be obtained
directly from the contact Hamiltonian function of the more
simple subsystems.

3 System analysis

All the information about the behaviour of the system are
contained in two functions: the generating function of the
Legendre submanifold on one hand, and the contact Hamil-
tonian function on the other hand. The analysis of these two
functions can give us information about steady states, stabil-
ity, passivity...
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1 Switched linear systems and joint spectral radius

A discrete-time switched linear system is described by

xk+1 = Aqxk for q ∈ {1, 2, . . . , q̄} (1)

where at each time k, the switching index q arbitrar-
ily chooses a matrix Aq from a finite set of matrices
{A1, A2, . . . , Aq̄}. For system (1) one can always find some
σ ≥ 0 and M ≥ 1 such that all possible trajectories satisfy

|xk| ≤Mσ
k|x0| (2)

for all k. More interesting and significantly harder is to find
the infimum of all such σ for which there exists some M
and (2) is satisfied. That infimum happens to equal the joint
spectral radius (JSR) of the set of matrices {A1, A2, . . . , Aq̄}.

Switched linear systems appear in numerous applications
and in most of those applications, essential is the following
question: Do all of the trajectories of the system converge
to the origin? The answer is affirmative if (and only if) the
JSR of the set of matrices is strictly less than unity. Apart
from being an indicator of asymptotic stability, JSR is still
important to know since it constitutes a bound on the rate of
convergence (divergence) of the trajectories.

2 Switched homogeneous systems and growth rate

A superclass of switched linear systems is the class of
switched homogeneous systems, described by

xk+1 = Λq(xk) (3)

where each Λq is homogeneous, i.e. Λq(λx) = λΛq(x) for
all λ ≥ 0. In addition to being interesting on their own right,
homogeneous systems also may appear as better approxi-
mations to certain nonlinear systems than linear systems do.
Like in linear case, one observes that the trajectories of (3)
satisfy (2) for some (M, σ) pair and that all trajectories con-
verge to the origin if (and only if) the infimum of all such σ

is strictly less than unity. That infimum is called the (maxi-
mum) growth rate of system (3).

3 An algorithm to approximate growth rate

Most, if not all, of the algorithms approximating JSR of a
switched linear system make use of the linearity in a way

that cannot be extended to the more general case of homoge-
neous systems. Namely, such algorithms involve computing
eigenvalues or singular values of matrices generated out of
Aq’s of (1). Hence a different approach is necessary to com-
pute/approximate the growth rate of a homogeneous system.
One quite beneficial aspect of homogeneous systems is that
the global behaviour can trivially be reconstructed from lo-
cal through scaling. To be precise, for each trajectory, there
is a scaled trajectory starting on the unit ball. Using that fact
along with time-invariance, one can rearrange (3) as

ηk+1 =
Λq(ηk)
|Λq(ηk)|

, η0 =
x0

|x0|
λk+1 = |Λq(ηk)|λk , λ0 = |x0| .

(4)

Note then that |ηk| = 1 for all k and xk = λkηk. The key
observation at this point is the following

growth rate = sup

over all possible
sequences {λk}

limsup
k→∞

λ
1/k
k . (5)

Eq. (5) suggests an approximation algorithm where the unit
ball is discretized into a grid of finitely many points and
an approximation of the system (4) that evolves on a finite
graph is considered. When sequences of {λk} are gener-
ated by this approximate system to compute the growth rate,
principle of optimality can be used to prevent computing all
possible sequences and only the “worst” ones can be con-
sidered instead. This means that the number of sequences
of length N to be considered depends linearly on N instead
of exponentially. The proposed algorithm gives an upper-
bound on the growth rate of system (3). That upperbound
can be shown to converge to the actual growth rate as the
grid becomes finer. The algorithm also makes a new option
for computing JSR of switched linear systems.
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1 Abstract

A Lur’e feedback control system consisting of a linear,
infinite-dimensional system of boundary control in factor
form and a nonlinear static sector type controller is consid-
ered. A criterion of absolute strong asymptotic stability of
the null equilibrium is obtained using a quadratic form Lya-
punov functional. The construction of such a functional is
reduced to solving a Lur’e system of equations. A suffi-
cient strict circle criterion of solvability of the latter is found,
which is based on results by J.C. Oostveen and R.F. Curtain
[4]. The paper uses extensively the philosophy of recipro-
cal systems with bounded generating operators as recently
studied by R.F. Curtain in e.g. [1].

2 Some More Detail

This paper reports the main results of the circle criterion pa-
per [3]. We consider a Lur’e feedback system as in Figure 1

ry(t)u(t)

plant
ẋ = A(x+du)
x(0) = x0

y = c#x

-n--0
+

controller

f (y)

6−

�

Figure 1: The Lur’e feedback system

⊲ SISO linear plant described by

{

ẋ(t) = A[x(t)+du(t)]
y(t) = c#x(t)

}

, (1)

⊲ Static scalar controller nonlinearity described byf (y).

The linear plant is subject to the following assumptions:

• A : (D(A) ⊂ H) −→ H generates a linear exponen-
tially stable (EXS), C0–semigroup{S(t)}t≥0 on a
Hilbert space H with a scalar product〈·, ·〉H.

• y is a scalar output defined by a linear observa-
tion functionalc# , with D(A) ⊂ D(c#) which is A-
bounded (i.e. bounded onDA, i.e the spaceD(A)
equipped with the graph norm ofA, here equivalent
to ‖x‖A := ‖Ax‖H).
The restriction ofc# to D(A) is representable as
c#x = 〈h,Ax〉H for everyx∈ D(A) and someh∈ H,
or shortlyc#

∣

∣

D(A)
= h∗A.

• d ∈D(c#) ⊂ H is a factor control vector,u∈ L2(0,∞)
is a scalar control function.

The closed–loop system is described by the abstract nonlin-
ear differential equation

ẋ(t) = A
{

x(t)−d f
[

c#x(t)
]}

. (2)

We give conditions under which the state x=0 of (2) is
strongly globally asymptotically stable: essentially a sector
type condition for the nonlinearity and the satisfaction
of two Lur’e operator equations for the linear part. The
solution of the latter is discussed by a Kalman-Yacubovitch-
Popov type result..

References

[1] R.F. Curtain,Regular linear systems and their recip-
rocals: application to Riccati equations, Systems and Con-
trol Letters,49 (2003), pp. 81 - 89.

[2] P. Grabowski, F.M. Callier,Circle criterion and
boundary control systems in factor form: Input–output ap-
proach, Int. Jour. Applied Math. and Computer Science,11
(2001), pp. 1387 -1403.

[3] P. Grabowski, F.M. Callier,On the circle criterion for
boundary control systems in factor form: Lyapunov stability
and Lur’e equations. ESAIM: COCV, 12 (2006), pp.169 -
197.

[4] J.C. Oostveen, R.F. Curtain,Riccati equations for
strongly stabilizable bounded linear systems, Automatica34
(1998), 953-967.

Book of Abstracts 26th Benelux Meeting on Systems and Control

66



Pseudo-Gradient and Lagrangian Boundary Control Formulation of
Electromagnetic Media

Dimitri Jeltsema
Delft Center for Systems and Control

Delft University of Technology
Mekelweg 2, 2628 CD, Delft

The Netherlands
Email: d.jeltsema@tudelft.nl

Arjan van der Schaft
Inst. for Mathematics and Computing Science

University of Groningen
P.O.Box 800, 9700 AV, Groningen

The Netherlands
Email: a.j.van.der.schaft@math.rug.nl

Introduction and Motivation

In the early sixties, Brayton and Moser developed a mathe-
matical analysis to study the stability of nonlinear electrical
networks [1]. Their method is based on the observation that
the dynamics of a large class of RLC networks can be writ-
ten in the form1

Q(u)u̇ = Pu(u), (1)

where u ∈ Rn is a vector containing the inductor currents
and capacitor voltages, P : Rn → R represents the so-called
mixed-potential function describing the resistive (R) part of
the network, and Q(u) ∈ Rn×n is a block-diagonal matrix
containing the inductances (L) and capacitances (C). The
principal application of the concept of mixed-potential con-
cerns its use in determining (Lyapunov-based) stability cri-
teria for nonlinear networks. A strong feature of the method
is that it can also be applied to networks with negative resis-
tors.

During the last four decades several notable extensions and
generalizations have been presented in the literature. How-
ever, to our knowledge, all these contributions deal with fi-
nite dimensional lumped-parameter networks, except for the
work contained in [2]. The latter paper presents a mixed-
potential-based stability theory of a single transmission line
system connected to a nonlinear load. Instead of a function
P (u) as in Eq. (1), the analysis starts with the construc-
tion of a functional P [u] which involves an extended vector
[u] = col(u,ub) and the spatial derivatives of u, i.e.,

P [u] =
∫
Z

P (u,uz)dz+P b(ub),

where ub denote the currents and voltages at both ends of
the transmission line.

Contributions

In this presentation, we will further generalize the results of
[1] and [2] by defining an electromagnetic mixed-potential
that describes Maxwell’s curl equations (i.e., the Ampère-
Maxwell law and Faraday’s law). Besides the completion
of the overall Brayton-Moser picture, the construction of an

1The subscript notation (·)u denotes partial differentiation w.r.t. u.

electromagnetic mixed-potential suggests some alternative
variational principles that imply the existence of a family
of novel Lagrangian functionals. In contrast to the exist-
ing methods in mathematical physics, these new Lagrangian
functionals explicitly yield both Maxwell’s curl equations
without invoking the usual vector magnetic and scalar elec-
tric potentials [3]. Furthermore, a suitable extension of the
functional derivative enables us to consider electromagnetic
media with non-zero boundary conditions. This leads to a
Lagrangian boundary control system of the form:(

δ[qt ]L [q,qt ]
)

t −δ[q]L [q,qt ] = 0,

where δ[·] denotes the extended functional derivative. In this
setting, the generalized velocities qt represent the electric
and magnetic field intensities, and the generalized displace-
ments q represent their respective time-integrals, i.e., the
electric ‘flux’ and the magnetic ‘displacement’ density vec-
tors. The associated (symplectic) Hamiltonian counter part
is shown to coincide with the total stored energy in the fields.

Additional contributions include the generation of power-
based electromagnetic storage functionals that can be used
to determine stability or passivity properties of the medium
along the lines of [4]. This in return enables us to construct
a new family of Poynting-like conservation laws.
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(a) (b)

Figure 1: Two colored graphs. Are they both observable?

1 Introduction

Consider an agent moving from node to node in a directed
graph whose edges are colored. The agent knows the col-
ored graph perfectly but does not know his position in the
graph, that is, the node in which he is. From the sequence of
colors he observes he wants to deduce his position. We say
that an edge-colored directed graph isobservableif there
is some observation time length after which, whatever the
color sequence observed, the agent is able to determine his
position in the graph and is able to do so for all subsequent
times. Of course, if all edges are of different colors, or if
edges with different end-nodes are of different colors, then
an agent is always able to determine his position after a sin-
gle observation. So the interesting situation is when there
are fewer colors than there are nodes. Consider for instance
the two graphs on Figure 1 which differ only by the edge
between the nodes 1 and 3. The edges are colored with two
“colors”: solid (S) and dashed (D). We claim that the graph
(a) is observable but that (b) is not. In graph (a), if the ob-
served color sequence is DDS then the agent must be at node
1, while if the sequence is SDD he must be at node 3. Ac-
tually one can show that the observation of color sequences
of length three always suffices to determine the exact po-
sition of the agent in this graph. Consider now the graph
(b) and assume that the observed sequence is SSDSS; after

1The research reported here was performed while the authors were at
MIT, Cambridge. It was partially supported by the “Communauté fran-
caise de Belgique - Actions de Recherche Concertées”, by the EU HY-
CON Network of Excellence (contract number FP6-IST-511368), by the
Belgian Programme on Interuniversity Attraction Poles initiated by the Bel-
gian Federal Science Policy Office, and by the DoD AFOSR URI for “Ar-
chitectures for Secure and Robust Distributed Infrastructures”, F49620-01-
1-0365 (led by Stanford University). The scientific responsibility rests with
its authors. Raphaël Jungers is a FNRS fellow (Belgian Fund for Scientific
Research).

these observations are made, the agent may either be at node
1, or at node 3. There are two paths that produce the color
sequence SSDSS and these paths have different end-nodes.
Sequences of increasing length and with the same property
can be constructed and so graph (b) is not observable.

2 Some results about observable graphs

The concept of observable graph leads to some interesting
questions: Firstly, given a sequence of colors, how to de-
duce from this information the possible current states of the
agent? We will see that there is a straightforward algorithm
that does this job, and we will put it in relation with the well
known Viterbi algorithm for Hidden Markov Models. Now,
if one is given a colored graph, how to check whether it is
an observable graph? How to compute the length of the ob-
servation necessary to localize the agent? We will derive
necessary and sufficient conditions that allow one to recog-
nize observable graphs in polynomial time. Another inter-
esting question is the following one: if one is given a simple
(uncolored) graph, how to color it in order to have an ob-
servable graph? We will first analyse some particular graphs
that appear in practice, and we will give efficient algorithms
to answer to these questions for these particular graphs. For
general graphs however, we prove that such questions are
NP-hard to answer, and we raise then the question of the
approximation of the optimum.

3 Conclusion

The aim of this talk is to be tutorial. The accent will be
put on relations with other topics in systems and control:
Hidden Markov Models [4], Observable Discrete Event Sys-
tems, and Trackable Networks [2] are a few of them.
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S. cerevisae is one of the most popular host microorganism
for vaccine production. The possibility to easily express a
variety of different recombinant proteins explains its impor-
tant role in the pharmaceutical industry. In order to maxi-
mize productivity, a common strategy is to regulate the etha-
nol concentration at a low value, thus ensuring an operating
point close to the edge between the respirative and respiro-
fermentative regimes where the yeast respirative capacityis
exactly filled. Several applications of this principle can be
found, for instance in [1, 2]. However, these control schemes
all require the on-line measurement of the ethanol concen-
tration, implying the availability of an (unfortunately quite
expensive) ethanol probe. This explains that alternative stra-
tegies based on more basic measurement signals, such as the
dissolved oxygen concentration, have been proposed, e.g. in
[3], or that software sensors reconstructing ethanol from the
measurements of basic signals have been designed [4].
Based on singular perturbation and linearization, three
simple linear models are derived from Sonnleitner’s model
([5]). They describe the transfer between the feed rate and
the dissolved oxygen concentration or the ethanol concen-
tration, respectively. In the latter case, two different linear
models are used to describe the respirative and respiro-
fermentative mode of operation. Interestingly, these three li-
near models have exactly the same structure, and only differ
in the values of their coefficients so that the same controller
design procedure can be used.
An adaptive RST controller is then designed to regulate the
dissolved oxygen or the ethanol concentrations, accordingto
the considered model, at an imposed setpoint. This design is
based on pole placement (for setpoint tracking) and the se-
lection of an observer polynomial (for loop robustification),
which can be achieved independently.
The performance of these control schemes is then assessed
both in simulation and in real experimental studies with dif-
ferent yeast strains. Attention is focused on ethanol regula-
tion, which leads to better biomass productivity than oxygen
regulation. Ethanol can be either measured directly using
an appropriate probe, or indirectly using a software sensor
based on elementary signals such as base addition (for pH
control), stirrer rotational speed, etc. ([4]).
In all the case studies, the controller performed well, de-
monstrating its reliabilty under various conditions. As com-
pared to conventional open-loop operation, the application
of the control schemes can lead to about 40 % productivity
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FIG. 1: Simulation results with the RST controller - Evolution of
the ethanol concentration (E : continuous line andEre f :
dashed line) and the feed flow rate (Fin).

gain. As an example, the evolution of the ethanol concen-
tration and the feed flow rate are represented in Fig. 1, fol-
lowing two setpoint changes, the first one starting att = 0
and corresponding to 1g/l, and the second one applied at
t = 10h and corresponding to 2g/l.
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The Activated Sludge Model no. 1 (ASM1) [3], which is the
most widely accepted model of wastewater treatment plants
(WWTPs), is used to describe the biotransformation pro-
cesses of nitrification-denitrification. Due to its complex-
ity and nonlinearity, this model is however not well-suited
to the design of a control structure. The objective of this
work is threefold:(1) to reduce the ASM1,(2) to linearize
the reduced model, and(3) to design a robust control algo-
rithm, in order to improve the plant performance and reject
perturbations. The two first points have been exposed in [1].
The control procedure is now illustrated with data from the
COST benchmark [4].

Standard activated sludge processes consist of anoxic and
anaerobic tanks in closed-loop with a secondary settler (see
Fig. 1). Despite large variations in flow and load, together
with uncertainties concerning the composition of the incom-
ing wastewater, these plants have to be operated continu-
ously, meeting more and more stringent norms on the quality
of the effluent water.
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Figure 1: WWTP sheme: an anoxic tank, an aerobic one, and
then a secondary settler. Qin is the volumetric influent
rate, Qr is the recirculation volumetric rate, SO,inj is the
injected dissolved oxygen, Cf is the feed concentration
in particulate components, and Csat is the saturation
concentration at the sludge outlet

The resulting ODEs model after reduction involves 5 state
variables for the anoxic tank, and 6 state variables for the
aerobic one. A simple Taylor series is used for lineariza-
tion, which avoids generating data sets and identifying un-
known coefficients (which are relatively cumbersome tasks),
and this linearization is effected around average operational
values, which avoids the use of a multi-model strategy. The
settler model can be reduced by considering that, in most of
the operational range (despite a varying feed concentration
Cf), the sludge outlet is caracterized by a constant (satura-

tion) concentrationCsat. The reduced and linearized model
satisfactorily follows the evolution of the nonlinear model.

For the purpose of our study, we consider three sets of data
concerning dry, rainy and stormy weathers [4]. These data
sets are used to test our reduced linear model and our control
strategy in the face of realistic events and perturbations.

The reduced and linearized model serves as a basis for the
design of robustH2 controllers regulating the dissolved oxy-
gen concentration in the aerobic tank (viaSO,inj) as well as
the ammonium or nitrate/nitrite concentrations (viaQr and
Qin). The robust controllers show satisfactory performance,
mostly whenQin can be manipulated via a retention tank.
As all the wastewater treatment plants are not equipped with
such a tank, an alternative is the manipulation of soluble sub-
strateSS,in, by modulating the outlet flow rate of a buffer
tank placed at the plant inlet and containing a solution at a
given concentration.
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Biochemical Reactor Model

The dynamical analysis and control of tubular biochemical
reactors have motivated many research activities over the
last decades (see e.g. [2], [3], [5], [6], [8]). The dynam-
ics of these reactors are described by distributed parameter
systems and typically by nonlinear partial differential equa-
tions with e.g. Danckwerts type boundary conditions, (see
e.g. [2], [3] ).

In this presentation we consider a nonlinear dynamical
model of a fixed bed tubular biochemical reactor with axial
dispersion, [4]. The nonlinearity in the model arises from
the substrate inhibition term in the model equations and is
a specific rational function of the state components. The
basis of the model under study is derived from the work per-
formed on anaerobic digestion in the pilot fixed bed reactor
of the LBE-INRA in Narbonne (France) and is mainly in-
spired from the dynamical models built and validated on the
process ([1], [7]). This study follows and extends the pre-
liminary one performed in [6].

Dynamical Properties

The existence and uniqueness of the state trajectories (limit-
ing substrate and limiting biomass) as well as their asymp-
totic behavior are analyzed for this model. The trajectories
exist on the whole (nonnegative real) time axis and the set
of all physically feasible state values is invariant under the
dynamical equation. This set takes into account the positiv-
ity of the state variables as well as a saturation condition on
the substrate. Moreover the asymptotic behavior of the tra-
jectories is investigated and it is reported that the trajectories
converge to equilibrium solutions of the system.

In addition the existence of multiple equilibrium profiles is
analyzed. The multiplicity is established together with the
stability of equilibrium profiles by using phase plane analy-
sis of ordinary differential equations. The results are illus-
trated by some numerical simulations.
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1 Introduction

This paper addresses the optimization of biochemical reac-
tion systems, operated in a continuous mode, in which an
arbitrary number of componentsn are involved in only one
reaction.

Biochemical reaction systems are complex, highly nonlinear
systems. Due to the presence of reaction rate functions dis-
playing various types of process inhibition effects, the sys-
tem usually possesses at least two stable equilibrium points,
one of which corresponds to the normal operating point of
the process and the other one to a wash out state, where all
or almost all biological activity in the reactor vessel has dis-
appeared. In addition, there exist one or more than one un-
stable equilibrium. Hence, for the analysis, design and op-
eration of biochemical engineering systems, it is essential to
be able to decide from which initial states the process will
converge to normal operation that provides economic ben-
efits and which initial states will lead the system to a wash
out or non-productive conditions.

Two optimization problems are solved: (i) the problem of
optimal operation for maximum production in steady state,
and (ii) the problem of the start-up to the optimal steady
state. The effect of feedback on the stability of the set point
is investigated.

2 System dynamics

The systems under investigation can generally be cast in the
form [1]:

ξ̇ = cr(ξ )−Dξ +F (1)

whereξ ∈ R+n
is the vector of concentrations of the var-

ious components participating to the process (the system’s
state);D ∈ R+ is the specific volumetric outflow rate or di-
lution rate;F ∈ R+n

, F = col(Fi) = D · col(ξini ), i = 1. . .n
represents the vector of supply rates, eventually corrected
for the rates of removal of components in gaseous form;
c ∈ Rn, c = col(ci), i = 1. . .n is the vector of yield coeffi-
cients;r(ξ ) ∈ R+ is the reaction rate function. For analysis
and derivation of the optimal control strategy, no analytical
expression for the reaction rate function is assumed, only
considerations based on biological evidence are made.

The system model (1) has bounded states and the set of equi-
librium points is globally convergent [2].

3 Optimization

Optimizing the operation of a bioreactor means determining
the sequence of dilution rates which maximize a certain cost
index during the transient as well as in steady state. Gener-
ally the dilution rate is constrained toD1 ≤ D≤ D2.

The steady state optimization consists of determining a set
point ξ̂s (corresponding to the dilution rateDs) for the biore-
actor operation, which ensures an optimal productivity. It is
shown that such an optimal set point always exists, indepen-
dent of the reaction kinetics structure.

The problem of start-up to the optimal set point is solved as
a free finite time optimal control problem. The controller
which ensures the optimal transient is of the bang-bang type
with no singular intervals. There can only be one switching
between the minimum and maximum values of the dilution
rate. In order to avoid solving complicated numerical prob-
lems with split boundary conditions, the switching is chosen
to take place on the system’s stability boundary correspond-
ing to the nominal operating point whenD = D2. This stabil-
ity boundary can be accurately estimated using a trajectory
reversing technique [2].

4 Conclusions

The feedback controller moves the stability boundary of the
set point to the stability boundary of the uncontrolled sys-
tem’s operating point corresponding to the minimum dilu-
tion rate. This stability boundary defines a wide region of
attraction which, depending on the system parameters and
reaction kinetics, can extend to almost the entire state space.

References

[1] G. Bastin and D. Dochain,On-line Estimation and
Adaptive Control of Bioreactors, Amsterdam: Elsevier,
1990.

[2] M. Sbarciog, M. Loccufier, E. Noldus, ”Convergence
and stability of biochemical reaction systems of rank one”,
In: Proceedings ofCDC-ECC’05, Seville, pp. 5540–5545,
2005.

Book of Abstracts 26th Benelux Meeting on Systems and Control

72



Analysis of nonlinear biochemical networks: the hybrid approach

Mark Musters
Department of Electrical Engineering
Eindhoven University of Technology
Den Dolech 2, 5600 MB Eindhoven

The Netherlands
Email: m.w.j.m.musters@tue.nl

Natal van Riel
Department of Biomedical Engineering

Eindhoven University of Technology
Den Dolech 2, 5600 MB Eindhoven

The Netherlands
Email: n.a.w.v.riel@tue.nl

1 Introduction

Unraveling the complexity of biology requires a thorough
understanding of the biochemical networks that form the ba-
sis of life’s robust dynamics. For example, the human body
is composed of approximately 1014 cells, each including a
plethora of biochemical networks, e.g. genetic networks,
signal transduction pathways and metabolic processes. Sim-
ple reasoning is not sufficient to predict the dynamics. Tools
from systems theory have therefore been introduced in biol-
ogy, from which the field of Systems Biology has emerged.
In biological applications, one faces a serious lack of accu-
rate experimental data, while this is a requirement for mod-
eling with ordinary differential equations. Moreover, bio-
chemical networks are traditionally littered with nonlinear-
ities that hamper analysis. We have therefore developed a
procedure to analyze the biochemical networks, based on
qualitative hybrid systems. This class of systems is charac-
terized by combining both continuous and discrete aspects
into one unifying framework. Since a qualitative hybrid ap-
proach was chosen, the required amount of quantitative in-
formation is limited. As application of this procedure we
considered the so-called unfolded protein response (UPR),
which is a biochemical network that regulates the correct
folding of proteins. Studying UPR is of great importance; it
has been hypothesized that misfolded proteins are involved
in cardiovascular diseases and Alzheimer.

2 Methods

By means of extensive exploration in the literature, one can
often derive a deterministic model of a biochemical net-
work with the following set of ordinary differential equa-
tions (ODEs):

ẋ = Ax+ f (x), (1)

with x: state vector of the system; A: matrix with the lin-
ear part of the state equations; and f (x): matrix description
of nonlinear functions. This model is in general too large
for analysis, since networks contain in general more than
10 subtrates; thus model reduction is required. Large dif-
ferences in time scales in biological processes have been
observed. Therefore, singular perturbation theory can be
used to reduce the model in Eq. (1). The next step is to ap-
proximate all nonlinear functions in f (x) as piecewise affine

(PWA) functions ϕ(x) of the form:

ϕ(x) =

{
h1(x) if g(x) ≤C,

h2(x) if g(x) > C,
(2)

with h1(x) and h2(x): linear functions that are valid if invari-
ants g(x) ≤C and g(x) > C are satisfied, respectively; g(x):
linear function that describes the threshold plane between
two modes; and C: constant. This divides the total phase
space in various modes, depending on the number of nonlin-
ear terms in the original model. Transitions between modes
can be obtained by determining the dot product of the tra-
jectories within the system and the normal of the boundary
plane between the modes [1]. Whether mode transition is
feasible and under which conditions depend on symbolic in-
equalities of the parameter values. As a consequence, com-
plete analysis of the system generates several phase spaces
of the system that are only valid for specific sets of parame-
ters.

3 Results

The procedure has been applied on the UPR model. Anal-
ysis shows a single steady-state, its exact location in phase
space is determined by the parameter values. Comparison
with experimental data confirms this observation.

4 Discussion and Future Perspectives

We presented a qualitative method to analyze nonlinear bio-
chemical networks. A model of UPR was taken as example.
Next step is to link this analysis method to perform parame-
ter estimation, as the symbolic restrictions on the parameter
values can be implemented in nonlinear identification meth-
ods [2].
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1 Operational Acoustic Modal Analysis

Experimental acoustic modal analysis is a well known tech-
nique. However there are some difficulties. A first diffi-
culty is the fact that the equivalent of the mechanical force
in structural modal analysis is the volumetric acceleration
in acoustic modal analysis. So to perform an experimen-
tal acoustic modal analysis one needs calibrated volumet-
ric acceleration sound sources which are not widely avail-
able. Another problem concerning the sound sources is
that they have to be omnidirectional. Almost all existing
sound sources are directive. A third problem concerning the
sources is that they always have certain dimensions. So they
change the volume of the cavity altering the acoustic system
[1].

Over the past years, a modal identification technique that
uses output-only data has been developed: operational
modal analysis (OMA). It typically uses auto- and cross-
power spectra in stead of frequency response functions
[2]. The big advantage of operational modal analysis in
the acoustic domain is that one does not need any volume
sources anymore. The background noise is sufficient to es-
timate the modal parameters. The only disadvantages of
OMA is that the mode shapes are not correctly scaled and
that the background noise is not perfectly white.

2 Sensitivity-based rescaling method

In structural Modal Analysis, one has shown that it is pos-
sible to estimate the correctly scaled mode shapes by com-
bining two operational modal analyses [3]. In this contri-
bution it will be shown that there exists an acoustic equiva-
lent. After doing a first operational modal analysis one has
to change the cavity in some points and perform a second
measurement. The first measurement results inn resonance
frequencies (ωn) andn operational mode shapes (Ψi,n). If
one now changes the acoustic system with known local vol-
ume changes at a set of known locations∆Vi (i = 1. . .Nc)
one can calculate a scaling factor for each moden:

αn =

√

√

√

√

−2 ·∆ωn

ωn ·

(

∑Nc
i=1Ψ2

i,n ·∆Vi

) (1)

 

Figure 1: Experimental set-up

Multiplying the operational mode shape with this scaling
factor results in the volume-normalised mode shapes. Note
that this calculation is based on a linearisation of a sensitiv-
ity analysis. As a rule of thumb one can assume that this
linearisation is valid if the percentage of volume change is
lower than 5 percent of the volume of the cavity.

3 Experiments

The proposed technique has been experimentally validated
on a box with dimensions 1.24m×0.3m×0.36m.
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1 Introduction

Recently a new technique for Operational Modal Analysis
was proposed and validated. This technique makes use of
transmissibility measurements only. In general, the poles
that are identi�ed from transmissibility measurements do
not correspond with the system's poles. However, by com-
bining transmissibility measurements under different load-
ing conditions, it is shown that the model parameters still
can be identi�ed. The advantage of the recently proposed
technique is that the operational forces are no longer as-
sumed to be white noise. They can be arbitrary (colored
noise, swept sine, impact ...) as long as they are persistently
exciting in the frequency band of interest.

2 Theoretical results

Transmissibilities are obtained by taking the ratio of two re-
sponse spectra, i.e. Ti j(ω) = Xi(ω)

X j(ω) . By assuming a single
force that is located in, say, the input degree of freedom
(DOF) k, it is readily veri�ed that the transmissibility re-
duces to

Ti j(ω) =
Xi(ω)
X j(ω)

=
Hik(ω)Fk(ω)
H jk(ω)Fk(ω)

=
Nik(ω)
N jk(ω)

, T k
i j(ω) (1)

with Nik(ω) and N jk(ω) the numerator polynomials oc-
curring in the transfer-function models Hik = Nik(ω)

D(ω) and
H jk = N jk(ω)

D(ω) . Note that the common-denominator polyno-
mial, D(ω), which roots are the system's poles, λm, disap-
pears by taking the ratio of the two response spectra. Conse-
quently, the poles of the transmissibility function (1) equal
the zeroes of transfer function H jk(ω), i.e. the roots of the
numerator polynomial N jk(ω). So, in general, the peaks in
the magnitude of a transmissibility function do not at all co-
incide with the resonances of the system.

It is known that transmissibility function depends on the lo-
cation of the force, however by making use of the modal
model between input DOF, k, and, say, output DOF, i,

Hik(ω) =
Nm

∑
m=1

φimLkm
iω−λm

+
φ ∗imL∗km
iω−λ ∗m

(2)

one concludes that the limit value of the transmissibility
function (1) for iω going to the system's poles, λm, con-

verges to model that the limit value of the transmissibility
function (1) for iω going to the system's poles, λm, con-
verges to

lim
iω→λm

T k
i j(ω) =

φimLkm
φ jmLkm

=
φim
φ jm

(3)

and is independent of the (unknown) force at input DOF k.
Consequently, the substraction of two transmissibility func-
tions with the same output DOFs, (i, j), but with different
input DOFs, (k, l) satis�es

lim
iω→λm

(
T k

i j(ω)−T l
i j(ω)

)
=

φim
φ jm

− φim
φ jm

= 0 (4)

To sum up, the system's poles, λm, are zeroes of the ratio-
nal function ∆T kl

i j (ω) , T k
i j(ω)−T l

i j(ω), and, consequently,
poles of its inverse, i.e.

∆−1T kl
i j (ω) , 1

∆T kl
i j (ω)

=
1

T k
i j(ω)−T l

i j(ω)
(5)

In a next step the modal parameters can easily be identi�ed
by directly applying a frequency-domain estimator to the
transmissibility-based ∆−1T kl

i j (ω) functions. One can read-
ily understand that above results do not depend on the na-
ture of the unknown input forces and therefore the proposed
method reduces the danger to identify force contributions as
true physical poles.
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1 Introduction

The reference-based combined deterministic-stochastic sub-
space identification (CSI/ref) [2] is a generalization of the
robust CSI algorithm [3] which is especially suited for the
modal analysis of large mechanical structures with artificial
(measured) excitation. CSI(/ref) yields estimates for thesys-
tem matrices of the combined deterministic-stochastic state-
space description of the linear system:

xk+1 = Axk +Buk +wk

yk = Cxk +Dukvk

A modal analysis of this state-space system description
yields the structure’s modal parameters.

2 The CSI/ref algorithm

For large mechanical structures on which a large number of
outputsn is measured in one setup, the classical CSI algo-
rithm has 2 disadvantages:

1. As the number of block rows in the Hankel matrix
that is built from the measured data needs to be large
enough to get accurate results, the total number of
rows is large ifn is large which slows down the al-
gorithm;

2. If n is large, it often happens that some output sig-
nals are of clearly less quality than others, which can
deteriorate the accuracy of the identified system.

As in modal analysis, all channels contain almost the same
modal information (frequencies, damping ratios), only the
modal amplitudes differ, a solution to these disadvantagesis
to make use of somereferenceoutput signal only to built the
row space of past output data in the data block Hankel ma-
trix. If the number of reference outputs is small, this results
in a large data reduction. If the reference outputs contain the
less noisy channels, this results in an increase of accuracy.
This is precisely what is done in the CSI/ref algorithm. The
theoretical proof for this algorithm can be constructed for
the proof of CSI [3], where now the non-stationary Kalman
filter has to be replaced by a Kalman filter that makes use of
the reference outputs only.

3 Application: modal analysis of the Z24 bridge

The CSI/ref algorithm has been applied to the Z24 bridge
data, which have been proposed as a benchmark for the com-
parison of system identification algorithms for the modal
analysis of large structures [1]. The bridge was measured
in 9 setups, in which 2 inputs (forces provided by hydraulic
shakers) and between 28 and 33 outputs (accelerations) were
measured at once. Using CSI/ref, the best benchmark results
reported so far are obtained (18 modes, 15 of which have
high quality mode shapes). Two of the identified modes are
shown below.

mode 10 - 13.21Hz mode 18 - 37.25Hz

4 Conclusions

The CSI/ref algorithm is a very powerful system identifica-
tion algorithm for the modal analysis of large mechanical
structures. If the reference outputs are well chosen, the al-
gorithm is faster and more accurate than CSI. Using CSI/ref,
the best benchmark results reported so far for the Z24 bridge
have been obtained.
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Scope of the work

Multivariable feedback control design faces fundamental al-
gebraic and analytical limitations, [1]. Within these limita-
tions, tradeoffs must be made. Algebraic tradeoffs are trade-
offs between different transfer function matrices (S+T = I ).
Analytical tradeoffs are dictated by the multivariable Bode
sensitivity integral,

∑
i

∫ ∞

0
lnσi(So)dω = 0. (1)

Herein, tradeoffs can be made spatially, i.e., per direction. In
the case that disturbances act in a particular direction, atten-
uation in that direction can be increased while attenuation is
decreased in other directions. When, in a certain frequency
band, the nett effect on the Bode sensitivity integral is zero,
other frequency bands are not influenced, Figure 1. Spatial

σ1(So), σ2(So)
σ1(So)

σ2(So)

logω logω

dB dB

Figure 1: Initial design (dashed). Left: Design for a disturbance
in all direction (thick). Right: design for disturbance in
one fixed direction (thick).

shaping of transfer functions requires knowledge about the
multivariable aspects of disturbances. Therefore, methods
are studied to analyse and model multivariable disturbances.

Blind identification

The challenge in modeling disturbancesd(t) is that one has
no measurements from the physical sourcess(t) causing the
disturbances. This leads to ablind identification problem.
In the signal model,d(t) = Hs(t), only d(t) is known. Us-
ing independent component analysis (ICA), one can recover
bothH ands(t), see Figure 2, up to some indeterminancies.
From ICA, the physical location of disturbances can be de-
rived.

dy(t)

dx(t)

dz(t)

dRz
(t)

dRy
(t)

dRx
(t)

s1(t)

s2(t)

ICA

H

Figure 2: Reconstruction of components s(t) and matrix H from
observations,d(t)

Experimental setup

The problem is illustrated with the active vibration isolation
platform depicted in Figure 3. Six degrees of freedom can
be controlled individually, but all degrees of freedom suf-
fer from unknown (possibly artificially added) disturbances.
The challenge is to identify the disturbances blindly so that
spatial shaping of multivariable transfer functions is facili-
tated. Hence, multivariable control design freedom can be
exploited.

Figure 3: Active vibration isolation platform.
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1 Introduction

Stochastic Subspace Identification (SSI) [3] is today recog-
nized as one of the most accurate and robust methods for the
identification of linear systems from output-only measure-
ment data. SSI yields estimates for the system matricesA
andC of the stochastic state-space description of the linear
system:

xk+1 = Axk +wk

yk = Cxk +vk

However, one of the drawbacks of this method is that, till
know, no information about the accuracy of the identified
system parameters was available from the algorithm.

2 Covariance-driven Stochastic Subspace Identification

In [3], Van Overschee and De Moor indicate that, with a
particular choice of weighting matrices, the Stochastic Sub-
space algorithm reduces to the Principal Component algo-
rithm [1] on which this paper focuses. This algorithm starts
with the construction of a block Toeplitz matrix of output

covariancesΛre f
j = E[yk+ jy

re f
k

T
] (the subscriptre f stands for

reference sensors):

Lre f
1|i =





Λre f
i . . . Λre f

1
. . . . . . . . .

Λre f
2i−1 . . . Λre f

i





A singular value decomposition ofLre f
1|i yields the extended

observability matrixOi , of which the first rows are equal to
the matrixC and from which the matrixA is determined as:

Lre f
1|i = UΣVT Oi = UΣ1/2 A = Oi

†Oi

3 Covariances on the system parameter estimates

In [2], a new sensitivity-based formula for the covariances
on the identified system matrices is derived:

Cov

(

vec

([

A
C

]))

=

[

A1
A2

]

(B +C )Cov
(

vec(∆Lre f
1|i )

)

(B +C )T
[

A1
A2

]T

where Cov
(

vec(∆Lre f
1|i )

)

is estimated with statistical tech-

niques andA1, A2, B andC are calculated from matrices
that are determined during the identification procedure.

4 Simulation example

Consider the SISO systemA = 0.98, C = 0.25,

Cov
(

[

wk
T vk

T
]T

)

= diag
(

[

1 0.01
]T

)

. The influ-

ence of the number of samplesN on the accuracy of the
identified system poleA is investigated by means of Monte-
Carlo simulations. For each value ofN, the sample variance
calculated from 200 numerical simulations (dashed line) is
compared to the sample mean and the 2σ uncertainty bound
of the variance estimates ofA computed with the covariance
formula (full lines):
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5 Conclusion

From the figure it can clearly be observed that the variance
estimation procedure presented in this paper yields not only
unbiased, but alsoaccurateestimates of the variance on sys-
tem parameters identified with reference-based covariance-
driven stochastic subspace identification.
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1 Project Goal

The number of active systems in a car is rapidly increasing.
So far, each actuator is controlled independently. Therefore,
undesired coupling between the different control schemes
may lead to severe loss of performance. By designing a
global nonlinear MIMO controller and integrating all the
available actuators into a common strategy, the global per-
formance and safety of the vehicle will be optimized.

2 Active systems

In the near future, most cars will be equipped with four types
of active systems which will all have specific capabilities.
Active suspension can increase the roll control capacity, re-
duce the risk of roll-over and improve the load transfer and
distribution of braking forces. Thanks to a Steer-by-Wire
system (i.e., electronic control of the steering angle) thecar
can have a more predictable (linear) behaviour, even in case
of large steering commands. Also the lateral performance
and stability can be well improved close to the friction limit.
Using a Four Wheel Steering vehicle, where we have the
ability to steer the rear wheels, it becomes possible to de-
couple lateral forces and yaw moments which can provide
more accurate and consistent behaviour as well as better dis-
turbance rejection(such as from side winds). Finally, the
implementation of a Brake-by-Wire system (i.e., electronic
control of the brakes) allows for a more efficient distribution
of the tyre forces on the friction ellipse, especially in case of
low friction.

3 Control objectives

Our objective is to integrate and optimally control all the
active systems previously described to ultimately make the
vehicle behaviour more consistent and predictable and im-
prove simultaneously the handling and ride performance,
the disturbance behaviour, the handling at the friction limit
and the comfort. Furthermore, the redundancy in the actu-
ators enables closed loop system fault-tolerance, which is
extremely critical.

4 The problem of friction

The problem is even more complex when many parameters
area priori unknown. In particular the road conditions, to-
gether with the friction characteristics, can change drasti-

cally during driving. Basically, the tyre friction curve has a
maximum for some normalized speed at the contact point.
To reach the best performance, the maximum is targeted.
However, the peak introduces an unstable region that should
be avoided at any cost. The maximum available friction is
so different when driving on snow or on dry asphalt that just
making the system robust would lower the performance too
much due to the associated conservatism. This means there
is a need for adaptation and therefore the friction has to be
estimated. Nevertheless such estimation is still very compli-
cated to get even if research has been going on for decades.
One promising solution is the estimation of the friction in
parallel with the tyre forces using a nonlinear Kalman filter.

5 Results

The challenges for the car industry for the next generation of
cars and the problems related to the varying shape of the tyre
friction curve are formulated. The estimation of the friction
is then analyzed making use of an Unscented Kalman Fil-
ter. Finally, the impact of nonlinear control methods for a
global control strategy is explained. Simulations using the
Vehicle Dynamics Library for Modelica - Dymola provide
better insight about the global problem and support the fric-
tion estimator.
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1 Introduction

A pushbelt continuously variable transmission (CVT) is
a stepless power transmission device with infinitely many
transmission ratios within a certain range. This is enabled
by the variator, which consists of a segmented steel V-belt
that is clamped in between two pairs of conical sheaves,
see Figure 1. High clamping forces are exerted by a hy-
draulic actuation system to prevent global slip of the belt at
all times, which leads to increased hydraulic pump losses
and increased friction losses.

Figure 1: Pushbelt CVT variator.

2 Variator Slip Control

2.1 Why?
One way to reduce these losses and to improve the variator
efficiency is to lower the clamping forces to a level that is
sufficient to transfer the torque. This implies that global slip
of the belt is allowed to a limited extent. However, in the
presence of driveline disturbances this strategy possiblyre-
sults in excessive slip of the belt and severe damage of the
variator. Hence, it is necessary to control the slip in the vari-
ator [1].

2.2 How?
The desired slip region is based on Figure 2. For each of
three transmission ratios, the desired slip region is different,
since it changes in accordance with the maximum variator
efficiency. A slip controller is applied to keep the slip in the
desired slip region for each transmission ratio.
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Figure 2: Experimental variator efficiency as a function of slip

(·: low; ⋄: medium; ∗: overdrive).

2.3 When not?
At present, the application of slip control is not feasible in
several situations, due to possible unstable behaviour. These
situations concern, for example, extreme driveline distur-
bances and fast transmission ratio changes,e.g., kickdowns
and emergency stops.

3 Project Objective

Demonstrate the fuel-saving potential of slip control witha
vehicle implementation for all driving conditions.

4 Approach and New Challenges

The approach to achieve this objective consists of an iter-
ative analysis / synthesis cycle between theory and experi-
ments, see Figure 3. Relevant research questions are:
Modeling for Control: What are the characteristics of the
transmission ratio dynamics and the slip dynamics in the ap-
plicable slip range?
Control Design: What are the possibilities of linear param-
eter varying control and extremum seeking control?
Slip Estimation: What are the possibilities of a slip ob-
server design in comparison with a cheap, reliable, and ac-
curate slip sensor design?
Driveline Disturbances: What are the consequences of
driveline disturbances,e.g., torque converter and road dis-
turbances, for slip control?
Driveability: What are the implications of the perception of
the driver for slip control?

Slip
Estimation

Modeling
for Control

Control
Design

Driveability
Driveline

Disturbances

Figure 3: Interaction between theory, test rig experiments, and vehicle experiments.
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1 Introduction

Active Structural Acoustic Control (ASAC) tries to reduce
the radiated sound by actively influencing the dynamics of
a structure. The main idea behind this research is to apply
ASAC by acting on the structure as close as possible to the
noise source, in order to cancel the vibration energy as soon
as possible in the transfer path. For the considered appli-
cation of gear noise, an experimental set-up has been built,
as discussed in [1]. The set-up (see figure below) consists
of a shaft supported by two bearings, of which one is made
“active” by mounting piezo-actuators around it, to influence
the vibration transfer in the bearings. Sound is radiated by a
flexible panel mounted on the set-up.

The presentation first discusses briefly a first attempt to re-
duce the radiated noise by increasing the transmission loss
with collocated integral force feedback [2]. Then it focusses
on the design of a feedforward controller to directly influ-
ence the radiated noise [3]. The design is preceded by a
modal analysis in order to be able to carefully analyse the
set-up’s dynamics.

2 Dynamic characterization of the set-up

Efficient ASAC requires the knowledge of the important
noise radiating modes, and how they are excited by the dis-
turbance. Furthermore, the controllability and observability
of these modes should be assessed. For a mechanical struc-
ture, a modal analysis is a powerful tool to help answering
these questions; by exciting the system and measuring the
dynamic response in several points, the vibration patterns
are identified and modal participation factors are calculated.

The modal participation factors indicate how well the modes
are excited by each actuator. Therefore, the system is ex-
cited by an external electrodynamic shaker and by the con-
trol actuators which are present in the system. The shaker
simulates the disturbance introduced by gear forces. The
modes with a high modal participation factor for the shaker
input will be best excited by the disturbance and need to be
targeted by controller. The controller can only be efficient
when these modes are controllable. This can be checked by
looking at their modal participation factors for the control
actuators. This information, combined with sound pressure
measurements, leads to the selection of two noise radiating
modes that will be addressed by the controller.

3 Controller design

First control experiments show that collocated integral force
feedback control is able to reduce the transmitted force
through the bearings, but the effect on noise radiation is limi-
ted [2]. When using a collocated force sensor, the observa-
bility of the panel modes is very limited, because they are lo-
cal modes. Therefore, an alternative feedforward approach
is developed and implemented, using the rotational speed as
reference signal, and using pressure sensors or accelerome-
ters as error signals.
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Abstract - The importance of traceability of nonlinear measurements
increases as the techniques start to be used in industrial applications.
An intercomparison between a number of Large Signal Network
Analysis (LSNA) architectures and setups is proposed here as a first
step towards standardisation for nonlinear microwave measurements

I. INTRODUCTION

The measurement of the behaviour of nonlinear systems oper-
ating at microwave and RF frequencies is one of the emerging
topics in RF and microwave measurements. Several measure-
ment prototypes and a few commercial products are available
by now, and the field has matured sufficiently to start spread-
ing the instrumentation setups to a wider application commu-
nity. 

From a metrology point of view, the time has now come to
start an inter-comparison effort to prepare for the traceability
of the instruments to a common standard. This work is a first
step towards such a standardization. It is performed in the
context of the NOE Target, whose goal is the design of power
amplifiers at RF frequencies. There have been earlier attempts
for an inter-laboratory comparison campaign, one hosted by
the NIST [1,2], and a second one hosted by the Target net-
work. This work builds on the experience that has been gath-
ered during this prior research.

II. PROPOSED METHOD

One of the cornerstones of existing inter-comparison measure-
ments for other quantities is that the characteristic of the
device under test (DUT) can be traced to one of the funda-
mental quantities, (such as a length, a voltage, ….). Unfortu-
nately, there is no known nonlinear device that meets this
requirement, and hence the ‘exact’ value of the DUT remains
unknown.

In the earlier NIST [1,2] study, a black-box neural net model
is used as an ‘exact’ reference value. The major problem is
that this model is also to be extracted based on measurements,
and cannot be validated by an independent test. Here, the
choice has been made to avoid the use of such device models.
The proposed alternative is to use a stochastic test to deter-
mine whether or not the signals measured by the different
partners were generated by the same device, given that the
excitation conditions match. This removes the problem of the
determination of the “true” device model. 

III. PROPOSED DEVICE

The DUT as a whole needs to be stable over a long period of
time and has to be isolated as much as possible from small
non-idealities of the measurement setup. 

In this work, a custom developed HEMT transistor is used as
the nonlinear element. It was developed and characterized by
the USTL-Lille partner. The main problem to characterise
such a device is that its nonlinear response depends on the
impedance presented at the ports and the spectrum generated
by the signal source. As the instruments are different, this
dependence complicates the comparison a lot.

To isolate the nonlinearity from the small differences in
impedance and spectral content, the nonlinear element is con-
nected in tandem with a lowpass filter at the input side and an
isolation amplifier at the output side. This reduces both the
impedance and the spectral dependence of the response of the
DUT by an order of magnitude. It leaves the device with a
nearly perfectly reproducible excitation signal and isolates the
output of the device from load variations at the output, up the
15 GHz bandwidth of the isolation amplifier. 

Note that this isolation is obtained even when the brand of the
components of the instrument differ. This is a very important
feature, as the hardware of the prototypes is scattered over dif-
ferent brands and models.

IV. MEASUREMENT CAMPAIGN

The device is circulated between the 5 partners. After each
measurement, the device is returned to the organizing lab
(VUB-ELEC) and is re-measured to avoid the effect of wear-
out and drift on the obtained results. 

V. CONCLUSION

A preliminary 2-node comparison shows that the final round
robin can be started. The device will be sent to all labs starting
begin of January 2007.
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1 Introduction

Due to market saturation and global competition, today’s
chemical industry strives for more efficient processes to
reduce the production costs. Mathematical process models
have proven over the past decades to be extremely valuable
tools for optimising the operation and control of chemical
processes, resulting in the desired profit improvement.
Application of these model based techniques to jacketed
tubular reactors, still important workhorses in process
industry, paves the way to improved operation policies.

In this study a set of optimal temperature profiles are derived
for the optimal and safe operation of a tubular reactor in the
presence of multiple and conflicting objectives. The reactor
under study is a classic tubular reactor in which an exother-
mic, irreversible, first-order reaction takes place. To remove
the heat of reaction a surrounding jacket is used. Under the
assumptions of (i) plug flow, (ii ) steady-state conditions and
(iii ) an Arrhenius law dependence of the reaction rate on
the temperature, the reactor can be described by a 1D-model
yielding a set of first-order differential equations with re-
spect to the spatial coordinatez. As mentioned before the
optimal control problems include multiple and conflicting
objectives, i.e., maximising a reactant conversion and min-
imising an energy cost [3].

2 Optimisation procedure

The entire set of optimal solutions, i.e., the Pareto front, is
obtained based on a linear weighted sum of the conversion
and energy cost. In order to calculate the Pareto front effi-
ciently a four step procedure of indirect, analytical and di-
rect numerical optimal control techniques is proposed.
First, the analytical expressions for all possible arcs are com-
puted based onPontryagin’s Minimum Principle, an indi-
rect optimal control technique[1]. Second, by implement-
ing a direct optimal control methode, i.e., control vector
parametrisation(CVP) [5], the optimal control profiles are
determinated numerically for a coarse grid of weights A. In
the third step the optimal sequence of the arcs present in
the numerical obtained control profiles is identified. Finally,
theanalytical parametrisation(AP) [4], based on the identi-
fied optimal sequence (step three) and analytical expressions

(step one) of the arcs, is applied. These low dimensional
analytical optimisation problems with mainly the switching
points between the arcs as decision variables are numerically
solved for a refined grid of trade-off coefficients.

3 Results and future work

Optimal control profiles based on both the reactor and the
jacket fluid temperature are derived for the entire range of
trade-off values. Additionally, characteristic features of the
temperature profiles are identified and explained chemically
[2]. Future work will exploit the here developed techniques
in order to optimise tubular reactor processes in which dif-
fusive phenomena are explicitly taken into account.
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1 Introduction

For classicjacketed tubular reactorsoptimal temperature
profiles often exhibit a trapezoidal shape, i.e., increasing
until a certain reactor temperature is reached, keeping that
temperature constant over an interval, and decreasing the
temperature towards the end [5, 7]. However, inducing the
constant temperature part via the jacket is difficult for an
exothermic reaction, because a spatially varying jacket fluid
temperature profile is required. The flow reversal orreverse
flow reactoris an alternative configuration. Periodically re-
versing the flow causes the fixed bed inside the reactor to act
as a regenerative heat exchanger, typically yielding trape-
zoidal temperature profiles [1, 4]. A quantitative compar-
ison between the classic and the reverse flow reactor has
been reported for the adiabatic case [2]. However, a cool-
ing jacket is required when certain temperature limits must
not be exceeded or when the constant temperature level has
to be controlled [3, 6]. A comparison for this nonadiabatic
case is still lacking.

2 Procedure

This study focusses on the performance comparison of two
practically feasible jacketed reactor configurations, which
lead to (near-)optimal temperature profiles. First, a clas-
sic tubular reactor with a finite number of isothermal jacket
zones is selected. As second option a cooled reverse flow
reactor is studied. Both configurations involve a simple
1D model and an exothermic irreversible first-order reaction
with Arrhenius kinetics enabling a fair comparison between
the (cyclic) steady-state performance. Two cost criteria are
studied which involve an inherent trade-off between conver-
sion and energy costs. To ensure a safe operation an upper
limit is imposed for the reactor temperature. Additionally,
the start-up procedure is checked to ensure a safe conver-
gence to the desired (cyclic) steady-state.

3 Results and discussion

For both configurations and for both cost criteria a reason-
able approximation of the optimal steady-state profiles and

a safe convergence during start-up has been obtained. The
classic configuration outperforms the reverse flow reactor,
when a sufficient number of isothermal intervals is installed.
However, the more isothermal intervals, the more complex
the control scheme will be. The flow reversal strategy, how-
ever, requires more equipment.
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1 Motivation

We consider the numerical solution of Lyapunov matrix dif-
ferential equations with multigrid. Such equations have
many applications, for example, in the field of numerical
control, model reduction and for the computation of sec-
ond moments (variance) in systems modeled by differential
equations with stochastic coefficients.

A wide range of problems can be (approximately) modeled
by a linear system subject to gaussian input

ẋ = Ax+Bu.

To study the open-loop stability of such systems, we can
directly compute the covariance matrix of the statex by

Ṗ = AP+PAT +BBT
.

This can be used to determine the influence of random pa-
rameters in the model, e.g. for the conservation of food
[1]. Other applications include model reduction by balanced
truncation [2] where the gramians obey two Lyapunov equa-
tions

AP+PAT +BBT = 0.

2 Multigrid

If the dynamical system is a PDE, we can discretise this PDE
in space and end up with a linear dynamical system. How-
ever, the number of statesN is very large, e.g. 106 is not un-
common. To solve the states of this PDE for a given input,
we can use existing solvers like multigrid. They usually rely
on the sparse structure of the matrixA but the large number
of unknowns do not pose a practical problem, as long as the
solution can be stored in memory.

A major problem in solving the Lyapunov equation for a
PDE is the size of the solution matrixP. Even at moderate
mesh-sizes the number of unknowns becomes very large,
e.g. 1012 unknowns for 3D problems. In [3] the optimal
cooling of steel bars in a rolling mill is solved by a LQR
problem. The resulting heat equation is discretised by a
FEM of the steel bar.

We will show how the solution can be computed in a
compressed format, namely a low rank approximation

P ≃UV T
,

with U andV tall matrices of dimensionN×k, k≪N. When
this low-rank compression is used throughout the multigrid
cycle, a significant reduction of the solution time and mem-
ory requirements can be achieved. While a standard multi-
grid method would requireO(N2) computations, we need
only O(N logc N), with c a small number. This is an exten-
sion of [4] to the time-dependent case and to more robust
solvers.
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Abstract We present the combinatorial 2-player game clob-
ber and its 1-player version solitaire clobber. We present
some old and recent results on both games.

1 What is Clobber?

The combinatorial game clobber was introduced by Albert,
Grossman, Nowakowski and Wolfe in 2002 [1]. It is played
with black and white pawns as in the game of Draughts.
White begins and moves a white pawn onto an adjacent
black pawn and removes this black pawn from the game.
The place formerly occupied by the white pawn is then
empty and cannot be occupied anymore. Then Black plays
similarly with the black pawns, etc. The player making the
last move wins the game. As this game admits no draw
and only a bounded number of moves, it can be proved
that for any initial position there exists a winning strategy
for either White or Black. The following initial position
(where pawns lie on a line) is for instance winning for White
dtdtdtdt, and the first play could bedtdtdt d.

Clobber is usually played onn×m grids with alternatedd

and t, but it can be generalized on any graph, locating the
the pawns on the nodes. A 1-player version of the game was
proposed in [2], Solitaire clobber (see also [3, 4]). In this
game, the goal is to remove as many pawns as possible by
moving black or white pawns in the same way as in the usual
clobber but without necessarily alternating black moves and
white moves. We analyze clobber and solitaire clobber in
the particular case where pawns lie on a cycle.

2 Previous and new results on Clobber

Consider first the solitaire game. Thereducibility value of
an initial conformation is the minimal possible number of
remaining pawns at the end of the game [2, 3]. A confor-
mation allowing one to remove all pawns but one has for
example a reducibility value of one. The case where pawns
lie on a line has already been studied relatively deeply. It
has been proved that the reducibility value is at most⌈n/2⌉
(n being the initial number of pawns), and an initial confor-
mation has been found where this bound is tight [2]. We
focus on another particular graph, the cycle. It has been re-
cently asked whether the maximal reducibility value on the

1This research was supported by the Concerted Research Action (ARC)
“Large Graphs and Networks” of the French Community of Belgiumand by
the Belgian Programme on Interuniversity Attraction Poles initiated by the
Belgian Federal Science Policy Office. The scientific responsibility rests
with its authors. J.M. Hendrickx and R. Jungers hold a FNRS fellowship
(Belgian Fund for Scientific Research)

cycle is≃ n/41. This value is obtained on a cycle of length
n = 4k by takingk repetitions of the patterndtdtas initial
conformation. Indeed, an optimal strategy for the solitaire
on this conformation can be proved to be the following: re-
duce each patterndtdt to a simple d by first moving the
leftmost pawn to the right, then the rightmost pawn to the
left, and finally the leftmost one to the right. We answer the
question negatively by presenting a conformation on the cy-
cle for which the reducibility value isk = n/3, and consist-
ing in k repetitions of the patternddt. Moreover we show
that this is the the worst conformation, closing the question
of general bounds on the reducibility value on the cycle.
We also analyze the original (two players) clobber game.
Some initial conformations have already been studied, many
of which leading to interesting open questions It has for in-
stance been conjectured that the line( dt)k (that is,k repe-
titions of dt) always admits a winning strategy for the first
player except fork = 3. We propose a general strategy for
2-players clobber that leads to victory in an infinite class
of initial conformations. Roughly speaking, one puts the
game in a symmetric conformation so that for any move of
the opposite player, there exists a symmetric move restoring
this symmetry. Therefore, the opposite player can only lose
since every one of its moves is followed by another one.This
strategy is applied to show that the second player can al-
ways win a game on the cycle if the original conformation
is 2k +1 repetitions of the patterndt.

Acknowledgment: The authors wish to thank Eric Duchêne
for having made them discover this interesting topic and for
his suggestions of open issues.
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1 Introduction

The nature of the interception problem with 2 non-
cooperative players, namely a missile and target, leads to
the field of differential games. In general game-theoretic
approaches to missile guidance design are based on the
zero-sum Nash equilibrium [1]. The interesting differential
games are the so-called pursuit-evasion games formulated
with 2 players, one being the pursuer and the other being
the evader. The pursuer and evader are not cooperating as
both have a different objective. In real-life the strategy of
the evader is never known a priori, and furthermore con-
straints, imperfect state measurements and inaccurate sys-
tem parameter estimations make that it is rather difficult to
choose the optimal weighting parameters at the beginning
of the pursuit-evasion engagement. Therefore one should
like to adapt the choice of weighting parameters during the
engagement. Such a dynamical adjusting of the weight pa-
rameters at discrete time intervals will lead to an adaptive
guidance law, which is presented in this paper.

2 Problem definition

The conflicting interest of both players can be captured in
one performance index, which the pursuer tries to minimize
while the evader tries to maximize it. The general perfor-
mance index, with statex and commanded lateral accelera-
tion of pursuerap and evaderae, is given as:

J(x0,ap,ae) =
1
2

x(tF)TQFx(tF)+

1
2

∫ tF

t0
Rpap(t)2−Reae(t)2dt (1)

The values ofRp and Re and the bounds on the con-
trols determine whether the problem is, soft-constrained
(Rp,Re > 0), semi soft-constrained (Rp > 0,Re = 0) or hard-
constrained (Rp = Re = 0). All resulting differential games
can be reformulated as a Two-Point Boundary Value Prob-
lem (TPBVP). In case of the (semi) soft-constrained prob-
lems one can manipulate the TPBVP and obtain a Riccati
Differential Equation (RDE), which needs to be solved.

3 Approach

In case of a (semi) soft-constrained problem no guarantee
of meeting the bounds on the controls is obtained. These
bounds can be respected by tuning the weighting parameters

in the performance index. The choice of weighting parame-
tersRp, Re together with the initial conditionx0 and given
weight matrixQF define the strategies and thus also the state
trajectory and therefore:

J(x0,a
∗
p,a

∗
e) = J(x0,Rp,Re) (2)

The saddle points strategies are optimal in the Nash formu-
lation (denoted with *) in case the performance index truly
represents the actual physical goals. However, this engineer-
ing information is in most cases not available. One can now
imagine to apply dynamic programming principles [2] for
the on-line tuning of the weighting parameters at discrete
time (update) intervals,tk ∈ [t0, tF), k = 0, . . . ,kmax. Once
the optimal weighting parameters are obtained, the associ-
ated Riccati Differential Equations will be recalculated and
the feedback implementation of the open-loop solutions will
be used for the remaining of the intercept.

4 Results

The results will be included in the final version.
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1 The problem

An important problem in nonlinear control theory is the
computation of a feedback controller satisfying some con-
trol objective in the prescence of noise. While the noise may
be modelled by a stochastic process, we may not have suffi-
cient information to be able to construct a realistic stochastic
model, and instead consider a worst-case nondeterministic
noise. Worst-case noise may also be used if it is critical that
the controller satisfy the control objectives under all possi-
ble conditions.

The assumption of nondeterministic noise leads naturally to
the formulation of the problem as a dynamical game, which
in discrete-time can be written

xn+1 = f (xn,un,vn) (1)

and in continuous time

ẋ(t) = f (x(t),u(t),v(t)), (2)

where x ∈ X is the state, u ∈U is the input and v ∈V is the
noise. In discrete-time, we assume that un must be chosen
without knowledge of vn, and in continuous time, we assume
that u(t) is subject to some “infinitessimal” delay, giving rise
to a δ -game [1].

We consider the problem of controlling the system such
that any trajectory starting in some initial set X0 eventually
reaches some target set A, and remains in A for all subse-
quent times. That is,

∀x0 ∈ X0, ∃T ≥ 0 s.t. x(t) ∈ A ∀t ≥ T. (3)

We are interested in computing the controllable set, that is,
the set of initial conditions for which (3) has a solution, and
further, computing a feedback controller implementing the
control.

2 Main results

There is a vast body of literature on dynamical games,
and related problems in optimal control theory, see [2].
However, much of this literature contains theoretical results
which cannot be directly implemented, or approximate nu-
merical algorithms for which it is not always clear if the
computed controller satisfies the control objectives. Indeed,

since the problem is formulated in terms of arbitrary sets
and functions, it is not even clear how to represent the prob-
lem data and solution on a digital computer. We therefore
use the framework of computable analysis developed in [3],
which provides a rigorous theory for effective computa-
tions involving sets, maps and flows using Turing machines.
This framework also allows much simpler proofs than those
based on explicit discretization methods such as [4].

In discrete-time, we show that under certain semicontinuity
requirements on the system behaviour, we can rigorously
compute convergent under-approximations to the control-
lable set. Since it may not be possible to find a continuous
controller, we discuss the existence of minimally-restrictive
semicontinuous multivalued controllers. We then consider
optimal over-approximations to the controllable set, and
show that these need not converge to the controllable set it-
self.

In continuous time, we use sample-and-hold control to re-
duce the problem to discrete-time, and we consider the re-
lation between instantaneous feedback control, sample-and-
hold control, and feedback control with delays.

3 Summary

We consider the effective computation of control strategies
for dynamical games in discrete and continuous time. We
show that under certain conditions, it is possible to compute
feedback controllers and the controllable set. We use the
framework of computable analysis, which gives a simple,
natural and rigorous theory for effective numerical compu-
tation in the continuous setting.
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1 Introduction

Lactic acid is a popular preservative in the food industry be-
cause of its activity against a broad spectrum of pathogenic
and spoilage microorganisms. The lactic acid antimicrobial
activity is twofold: (i) release of protons at dissociation low-
ers the extracellular pH, and (ii) the undissociated form of
the acid is able to diffuse into the cell, affecting the cell
metabolism.
In the field of predictive microbiology, mathematical mod-
els are developed and analyzed to characterize the microbial
evolution in response to environmental factors. Recently, a
combined primary and secondary model for the inactivation
of L. innocua under controlled initial conditions of undis-
sociated lactic acid [LaH] and pH was presented [2]. The
so-called primary model for the description of the cell con-
centration N [cfu/mL] as function of time is a Weibull-type
model, which can be written as follows [3]:

N(t) = N0 ·10

(
−

( t
δ

)p
)

(1)

The secondary model describing the variation of the shape
factor p and the time for the first decimal reduction δ [h] as
a function of [LaH] and pH, was subsequently developed.
The aim of this study is to evaluate the predictive power
of this model, created for static conditions, under dynamic
conditions of [LaH] and pH. Herein, the basic hypothesis is
made that the microbial cells react immediately on the in-
stantaneous pH and [LaH] conditions and thereby are phys-
iologically independent of preceding pH and [LaH] condi-
tions.

2 Materials and methods

Experiments Two dynamic experiments were performed in
1 L erlenmeyer flasks filled with a rich, modified Brain Heart
Infusion medium. For both experiments, the initial and fi-
nal (pH;[LaH]) conditions were equal to (4.5;0.01M) and
(3.5;0.05M), respectively. A peristaltic pump was used to
transfer medium with (pH;[LaH]) equal to (3;0.08M), from
a reservoir to the erlenmeyer flask in which the L. innocua
was inoculated. For first experiment the flow rate was set at
0.02 mL/min. The rate in the second experiment was set at

0.04 mL/min.
Modelling approach The inactivation under dynamic con-
ditions is simulated by means of both the static form [Eq.
(1)] and the (non-autonomous) dynamic form [Eq. (2)]
of the Weibull equation [1], combined with the secondary
model.

dN
dt

= − ln(10)
δ p p t p−1 N (2)

Two approaches were used during the simulation. In the
first approach, for every simulated time interval, N0 was set
at the last value of the previous interval and t was reset to
zero. pH and [LaH] measurements were used to calculate
δ and p. The second approach calculated N from pH and
[LaH] measurements and a momentary time, based on [4].

3 Results

A slower inactivation of L. innocua than predicted by the
simulation, was observed. This means that the working hy-
pothesis is not correct, i.e., the physiology of the microbial
cells does depend on preceding conditions.

4 Conclusions

A model developed for the L. innocua inactivation at static
conditions of pH and [LaH] was used to describe inactiva-
tion at dynamic conditions. The results indicate that the mi-
crobial cells were able to develop an induced stress resis-
tance at increasing [LaH] and decreasing pH conditions.
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In recent years, the economical ascent of biotechnology has
urged bioprocess industry to improve culture productivity.
Even though a wide range of state estimation algorithms are
readily available for on-line process monitoring ([1] ; [2];
[3]), their practical use is still relatively limited. The main
reasons are : (a) many state estimation algorithms require a
dynamic model of the bioprocess, involving a macroscopic
reaction scheme and kinetics, which are difficult to establish
from prior process knowledge and available measurement
data ; (b) state estimation algorithms usually rely on some
hardware sensors, which are expensive and not always fully
reliable ; (c) manual operation has a long history in the bio-
process industry and advanced monitoring and control are
currently emerging techniques.
This study aims at assessing the potentialities of NN soft-
ware sensors for estimating on-line the time-evolution of
some key components of interest (in the case studies descri-
bed in this paper, biomass estimation is considered) in yeast
and bacteria batch and fed-batch cultures. The underlying
idea is to use the information contained in signals which
are routinely measured in industrial plants. These signalsare
usually involved in basic regulations (pH, stirrer speed, dis-
solved oxygen, feed flowrate) and carry over information on
cell growth. In order to discriminate among these signals, a
principal component analysis is first achieved. Then, a feed-
forward RBF NN, whose architecture has proved quite use-
ful in modeling bioprocesses (see, e.g., [4]), is trained using
the most informative signals (or a combination of them as
provided in the main PCs).
This straightforward approach is tested with a large set of
experimental results corresponding to various yeast and bac-
teria strains, the expression of different recombinant pro-
teins and different bioreactor scales. These tests demonstrate
that a small number of experiments (between 2 and 4) are
sufficient for NN training, and that the NN software sensor
has good generalization properties (with respect to reactor
scale, and to some extent, to the product of interest).
As an example, Figure 1 shows the time-evolution of the
four input signals and the estimation of the biomass concen-
tration by a RBF NN trained with 4 data sets corresponding
to cultures of bacteria in 20 l-reactor where a recombinant
proteinRP1 is expressed. This NN software sensor is then
tested with independent data, where another recombinant
proteinRP2 is expressed.

The main drawback of this approach is that it is based on
a static map, and as such, it is unable to provide a predic-
tion of the biomass (or of another component) evolution (as
a conventional observer, based on a dynamic model of the
bioprocess, would do). The main advantage is that a mathe-
matical (biological) model of the cell culture is not required,
and that biomass estimation can be obtained at a fast rate,
based on fast-sampled basic signals.
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FIG. 1: Biomass estimation in 20l scale fed-batch culture ofE.
coli (expression ofRP2)

References
[1] G. Bastin and D. Dochain. On-line Estimation and Adaptive
Control of Bioreactors. Elsevier Science Publishers B.V., 1990.
[2] Ph. Bogaerts and A. Vande Wouwer. Software sensors for biopro-
cesses.ISA Transactions, 42 :547–558, 2003.
[3] G. Goffaux and A. Vande Wouwer. Bioprocess state estimation :
Some classical and less classical approaches.Symposium on Nonlinear
Control and Observer Design - Stuttgart 2005, September 2005.
[4] A. Vande Wouwer, C. Renotte, and P. Bogaerts. Biologicalreaction
modeling using radial basis function networks.Computers and Chemical
Engineering, 28 :2157–2164, May 2004.

Book of Abstracts 26th Benelux Meeting on Systems and Control

90



Modeling AI-2 type quorum sensing inSalmonellaTyphimurium

A.M. Cappuyns1, K. Bernaerts1, S.C. De Keersmaecker2, J. Vanderleyden2, J.F. Van Impe1

1 Chemical and Biochemical Process Technology and Control Section, K.U.Leuven
W. de Croylaan 46, B-3001 Leuven (Belgium)

astrid.cappuyns@cit.kuleuven.be - kristel.bernaerts@cit.kuleuven.be - jan.vanimpe@cit.kuleuven.be
2Centre of Microbial and Plant Genetics, K.U.Leuven
Kasteelpark Arenberg 20, B-3001 Leuven (Belgium)

1 Introduction

Bacteria communicate through production, release and de-
tection of signaling molecules. This so-called quorum sens-
ing or cell-cell communication plays a crucial role in impor-
tant bacterial functions, e.g., virulence, survival, pathogen-
host interactions. Among the different quorum-sensing sys-
tems, the only one shared by Gram-positive and Gram-
negative bacteria involves the production of autoinducer-2 or
AI-2. LuxS, the AI-2 synthase, is widely spread, suggesting
that AI-2 is a common language for interspecies communi-
cation. In this study, the production and uptake of the AI-2
signalling molecule bySalmonellaTyphimurium is studied
in controlled bioreactor environments. The experimental re-
sults are used to build a macroscopic model that describes
AI-2 quorum sensing by the food pathogenSalmonellaTy-
phimurium.

2 Results and discussion

Both batch and continuous bioreactor experiments were
performed to study the production and uptake of AI-2 by
SalmonellaTyphimurium.
Batch data confirm that AI-2 is produced during exponen-
tial growth (see [1]), but only during growth on a preferen-
tial substrate, i.e., in this case galactose. During a second
growth phase on acetate, no AI-2 is produced.
At a constant dilution rate, a certain specific growth rate is
maintained when a steady state is reached. During differ-
ent steady states realized at different dilution rates (within
a single experimental run), steady states were also reached
for the AI-2 metabolism [2]. For each steady state, the level
of AI-2 concentration positively correlates with the specific
growth rate. When feeding stops and all galactose is de-
pleted, the AI-2 concentration in the medium decreases.
These results suggest that AI-2 production is strongly cor-
related with preferential substrate metabolism.

The dynamics of the bioreactor experiments are described
by mass balance type equations [3]. Based on the exper-
imental observations described above and information ob-
tained from literature, the following equation is proposed to

describe the AI-2 production and uptake:

dCAI2

dt
=

σCS

YAI2
·CX

︸ ︷︷ ︸
production

−σAI2 ·
CAI2

CAI2 + ε
·CX

︸ ︷︷ ︸
uptake

−D ·CAI2

with ε = 10−3 and CAI2 [-] the AI-2 concentration,CX

[OD595] the cell density,σCS [g/L · h−1] the specific galac-
tose consumption rate,σAI2 [(1/OD)·h−1] the coefficient for
the specific consumption rate of AI-2 andYAI2 [(g/L)−1] is
the yield coefficient for AI-2 production. The Monod-term
with CAI2 reflects the fact that AI-2 is needed to suspend the
repression of LsrR on the AI-2 transporter and by doing so,
to regulate its own uptake.

3 Conclusions

The results confirm that AI-2 production is correlated with
preferential substrate metabolism. Experimental observa-
tions together with knowledge from literature, are combined
in a macroscopic model describing the AI-2 production and
uptake bySalmonellaTyphimurium. The predictions of the
models were compared with experimental data for different
modes of operation and delivered satisfying results.
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1 Introduction

Current automatic flight control systems of aircraft (AFCS)
are implemented with a high degree of redundancy re-
garding actuators, sensors, computer hardware, hydraulic
pipelines, etc. As a consequence, today’s research efforts
are gradually shifting from correcting additive failures (sen-
sors and actuators) towards dealing with parametric failures
(structural and engine). This last principle is called fault
tolerant flight control (FTFC). One possible option for a sat-
isfactorily performing FTFC strategy is using a model based
control routine. In this setup, not only a reconfiguring con-
troller is needed, but also a suitable FDI/identification strat-
egy. This publication will focus on the latter component.

2 Two Step Method

The identification routine which is used for the above men-
tioned reconfiguring control purpose is the so-called two
step method, which has been continuously under develop-
ment at Delft University of Technology over the last 20
years, the last major milestones in this development process
can be found in ref. [2] and [3]. Key concept of the two
step method, is that the identification procedure has been
split into two consecutive steps, as substantiated in ref. [1].
The aim is to update an a priori aerodynamic model (ob-
tained by means of windtunnel tests and CFD calculations)
by means of on line flight data. The first step is called the
Aircraft State Estimation phase, where the second one is the
Aerodynamic Model Identification step. In the Aircraft State
Estimation procedure, an Iterated Extended Kalman Filter is
used to determine the aircraft states, the measurement equip-
ment properties (sensor biases) and the wind components
by making use of the nonlinear kinematic and observation
models, based upon redundant but contaminated informa-
tion from all sensors (air data, inertial, magnetic and GPS
measurements). By means of this state information, input
signals of the pilot and the earlier measurements, it is possi-
ble to construct the combined aerodynamic and thrust forces
and moments acting on the aircraft, and by means of a recur-
sive least squares operation, finally the aerodynamic deriva-
tives can be deduced from this information. Validation tests
by means of batch process identification, least squares in-
novation analysis and reconstruction of velocity and angu-
lar rate components using these aerodynamic derivatives has

shown that this method is very accurate. Finally this recur-
sive method has been implemented in Simulink and com-
bined with the conventional sensor output of a Boeing 747
simulator from the Dutch Aerospace Laboratory (NLR), to-
gether with connecting a joystick as input. This allows per-
forming real time computer based identification calculations
while performing flight manoeuvres by hand in a Simulink
aircraft simulator. The progress of the identification process
is continuously visualised on the computer display. The de-
velopment of the aerodynamic derivatives is shown in a real
time developing box plot like representation, while also the
time varying covariance of the aerodynamic derivatives is
shown. The latter information provides some indication to
the user if it is needed to adapt his manual input signal in
order to reduce the uncertainty of the identification results.

3 Future research

In the next phase of this research project, the above men-
tioned procedure will be extended to include identification
capabilities for damaged aircraft models. First of all the
robustness of this procedure for variations in mass, inertia
and center of gravity must be analysed and improved if nec-
essary. Moreover, the model structure in the second phase
must be adapted so that it is representative for the damaged
aircraft model. Therefore, information can be used from the
least squares innovation signal. Finally, the obtained model
is only locally valid. It can be rendered globally valid by
the process of fuzzy clustering of the local identified models
over the flight envelope hyperboxes.
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1   Introduction 

In order to identify whether a subscriber loop is suitable 
for a certain Digital Subscriber Line (DSL) service, the 
transfer function of the loop has to be estimated. Several 
measurement techniques exist, however Single-Ended 
Line Testing (SELT) is often preferred by the telecom 
operators because all necessary measurements are done 
at the central office, in contrast to Dual-Ended Line 
Testing (DELT), where a technician needs to be 
dispatched to the customer’s site.  

2   Measurement vs. identification domain 

SELT measurements can be performed in time or 
frequency domain. Both domains are also suited for 
identification. All four combinations of measurement 
and identification domain are possible, with the use of a 
direct or inverse Fourier transform where necessary. Till 
now measurements have mainly been performed by 
measuring the one-port scattering parameter in the 
frequency domain (S11(f)) but identification has mainly 
been attempted in the time domain [1, 2]. This paper 
proposes a new approach by doing the identification in 
the frequency domain. 

3   Frequency domain identification algorithm 

The main idea is to exploit the information in the 
periodicity of S11(f), which is present due to constructive 
and destructive interference of the waves propagating 
along the line under test. The following processing steps 
are performed: 
• Change of impedance base when the measurement 

device is not matched to the line under test. 
• Using only the reliable frequency band. Otherwise 

applying an inverse Fourier-transform will lead to 
a distorted time-domain signal. 

• Using the real or complex part of S11(f) instead of 
the classical polar representation (abs and phase). 
As shown in Figure 1, the real and complex part 
contain the same amount of information. 

• Windowing the frequency domain signal in order 
to reduce time-domain leakage. 

• Zero-padding the frequency domain data to 
improve resolution. This is important especially 
when only a small frequency band is reliable, 
resulting in few measurement points. 

Subsequently an FFT-operation is applied to reveal the 
present periodicities. Each periodicity results in a peak, 
giving us information about the loop make-up. In the 
example of Figure 1, the line segments of 1000 m and 
1500 m can clearly be recognized. It is important to 
mention that the obtained signal is again in the time-
domain but has lost its physical meaning due to the 
performed processing steps. 
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Figure 1   The periodicity of the processed data is extracted by the 

FFT; loop make-up: 1000 m in cascade with 1500 m 

4   Conclusions 

A measurement campaign confirms that the new 
algorithm leads to good loop identification. Once the 
loop make-up is known, the transfer function can be 
calculated. This is important for telephone companies 
providing DSL services, in order to have a tool to 
characterize and evaluate the capability of a subscriber 
local loop in carrying DSL services. 
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1 Introduction 

Digital Subscriber Line (DSL) technology provides 
broadband service over ‘twisted pair’ copper wires of the 
existing telephone network. The inherent structure of this 
network causes crosstalk, which significantly reduces the 
achievable bit rate for each user. The exploitation of 
‘common-mode’ signals could compensate for the 
performance reduction and lead to a significant increase 
in capacity.   

2 ‘Differential-Mode’ vs ‘Common-Mode’ 
signals  

Data transmission over copper ‘twisted pair’ (TP) cables 
is accomplished by sending and receiving ‘differential-
mode’ (DM) signals. As can be seen in Figure 1, DM 
signals appear as a voltage difference d(t) measured 
between the two wires, or equivalently as a current within 
the loop formed by the TP and the termination 
impedances. 

 
Figure 1:  Differential-mode (DM) and common-mode (CM) current 

and voltage 
 
The ‘common-mode’ (CM) signal, in contrast, is the 
arithmetic mean of the voltages c1(t) en c2(t), measured 
between each wire and ground. The corresponding CM 
currents appear in the loops formed by each wire, the CM 
termination impedances and ground [1]. This CM signal 
contains useful information about the interference signals 
and therefore can be used to reduce degradation caused 
by crosstalk. For this, we have to model and characterize 
the transmission channel. 

3 Channel modelling 

Parametric and tabulated line models are frequently used 
in the study of new telecommunications systems in order 
to describe the transfer function and the crosstalk 
behavior. However, the existing models are only 

applicable when using the line pairs in differential mode.  
New models are under development, describing besides 
the differential mode also the common mode load, 
propagation and crosstalk. These models are operative for 
a bundle of line pairs where signal transfer exists from the 
differential mode to the common mode and vice versa. 
The multi-conductor transmission lines theory forms the 
base to formulate the cable characteristics. A frequency 
dependent multi-port matrix will describe the cables 
installed in the field by means of geometrical and 
physical cable properties. The current theory is only valid 
for uniform line systems. However, the cable, which can 
attain a total length of several kilometers, is non-uniform 
due to the twisting of the line pairs and the rotation of 
groups of line pairs. As can be seen in Figure 2, the 
system can be split up in very short line segments to 
overcome this problem.  

 
Figure 2:  Working method for multi-port description 

 
Each line segment is considered to be uniform and is 
represented by a transmission matrix. The multi-port 
description is obtained by multiplication of the different 
matrices. 
Future work will focus on the design of parametric 
models and on the modelling of crosstalk. 

4 Conclusions 

Improved DSL can be designed, by exploiting ‘common-
mode’ signals to reduce crosstalk. Therefore, we first 
have to set up reliable transmission channel models, in 
particular models between ‘common-mode’ signal paths 
and between ‘common-mode’ and ‘differential-mode’ 
signal paths.  
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1 Introduction

We consider the control of flowlines consisting of switching
servers, through which different types of jobs flow. Switch-
ing from one job type to an other takes time. Examples of
such flowlines can be found in manufacturing industry, food
processing industry, communication networks, data flow and
traffic flow.

The optimal process cycle with respect to work in process
(wip) levels for a single switching server with two job types
is known from previous work, [1]. This optimal wip level
value is an absolute lower bound on average wip levels for
flowlines with more than one workstation, since upstream
workstation only move wip to downstream workstations,
without reducing it. In this study we derive conditions for
workstations in a flowline that have to be met in order to
achieve the minimal wip level of an isolated workstation for
the whole flowline. Based on these conditions, the class of
flowlines is characterized that can behave as if it were a sin-
gle switching server. For an introduction to the topic in more
detail, the reader is referred to [2].

2 Example of switching server flowline

Consider the flowline as shown in Figure 1, consisting of
two workstations. The workstations process two different
job types, which are stored in separate buffers with lengthx j

i
with i ∈ {1,2} the job type andj ∈ {A,B} the workstation
identifier. Jobs arrive with constant arrival rateλi and are
processed by the servers with maximum rateµ j

i . Switching
from one job type to another job type takes time:σ j

12 or
σ j

21 time units. A process cycle of a server always has the
following operations: setup to type 1, process type 1 jobs,
setup to type 2, process type 2 jobs, setup to type 1, etc.
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Figure 1: Flowline of 2 switching servers with 2 job types.

3 Desired periodic behavior

From [1] we know the optimal process cycle with respect to
time averaged wip levels of a single switching server with
two job types and setup times. If it is possible to treat a
flowline of such switching servers as a black box which as
a whole behaves like the optimal process cycle for a single
switching server, then the flowline also has a cycle with this
minimal mean wip level. Each server in the flowline has to
meet conditions to fulfill this desired behavior:

• All servers have the same period length of a cycle.
• Buffers may never become negative.
• If the most downstream workstation has an empty

buffer, all buffers of that type have to be empty.
• All servers process the same number of jobs of each

type during a process cycle.

These conditions yield mathematical conditions which have
to be fulfilled to make a switching server flowline behave
like a single stand-alone switching server. These mathemat-
ical conditions completely characterize the class of flowlines
for which this is possible.

4 State feedback controller

A state feedback controller is proposed that steers a trajec-
tory to the desired trajectories for all servers in the flowline,
from any arbitrary start point (buffer levels and current mode
of operation of a workstation). Convergence to the desired
process cycles is proven mathematically. Although the anal-
ysis is performed with a hybrid fluid model, the controller
can successfully be implemented in a (stochastic) discrete
event case study.

5 Conclusion

We have derived conditions for flowlines of switching
servers with two job types and setup times to behave as if it
were a single switching server. A state feedback controller
has been proposed, which has been proven mathematically.
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Figure 1: Active surge control of industrial compressors.

1 Introduction

The performance and operating range of centrifugal com-
pressors is limited by the occurrence of an aerodynamic in-
stability calledsurge. Moreover, the large thermal and me-
chanical loads involved can severely damage the compres-
sion system. Till now a breakthrough in compressor stabi-
lization by means of active control has not been made [1].
Our research focusses on modeling and identification for the
control of centrifugal compressors. Furthermore, we aim
at removing the technological barriers for successful surge
control of an industrial compression system.

2 Compressor modeling

Experiments on an industrial test compressor revealed the
presence of acoustic phenomena in the discharge piping sys-
tem. These effects were not captured by the widely used
Greitzer compressor model. In order to investigate the influ-
ence on surge control performance, we developed a nonlin-
ear transmission line model for these piping acoustics.

Figure 2: Centrifugal compressor test rig.
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Figure 3: Surge measurement (gray) and simulation (black).

3 Surge control actuator

After modeling and identification of the compressor dynam-
ics, we confirmed that successful surge control was ham-
pered by the limited actuator performance. Therefore, we
developed a high-speed control valve prototype that meets
the requirements for stabilization of the system.

Figure 4: Prototype of high-speed (25 Hz) control valve.

4 Future work

Research will now focus on the application of a surge con-
trol strategy to the experimental compression system. Fur-
thermore, attention will be paid to improve the robustness of
the controller with respect to model uncertainties and noise.
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Introduction and background

Teleoperation consists in performing a remote task with an
electromechanical master-slave device. The master part of
the system is manipulated by the human operator while the
slave part, which is located remotely, tries to perform the
task imposed by the master. When force feedback is present
at the master side to make the user feel the interaction force
between the slave and its environment, one talks about bilat-
eral teleoperation.
The four-channel (4C) structure is a bilateral teleoperation
control scheme depicted in figure 1 in the case of a one de-
gree of freedom device. This scheme was first introduced
in [2] and later improved by adding local force loops in [1].
The associated notations are: Fe (Fh), the net force exerted
on the environment (the master) by the slave (the user), F∗

e ,
the active force exerted by the environment on the slave as
opposed to a reaction force, F∗

h , the muscular force of the
user, Xs (Xm), the position of the slave (the master), Fm (Fs),
the sum of Fh (−Fe) and the force provided by the actuator
of the master, Fm,actuator (of the slave, Fs,actuator). The differ-
ent impedances (Zi, i ∈ {m,h,s,e}) are defined as follows:
Fe +F∗

e = ZeXs, F∗
h −Fh = ZhXm, Fs = ZsXs, Fm = ZmXm.

With this scheme, both position and force are fed back from
the master to the slave and vice-versa. One can show that
under ideal conditions (perfectly linear and perfectly known
system), this scheme allows perfect transparency which can
be defined as perfect force and position tracking between the
master and the slave.

Adaptive structure: modeling and experiments

An adaptive structure based on a modified 4C scheme is
proposed in order to keep suitable performance with high
friction devices, i.e. non-ideal devices.
First, the adaptive approach is motivated based on practical
considerations. Next, a more detailed representation of the
4C structure is proposed. This model makes explicit some
conversion ratios, which are hidden in Zh and Ze in the
model of figure 1. These coefficients, aimed at reducing
the external forces (Fh and Fe) to the actuator axes, appear
to be significant when studying the influence of friction
on performance. Indeed, it is shown that some of these

Figure 1: Four channel control architecture including local force
loops (C5 and C6).

ratios are time-varying. So, in order to cope with this
variation, an adaptive structure is defined. A preliminary
study of stability is made for the obtained adaptive structure
which was implemented on a one degree of freedom device.
Although some vibrations were felt by the user, both force
and position tracking were improved.
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1 Introduction

Electrical power systems have certain unique properties,
which often make the control of those systems a challeng-
ing task. For example, electrical energy cannot be efficiently
stored in large amounts, which implies that production has
to meet rapidly changing demands in real-time, making elec-
tricity a commodity with fast changing production costs.
Furthermore, unlike other transportation systems, which as-
sume a free choice among alternative paths between source
and destination, the flow of power in electrical energy distri-
bution networks is governed by physical laws and, for some
fixed pattern of power injections, it can be influenced only
to a certain degree. Therefore, physical and security limits
on the maximal power flow in the lines of electrical energy
distribution networks represent crucial system constraints,
which cannot be neglected. The common characteristic of
virtually all existing approaches is that the congestion man-
agement problem is treated in a static manner, while for
real-time control of power flow in the lines the AGC (Au-
tomatic Generation Control) [1] scheme is utilized. In the
talk, we present an explicit, price-based, dynamic controller
for real-time optimal power balancing and congestion man-
agement [2]. Here, by explicit we mean that the controller
is not based on solving on-line an optimization problem, as
it is for instance the case of the model predictive control
(MPC) framework.

2 Control problem

In a rather general form, the optimal power balance prob-
lem is formulated as follows. Consider an LTI system Σ,
given by its state-space realization with the state vector
x = col(x1,x2), the input vector w = col(d,u), the output
vector y, and consider a strictly convex optimization prob-
lem

min
x1
{J(x1) | H col(x1,d) = h, G col(x1,d)≤ g}, (1)

associated with the state vector x1. Here, H,G,h and g are
suitably defined constant matrices and vectors. We are con-

1This research has been performed within the framework of the research
program ”Intelligent Power Systems” that is sponsored financially by Sen-
terNovem. SenterNovem is an agency of the Dutch Ministry of Economic
Affairs.

cerned with the following control problem: Design an ex-
plicit controller, which has y as input and u as output, such
that for any constant value of the exogenous input d, the
system settles in a steady-state point, which is such that the
value of the state vector x1 coincides with the solution of the
optimization problem (1).

For electrical power systems control, the above stated prob-
lem has the following interpretation. Dynamical system Σ
represents the power system and includes appropriate mod-
els of its generators. Vector x1 collects the network power
injections [MW] of all generators in the system. Output vec-
tor y consists of the measured network frequency and the
measured power flows in the lines. Input vector u is a set of
nodal prices for electrical power. Nodal price is a price of
electrical power at specific node in the network. The objec-
tive function in (1) is a negated sum of the production costs
for all generators in the network. Exogenous input d rep-
resents the loads in the power system. Equality constraint
in (1) represents the power balance constraint, while the in-
equality in (1) represents the limits on the maximal power
flow in the lines.

3 Controller design

The main idea in the controller deign is ensure that the
closed-loop steady-state relations satisfy the Karush-Kuhn-
Tucker optimality conditions for the optimization problem
(1). Due to the inequality constraints representing the line
flow limits, the controller has a piecewise affine structure.
In the talk, we will present a distributed implementation of
the developed controller.
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Introduction: The present exposition is aimed
at reporting current research issues in relation to
control of high speed rotor-bearing systems. A
wealth of literature exists citing successful applica-
tions ranging from hard-disk drive systems to turbo
machinery. Interaction of rotor with Active Mag-
netic Bearings and Air Bearings presents consid-
erable challenge in achieving desired machine per-
formance. A major area of concern is the lateral
vibrations of the system because of disastrous con-
sequences. Hence, our approach consists of tech-
niques for accurate modeling, analysis and appro-
priate control strategies.
Lateral Vibrations in Rotors: Lateral vibrations
primarily occur due to interaction forces from rotor
surrounding (bearings) and/or due to mass imbal-
ance. In air bearings, these interaction forces are
modeled to be generated from a spring damper sys-
tem. A reasonable description of the dynamics can
be obtained by accurate estimation of the stiffness
and damping constants. Various techniques for es-
timating these constants are given in the literature.
Further, they depend on the operating speeds. In
magnetic bearings, the interaction forces depend
on the current supplied, which acts as a control
variable.
An imbalance force is generated when the center of
mass does not lie on the axis of rotation. This acts
as a periodic excitation for the lateral dynamics,
and hence, needs to be accounted for in the model
or regarded as disturbances/uncertainties for con-
trol. In the first case, determination of the amount
of imbalance and its eccentricity is posed as an es-
timation problem. This enables balancing proce-
dures to be applied as a corrective measure.
Air Bearings: Fluid properties between the jour-
nal and bearing govern the lateral/axial dynam-

ics and are obtained as solutions to the Reynolds’
equation. These are obtained by means of iterative
schemes and influence the load capacity, rotational
speeds and fluid film thickness. They aid in stabil-
ity analysis. Extensive literature is devoted to the
study of precession motion in air bearings. Influ-
encing the fluid properties by means of mass flow
control at the feed-through in externally pressur-
ized bearings is a yet to be explored area. Hence,
our research efforts are focussed on this area.
Magnetic Bearings: Active Magnetic Bearings
have grown to be a mature technology incorporat-
ing a variety of control concepts. Control is pri-
marily aimed at countering the imbalance response
at various operating conditions. Controllers based
on µ-synthesis regard these imbalances as uncer-
tainties in the plant model and give robust perfor-
mance at the particular operating speeds. By solv-
ing a series of H-infinity control problems at dif-
ferent operating speeds, self scheduled H-infinity
controllers can be obtained as functions of linear
combinations of the speeds. An attractive feature
is that the linear dependence of the system ma-
trix on rotational speed renders the controller to be
solved by a set of Linear Matrix Inequalities. Liter-
ature exists for designing refined LPV controllers
with reduced conservatism (in terms of arbitrarily
fast parameter variations). We would like to con-
sider application of these concepts to hybrid air-
magnetic bearings for further research.
S. Zhou and J. Shi, “Active Balancing and Vibration Control of Ro-

tating Machiner: A Survey,” The Shock and Vibration Digest, vol. 33,

no. 4, pp. 361-371, July 2001.

F. Matsumura, T. Namerikawa, K. Hagiwara and M. Fujita, “Applica-

tion of Gain Scheduled H∞ Robust Controllers to a Magnetic Bear-
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Chromatographic separation processes are based on the 
differential adsorption of the components of a mixture. The 
Simulated Moving Bed (SMB) process, made of a series of 
chromatographic columns, allows a counter-current 
movement of the solid phase and the liquid phase, which 
contains the mixture to be separated, by periodically 
switching inlet and outlet valves in the direction of the 
liquid flow. The design and the control of SMB units 
require the use of a process model and the estimation of the 
model parameters. 
 
SMB models are based on the differential fluid and solid 
mass balances in the columns. The following equation is 
obtained for the component i of a binary mixture in one 
column in the SMB process: 

2
i i i i

2

c c c q1
v D

t z tz

∂ ∂ ∂ ∂−= − + −
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ε
ε
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with ci, the fluid concentration, qi, the solid concentration, 
v, the fluid velocity, D, the diffusion coefficient, ε, the 
porosity. t denotes the time and z, the axial coordinate. The 
last term of the equation characterizes the mass transfer 
between the solid and the liquid phase and depends on the 
the adsorbed equilibrium concentration, qi

eq. The latter is 
here described by the Langmuir isotherm: 
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where qsi and bi are respectively the saturation capacity and 
the equilibrium constant of component i. 

The model complexity can be modified by neglecting 
diffusion or by modifying the shape of transfer term. In 
this study, three models have been taken into account:  
- the linear driving force model, that considers linear 
driving force for the mass transfer: 

eqi
i i

q
k(q q )

t

∂ = −
∂

 (3) 

with k the mass transfer resistance. 
- the equilibrium dispersive model, which considers 
equilibrium between solid and fluid phase: 

eq
i iq q=   (4) 

- the kinetic model that considers linear driving force for 
the mass transfer (Eq. 3) but neglects axial diffusion (D =0 
in Eq.1).  
 
The parameters to be estimated are the isotherm 
parameters, the mass transfer resistance and/or the 
diffusion coefficient.  
 

 
The aim of this paper is to validate on experimental SMB 
data the systematic approach to SMB processes model 
identification presented in (Grosfils et al., 2006). 
Parameters are first estimated from experiments performed 
on one SMB column (elution peaks) by minimizing a cost 
function characterizing the difference between measured 
and simulated elution peaks using a numerical 
optimization. Then the cross-validation is performed with 
SMB experiments so as to assess whether the parameters 
identified from batch experiments may be used in a SMB 
model.  
 
The parameter estimation procedure has been developed 
after a systematic study of parameter identifiability. 
Thanks to a sensitivity analysis, the experiment design has 
been performed. Moreover, from a systematic comparison 
of the identifiability of the parameters of the 3 models, 
together with the evaluation of the computational load 
associated to these models, it follows that a kinetic model 
yields an appropriate compromise between these criteria. 
Because of the presence of local minima, it turns out that a 
multi-start procedure is advisable. It consists in performing 
several identifications from different initial values of the 
parameters. Besides, confidence intervals for the estimated 
parameters and for the simulation errors are computed. 
 
The second step is the cross-validation with SMB 
experiments performed on a preparative SMB unit. As 
pumps and detectors are introduced between the columns 
of this SMB process, it turns out that the extra-column 
dead volume can not be neglected. In this study, the dead 
volume model developed in (Migliorini et al., 1999) is 
adapted to the considered SMB plant. Good cross-
validation results are obtained on SMB experiments. 
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1 Introduction

Phenomenon in Fluid Dynamics are usually modeled by par-
tial differential equations which are solved by discretization
of the spatial domain. Such discretization leads to a high
order systems. Despite the currently available computing
power, it is difficult to use such high order models for online
control and optimization applications. This motivates the
search for lower dimensional models which could approx-
imate the original high dimensional models without much
loss of the original information. Such low dimensional (re-
duced) models should satisfy various criteria like a smaller
dimension, an accurate prediction, faster computability, sta-
bility and good performance in closed loop. The problem of
finding of suitable substitute model is usually referred to as
model reduction.

2 Glass Manufacturing

To investigate novel model reduction ideas we are working
on a Cathode Ray Tube (CRT) glass manufacturing process.
This process is highly energy intensive and involves many
complex phenomena. In this process raw material is fed into
a melter containing molten glass. A batch blanket is formed
which is heated from the top by oil/gas fired burners and by
molten glass from the bottom. This process is roughly di-
vided into four sub-processes which are melting, fining, ho-
mogenization and refining. Inhomogeneous supply of heat
to the glass induces a convective flow pattern of glass in the
tank which in-turn has effect on each of these sub processes.
The Glass flow pattern in the tank is laminar and temper-
ature varies between 1500-1800 K. Glass quality is highly
dependent on how well each of the sub processes is carried,
on the flow pattern and on the temperature distribution in
the tank. Dynamic behaviour of the glass tank depends on
the heat input to the tank and heat exchange within the tank.
Control of temperature distribution in the tank is the main
control task which is very difficult due to long thermal re-
sponse time of the glass. Hence it is tried to run the tank
as stationary and stable as possible. A proper selection of
inputs that define bubbling, electrical boosting, stirring are
used to ensure proper operating conditions.

3 Research focus

In this presentation we consider the problem of model re-
duction for a CRT glass manufacturing process which is

1Department of Electrical Engineering, Eindhoven University of Tech-
nology, P.O. Box 513, 5600 MB Eindhoven, The Netherlands, E-mail:
s.wattamwar@tue.nl.

2IPCOS, Bosscheweg 143, 5282 WV Boxtel, The Netherlands.

modeled semi-empirically. This means that the model con-
sists of two parts: a mechanistic one and an empirical one.
The mechanistic part comes from first principle modeling
techniques consisting of a basic set of equations (PDE)
which comes from conservation of mass, momentum and
heat transfer. For a laminar flow, these are described by
Navier-Stokes equations. Computational Fluid Dynamics
(CFD) tools which are used to model these equations. A
second part that is defined in an empirical manner comes
from observed data or uncertain parameters. Many involved
phenomena like radiation, glass melting and bubbling are
modeled empirically. Such a complex model results into a
system of dimension of thousands of order. Due to its very
high dimensions, choice of the model reduction methods is
limited. Our research is focused on Proper Orthogonal De-
composition (POD) or Karhunen-Loeve expansion method
which is based on the system simulation data. The POD
method searches for coherent patterns in the observed data
and uses these patterns to define low dimensional projection
spaces for reduced order models. This method is therefore
data dependent. Although the POD method gives reduced
models, the involved computational time for such models is
still large. Typically, this is due to a loss of sparsity structure
in the original model. We want to investigate into a decom-
position technique that uses the POD method but leaves this
sparsity structure invariant. On the application side we are
trying to capture the complex phenomena of corroding glass
tank walls, glass batch melting and radiation effects. We
also want to look into the theoretical aspects of the POD
like error analysis, adaptation of the POD basis functions
and closed loop model reduction. In brief, research focus is
to get reduced models that are computationally faster.
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1 Introduction

We consider a bulk storage room for agricultural food
products. A ventilator enforces the air circulation, and
the air is cooled down by a cooling device, see Figure 1.
Cold air flows usually upwards through the bulk. Inside

Figure 1: Schematic representation of a bulk storage room.

the bulk, the air warms up and consequently the products
at the top will be some degrees warmer than those at the
bottom, see [1]. A larger airflow will decrease these spatial
variations, but will be costly. Model-based control design is
a nontrivial task, since a standard model that describes the
time- and spatially dependent temperatures will consist of a
set of nonlinear partial differential equations.
Systems design is strongly correlated to controller design.
The controller adds dynamics to the system, causing it to
behave differently than the uncontrolled system. For storage
room design, it is therefore desirable to design the plant and
controller simultaneously, instead of separately.

2 Method

We started with the results in [2], where a basic physi-
cal model was derived and validated with experimental re-
sults. An open loop control law, which explicitly depends
on all the physical model parameters, was successfully con-
structed. The controller determines the times when to switch
between two discrete inputs. This input switching is realistic
since often in practice the ventilator is switched on and off

on a regular basis. Then we defined two criteria that indicate
the performance of the system. The performance criteria are
the total energy usage by the cooling device and the venti-
lator, and the temperature difference between the products
at the top and at the bottom of the bulk. The controller as
well as the performance criteria are closed expressions that
contain all the prior physical knowledge. The relationship
between each design criterium and the design parameters
consists of a single expression and is therefore easily com-
puted. Since some analytical relations could not be found
in the literature, they are identified experimentally. These
relations describe the energy usage of the ventilator, and the
effectiveness of the heat exchanger, both as functions of the
airflow.

3 Results

The following design tradeoffs were observed. The total en-
ergy usage is minimized by a low temperature of the cooling
device, but the temperature difference over the bulk is mini-
mized by a high temperature of the cooling device. Further,
the temperature difference is decreased by a more powerful
ventilator. However, the tradeoff here is that such a ventila-
tor will be more expensive in purchase. The energy usage is
decreased by a lower bulk. The tradeoff is that for a fixed
bulk volume, a lower bulk means a larger floor area, which
is usually more expensive than a higher roof.
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1 Introduction

In this talk, we give a very general overview of the theory
of multidimensional systems using a behavioral framework.
This framework relies on the idea that control systems are
described by equations, but their properties of interest are
most naturally expressed in terms of the set of all solu-
tions to the equations. This is formalized by the relatively
new notion of the system behaviour (denoted byB), due to
Willems. We will focus our attention on systems described
by partial differential equations with constant coefficients
and in the relation between finitely generated modules and
these behaviours. This enables the application of the huge
and powerful machine of commutative algebra to problems
in multidimensional linear systems theory. The main diffi-
culty in using this relation is that it is highly abstract. How-
ever we will see how it is possible to give interpretation of
some algebraic theory. We will explain the mathematical
background needed and show how structural properties such
as controllability or autonomy can be describe in terms of
some algebraic properties.

In particular I will investigate in some detail the decomposi-
tion of a given behavior into the sum of finer components. It
is inmediatly apparent that decomposition is a powerful tool
for the analysis of the system properties. It is, indeed, of par-
ticular interest, the case of multidimensional systems where
a description of thenD systems trajectories is quite com-
plicate and decomposing the original behavior into smaller
components seems to be an effective way for simplifying the
systems analysis.

Another motivation for considering this problem is that the
problem is also an interesting question from a purely math-
ematical point of view and allows different approaches.

The autonomous-controllable decomposition has played a
significant role in the theory of linear time-invariant sys-
tems. Such decomposition expresses the idea that every tra-
jectory of the behavior can be thought of as the sum of two
components: a free evolution, only depending on the set of
initial conditions, and a force evolution, due to the presence
of a soliciting input. In the case of1D systems, this sum is
direct, i.e.

B = Bcont+Baut andBcont∩Baut = 0.

where Bcont and Baut represent the controllable and au-
tonomous part ofB respectively.

However, this decomposition is, in general, not longer di-
rect for n≥ 2, and we may have that the controllable part
of B, (which is uniquely defined for a givenB) intersects
all possible autonomous parts involved in the controllable-
autonomous decomposition [5, 6, 7].

Some of the results I will give are already known, and my
main contribution will be a complitely new approach to the
problem using algebraic geometry, which hopefully opens
new ways to tackle open problems in multidimensional sys-
tems theory.

Finally we provide an algorithm to effectively solve our
problem.

References

[1] J. Wood, E. Rogers, and D. H. Owens, ’Modules and
Behaviours in nD Systems Theory ’ Mult. Systems andSig-
nal Processing, 2000.

[2] J. C. Willems, On Interconnections, Control, and
Feedback, IEEE Trans. on Auto. Contr.,

[3] U. Oberst, Multidimensional Constant Linear Sys-
tems, Acta Applicandae Mathematicae, vol. 20, 1990.

[4] H. Pillai and S. Shankar, ’A Behavioural Approach to
Control of Distributed Systems,’ SIAM Journal on Control
and Optimization, vol. 37, 1999.

[5] Wood, Jeffrey and Rogers, Eric and Owens, David H.,
’Controllable and autonomousnD linear systems,’ Multidi-
mens. Systems Signal Process., vol. 10, 1999.

[6] Valcher, Maria Elena, ’On the decomposition of two-
dimensional behaviors,’ Multidimens. Systems Signal Pro-
cess., vol. 11, 2000.

[7] Bisiacco, Mauro and Valcher, Maria Elena,
’Two-dimensional behavior decompositions with finite-
dimensional intersection: a complete characterization,’
Multidimens. Systems Signal Process., vol. 16, 2005.

26th Benelux Meeting on Systems and Control Book of Abstracts

103



Distributed wavefront reconstruction for Adaptive Optics

Rogier Ellenbroek
Delft Center for Systems and Control,

Faculty of Mechanical, Maritime and Materials Engineering, Delft University of Technology
r.m.l.ellenbroek@tudelft.nl

Michel Verhaegen
Delft Center for Systems and Control,

Faculty of Mechanical, Maritime and Materials Engineering, Delft University of Technology
m.verhaegen@moesp.org

Niek Doelman
TNO Science and Industry

niek.doelman@tno.nl

1 Introduction

In the world of astronomers, bigger does not automatically
mean better. A bigger telescope is not always a better tele-
scope – at least when “bigger” means “larger than about
one meter”. This is because the image resolution of tele-
scopes is limited by atmospheric turbulence. When a star
emits light, its wavefront is an expanding sphere that is so
big when it reaches the earth, that it’s surface is assumed to
be flat. While traveling through the earth’s turbulent atmo-
sphere this is significantly distorted, but can be corrected by
reflecting the light on a mirror that has a shape equal to half
the negative of the distortion.
The Real-Time Controller (RTC) of an AO system processes
the wavefront non-flatness measurements to obtain suitable
actuator signals for a Deformable Mirror (DM) to correct the
atmospheric disturbance. However, as telescope sizes keep
growing, so must the number of actuators of the DM, which
may be in the order of many thousands. This poses a prob-
lem for the design of both the DM and the RTC.
In this collaboration project, an extendible DM is being de-
signed at the TU Eindhoven [2] together with an extendible
control system at the TU Delft [1]. For the RTC a distributed
design is foreseen, which – apart from the distributed struc-
ture – needs to be able to work with low signal to noise ra-
tios, one to three kHz sampling frequency and at least a few
samples loop delay.

2 Distributed control

In the context of AO, a distributed controller satisfies the fol-
lowing four properties:
1. each actuator has its own controller,
2. controllers receive a small set of local measurements,
3. controllers communicate with only a few neighbors,
4. calculation time of individual controllers is independent

of the total number of actuators.
The main challenge in the design of a distributed controller
arises from the fact that the sensor measures the wavefront

indirectly in terms of spatial gradients. Therefore, classical
and even currentH2 optimal controllers contain a recon-
structor to obtain the real wavefront shape, which doesn’t
easily fit the distributed framework.

3 Distributed wavefront reconstruction

To overcome this, several options were explored, starting
with iterative solvers. These can be tailored to fit a dis-
tributed communication structure, but the number of itera-
tions they require grows with the number of actuators, vio-
lating the 4th property of a distributed controller. By adding
a predictor filter to exploit spatio-temporal correlation in the
disturbance, this can be significantly reduced but not com-
pletely resolved.
However, by limiting the reconstructor to a distributed struc-
ture, a loss of performance may be expected. In this work we
want to quantify relation between computational and com-
munications complexity on one hand and the resulting per-
formance loss on the other. This is done by posing the
wavefront reconstruction as a state estimation problem of
a dynamical turbulence model that is identified from mea-
surement data. The structure and complexity of the model
then determine the complexity and performance of the re-
constructor.
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1 Introduction

The KYP lemma is the basis of some important applica-
tions of semidefinite programming problems (SDPs) in con-
trol. However, due to the high number of optimization vari-
ables, the corresponding SDPs are often difficult to solve
using general-purpose SDP software packages. Recently,
an extension of the KYP lemma has been proposed [1, 2],
called the generalized KYP lemma. While having promis-
ing control applications, even more auxilary variables are
introduced in the corresponding SDPs. This paper proposes
a strategy to reduce the computational cost of solving these
SDPs. This technique extends the results of [3], valid for the
(regular) KYP lemma.

2 SDPs from the Generalized KYP Lemma

The generalized KYP lemma gives rise to SDPs of the fol-
lowing form:

minimize rTx

subject to Q� 0

K (P)+L (Q)+M (x)+N� 0 ,

where

K (P) =
[

A B
I 0

]T

(Φ⊗P)
[

A B
I 0

]
,

L (Q) =
[

A B
I 0

]T

(Ψ⊗Q)
[

A B
I 0

]
,

M (x) =
p

∑
i=1

xi Mi .

⊗ denotes the matrix Kronecker product. The optimization
variables arex ∈ Rp, P ∈ Hn and Q ∈ Hn, whereHn de-
notes the space ofn×n Hermitian matrices. The problem
data arer ∈ Rp, A∈ Rn×n, B∈ Rn, M ∈ Hn+1, N ∈ Hn+1,
Φ ∈ H2 andΨ ∈ H2. The pair(A,B) is assumed to be con-
trollable. Compared to SDPs arising from the (regular) KYP
lemma two differences are observed which substantially in-
crease the computational cost: (i) the matrix variableP is
Hermitian instead of symmetric and (ii) an additional auxi-
lary Hermitian matrix variable,Q, is introduced.

3 Efficient Numerical Solution

Solving this SDP using general purpose software comes at a
computational cost ofO(n6). To obtain a more efficient im-
plementation, this SDP is first transformed to its dual form:

maximize ℜ{Tr (ZN)}
subject to L adj(Z)� 0

K adj(Z) = 0 (1)

M adj(Z) =−r ,

whereK adj, L adj andM adj are the adjoint mappings ofK ,
L andM , respectively. Subsequently, the dual optimiza-
tion variableZ∈Hn+1 is eliminated based on constraint (1).
The computational cost hereby decreases toO(n4).

Both the theoretical details and numerical results illustrat-
ing the computational efficiency of this strategy will be pre-
sented.
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Abstract

In this presentation a Gauss-Newton approach with struc-
ture exploitation is proposed for nonlinear moving horizon
estimation (NMHE). The dynamic optimization problem is
solved as a nonlinear least squares problem using a con-
strained Gauss-Newton (CGN) approach. The proposed al-
gorithm exploits the sparse structure of the KKT-matrix that
arises from NMHE. In particular ideas of square root covari-
ance Kalman filtering are proposed in order to efficiently up-
date covariance matrices occurring in the factorization of the
KKT-matrix. The algorithm is able to compute - without any
additional costs - the covariance of the last estimate within
the horizon, which reflects the accuracy of the estimate.

1 Introduction

The basic strategy of moving horizon estimation is to es-
timate the state using a moving and fixed-size window of
data. When a new measurement becomes available, the old-
est measurement is discarded and the new measurement is
added. The philosophy is to penalize deviations between
measurement data and predicted outputs. In addition - for
theoretical reasons - a regularization term on the initial state
estimate (the so-calledarrival cost) is added to the objective
function. In nonlinear moving horizon estimation a fixed-
size nonlinear least squares optimization problem (NLSQ)
is solved in each time step. The Kalman filter can be inter-
preted as a recursive least square minimizer that delivers an
optimal estimator gain for the linearized system. Schemes
for NMHE were investigated first in [1] and a detailed analy-
sis of its stability properties was given in [2]. More recently
a real-time iteration scheme for NMHE was proposed in [4].

2 Efficient MHE algorithm

The optimization problem considered in this presentation is
represented as:

min
xk,wk

‖P(x0−x0)‖2
2 +

T

∑
k=0

‖wk‖2
2 +‖ηk−h(xk)‖2

2,

s.t. xk+1 = f (xk,wk), k = 0, . . . ,T−1.

Here we define the statesxk ∈Rn, disturbanceswk ∈Rm and
outputsηk ∈ Rp. The prior data is summarized by the ini-
tial state estimatex0 and corresponding covariance matrix
P−2. Using a constrained Gauss-Newton method we obtain

a linearized least squares problem (L-LSQ). It can be ob-
served that the KKT- matrix for this problem is highly struc-
tured. The proposed algorithm exploits this sparse structure
by performing a forward block matrix recursion inspired
by Kalman Filtering, and a backwards vector recursion to
obtain the CGN step. Using two QR-factorizations it is
possible to express square root covariances for intermedi-
ate points within the horizon. In this way, an efficient al-
gorithm with linear complexity in the horizon length is ob-
tained. As a by-product, the covariance matrix of the last
estimate within the horizon can be obtained without any ad-
ditional computations.

3 Applications

The presented algorithm can be applied to systems with fast
sampling times. This could open up new opportunities for
nonlinear moving horizon estimation.
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1 Introduction

This work considers the design of point to point motion in-
puts for flexible positioning systems. The key issue is to
design motion inputs that excite the system’s flexibilities as
little as possible during the point to point motion, such that
little or no residual vibrations occur after the motion. This
results in a significant decrease of the settling time. Since
designing the motion input is an open-loop technique, ro-
bustness against both variation of the system’s parameters as
well as unmodeled dynamics has to be taken into account.

In the proposed framework, the motion input is parameter-
ized using B-splines of a user-defined degreeN. The chosen
parametrization guarantees continuity of the motion input up
to derivativeN−2 and is inspired by [1]. The B-splines are
optimized in a large linear optimization such that they min-
imize the residual vibrations after system motion, subject to
boundary and other constraints, for example maximum ve-
locity and acceleration of the system.

2 Experimental test set-up

As a case-study, the motion inputs for a two Degree-Of-
Freedom mass-spring-damper system are optimized. Fig. 1
shows a picture of the set-up as well as a schematic drawing.
In this case the goal is to design the inputu(t), such that the
outputsx1(t) (upper mass) andx2(t) (lower mass) perform
a fast point to point motion without residual vibration. Ro-
bustness against uncertainty on the system’s resonances is
taken into account.

The system is identified using frequency domain iden-
tification tools. The identified models forX1(s)/U(s)
and X2(s)/U(s) have two resonances and in addition,
X2(s)/U(s) has one anti-resonance (see Table 1).

Frequency [Hz] Damping [%]
resonance 1 2.6 1.55
resonance 2 7.8 3.06
anti-resonance 4.2 2.31

Table 1: Identified (anti-)resonances of the test set-up.

u(t)

k2

m2 x2(t)

k1 c

m1 x1(t)

Figure 1: Picture and schematic drawing of the test set-up.

3 Results

Both numerical and experimental results are presented for
the considered case-study using the proposed framework.
Results presented in [2] and [3] are reproduced for the test
set-up and are used as a benchmark. The two Degree-Of-
Freedom set-up is of particular interest since it allows anal-
ysis of the effect of unmodeled higher dynamics; i.e. how
well are the residual vibrations reduced if only the first reso-
nance is taken into account and how much can be gained in
performance by taken the second resonance into account?
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1 Introduction

The stabilisation of a system with a finite number of free pa-
rameters is a problem that typically arises in the design of
fixed-order controllers. Most methods attempt to solve this
stabilisation problem by trying to satisfy certain types ofsta-
bilisibility conditions. The drawback of such methods is that
these conditions are in general sufficient, but not necessary.
Therefore, the system may be stabilisible although the sta-
bilisibility conditions cannot be satisfied. Our approach is
to directly act on the spectrum of the system to optimise the
corresponding stability. We will first consider a nonsmooth
optimisation method that maximises the exponential decay
of the system trajectories. Since this commonly yields unro-
bust solutions, we will also apply this method to the optimi-
sation of the robustness of a system against perturbations.

2 Spectral abscissa minimisation

A straightforward method to solve the stabilisation prob-
lem is to minimise the largest real part of the eigenvalues,
also called spectral abscissaα, in function of the optimi-
sation parameters. Asymptotic stability is then achieved as
soon as this objective function becomes negative, because
the trajectories are bounded by an exponential decay that
lies beloweα . However, the spectral abscissa is in general
a nonsmooth and nonconvex function, precluding the use of
standard optimisation methods. Instead, we use a recently
developed bundle gradient optimisation algorithm, namely
the gradient sampling algorithm [1], which has already been
successfully applied to fixed-order controller design prob-
lems for systems of ordinary differential equations.

We apply this approach to the stabilisation of systems of
time-delay type. As the linearisation of such systems has
in general an infinite number of eigenvalues, a direct pole
placement is indeed not possible. In dealing with these time-
delay systems, we thus extend the use of the gradient sam-
pling algorithm to infinite-dimensional systems. This is re-
alised by combining the optimisation method with advanced
numerical algorithms that are able to efficiently and accu-
rately compute the rightmost eigenvalues of time-delay sys-
tems with the use of linear multistep techniques.

A problem with the minimisation of the spectral abscissa is
that it commonly results in a spectrum for which the eigen-
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Figure 1: The spectrum of the optimised system w.r.t. exponential
decay (+) and w.r.t. robust stability (x)

values are of higher multiplicity. Such eigenvalues are very
sensitive with respect to small changes of the parameters or
of the system’s definition. This means that a tiny error in the
system model may in practice lead to a huge increase of the
spectral abscissa or may even result in the loss of stability.
Thus, although it provides an optimal stability, the solution
of a spectral abscissa minimisation is often accompanied by
a very bad robustness w.r.t. stability against perturbations.

3 Robust stability

In [2], it is shown that the robustness of a system can be
optimised by maximising the complex stability radius, mea-
suring the smallest perturbation which would lead to insta-
bility. Since a point for whichα < 0 suffices to guarantee
stability, we can use this point as a starting value for the ro-
bustification process. Fig. 1 depicts the spectra as a resultof
a spectral abscissa minimisation as compared to a complex
stability radius maximisation, showing that the robustness is
indeed improved, at the cost of a lower spectral abscissa.
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1 Abstract

We present an ongoing work on the application of the Gauss-
Newton method for solving an inverse elasticity problem.
The motivation is to provide an inverse reconstruction tech-
nique for computing the spatial distribution of Young’s mod-
ulus within human tissues. The idea consist on deriving a
model of the tissue using the finite element method, affine on
the Young’s modulus, and finally solving a nonlinearly con-
strained least squares problem that includes the measured
forces and displacements from experimental data.

2 Introduction

In clinical practice, palpation is one of the main diagnostic
tools. This procedure is based on identifying the tissue char-
acteristics as being hard or soft, since most of the diseases
harden the tissue. For instance, a tumor can be identified as
a hard ball embedded inside a volume. In this context, re-
search has recently been conducted to provide a human in-
dependent probing tool that is able to quantify the stiffness
of tissues.

To determine the Young’s modulus of a volume which is di-
rectly related to the stiffness, the solution of an inverse elas-
ticity problem (IEP) is needed, where the material properties
are calculated for given applied forces and displacements.
For a volume under a prescribed static load, the displace-
ment field can be determined using an elastography tech-
nique (Doyley et al., 2000), that gives information about the
displacement field. The applied load used to deform the vol-
ume can be acquired by a force sensor.

3 Nonlinear Least Squares Problem Formulation

Once these data are collected, the goal is to solve the corre-
sponding IEP, or equivalently, to fit to the data a finite ele-
ment (FEM) model of the soft tissue considered as a linear,
isotropic and incompressible medium. For this FEM model,
the stiffness matrix, affine in the Young’s modulus, is calcu-
lated using a Poisson ratio of ν = 0.495. For this purpose,
the optimization problem is posed as follows: find a set of
Young’s modulus α = {E1,E2, . . . ,Em} such that it solves

min
α,x

1
2
||Cx− x̄||22, s. t. (K0 +

m

∑
i=1

αiKi)x = f

for a given measured displacement vector x̄ ∈ Rq, force
vector f ∈ Rn, matrices Ki = KT

i ≥ 0, i = 1, . . . ,m, and
correspondence matrix C ∈ Rq×n. This is a nonlinearly
constrained least squares problem which can be efficiently
solved using a constrained Gauss-Newton (CGN) method.

4 Constrained Gauss-Newton Scheme

The idea behind the constrained Gauss-Newton method
(Bock, 1987) is to iterate on a linear least squares sub-
problem originating from the linearization of the objec-
tive and the equality constraints. We can show that the
Karush-Kuhn-Tucker (KKT) conditions for this subproblem
are given byCTC AT

x 0
Ax 0 Aα

0 AT
α 0

 δx
−λ

δα

 =−

 Cx− x̄
(K0 +∑

m
i=1 αiKi)x− f

0


with Ax = K0 + ∑

m
i=1 αiKi and Aα =

[
K1x . . . Kmx

]
. The

steps are taken as xk+1 = xk +δx and αk+1 = αk +δα .

5 Numerical Results

Numerical results show that the possibility to use the mea-
sured data x̄ as the initialization for x makes the method very
insensitive to the initial guest for α , thus being more attrac-
tive than sequential Newton-Raphson methods commonly
used in elastography.
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1. Introduction 
Nature provides us with several proxy recordings of 
Earth’s climate (sources of climate information from 
natural archives), i.e. preserved in rock and in sediment 
layers on the ocean floor [1]; even in some organisms 
like sponges and bivalves [2], which store environmental 
information during their life.  
Processing the collected substrates, to obtain the proxies 
which are incorporated involves sampling solid substrate. 
Whether sampling means drilling a hole or counting a 
proxy per square meter, the sample always has a certain 
dimension (the dimension of the drill hole or of the count 
area). In most cases the dimension of the sample is 
neglected. This is allowed when the width of the sample 
is small compared to the variation of interest. 
Nevertheless, if the sample width spans a considerable 
part of this variation, the amplitude of the signal will be 
averaged out and will result in an underestimation.  
In this work a method is presented to propose a 
correction for this underestimation, based on advanced 
signal processing tools and standard filtering techniques.   
 

2. Approach 
In a first approach the sample (drill hole or count area) is 
rectangular and has two negligible dimensions (i.e.: 
height and depth), and one non negligible dimension (i.e. 
width). For simplicity reasons the problem was explored 
by means of a simulation. 
This averaging effect behaves like a filter as a 
multiplication of the ideal frequency plot with a sinc-
function (with zeros at frequencies were a sample exactly 
overlaps one period). For that reason, the amplitude loss 
is studied in the frequency domain: eg. see Figure 1.  
 
This is logical as the samples in these solid substrates are 
not points (dirac train), but samples over a certain non 
negligible sample width (block train).  
In a next stage other sample shapes will be studied, like 
Gaussians mimicking bioperturbations.  
 

3. Results 
With a constant accretion rate the correction for a sample 
width which is 40% of the variation of interest, the error  
is 25%; after correction more then 99.9% of the 

amplitude is recovered. 
 

 
Figure 1: Time averaging in frequency domain 
 
In reality, the accretion rate often changes with time. 
Such a signal is shown in figure 2. 
When the accretion rate is decreasing with time or 
distance, the best result is shown in Figure 2. The 
amplitude of the measured signal decreases with the 
 

 
Figure 2: Best results for a decreasing accretion rate 
 
time and the correction of the signal is dependent on that 
amplitude. For measured amplitudes which are too small 
the correction still does not produce good values.  
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1 Introduction

The concept of system inversion has received a lot of atten-
tion due to its applications in control, estimation and coding
theory. A distinction must be made between two classes of
inversion problems. A left inverse of a systemS is a system
SL which computes the input signal applied toS from knowl-
edge of its output. A right inverse, on the other hand, is a
systemSR which computes an input signal such thatS has
a desired output. The left inverseSL can thus be interpreted
as an estimator, whereasSR can be seen as a controller. In
this presentation, we consider left invertibility of linear time-
invariant (LTI) discrete-time system. We develop an optimal
input estimator and derive the general form of the left in-
verse based on this estimator.

2 Invertibility criteria

Consider the LTI system

xk+1 = Axk + Buk, (1a)

yk = Cxk + Duk, (1b)

wherexk is the state vector,uk is an unknown input vector
andyk is the output vector. An important issue in system
inversion is the condition under which an inverse of (1) ex-
ists. Simple and elegant invertibility criteria can be found in
[1, 2, 3]. The approach taken by Sain and Massey [1] is of
particular importance for this presentation because they in-
troduce the concept ofL−delay left invertibility. In short,
the system (1) is said to beL−delay left invertible ifuk

can be uniquely determined from the knowledge ofxk and
y[k,k+L] := [yT

k yT
k+1 . . . yT

k+L]
T . In the next section, we de-

rive anL−delay left inverse of (1).

3 System inversion

We propose a new approach to system inversion based on
joint input and state estimation. Consider an estimator of
the form

x̂k+1 = Ax̂k + K(y[k,k+L]− ȳ[k,k+L]), (2a)

ûk = M(y[k,k+L] − ȳ[k,k+L]), (2b)

where ¯y[k,k+L] := OLx̂k with OL :=
[

CT (CA)T . . . (CAL)T
]T

.

Let E[x̂0] = x0, then we show that the matricesK andM can

be computed such thatE[x̂k] = xk andE[ûk] = uk if and only
if the system (1) isL−delay left invertible. Also, we estab-
lish conditions under which the estimation error converges
asymptotically to zero fork → ∞. Note that the estimator (2)
is a LTI discrete-time system with inputy[k,k+L] and output
ûk. We show that anL−delay left inverse of (1), i.e. a system
with input yk and outputuk−L, follows almost immediately
from the estimator (2). ThisL−delay left inverse system has
a very general form which consists of two matrix parame-
ters which can be freely chosen. We show that the choice of
these parameters influences the stability, observability,. . . of
the inverse system. The construction of stable inverse sys-
tems has also been addressed in e.g. [3, 2].

4 Application to filtering and smoothing

Finally, we consider the case where the system is subject to
process and measurement noise. We show how time-varying
matrix parametersKk and Mk can be computed so that ˆxk

andûk are minimum-variance unbiased. Note that (2a) is a
one step ahead predictor forL = 0, a filter forL = 1 and a
smoother forL > 1. Similarly, (2b) is a filter forL = 0 and a
smoother forL > 0. Filtered and smoothed estimates of the
input of a 0−delay left invertible system subject to process
and measurement noise are show in the figure below. Note
that smoothing strongly increases estimation accuracy.
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1 Introduction

This research deals with determining the joint kinematics
from measured body-surface marker positions during hu-
man motion, a first and essential preprocessing step in gait
analysis. Applications of gait analysis include the treat-
ment of gait pathologies, rehabilitation, prosthesis design,
ergonomics and sports. It is shown that the use of Bayesian
filtering and smoothing techniques substantially improves
the estimate of joint kinematics as compared to the currently
used techniques.

2 Current approach

During gait analysis data is acquired using a photogrammet-
ric system to measure the position of body-surface markers
and a force plate to measure the 3D ground reaction forces.
Usually this setup is supplemented with external electrodes
to measure EMG. The two most important sources of mea-
surement errors are noise and soft tissue artifacts caused
by the relative motion between the markers and the bone.
A generic model, scaled to the subject’s dimensions using
marker information collected during a static trial, underlies
the data processing. The degrees of freedom of the model
are represented by the generalized coordinates,q. An esti-
mate ofq is obtained by a nonlinear least squares fit between
the model and the measurements for each time instant sep-
arately, referred to as inverse kinematics. The generalized
coordinates are numerically derived to obtain the general-
ized speeds, ˙q, and accelerations, ¨q. Joint reaction moments
and forces are calculated from the ground reaction forces
and the generalized coordinates and its derivatives. These
joint reaction moments and forces are input to a dynamic
musculoskeletal analysis to determine the muscle forces.

3 Contribution

It is known that the movement of the human body is smooth.
Since in this approach to estimate the joint kinematics each
time step is considered separately, this knowledge can not be
included. Furthermore numerical differentiation ofq leads
to exploding errors on ˙q and q̈, severely compromising the
quality of the dynamic musculoskeletal analysis. Bayesian
filtering and smoothing techniques allow to use the knowl-
edge about the movement and to estimate ˙q andq̈ along with
q. Therefore gait analysis can benefit from the use of these
techniques.

4 Simulation

In the current study, multiple aspects of the use of Bayesian
filtering and smoothing techniques in gait analysis are ex-
plored in simulation:

• Different filtering and smoothing techniques, for ex-
ample extended Kalman, unscented Kalman, non-
minimal Kalman, etc. are compared and evaluated
against the state of the art nonlinear least squares
methods.

• Different underlying joint movement models, e.g.
constant velocity, constant acceleration, periodic
movement, etc. are studied in order to obtain the
model that gives the best estimate of the joint accel-
erations.

• The influence of skin artefacts is examined along with
the possibility to include these artefacts in the under-
lying model.

• Extra features offered by the Bayesian framework are
explored: model prediction and interpolation in the
case of temporarily incomplete measurements and the
detection of marker detachment.

The simulations are based on the musculoskeletal model
provided in SIMM (Delp, 1990), although the approach al-
lows the use of any musculoskeletal model. Marker posi-
tions are simulated based on filtered joint kinematics ob-
tained from a gait trial to guarantee realistic input data.

5 Conclusion

A good choice of Bayesian filtering and smoothing tech-
niques together with the underlying movement model sub-
stantially improves the estimate of joint kinematics under
the ideal conditions of a simulation environment. The devel-
oped framework is now ready for application on real move-
ment data.
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1 Introduction

We are dealing with a particular filtering problem that arises
in a biomedical signal processing application—removal of
resuscitation artifacts from ventricular fibrillation ECGsig-
nals. The measured ECG signaly is the sum of two com-
ponents: the ventricular fibrillation ECG signalv, which is
the useful signal, and the resuscitation artifactsc, which is
the disturbance. The goal is to extract the unknown signalv
from the given signaly. Our study is empirical and is based
on a database of separately recorded resuscitation artifacts
and ventricular fibrillation ECG signals.

The bandpass, Kalman, and adaptive filtering methods rely
on different type of prior knowledge that allows to make the
separation of the useful signal from the disturbance. In the
particular application at hand, we are given a third signal,the
arterial blood pressureu, that is correlated with the artifactc.
This information is used by the Kalman and adaptive filters.

2 Compared methods

1. Low-pass filter (ad-hoc selected cut-off frequency)

2. Kalman filter (model identified from observations)

3. Kalman filter (model identified from true data)

4. Normalized LMS adaptive filter (ad-hoc selected
number of lags and step size)

The third method is called the “reference method” because
theoretically it achieves optimal performance (assuming that
the true data satisfies an LTI model). The reference method
is of course not practical. Note that the second and the third
methods lead to noncausal data processing because on the
identification step all the data is used in batch.

3 Results

For validation of the methods we construct an artificial
“measured” signaly := v + αc, where the scaling fac-
tor α is chosen according to the desired signal-to-noise ratio

SNR(y) := ‖v‖2
2/‖y− v‖2

2. The methods are evaluated on
the basis of the SNR of the restored signal ˆv.
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Figure 1: SNR improvements for the compared methods.

The obtained results show that for low SNR of the given
signal, the simplest low-pass filtering method achieves the
best performance. The reason for this might be the good
robustness of the low-pass filtering method.
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1 Introduction 
Mobile location estimation gained recently much 
attention, both scientifically and commercially. Based 
upon the usage expectations and profit projections of LBS 
(Location Based Services), there is a high plausibility that 
future mobile communication systems, 4th generation 
(4G) and onwards, will include high precision positioning 
requirements already in their design phase [1]. Until then, 
for the current 2G and 3G networks, a positioning 
solution needs to be found. To provide an overview in the 
numerous studies that have been examining the 
possibilities for mobile location estimation, we would 
advocate a division into four categories: 1) GPS-aided, 2) 
proximity sensing, and lateration or angulation 3) with 
additional hardware in the network or 4) by using the 
received signal strengths. In this abstract, we take a closer 
look at a method that fits in the latter category. 

2 Positioning technique basics 
The path loss PL relates the transmitted power at the base 
station (BS) to the received signal strength at the mobile 
phone, and accounts for the signal attenuation caused by 
the distance di and shadow fading (modelled as a zero 
mean Gaussian distributed random variable X):  
  (1) 10( ) logi i i iPL d a b d X= + +
The coefficients ai and bi are determined by the clutter 
type (≈ classification for propagation environment, e.g. 
urban, open land…) and are rather independent of the 
antenna. Because of the antenna gain pattern, the 
transmitted power is also dependent of the angle αi under 
which the mobile phone is seen. We have modelled this as 
a polynomial function G(αi), having values between 0 and 
1, to be multiplied with the amplifier output power Pt, 
known per antenna. Figure 1 shows how these antenna 
patterns look like. The received signal strength Ai from 
BSi can thus be written as 
 

 [ ] 10( ) ( logi t i i i i )iA dBm P G a b dα θ= ⋅ − − +  (2) 
In this formula, θi accounts for the azimuth (=direction). 

By combining the signal strengths of the three antennas 
located at the same BS location, the first term of formula 
2 can be isolated. Due to the correlated nature of the 
noise, the angle αi can be determined rather accurately.  
Simulations have shown that the error is a zero mean 
process with a standard deviation of 5 degrees for realistic 
fading noise parameters. The distance can be determined 
with formula 2 once the angle is known. By performing a 
LS optimisation over the three received signal strengths, 
the error on the position decreases to about 50 m.  
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Figure 2: Simulation results of the positioning technique, using 

realistic noise parameters for the 900 MHz beacon signal. 

Combining the angle and distance information finally 
leads to a position estimate. Figure 2 shows the results of 
a realisation. 

3. Conclusion and future work 

The presented method clearly shows some potential. 
Based on the received signal strengths of as few as one 
base station, it is possible to determine the position of a 
mobile phone within reasonable error limits: an average 
position error of 50m. The full potential of this technique 
lays in its combination with extra information sources 
(e.g. the received signal strengths of other BSs, a road 
database…) in order to decrease the error. As well, some 
extra tests with real network measurements need to be 
made in order to confirm the current results. 
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Figure 1: Antenna gain patterns. The G(α) function is a polynomial of the 
10th order in α. The azimuth angles are respectively: π/3, π, and –π/3. 
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Introduction

Acquiring parametric models for advanced controller de-
sign, e.g. H2 and H∞, is non-trivial in practical applica-
tions. Within this research it is explored whether such a
parametrization of the plant can be omitted while exploit-
ing the benefits of optimal controller synthesis tools. This
naturally may lead to a controller of limited complexity.

Approach

Synthesis of optimal controllers in a non-parametric way,
e.g. computing the Frequency Response Data (FRD) of the
optimal controller, is explored in order to omit parametriza-
tion of the plant. By parameterizing the controller after the
synthesis step, knowledge is present about the relation be-
tween parametrization error and performance/stablity. This
is an advantage over the conventional approach where the
fitting error can not be directly linked to closed-loop per-
formance loss such that iterative approaches are required to
obtain this data after the synthesis step (see Fig.1).

Since the trade-off between controller order and perfor-
mance is embedded in the controller parametrization step
naturally, the approach can be extended towards low-order
controller synthesis.i

i
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Fig.1: Overview of common (left) and proposed controller
synthesis path (right)

Synthesis algorithm for the SISO case

An algorithm is developed that deduces the FRF of the H∞

optimal controller directly from non-parametric plant data
for the SISO case. This is achieved by rewriting the H∞

problem as a specific model-matching problem [2]:

‖|W1S|2 + |W2T |2‖∞ = ‖T1−T2Q‖∞ ≤ 1

By appropriate factorization, it can be shown by
Nevanlinna-Pick interpolation theory [1] that the zeros of
the plant are the only required parametric data to acquire the
Youla parameter Q. Combining the plant FRD and the Youla
parameter gives the optimal controller FRD:

C(ω j) =
Q(ω j)

(1−P(ω j)Q(ω j))

As a natural extension, the set of allowable FRD for subopti-
mal controllers can be obtained on the given frequency grid
for a given γ > γopt (see Fig.2). This can be of great value
to fit low-order suboptimal controllers or guarantee robust
performance over a set of plant FRD’s.

i
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Fig.2: Open-loop using the set of (sub)optimal controllers
for (-) γ = 2, (-) γ = 1.5 and (-) γ = 1
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1 Introduction

In many control applications the dominant disturbances are
periodic, for instance, in the track-following servo system
of optical disk drives, active noise control and robotized la-
paroscopic surgery. Furthermore, disturbances due to ro-
tating unbalances or nearby combustion engines are domi-
nantly periodic.

In the presence of periodic disturbances, repetitive control
[1] is a commonly used control design strategy. Based on
the internal model principle, repetitive control explicitly in-
cludes the disturbance dynamics in the feedback controller,
yielding an infinite loop gain at the harmonics of the distur-
bance. Although this strategy guarantees perfect disturbance
rejection, it makes the closed-loop stability highly sensitive
to unmodelled dynamics. Hence, a trade-off between distur-
bance attenuation and closed-loop stability has to be made.
Recently, Steinbuch [2] proposed an extension of the clas-
sical repetitive control scheme to increase the robustness of
the performance to uncertainty on the period of the distur-
bance.

2 Methodology

The present paper proposes an alternative controller design
strategy based on the Youla-parametrization. For any con-
trol problem, the set of closed loop transfer matricesH(z)
achievable by an internally stabilizing controller is given by:

H(z) = T1(z)+T2(z)Q(z)T3(z) .

T1(z), T2(z) andT3(z) are transfer matrices determined by
the plant whileQ(z) is a free stable transfer matrix, called
the Youla-parameter ofH(z), [3]. OnceQ(z) is known, the
corresponding controller can be calculated. In this paper a
FIR-model is proposed forQ(z).

Using this parametrization the design of a controller that op-
timally attenuates periodic disturbances with a given period
T0 is transformed into a convex optimization problem. If
additionally uncertainty onT0 is considered, the controller
design amounts to a robust convex program. While being
still convex, this optimization problem has infinitely many
constraints. However, by the use of the generalized KYP

lemma [4] this optimization problem is transformed into a
finite-dimensional semidefinite program. In addition to un-
certainty on the period of the disturbance, both paramet-
ric and dynamic plant uncertainties are considered as well.
These uncertainties are accounted for while preserving the
convexity of the corresponding optimization problem.

3 Results

The developed design strategy is validated on simulation for
the design of a track-following controller for optical disk
drives. Trade-off curves between conflicting control specifi-
cations are computed and the developed controller design is
compared to the design of [2].
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1. Introduction 

The development of dynamic operations for food 
processes with product quality as a central criterion 
deals with multi criteria for optimization. These 
criteria are often conflicting, which means that 
improving one objective will cause worsening at least 
one of other objective functions. For example, for 
baking processes the level of brownness may conflict 
with the degree of crispness. It is hardly possible to 
solve such multi objective optimization (MOO) 
problem in a single optimization. Therefore, finding a 
set of feasible solutions is more relevant than one 
single optimum solution. The set of feasible solution 
is described with Pareto line.  

2. Normal Boundary Intersection (NBI) 

MOO is formulated as: 
[ ] 2,)(...)()()(min 21 ≥= nwithxfxfxfxF T

n . 
*x  is Pareto optimum if and only if there is no x , such 

that )()( *xfxf ii ≤  for all i , with at least one strict 
inequality. To generate the Pareto line, the Normal 
Boundary Intersection (NBI) method is used (Fig. 1). 
NBI is a multi objective optimization method which 
has been developed recently [1] to generate an even 
distribution of Pareto line.  

 

 

 

 

 

Figure 1 NBI method to generate Pareto optimal 
solution for two objective functions 

The principle of this methodology is that the 
intersection point between the boundary ∂F and the 
normal pointing towards the origin from any point at  
the CHIM (Convex Hull Individual Minima) is the  
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3. Case Study 

The MOO problem was applied to bread baking with 
the two objective functions:  
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The final temperature of product is expected to be 
40oC since it is considered as eating temperature. Fig 
2a shows a set of feasible solutions for control 
trajectories of this case study. The variation of control 
inputs in Fig 2a corresponds to each point in the 
Pareto line as depicted in Fig 2b.  

 

 

 

 

 

Figure 2 The set of optimum heating trajectories (a) 
and Pareto line(b) 

References 
[1]. Das and Dennis, 1998, Normal-Boundary intersection : 
An alternate Method for Generating Pareto Optimal points in 
multi criteria Optimization Problems, ICASE Report 92-296; 
[2]. Hadiyanto, A. Asselman, G. van Straten, R.M. Boom, 
D.C. Esveld and A.J.B. van Boxtel, 2007, Quality Prediction 
of Bakery Products in the Initial Phase of Process Design, 
submitted to IFSET Journal 

F*

f2 

f1 

A 

B 

CHIM

F∂
 

26th Benelux Meeting on Systems and Control Book of Abstracts

117



Towards economic optimal dynamic plantwide operation

A.E.M. Huesman
Delft Center for Systems and Control

Delft University of Technology
Mekelweg 2, 2628 CD Delft

The Netherlands
Email: a.e.m.huesman@tudelft.nl

O.H. Bosgra
Delft Center for Systems and Control

Delft University of Technology
Mekelweg 2, 2628 CD Delft

The Netherlands
Email: o.h.bosgra@tue.nl

1 Introduction

Due to globalization the process industry is faced with in-
creased competition. This has resulted in pressure on the
margins and the process industry has to find ways to improve
its economic performance. This can be done by changing the
design, the operation or a combination of both. Certainly for
existing plants improving the operation is an attractive “low-
cost”option.

Economic optimization in the process industry already dates
back nearly 50 years. The current state of the art is Real
Time Optimization (RTO). Since RTO is in fact steady state
optimization it is not compatible with batch operation. It has
been recognized that RTO is slow since each optimization
has to be proceeded by a steady state. The last two decades
there has been a substantial amount of work on dynamic op-
timization. However the main focus has been on how to
perform dynamic optimization. The same is true for batch
optimization. To bridge the gap between economic perfor-
mance and dynamic optimization the presentation focuses
on the following question:

How to frame dynamic optimization such that we can expect
optimal operation in an economic sense?

2 Framework

In the presentation a general framework will be proposed.
The framework adoptsa plantwide system boundary. In
this way there is no need to know intermediate prices. The
system boundaryincludes product tank(s). This allows for
more flexibility in the sense that at least the production rate
is allowed to vary. As a result the framework supports any
kind including continuous and batch operation.

Within this framework optimal plantwide operation can be
formulated as a dynamic optimization problem:

min
∫ t f

0
operating costs(t) dt (1)

s.t.







plant behaviour
required quantity and quality
operational constraints

(2)

The variablet f denotesthe finite horizon. The horizon as
well as the required quantity and quality are supplied by

scheduling. This facilitates integration with schedulingbut
it also means that the product is handled as a constraint
rather then as a part of the economic objective.

Often the objective is linear, the same goes for the required
quantity and quality and the operational constraints. How-
ever the plant behaviour is normally non-linear and for that
reason problem (1) - (2) is a non-linear optimization prob-
lem.

3 Experiments

The framework is subjected in an off-line setting to two nu-
merical experiments; a Stirred Tank Reactor (STR) and a
Distillation Column (DC). The off-line setting has to do with
separation of the benefits. The off-line benefits are associ-
ated with the type of operation, the on-line benefits with the
way disturbances are handled. Applying the framework to
the STR results in batch operation while in the DC case it
results in continuous operation.

Some results related to the STR case seem arbitrary in the
sense that a change in the initial guess for the decision
variables leads to a different solution for the decision vari-
ables. However the different solutions have the same objec-
tive value. From an optimization point of view these results
can be explained as “multiple solutions”; there is an optimal
subspace rather than a single optimal point. In control terms
it means that not all degrees of freedom are fixed. The oc-
currence of multiple solutions can be understood from a ge-
ometrical perspective. It is desirable to avoid multiple solu-
tions since in a on-line setting it can lead to “jumping around
solutions”.

4 Conclusions

A general framework has been formulated that can deter-
mine economic optimal dynamic plantwide operation. This
framework supports any kind of operation and can easily be
integrated with scheduling.

Currently the framework allows for multiple solutions. The
future research will focus on multiple solutions; can they be
avoided? If the answer is yes then the next question is how?
If the answer is no then the next question is why not?
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1 Abstract

In this note we consider the cooperative linear quadratic
control problem. That is, the problem where a number
of players, all facing a (different) linear quadratic control
problem, decide to cooperate in order to optimize their
performance. It is well-known, in case the performance
criteria are positive definite, how one can determine the set
of Pareto efficient equilibria for these games. In this note
we generalize this result for indefinite criteria.

Keywords: LQ theory; Convexity; Riccati equations;
Cooperative differential games; Pareto frontier.
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 Abstract - A structure identification method based upon the Best
Linear Approximation is applied to three different physical systems:
the silverbox, a crystal detector and an RF amplifier.

I. INTRODUCTION

In nonlinear system identification, the selection of an
appropriate nonlinear model structure is a first critical
step. If no prior knowledge is available, it might be hard
for the user to know whether the selected model
structure is appropriate for modelling the system due to
the large variety among nonlinear model structures.
Therefore, a method is required that gives the user some
guidance in his/her choice of nonlinear model structures.

II. THE NONLINEAR BLOCK STRUCTURE 
IDENTIFICATION PROCEDURE

In [1], we proposed a method to discriminate between
different nonlinear block oriented model structures. This
structure identification method is based upon the Best
Linear Approximation (BLA) of the nonlinear system
[2],[3]. For random excitation signals, a nonlinear
system can be represented by its Best Linear
Approximation followed by a noise source representing
the unmodelled nonlinear contributions of the system
[4]. These nonlinear contributions depend on the
particular realization of the input signal and they exhibit
a stochastic behaviour. In practice, this BLA can be
estimated by averaging the measured Frequency
Response Functions (FRFs) for different input
realizations.

The approach of this method is to apply a Gaussian-
like input signal and to vary in a first experiment the root
mean square (rms) value of this signal while maintaining
the shape of the power spectrum, and to vary in a second
experiment the shape of the power spectrum while
keeping the rms value constant. According to the
resulting changes (a vertical shift or a shape change) of
the amplitude and phase characteristics of the Best
Linear Approximation, a distinction can be made
between candidate nonlinear block structures for
approximating the real system.

III. PRACTICAL ILLUSTRATIONS

To illustrate its user friendliness, ease and wide scope,
this structure identification method will be applied to
three physical systems in various domains. The first
system is an electrical circuit simulating the behaviour of

a nonlinear mass-spring-damper system, also known as
the ‘Silverbox’ [5]. The second system is an Agilent-
HP420C crystal detector, a device used for microwave
power measurements, and the third system is an RF
amplifier. By comparing the experimental results of the
system’s BLA with the theoretical results (see Table I),
an analysis can be made about the appropriateness or
ability of some nonlinear block structures concerning the
identification of the system under test [1].

IV. CONCLUSION

A structure identification procedure based upon the Best
Linear Approximation is illustrated. We showed that this
method is applicable in various fields and easy to
implement since the user only needs to carry out FRF
measurements together with a variance analysis.
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Gaussian excitation signals

changing
rms value

changing shape 
power spectrum

Wiener-Hammerstein (WH) = =

Wiener (W) = =

Hammerstein (H) = = =

(W)H-polyNFIR =

WH-NFIRsum

H-NFIRsum = =

NonLinearFeedBack (NLFB)

Table I: General behaviour of the BLA of some nonlinear
systems (NFIR: Nonlinear Finite Impulse Response). Symbol 
stands for a vertical shift; = means that nothing changes; and 
denotes a frequency dependent change.

GBLA GBLA∠ GBLA GBLA∠

∆ ∆

∆ ∆ ∆ ∆

∆ ∆

∆ ∆ ∆ ∆

∆
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1 Introduction

The forced oscillation technique (FOT) is a non-invasive
method which is commonly used to measure respiratory me-
chanics [1] using the device schematically represented in
figure 1. FOT employs small-amplitude pressure oscilla-
tions superimposed on the normal breathing. Although it
is more interesting to study the respiratory system closer to
the breathing frequency (≈ 0.3Hz), distortions may corrupt
the measurements. Identifying the best linear approximation
of the human respiratory system impedance, results in mini-
mizing the influence of the nonlinearities (NL) coming from
the device.

2 Detection of Nonlinearities

Due to limitations of the loudspeaker in the low frequency
range, the input signal has to be amplified in order to obtain
a good signal-to-noise-ratio at frequencies lower than 4Hz.
This amplification can lead to NL effects. Using a method
for input signal optimization described in [2], these NL from
the device can be quantified and are depicted in figure 2. In
order to identify the NL coming from the respiratory sys-
tem, the pressure and the flow in the input at the mouth were
measured. The corrected results are depicted in figure 3. It
can be observed that the NL effects are stronger at frequen-
cies closer to the breathing frequency. Using the methods
described in [2], the linear and nonlinear behavior of the pa-
tient can be extracted from these results. Once the nonlinear
effects introduced by the device are separated from the mea-
sured signals, only the NL coming from the patient remains.
This will include effect of both the breathing signal, as well
as effects from the geometrical structure of the respiratory
tree itself. Characterizing the diagnostic capacity of these
nonlinear effects is ongoing research.
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Figure 1: FOT measurement setup. Notations apply:A - ampli-
fier; LS - loudspeaker;BT - bias-tube;BF - bias-flow;
PN - pneumotachograph;BF - antibacterial filter;PT -
pressure transducer;Q(t) - measured flow;P(t) - mea-
sured pressure;Ug(t) - driving signal;Ur(t) - breathing.

10
−1

10
0

10
1

−60

−40

−20

0

20

DESIRED INPUT

A
m

pl
itu

de
 (

dB
)

10
−1

10
0

10
1

−60

−40

−20

0

20

RESULTED INPUT

Frequency (Hz)

A
m

pl
itu

de
 (

dB
)

Figure 2: NL from the device without the patient: original (de-
sired) signal (+); odd NL (o); even NL (*).
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Figure 3: NL from the device and the patient: original signal (+);
odd NL (o); even NL (*).
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Abstract

For a LTI multivariable (MIMO) system withp inputs andq
outputs the dynamic relationship between the inputsu∈ Rp

and the outputsy∈ Rq is given in the frequency domain by
theq× p MIMO FRF matrixG( jω) according to: Y[1]

. . .

Y[q]


︸ ︷︷ ︸

Y( jω)

=

 G[1,1] G[1,p]

. . .

G[q,1] G[q,p]


︸ ︷︷ ︸

G( jω)

 U [1]

. . .

U [p]


︸ ︷︷ ︸

U( jω)

. (1)

G( jω) is estimated aŝG( jω) from input-output data mea-
sured during system excitation. Accurate FRF estimation
requires the selection of appropriate excitation signals. It
is shown [2] that periodic broadband excitation has several
advantages. For a single excitation signal this corresponds
to:

u(kT) =
nh

∑
n=nl

Uncos(nω0kT +φn). (2)

u(kT) is thekth time sample of a periodic broadband exci-
tation signal with ground pulsationω0 [rad/s] andk going
from 1 toN−1. N is the number of samples present in one
period. T [s] indicates the sample period. The overall pe-
riod of the excitation isT0 = NT = 2π/ω0 [s]. Due to the
periodic nature of the signal the spectrum is discrete.n in-
dicates the spectral component corresponding to frequency
ωn = nω0 [rad/s]. Un is the amplitude of thenth spectral
component andφn the corresponding phase. The lowest
frequency present inu is nl ω0 [rad/s], the highest isnhω0

[rad/s]. The advantages of using periodic broadband exci-
tation are explained in detail in [1, 2, 3]. Random phase
indicates thatφn is sampled from a uniform random distri-
bution[0,2π), while the user is free to designUn at will (e.g.
to have a certain power spectrum for the excitation).

In this presentation it is assumed that the system is time-
invariant but not necessarily linear because in practice no
system is truly linear. This yields that the estimation of the
FRF matrix is disturbed by (internal) nonlinear system char-
acteristics (called nonlinear disturbances) in addition to the
omnipresent (external) noise sources (called a-periodic dis-
turbances) acting on the system. In this presentation it is
also assumed that the input is exactly known, as is the case
for most control applications, such that all external distur-
bances are assumed at the output. The systems considered

Figure 1: Schematic representation of the considered systemsG.

in this presentation can be represented as in figure 1:G is the
system with inputsu and outputsy. The outputsy consist of
a linear contributionyl coming from the so-called best linear
approximationGBLA of G under the considered excitationu
[2], and a nonlinear contributionynl which can be thought of
as an input driven noise source [3]. The measured outputs
ym are disturbed by external noise sourcesyd. The assump-
tions under which a system can be represented as in figure 1
are given in [3, 4].

This presentation extends an existing method [3] for estimat-
ing the level of the nonlinear disturbancesynl and a-periodic
disturbancesyd for SISO systems to MIMO systems. It is
shown how to obtain an estimate of the additive uncertainty
based on the estimated level of nonlinear disturbances, both
in the SISO and in the MIMO case. Furthermore the method
presented in this presentation estimates all this information
together with an estimate of the MIMO FRF matrix from
one single experiment using specially designed broadband
excitation signals. Experimental results of the method on a
half car test setup are presented.
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Abstract - The concept of a Best Linear Approximation
(BLA) will be introduced for frequency translating devices,
such as mixers.

I. INTRODUCTION

A mixer is frequently used in all kinds of
telecommunication applications [1]. Besides the ideal
frequency translation, a real mixer produces a lot of
additional linear and nonlinear disturbances: e.g.
isolation effects, intermodulation products,... To obtain a
simple model for this important system function, the
Frequency Response Function (FRF) is no longer useful
because the output at one frequency is no longer only
dependent on the input at the same frequency. 
To generate a simple model for a real mixer, we will
follow the lines of the Best Linear Approximation
(BLA) reasoning [2]. First an ideal mixer is defined as a
perfect frequency translating device. It converts the
input signal to the output by an ideal frequency
translation and a complex frequency dependent gain. All
the remaining effects will be grouped and modelled as a
perturbation source with a frequency dependent Power
Spectral Density (PSD).

II. EXTENDING THE BLA TO THE BEST MIXER 
APPROXIMATION (BMA)

A. An ideal mixer [1]

An ideal mixer is a three-port system consisting of two
input ports (U, LO) and one output port (Y), where

. In the ideal case, the local oscillator
port (LO) is excited with a pure sinewave signal of
frequency , which plays the role of the pump. As a
consequence, the LO signal is always a large signal
compared to the signal at port U. When the mixer is
observed as an upconvertor, the partial ideal mixer
model becomes:

(1)

B. A real mixer - Definition of the BMA

A real mixer produces a lot of additional linear and
nonlinear disturbances. Bringing into account these
disturbances results in the Best Mixer Approximation
(BMA). The response of the upconverted frequency

y t( ) u t( ) .lo t( )=

fLO

Y ωk ωLO+( ) U ωk( )LO ωLO( )=

band of the real mixer can be written as [3]:

(2)

where .  includes the
higher order terms in . The sum of the first two terms
is called the Best Mixer Approximation (BMA):

(3)

The BMA captures both the ideal mixer contributions
and the nonlinear systematic contributions which are
always phase coherent to , independent of the
realization of the phase spectrum of this signal. The last
terms in equation (2) are the “noise” contributions.
Herein,  represents the additional noise source
created by the nonlinear perturbation which is random
with respect to the phase realizations of . As a
conclusion, the model for the mixer can now be written
as follows:

(4)

Measurement experiments confirm this theory.

III. CONCLUSION

The BLA has been extended for frequency translating
systems, also called the Best Mixer Approximation
(BMA). It is now possible to classify the impact of
nonlinear perturbations in systematic (bias) and
stochastic (nonlinear noise) contributions.
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ωkii∑ ωk= GS

nk ωLO ωk+( )
LO
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1 Introduction
It is well known that nonlinear modelling is a very hard
task. First, the model selection is problematic. But
especially the validation of nonlinear models is time
consuming, extremely difficult, and hence expensive; there
is no guarantee that the model is good everywhere, and
consequently there is a large risk for remaining model
errors. When a nonlinear plant has to be controlled, the
best one can do is to use the available plant model to
design the controller, and hope that the remaining model
errors will not drive the real life feedback-controlled
nonlinear system (RLFCNS) into an unstable mode.
Indeed, even if the controlled model performs well
(stably), nothing can be guaranteed about the stability of
the RLFCNS; there still remains a risk that the RLFCNS
behaves unstably, due to the remaining model errors. As
supported by simulation studies, it appears that under
certain circumstances (properties of the input signal, e.g.
the rms-level), certain nonlinear feedback loops behave
stably, while under other circumstances, the same loop
behaves occasionally unstably, or even highly unstably,
while the analysis of the control loop on the basis of the
model guaranteed the stability.
The current problem has only been investigated in [1]; that
relies on the framework of the best linear approximations,
and on the small gain theorem. In this contribution, using
extreme value statistics, we aim to get more information
about the instability of a nonlinear feedback loop, starting
from experimental data on the physical feedback system,
without building an additional model.

2 The idea
We will call a system stable, if an input with bounded
variance results in an output with bounded variance.
The idea is to split the nonlinear feedback system in two
parts: (i) a (known) stable part and (ii) another (possibly
unstable) remaining part, which accounts for all
unmodelled effects, both connected in parallel (sum). The
output of the latter will be called residual.

Fig. 1. Block schematic representation of the equivalent model

Stable part

Remaining part Residual

Stationary random
input with bounded

variance

At this moment, the first part is chosen as the best linear
approximation (residual minimal in least-squares sense)
[2]; this provides the advantage that the maximum amount
of coherent power between input and output is extracted. If
the excitation has a bounded variance, the variance of the
output of the first part will be finite, even when instability
occurs in the nonlinear feedback system. Therefore, in that
case, the residual will have an infinite variance. Hence, a
statistical description of the residual is crucial.

3 Extreme value model
For many natural phenomena (waves, wind speed,
temperature, floods, earthquakes, rainfall) and in financial
applications, extreme value statistics are a standard tool for
statistical modeling of extreme events. It has been shown
that for a very wide class of distributions (the so-called
maximum-domain of attraction), the excesses over a
sufficiently high threshold are generalised-Pareto
distributed [3]. For this distribution, a maximum likelihood
estimator (MLE) is available for estimating its parameters
and their asymptotic covariance matrix. It is also known
from this generalized-Pareto distribution, that the variance
is infinite for shape parameters  beyond 0.5.

4 Proposed algorithm
1. Estimate the stable part of the model and its output.
2. Compute the absolute values of the residuals.
3. Estimate the parameters (and asymptotic covariance
matrix) of the generalised-Pareto model on the tails
(extreme values) of the residuals.
4. After this step, we are able to predict the probability that
a certain value of the residual is exceeded in magnitude.
The closer the estimated shape parameter comes to 0.5, the
higher the variance of the residual, and the higher the
probability of instability.
This has been verified via numerical Monte-Carlo
simulations, showing that the shape parameter estimates
shift to the right with increasing probability of instability.
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1 Biped Lucy

The bipedal walking robot Lucy (Fig 1, [1]) has 12 pleated
pneumatic artificial muscles to actuate 6 degrees of freedom
(hip, knee and ankle of both legs). The motion of Lucy is
restricted to the sagittal plane by a guiding mechanism. The
guiding mechanism, which prevents the robot from falling
sidewards, has limited length, so a treadmill is used to be
able to walk longer distances. The robot’s total mass is about
33 kg and it is 150 cm tall. The global control architecture
consists of a trajectory generator, and a joint trajectory track-
ing controller.

2 Trajectory Generator

The trajectory generator calculates trajectories for the differ-
ent joints so that the robot can walk from a certain position
to another while keeping the Zero Moment Point (ZMP) in
the stability region, thus ensuring dynamic balance of the
robot. For each step the objective locomotion parameters
(step lengthλ , intermediate foot liftκ and speedν) can
be chosen. The main idea of the trajectory generator is to
plan the motion of the CoG, represented by the waist mo-
tion, in function of desired ZMP trajectories determined by
the foothold sequences. The problem is regarded as a ZMP
servo control implementation, trying to track the ZMP by
servo control of the horizontal acceleration. Because of-
ten the hip has to move before the ZMP path changes, in-
formation about desired position of the ZMP in the future
is needed, hence the use of a preview control method as
proposed by Kajita [2]. The dynamics are simplified to a
cart-table model, a cart that represents the global COG of
the robot moving on a horizontally positioned pedestal table
with negligible mass. Since the true robot is a multibody
system the real and desired position of the ZMP will differ.
In order to solve this issue the error is presented to a second
stage of the preview control.

3 Joint Trajectory Tracking Controller

The joint trajectory tracking controller is divided into a com-
puted torque controller, a delta-p unit and a pressure bang-
bang controller. The computed torque controller calculates
the required joint torques based on the robot dynamics. This
dynamic model is different for single and double support
phase because during single support the robot has 6 DOF
and during double support the number of DOF is reduced

Figure 1: Photograph of the robot Lucy

to 3, which makes the system over-actuated. For each joint
a delta-p unit translates the calculated torques into desired
pressure levels for the two muscles of the antagonistic set-
up. Finally a bang-bang controller determines the necessary
valve signals to control the actions of the on-off valves to set
the correct pressures in the muscles. The trajectory genera-
tor, computed torque and delta-p units are implemented on a
central PC, the bang-bang controller is locally implemented
on micro-controller units. Currently the robot is able to walk
with a speed up to0.15m/s.
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Figure 1: Picture of the PPAM [2].

1 Introduction

Nowadays test rigs, like the ones used for fatigue testing,
are often hydraulically driven. The hydraulic supply sys-
tem operates at high pressures which can cause safety prob-
lems when e.g. leaks occur. The maintenance of such sys-
tems is often outsourced which leads to high maintenance
costs. Moreover, changing the oil and the occurrence of
leaks strains the environment.
Possible alternatives to hydraulic actuation may be delivered
by the Pleated Pneumatic Artificial Muscles (PPAM), devel-
oped by the Robotics and Multibody Mechanics research de-
partment at the Vrije Universiteit Brussel or the pneumatic
muscles of Festo.

2 Pneumatic Muscles

Pneumatic muscles have some interesting advantages like
e.g. a high force weight ratio, a low pressure operation
which delivers fairly high forces and a more environment-
friendly usage than the hydraulic systems. Because these
muscles operate at low pressures and in the presence of
leaks, they are safe. The most important disadvantage of the
muscles is the non-linear link between the pressure in the
muscle and the resulting force applied by the muscle (Fig-
ure 2).

3 Control of the muscles

Since we want to use the muscles in fatigue testing, the
input signals will be applied iteratively. This implies the use
of an adaptive controller which adapts the input signal of

Figure 2: Pulling force versus contraction of a PPAM [2].

the current iteration according to the output of the previous
one.
Using Iterative Learning Control (ICL) and more specif-
ically Time Waveform Replication (TWR), a feedforward
control that tracks a specific reference is created. The ad-
vantage of this type of control is that the information from
the previous iterations is used to eliminate the influence
of repeating disturbances in advance [3].This offers a lot
of possibilities to increase the bandwidth of the proposed
actuators [4].

Furthermore the Time Waveform Replication algorithm will
be adapted to continuously estimate the systems behavior
and update the system model at each iteration. The goal
of the project is to develop the adapted algorithm using a
specific case-study: the fatigue testing of slat tracks.
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1 Introduction

In [1], Kikuuwe and Fujimoto have introduced Proxy-Based
Sliding Mode Control. It combines responsive and accurate
tracking during normal operation with smooth, slow recov-
ery from large position errors that can sometimes occur after
abnormal events. The method can be seen as an extension to
both conventional PID control and sliding mode control.

Figure 1: 2-DOF planar manipulator actuated bij Pleated Pneu-
matic Artificial Muscles.

Here Proxy-Based Sliding Mode Control is used to con-
trol a 2-DOF planar manipulator actuated by Pleated Pneu-
matic Artificial Muscles (PPAMs, [2]), shown in figure 1.
The principal advantage of this control method is increased
safety for people interacting with the manipulator.

2 Proxy-Based Sliding Mode Control

The basic idea behind Proxy-Based Sliding Mode Control
for robotics is to attach an imaginary, virtual object, called
proxy, to the robot’s end effector by means of an imaginary,
somewhat spring-like virtual coupling. This is illustrated in
figure 2 for a 2-DOF robot in the horizontal plane.

The proxy’s trajectory is controlled by a sliding mode con-
troller which exerts the force Fa. Depending on their relative
positions, the PID-type virtual coupling will cause an inter-
action force Fc between end effector and proxy.

The (statical) torques that would be produced in the robot

Fc

Fa−Fcvirtual
coupling

proxy

Figure 2: Idea behind Proxy-Based Sliding Mode Control.

joints if Fc were physically present are given by the well-
known relation

τ = JT Fc

(with J the the robot’s Jacobian matrix). Actually apply-
ing these torques will cause the end effector’s position to be
servo-controlled to follow the proxy’s position. By limiting
the maximum value of Fa, the controller behaves as a PID
controller for small errors, while exhibiting safe, smooth
sliding-mode based recovery from large positional errors.
The disadvantage of limiting Fa is that it also limits the max-
imum disturbance force that can be tolerated.

Using a discrete-time approach, Kikuuwe and Fujimoto [1]
have devised a chattering-free controller based on this idea.

Both the original and a modified version of this Proxy-Based
Sliding Mode Controller were implemented and tested on
the system, and their performance was experimentally evalu-
ated. Both forms performed very well with respect to safety.
Good tracking was also obtained, especially with the modi-
fied version.
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1 Introduction

In recent years, magnetically levitated planar actuators have
been developed as an alternative to xy-drives constructed of
stacked linear actuators. Although the translator of these ac-
tuators can only move over relatively large distances in the
xy-plane, it has to be controlled in six degrees-of-freedom
(DOF) because of the active magnetic bearing. These ac-
tuators have either moving coils and stationary magnets [1]
or moving magnets and stationary coils [2] [3]. The coils
in the actuator are simultaneously used for propulsion in the
xy-plane as well as for the 4-DOF active magnetic bearing.

2 Contribution

To integrate long-stroke propulsion and active magnetic
bearing of a moving-magnet actuator, new design and con-
trol methods have been developed [4] [5] [6]. The new
methods directly decouple the force and torque. The decou-
pling can be achieved using either Lagrange multipliers [6]
or weighted 2-norm optimization [4]. Moreover, there are
similarities with the dq0-transformation which allow for a
structured design of the planar actuator with respect to the
controllability and power consumption.

Figure 1: new 6-DOF planar actuator topology.

1This IOP-EMVT project is funded by SenterNovem. SenterNovem is
an agency of the Dutch Ministry of Economical Affairs.

3 Results

The controllability and the power consumption of various
planar actuator topologies have been investigated using the
theory derived in [4]. Fig. 1 shows an actuator topology
which is currently being manufactured at the Eindhoven
University of Technology. The coils are spaced according
to a three-phase system and they are placed in a herring-
bone structure. Each coil is individually controlled using 84
amplifiers. During the presentation theoretical and practical
results will be compared.
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1 Introduction

Reducing vibrations is an important objective encountered
in many areas of engineering. A technique frequently used
(easy to attach and not expensive) is the local addition of
a dynamic absorber to the main system. Basically the ab-
sorber consists of an inertia (mh) connected to the structure
with a spring (kh) and a damper (ch) (Fig. 1). The founders

x exp(j t)0 w

xrexp(j t)w

kh

mh

Main

Structure

c
h

Figure 1: Basic dynamic absorber.

of this technique are Frahm [1] and Den Hartog [2]. The
main structure is represented as a lumped parameter model
(linear and undamped) consisting of mass and spring ele-
ments. The equations of motion of the main structure be-
come:

Mq̈+Kq = F (1)

with M = M′ ∈ Rmxm the mass matrix, K = K′ ∈ Rmxm the
stiffness matrix, F ∈ Rm the excitation force and q ∈ Rm

the coordinate vector representing m degrees of freedom.
We consider resonance conditions, i.e. the excitation is har-
monic and its frequency (ωa) equals one of the eigenfre-
quencies (ωi) of the structure. As a result high vibration
amplitudes will almost certain damage the structure.
To avoid this resonance phenomenon the eigenfrequency of

the absorber is tuned to the excitation frequency ωa :
√

kh
mh

=
ωa = ωi. The effect of attaching an undamped dynamic ab-
sorber can be seen in figure 2. Taken into account model
mismatch and changes in the excitation frequency, a robust
design requires effectiveness over a wider frequency band.
Therefore, replacing the simple dynamic absorber by more
complex absorbers (e.g. adding nonlinearities) will be ana-
lyzed. This requires a perfect understanding of the simple
dynamic absorber.

2 Problems with the classical absorber

A lot of design methods are available to derive the optimal
stiffness kh and damping ch in function of the mass mh of
the dynamic absorber [3]. However they do not justify the
value of the mass, nor the location of the absorber. Here we

Vibration

amplitude

Frequency
Anti-resonance at

Eigenfrequency or resonance at

Without

absorber

With

absorber

a
w

a
w

Figure 2: Attaching a dynamic absorber introduces a shift of the
eigenfrequencies together with an anti-resonance (high
vibration reduction) at frequency ωa.

analyze both choices as they will be vital to design the more
complex absorbers. To achieve vibration reduction over a
wide frequency band, we try to maximize the shift of the
eigenfrequencies near ωa (Figure 2) using an undamped dy-
namic absorber.

3 Results

Combining simulation results with a mathematical approach
yields an interesting theorem. We prove that the eigen-
frequencies cannot shift further than the neighboring anti-
resonances. These anti-resonances are different for each lo-
cation, such that an optimal location for the absorber can
be derived. Further more, we analyze the dependence of
the amount of shift of the eigenfrequencies on the absolute
value of the absorber mass. Combining both will optimize
the absorber design with respect to relocating eigenfrequen-
cies and clear the way for the analysis of more complex ab-
sorbers.
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1 Motivation

In the field of automotive engineering, restraint systems re-
fer to the safety devices in a vehicle that assist in restraining
the occupant during a crash. The design and development
of these safety devices is largely oriented at car occupants
of average height and weight and at a set of standardized
and legislated (high speed) crashes. Since restraint systems
in general are not able to adjust their performance charac-
teristics during a crash event, an occupant will not be opti-
mally protected in every crash scenario. A huge step in in-
jury reduction will be made when the restraint systems can
continuously be manipulated as a function of measured sig-
nals. This kind of systems is not yet available for today’s
passenger vehicles, but simulation results with a controlled
seat-belt and airbag show a significant injury reduction [1].
Therefore, this class of systems is a main focus of current
state-of-the-art restraint system development [2].

2 Problem definition

There is a number of issues that need to be solved before
the next generation passenger vehicles can be equipped with
a controlled restraint system. Important problems concern
(i) the required restraint actuators, (ii) the sensors to deter-
mine the injury measures, (iii) the development of control
algorithms and (iv) pre-crash information on the upcoming
crash, since this sets the performance criteria. These imple-
mentation issues are sketched in Fig. 1. In this paper, the
main focus is on injury measures, e.g. chest acceleration
and chest deflection. Not all of the required sensors to mea-
sure the occupant’s movement do yet exist, whereas many
of the available sensors are too expensive, too inaccurate or
have too low a bandwidth. So automotive safety engineer-
ing will largely benefit from alternative techniques in spatial
occupant sensing.

3 Project aim

It is proposed here that filtering of one or more observ-
able signals offers the possibility to estimate the injury mea-
sures. A typical restraint control algorithm aims at lower-
ing the chest acceleration achest. However, sensors to obtain
achest are not yet implementable. It is therefore investigated
whether measurement of the belt displacement xbelt at the
belt outlet can be used to estimate achest by means of an ob-
server.

i
i

“layout˙temp” — 2006/11/16 — 14:39 — page 1 — #1 i
i

i
i

i
i

crash

variable

to be developed

prediction
occupant

monitor

select 

controller

achievable 

performance

occupant

actuator

restraints

control

sensor

Figure 1: Principle of controlled restraint systems

4 Approach

In the observer design, a low order input-state-output model
has to be constructed of the occupant and restraints. This
has led to an approach that is referred to as multi-fidelity
modeling. Accurate and hence complex, high order models
are employed to derive less complex models, dedicated to
the scope of the control problem. Subsequently, these mod-
els are transformed to linear (time-invariant) models which
have the lowest fidelity. With these latter models, observer
and control algorithms are developed.

5 Results

A low order multi-body model is constructed, based on a
complex, high order model with 37 bodies. It represents the
dummy, confined by a seat, the vehicle interior and a belt
system. Although the low order model consists of only 9
bodies, it is able to accurately map the belt force to the chest
acceleration and belt displacement in a standard crash sce-
nario. The observer is derived from a linearization of the
low order model. Simulation results show that this observer
may be a useful alternative to direct sensor methods for spa-
tial occupant sensing. The estimation accuracy however will
always be limited by the low order model accuracy.
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1 Introduction

Control systems in the automotive industry become increas-
ingly complex due to the rising amount of electronic and
software components. The corresponding performance im-
provements and extra features are often realized by special-
ized suppliers. This has led to systems that are more or
less black boxes to the Original Equipment Manufacturers
(OEMs). Today, the automotive industry exploits the poten-
tial benefits of integrated control strategies combining func-
tionality of several systems. The OEMs are challenged with
the integration of all subsystems, leading to significantly in-
creased tuning effort [1]. The Automated Manual Trans-
mission (AMT) incorporating the clutch control system is
a typical example of a system OEMs buy from specialized
suppliers.

2 Integrated Clutch Control

This paper presents the first results of a model-
based, robust low-complexity design technique, ap-
plied to the controller for the clutch engagement
process of an AMT clutch system (see Figure 1).

engine idle speed

0

driveline
speed

engine speed

clutch
lock-up time

time [s]

speed [rpm]

Figure 1: Illustrative example of the clutch engagement process
from standstill.

Focus lies on the integration of engine and clutch control.
In a general integrated automotive control system, this is
indicated by the upper control level (see Figure 2). Cur-
rently, both control systems are developed and tuned sepa-
rately. However, they both influence the engagement pro-
cess, and the performance of the engagement process may
thus be improved by an integrated controller design. Liter-
ature already shows the potential benefits of an integrated

clutch engagement control design. The Integrated Clutch
Control (ICC) strategy developed in this work provides im-
proved coordination between the Engine Management Sys-
tem (EMS) and the AMT control system. Aiming firstly
at damping and minimizing induction of undesired drive-
line oscillations, comfort is increased by robust adaptation
to changing situations, e.g. road slope and vehicle configu-
ration.

Situation identifi-
cation and control
mode arbitration

Intelligent, working
condition dependent
control definition

Component actua-
tor specific tracking
control

Middle or
upper level

control

Vehicle,
driver, en-
vironment

High level,
supervisory

control

Lower level
component

control

Figure 2: General representation of integrated automotive control
systems.

3 Future research

The adopted approach has the potential of resolving tun-
ing problems OEMs currently have when integrating sys-
tems. Research will target at the development of methods
for robust low-complexity controller design such as pre-
sented here, and algorithms and software tools for auto-
matic tuning of controller parameters. Focus lies on inte-
grated control systems in the field of commercial vehicles.
Within this framework, several case studies will be executed,
e.g. the design and tuning of an Adaptive Cruise Controller
(ACC) in cooperation with TNO Automotive, Helmond, The
Netherlands.
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1 Introduction

The Non-negative Matrix Factorization problem is to find a
low-rank approximation with non-negativity conditions im-
posed on the factors (i.e.A≈ ∑k

i=1uivT
i , ui ,vi ≥ 0) and can

be stated as follows:

NNMF: Given a non-negative matrix Am×n, find two non-
negative matrices Um×p and Vn×p that minimize‖A −
UVT‖2

2, where p≪ m,n.

For this problem, an iterative method was introduced in [3]
using the following multiplicative rules:

V ←V ◦
[UTA]

[UTUV]
, U ←U ◦

[AVT ]

[UVVT ]
. (1)

This method and its variations for the NMF problem has
been extensively used in many fields, including image rep-
resentation and recognition, document clustering, etc.

In some applications, the input matrixA is found to be sym-
metric, for example the adjacency matrix of a graph [2] and
the correlation matrix used in finance [4]. In those applica-
tion, it is required that the approximation is symmetric and
that the two factors are equal (i.e.A≈UUT ).

When the non-negativity constraint is not applied to the fac-
tors, one can find the optimal solution with the Singular
Value Decomposition (SVD). But when it is, the problem
becomes the Symmetric Non-negative Matrix Factorization
(SNMF).

In fact, non-negative matrices that can be written asUUT

(U ≥ 0) areCompletely Positive(cp) matrices [1]. Hence,
the SNMF can be restated as:finding a rank p cp-matrix
that approximates the input symmetric matrix A.

One also can find in [1] that the smallest number of columns
of U ≥ 0 such thatA = UUT is called thecompletely posi-
tive rank(cp− rank) of A. And there is no simple algorithm
known yet to answer the following questions:Is a given ma-
trix completely positive? andWhat is the cp− rank of a
given matrix?

Therefore, it is not realistic to solve the true SNNMF prob-
lem but one needs to consider a relaxed version of it. Our

approach is to use the NNMF problem to produce acceptable
results for the SNNMF problem.

2 Contributions

We will briefly report variations of the mentioned algorithm
to deal with the Symmetric Non-negative Matrix Factoriza-
tion problem and its use in the applications of Graph Clus-
tering [2] and Risk Modelling [4].
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1 Motivations

Google’s well-known PageRank, introduced by Page and
Brin in [1], classifies the pages of the World Wide Web by al-
locating a score to each of them. A page with a high PageR-
ank will appear among the first items in the list of pages cor-
responding to a particular query. No surprise then that one
normally wishes to maximize its own PageRank [2, 3, 4].
However, the only control the user has on its own page or
site is the outlinks pointing to some external pages. Mod-
ifying these outlinks leads to perturbations in the PageR-
ank and therefore one wants to study the sensitivity of the
PageRank [5, 6, 7]. Ipse-Wills [7] report that new inlinks
to some pageu always increase the PageRank ofu, but that
adding new outlinks fromu does not necessarily decrease its
PageRank. Sydow [8] shows via some simulations that well
chosen outlinks may increase ones own PageRank. All this
motivates the question of finding an optimal linkage strate-
gies for one or several pages.

2 PageRank Equations

Let G = (N ,E ) be a directed webgraph, with a set of nodes
N = {1,2, . . . ,n}. From [5], the adjacency matrixA of G
has no zero row and a zero diagonal. LetP = D−1A be the
stochasticn×n matrix which is obtained by scaling the adja-
cency matrixA with the inverse of the diagonal matrixD of
outdegrees of all nodes. Let alsoc∈ ]0,1] be adamping fac-
tor, andzbe a stochasticpersonalization vector, i.e. zT1= 1.
TheGoogle matrix G is then defined asG= cP+(1−c)1zT ,
where 1 denotes the vector of all ones, its dimension usually
follows from the context. We suppose thatG is irreducible,
which is the case as soon asA is irreducible, orc < 1 and
z> 0. ThePageRank vector π is then defined by

π
TG = π

T , π
T1 = 1, (1)

and is usually interpreted as the stationary distribution of a
random surfer using hyperlinks between pages with a prob-
ability c and jumping to some new page according to the
personalization vector with a probability(1−c).

3 Optimal outlink structure

We are interested in how a setI of given pages can mod-
ify their PageRank by changing their outlink structure. We
consider two cases: first, a single page wants to maximize
its PageRank, and second, a set ofnI pages wants to max-
imize the sum of the PageRanks of its pages. In these two

cases, the only variables are the links fromI to the rest of
the graph.

We make the assumption that there exists at least one outlink
from the considered set of pagesI to the rest of the graph.
Otherwise Google could penalize that set of pages in the
context of detecting spam alliances [3].

The adjacency matrixA of the webgraph can therefore be
written as

A =
(

AI Aout(I )
Ain(I ) AĪ

)
,

where AI , Ain(I ) and AĪ are given, andAout(I ) ∈
{0,1}nI×nĪ , Aout(I ) 6= 0 has to be determined.

We prove that in any case, the optimal linkage strategy is
reached when the set of pagesI points to one page not in
I via one outlink, i.e.Aout(I ) has one non-zero entry.
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Abstract

This paper indicates that Independent Component Analysis
(ICA) fits perfectly within the framework of optimization
over matrix manifolds [1]. All optimization algorithms re-
sulting from that theory can be particularized to ICA, such
that a whole range of new methods is available.

1 Introduction

Each ICA algorithm consists in the optimization of a partic-
ular contrast on a matrix space [2]. The contrast is a statis-
tically motivated function that measures the statistical inde-
pendence between some random variables. The diagonality
of the cumulant tensor, the joint diagonality of a set of ma-
trices, the constraint covariance and the mutual information
are typical examples.
Let γ be a such contrast function, so thatγ(W ) expresses the
quality of the demixing matrix W. This function is defined
for a matrixW of the matrix manifoldM . Since the inde-
pendent nature of random variables is neither altered by a
scaling nor by a permutation of these variables, the contrast
presents some inherent symmetries. Optimizing functions
with symmetries is usually awkward unless some constraints
are introduced. In case of ICA, the matrixW is usually as-
sumed to be orthogonal, i.e.,W TW = I. Two options are
conceivable to deal with such constraints. First is to perform
constrained optimization over a Euclidean space, i.e.,

min
W∈Rn×n

γ(W ) s.t. W TW = I,

where a square problem of dimensionn is assumed. This
paper favors the second alternative which incorporates the
constraints directly into the search space and performs un-
constrained optimization over a nonlinear matrix manifold,
i.e.,

min
W∈M

γ(W ) with M = {W ∈ R
n×n|W TW = I}.

Most classical unconstrained optimization methods have
been generalized to the optimization over matrix manifolds.
This is in particular the case of the gradient-descent, New-
ton, trust-region and conjugate gradient methods [1].

2 Optimization of the RADICAL contrast

The mutual information is a straightforward mean to charac-
terize statistical independence. It is nevertheless extremely
complex to evaluate. The RADICAL algorithm [3] com-
putes an approximation to the mutual information that is

based on order statistics and spacings. It first decomposes
that quantity in a sum of differential entropies,

γRADICAL (W ) =
n

∑
i=1

Hi(W ),

and then estimates eachHi(W ) in an accurate and computa-
tionally efficient way as follows,

Ĥi(W ) =
1

N −m

N−m

∑
j=1

log

(

N +1
m

(eT
i W T (x(k j+m) − x(k j))

)

,

wherex( j) denotes thejth column of the observation ma-
trix X ∈ R

n×N , n is the dimension of the problem,N is the
number of samples,ei is the ith basis vector andm is typ-
ically set to

√
N. The indicesk j+m andk j result from the

order statistics. We refer to [3] for more details about this
contrast.

In its original implementation, the RADICAL contrast is op-
timized by means of Jacobi rotations [3]. Only one param-
eter is varying at each iteration and minimization is accom-
plished by exhaustive search over that parameter.

In this work, we propose new algorithms for ICA. These are
based on the RADICAL contrast but differ on the method
that is used to perform the optimization. Once analytical
expressions to the gradient and the Hessian of that contrast
are established, all the optimization algorithms described in
[1] are available. We focus in particular on gradient-descent
and trust-region optimizations. Comparisons with the origi-
nal implementation indicate that the new algorithms require
much less computational effort by preserving the strengths
of the RADICAL contrast.
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1 General outline
Some years ago the concept of the singular value decom-
position (SVD) has been extended towards a simultaneous
decomposition of two matrices. This new decomposition
was then later on extended towards multiple matrices. These
extensions of the (regular) SVD are called generalized sin-
gular value decompositions (GSVD). Looking at the enor-
mous success of the SVD over the last few years, it is clear
that those generalizations offer a huge amount of potential
for the future. Provided with the necessary amount of the-
oretical founding they can with out a doubt lead to new in-
sights and applications. However, at this time a large piece
of the theoretical founding and insight that is needed for the
successful application of this technique in fields such as bio-
informatics and text mining is missing.

2 The simultaneous SVD
The SVD of a matrix A, A = UΣV T , decomposes the ma-
trix into 2 orthogonal matrices, U and V , and a pseudo-
diagonal matrix Σ, consisting of non-negative elements.
Several extensions to this concept were already designed.
In its most simple form these extensions result into a de-
composition of two matrices with one common dimension,
A(m× n) and B(p× n), called the quotiënt-SVD (QSVD):
A = UASAQ, B = UBSBQ. Both matrices UA and UB are
orthogonal, both matrices SA and SB are quasi-diagonal,
and the matrix Q is a regular matrix, common to both de-
compositions. A similar decomposition exists for the pro-
duction of two matrices, called the product-SVD (PSVD):
A = UASAP−1, B = UBSBP.

This concept has been further extended to multiple matri-
ces, where a cross-wise equality in matrix dimensions is re-
quired. These generalizations of the SVD, i.e. the GSVD,
are in fact a subclass of a broad family of matrix decompo-
sitions, called the simultaneous matrix decompositions. A
well known subclass of this family of simultaneous matrix
decompositions, simultaneous decompositions for matrices
of equal dimensions, is commonly used in the field of signal
processing for what is called blind source separation algo-
rithms.

This concept of simultaneous matrix decompositions is a
powerful tool: by calculating a simultaneous decomposition
of the data matrices a common structure is enforced upon
those matrices, revealing the shared characteristics of the

underlying data.

We will extend the SVD to a subclass of those simul-
taneous matrix decompositions, but unlike the GSVD,
the matrices will all have the same dimension in com-
mon. In its simplest form this results into a QSVD.
More generally, the decomposition for multiple matrices
A1(n1 ×m),A2(n2 ×m), . . . ,Ak(nk ×m), this yields: A1 =
U1D1MT ,A2 = U2D2MT , . . . ,Ak = UkDkMT , where the ma-
trices Ui are orthogonal, matrices Di quasi-diagonal, and the
matrix MT is common for all decompositions. This new ex-
tension to the SVD is called the simultaneous SVD (SSVD).
The new decomposition has the major advantage that the
problem becomes overdetermined, which allows us to com-
pute the results in a least squares sense, leading to a stable
solution.

3 Comparative analysis of genome-scale expression
data

The use of the SVD and the GSVD in the field of bio-
informatics to deal with data-integration has only been re-
cently studied by O. Alter et al. [1, 2]. Her research shows
the great potential of these techniques in the bio-informatics
division for e.g. the analysis of genome-scale expression
data. We will extend this research, that has been applied to
one and two organisms, towards multiple organisms using
the newly developed extension to the SVD, the SSVD (see
figure 1).

Figure 1: Extension of the research of Alter et al. to multiple
organisms using the SSVD.
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1 Introduction

Micro-electromechanical silicon resonators provide an in-
teresting alternative for quartz crystals as accurate timing
devices in oscillator circuits for modern data and commu-
nication applications [1]. Their compact size, feasibility
of integration with IC technology and low cost are ma-
jor advantages. In oscillator circuits, nonlinearities inres-
onators influence oscillator performance (e.g. S/N-ratio)
(see [2]). MEMS resonators inherently can store less en-
ergy than quartz crystals, due to their smaller size. For this
reason, they have to be driven into nonlinear regimes. Here,
an approach for coping with nonlinearities of MEMS res-
onators in oscillator circuits will be investigated.

2 Oscillator circuits

An oscillator circuit produces a periodic output signal with
a high spectral purity. A schematic representation of an os-
cillator is depicted in figure 1. Oscillators consist of two

Amplifier

Resonator

A

R

Vsupply

Output

Figure 1: Schematic representation of an oscillator circuit.

essential parts: an active amplifier (or gain circuit) and a res-
onator, which acts as a passive frequency selective network.
The latter determines the frequency and stability of the gen-
erated signal. From figure 1, it can be seen that the output of
the resonator is fed back into the amplifier. If this happens
with the correct amplitude and phase, sustained oscillations
may occur.

Two oscillation conditions (for amplitude and phase) for the
circuit can be written in terms of the amplifier gainA =

AejφA and resonator voltage ratioR = RejφR, which are
complex functions of the oscillation frequency�:

AR ≥ 1 and φA + φR = 2nπ, n = 0,1,2, . . . ,

whereA andR denote the amplitude andφA andφR denote
the phase shift of the amplifier and resonator, respectively.

3 Phase feedback

For a nonlinear oscillator, linear approximations to the
amplitude-frequency and phase-frequency curve can be cal-

culated for varying excitation frequencies�. These nonlin-
ear equivalents to the bode diagram are depicted in figure 2
in non-dimensional form. It can be seen that both the ampli-
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Figure 2: Amplitude-frequency and phase-frequency curve for a
nonlinear resonator (linear natural frequency isω0).

tudea and the phaseψ are not single-valued functions of the
phase. This would normally limit oscillator performance.

A technique to cope with resonator nonlinearities in a feed-
back circuit is described in [3] and makes use of the fact that
frequency is a single-valued function of phase. By means
of so-called phase feedback, the amplifier phase is set to
φA = 2π − φR in order to force the resonator to operate
at a frequency that corresponds to a phase shift ofφR.

4 Results

Simulation results show that phase feedback works very
well for nonlinear MEMS resonators. On simulation level,
closed-loop phase feedback yields an increase in S/N-ratio
of several decades compared to open-loop. Furthermore,
useful means for selecting optimal operation points for os-
cillator circuits can be defined. In the near future, the ap-
proach will be verified experimentally and the effect of the
electrical circuit on the gain in S/N-ratio will be investigated.
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1 Introduction and motivation

The clustering phenomenon is observed in fields ranging
from the exact sciences to social and life sciences; consider
e.g. swarm behavior of animals or social insects, opinion
formation or the clusters in the frequency space for syn-
chronized coupled oscillators as a model for heart cells. We
present a model that captures this phenomenon and at the
same time allows a mathematical analysis. We also describe
some applications.

2 The dynamics

The differential equations for the model consisting ofN
agents (N > 1) are

ẋi(t) = bi +
1
N

N

∑
j=1

f (x j(t)−xi(t)), (1)

∀ t ∈ R,∀ i ∈ {1, . . . ,N}. The function f : R → R is Lips-
chitz continuous, odd, non-decreasing and attains a satura-
tion value:∃d > 0 : f (x) = F,∀x≥ d.

For convenience we will restrict to the model (1), but an
extension to more general interaction structures is possible
[1].

3 Analysis and results

Assume that, for a particular solution of (1), the behavior of
the agents can be characterized as follows by an ordered set
of clusters(G1, . . . ,GM) defining a partition of{1, . . . ,N}:

• The distances between agents in the same cluster re-
main bounded (i.e.|xi(t)− x j(t)| is bounded for all
i, j ∈ Gk, for anyk∈ {1, . . . ,M}, for t ≥ 0).

• After some positive timeT, the distances between
agents in different clusters are at leastd and grow un-
bounded with time.

• The agents are ordered by their membership to a clus-
ter: k < l ⇒ xi(t) < x j(t), ∀ i ∈ Gk, ∀ j ∈ Gl , ∀ t ≥ T.

We will refer to this behavior asclustering behavior.

In [1] we derive a set ofnecessary and sufficientconditions
for clustering behavior ofall solutions of the system (1),

with the cluster structure(G1, . . . ,GM) independent of the
initial condition. We also show that for every given set of
parametersbi andF there exists auniqueordered partition
(G1, . . . ,GM) of clusters satisfying these conditions. In gen-
eral there existN−1 bifurcationvalues for the intensity of
attractionF , definingN intervals forF ; each interval corre-
sponds to a particular cluster configuration, and transitions
to new cluster configurations take place at these bifurcation
points.

4 Applications

4.1 The Kuramoto model
The Kuramoto model [2] is a mathematical model describ-
ing systems of coupled oscillators, which also exhibits clus-
tering behavior. Simulations indicate that the clusteringbe-
havior is independent of the initial condition, as in the model
(1), and also the transitions between the different clusters for
varying coupling strength are similar.

4.2 Compartmental systems
ConsiderN different basins connected by horizontal pipes,
each basin furthermore subject to either a constant external
inflow or outflow of water, with the total inflow equal to
the total outflow. Assuming that the pipes have a maximal
throughput, the system is described by an extended version
of the model (1). The objective is to prevent the existence of
multiple clusters, since otherwise there would be at least one
cluster of basins flooding and at least one cluster of basins
running empty.
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1 Context

The distributed synchronization of a set of agents - i.e. driv-
ing all the agents to a common position and orientation with-
out referring to a leader or external reference - is an ubiqui-
tous task in current engineering problems. Practical applica-
tions include autonomous swarm/formation operation, dis-
tributed decision making, and many algorithmical problems
involving “dynamical average computations”. In a model-
ing framework, the understanding of swarm behavior has
also led to many important studies.

Synchronization is well understood in Euclidean space.
However, many interesting applications involve manifolds
that are not homeomorphic to an Euclidean space. The
most important case is maybe the group SO(3), represent-
ing the orientations of 3-dimensional rigid bodies. For ex-
ample, several modern space mission concepts involve the
use of multiple satellites flying in formation. Many inter-
esting studies are devoted to position synchronization in R3,
but attitude synchronization in SO(3) is less understood.

In [1], we study the problem of decentralized consensus in
a swarm of agents evolving on a compact, connected homo-
geneous manifold. A simple integrator model is assumed
for each individual agent. Restricted inter-agent communi-
cation links are represented by the edges of a graph. For
undirected, time-invariant and (hence inevitably) connected
communication graphs, we define a cost function P whose
global maximum occurs at synchronization. We derive gra-
dient control laws that only use relative positions available
through the communication links and asymptotically stabi-
lize the synchronized state. For directed and time-varying
communication graphs, we introduce auxiliary variables that
communicating agents exchange as sets of scalars. Almost-
global asymptotic synchronization is achieved whenever the
communication graphs are uniformly connected.

2 Contributions

In the present paper, we specialize the study of [1] to the
manifold SO(3) characterizing the orientation of identical
rigid bodies.

In a first approach, we show how the consensus strategies
developed in [1] for simple integrators can be implemented
when considering the actual second-order rigid body dy-
namics (forced Euler equations). We use the kinematic con-
trols of [1] as desired rotation rates. Making the actual rota-

tion rates track the desired ones, we present control torques
that drive all the rigid bodies towards a common, constant
(or predefinedly rotating) orientation.

In a second approach, inspired by the work of [2], we di-
rectly consider the dynamical setting and use the cost func-
tion P as an artificial potential in order to stabilize the syn-
chronized state for fixed, undirected communication graphs.
The difficulty of this approach is to properly introduce
“inter-agent artificial dissipation”, without referring to an
external reference or simply slowing down the motion of
each individual rigid body. The advantages of this approach
are first that the control does not have to counteract the free
rigid body motion, and second that proper “inter-agent arti-
ficial dissipation” can lead to synchronized states where the
rigid bodies are still rotating freely. In particular, any free
motion of the synchronized rigid bodies is an equilibrium
trajectory for these control laws.
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Abstract We consider an opinion dynamic model and study
its convergence and the properties of the equilibria to which
it converges. We attempt to explain why the observed dis-
tances between opinions at equilibrium are typically larger
than what one could expect, an observation captured in the
so-called 2R conjecture.

1 Krause opinion dynamic model

We consider a simple dynamical model of agents distributed
on the real line. The agents have a limited vision rangeR
and they synchronously update their positions by moving to
the average position of the agents that are within their vision
range (i.e. those those that are separated from them by a
distance smaller than or equal toR) This dynamical model
was initially introduced in the social science literature as an
opinion dynamic model and is known there as the “Krause
model” [1].

2 Observations, conjectures and results

The model gives rise to surprising and partly unexplained
dynamics. One of the central observations is the 2R con-
jecture: when sufficiently many agents are distributed on
the real line and have their position evolve according to
the above dynamics, the agents eventually merge into clus-
ters that have inter-cluster distances roughly equal to 2R as
shown in Figure 1. This observation is supported by exten-
sive numerical evidence and is robust under various modifi-
cations of the model. It is easy to see that clusters need to
be separated by at leastR [2, 3]. On the other hand, the un-
proved bound 2R that is observed in practice can probably
only be obtained by taking into account the specifics of the
model’s dynamics. We study these dynamics and consider a
number of issues related to the 2R conjecture that explicitly
uses the model dynamic. In particular, we provide bounds
for the vision range that lead all agents to merge into only
one cluster, we analyze the relations between agents on finite

1This research was supported by the National Science Foundation un-
der grant ECS-0426453, by the Concerted Research Action (ARC) “Large
Graphs and Networks” of the French Community of Belgium and by the
Belgian Programme on Interuniversity Attraction Poles initiated by the Bel-
gian Federal Science Policy Office. The scientific responsibility rests with
its authors. Julien Hendrickx holds a FNRS fellowship (Belgian Fund for
Scientific Research).
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Figure 1: Evolution for 15 time steps of 1000 agent opinions ini-
tially equidistantly located on an interval of length 10.
The observed inter-cluster distances are much larger
than the vision range (R = 1) of the agents.

and infinite intervals, and we introduce a notion of equilib-
rium stability for which clusters of equal weights need to be
separated by at least 2R to be stable. These results, how-
ever, do not prove the conjecture. To understand the system
behavior for a large agent density, we also consider a ver-
sion of the model that involves a continuum of agents. We
study properties of this continuous model and of its equilib-
ria, and investigate the connections between the discrete and
continuous models.
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1 Introduction

Demanding applications require the tip of an industrial robot
to move with an accuracy of±0.1 mm at speeds beyond
100 mm/s. This is not feasible using standard industrial con-
trollers. Since industrial robots have a good repeatability,
the use of Iterative Learning Control (ILC) is investigated.

2 Method

Previously a model-based ILC algorithm was developed for
linear time-varying systems and it was applied successfully
to reduce the low-frequency tracking error of an industrial
robot [1]. Compensation for the high-frequency tracking er-
ror requires adequate modelling of the configuration depen-
dent high-frequency robot dynamics.

It is proposed to model the configuration dependent robot
dynamics as a linear time-varying (LTV) system by inter-
polating several autoregressive models with external inputs
(ARX) along the trajectory:

y(t) =
Ni

∑
i=1

pi(t)

(

Nb

∑
τ=Nk

bi,τu(t − τ)−
Na

∑
τ=1

ai,τy(t − τ)

)

+v(t),

whereu(t) is the input,y(t) is the output andv(t) is noise.
Parameterspi(t) are predefined parameters that interpolate
the parametersai,τ ,bi,τ of theNi ARX-models. The param-
etersai,τ ,bi,τ can be estimated using linear regression [2].

3 Results

The performance of ILC with the LTV-ARX model is tested
for the setup shown in figure 1. The robot tip moves with
a speed of 200 mm/s from the initial position in the picture
towards the robot’s base. Perpendicular to this main motion
the robot tracks the saw-tooth profile of a metal strip. An op-
tical sensor measures the position of the metal strip relative

Figure 1: Sẗaubli RX90 robot at the start of the trajectory

to the robot tip [1]. The LTV-ARX model structure is used
to describe the relation between the commanded motion and
the measured motion perpendicular to the main motion. Pa-
rameter identification yields a model with varying local fre-
quency response as shown in figure 2. Figure 3 shows the
tracking error reduction of ILC with the LTV-ARX model.

4 Conclusions

The tracking accuracy of an industrial robot can be improved
in a wide frequency band using model-based ILC and an
ARX-LTV model. Model structure selection and estimation
of the model accuracy are subject of ongoing research.
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Introduction

To improve robustness properties of controllers, knowledge
about model uncertainties can be included in the controller
design. Here, we use results of robust control techniques
in the design of a new robust control strategy in Iterative
Learning Control (ILC).

ILC is a control strategy used to iteratively improve the per-
formance of a batch repetitive process by updating the com-
mand signal from one experiment (trial) to the next, using
signal information of the previous trials.

Robust ILC

Currently, robust ILC control design often follows standard
robust control techniques, [1, 2] (Figure 1): Given a system,
possibly in frequency domain, an ILC controllerL(z) is cal-
culated usingH∞ synthesis. The main drawback of this ap-
proach is that the obtained ILC controllers are causal, while
the strength of ILC is related to the non-causality of its con-
trollers, [3].

In our approach, a non-causal finite time domain ILC con-
troller is designed using the original Hamiltonian system
solution of theH∞ control problem, instead of a steady
state approximation (Figure 1). The final robust ILC con-
troller consists of this Hamiltonian system together with a
set boundary conditions related to the finite time interval of
an experiment.

The properties of the new robust ILC control strategy will be
discussed, and compared to current robust ILC controllers.

State space 

model

Hamiltonian 

system

γ=∞|||| zwT

Time varying 

Riccati equation

Algebraic 

Riccati equation

Optimal

H∞-controller
C

Finite time 

boundary conditions

Optimal

H∞-controller

New approach Current approach

NC

NC

NC

NC

C

C

Steady state

solution

Figure 1: Figure 1, From initial model toH∞ controller, for both
the current (right) and new (left) approaches. C: causal;
NC: non-causal.
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1 Introduction

Reinforcement Learning (RL), also called neuro-dynamic
programming, is a control method based on human learning,
where a reward signal is used to learn which actions lead to
favourable states [1]. The first applications of RL were for
discrete systems with a limited number of possible states and
actions, such as simple games or decision making processes.
However, when the number of states in the system increases,
the discrete implementation of RL becomes impossible due
to the ‘curse of dimensionality’, i.e. the number of combi-
nations of states and actions becomes too large to store. The
solution to this problem is to generalize the state and action
spaces, using function approximators such as artificial neu-
ral networks.

2 Application of RL in aerospace systems

When function approximators are used to generalize the
states and actions RL can be applied to more complex
continuous systems and several RL controllers have been
designed for aerospace applications. Enns and Si, with
their model-free controller for the AH-64 Apache helicopter,
were one of the first to systematically design a RL-controller
for a nonlinear MIMO system [2][3]. Ferrari and Stengel
used a fixed model-based RL approach to design a controller
for a six-degree-of-freedom business jet [4]. Van Kampen,
Chu and Mulder designed an adaptive model-based RL-
controller for the General Dynamics F-16 which is capa-
ble of adapting to changes in the dynamics of the aircraft
[5]. The addition of an online adapting model of the system
shows increased performance and adaptability compared to
the model-free RL-controller.

3 Future of RL

One of the most important drawbacks of RL-controllers for
the continuous domain (with the function approximators), is
that it is very hard to guarantee stability during the learn-
ing process. If this problem could be solved systematically,
such that it holds for any implementation, the future for RL-
based controllers in complex systems will be ensured. One
of the ideas posed to solve this problem is to combine RL
with robust control. When the changes in the neural net-
works during learning are considered as uncertainties in the
system, robust control techniques can be used to limit the
amount and direction of learning in such a way that the total

system stability is guaranteed [6].

Based on the concept that a combination of RL with existing
control or optimization techniques could lead to guaranteed
stability, a completely new idea of combining RL with in-
terval analysis is considered. Interval analysis can be used
to find global minima/maxima of sets of nonlinear equations
[7]. In the current RL-controllers, some sets of initial neural
network weights will converge to the correct solution, while
other sets do not. The same pattern can be discerned for the
learning rate and other training parameters. By combining
RL with interval analysis it may be possible to get a better
idea of how the learning parameters influence the stability
and performance of the controller.

This work is performed as a part of the MicroNed-MISAT
project.
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1 Introduction
In reinforcement learning (RL) control, the task is to find
a state-feedback control law for a dynamical system, us-
ing a scalar reward signal, such that control performance
is maximized [1]. The control performance measure is the
discounted return ∑∞

k=1 γk−1rk, with rk the instantaneous re-
ward and 0 < γ < 1 the discount factor. Well-understood
algorithms are available to solve the RL task for discrete-
valued states and actions, both when the system dynamics
and reward function are known and when they are not.

However, many problems of interest have continuous states
and actions, in general requiring approximate algorithms.
Convergence guarantees and bounds on suboptimality can-
not easily be derived for approximate RL. In this presenta-
tion, an algorithm relying on a fuzzy partition of the state
space is introduced and its results illustrated in simulation.

2 Fuzzy Q-iteration
A normal fuzzy partition {X1, . . . ,XN} is defined on the
state space X : a state x belongs to each fuzzy set Xi with
a membership degree µi(x) ∈ [0,1]. Normality requires that
∀x, ∑N

i=1 µi(x) = 1. Center values xi are associated with Xi.
A discrete subset of command values {u1, . . . ,uM} is chosen
from the command space U .

Fuzzy Q-iteration maintains a matrix q ∈ R
N×M , contain-

ing one value for each fuzzy set-discrete action combina-
tion. The algorithm starts with an arbitrary q0 and uses an
approximate form of value iteration [1]:

q`+1(i, j) = ρ(xi,u j)+ γ max
j=1,...,M

N
∑
i=1

µi( f (xi,u j)) ·q`(i, j),

i = 1, . . . ,N, j = 1, . . . ,M (1)

where f is the system dynamics and ρ the reward func-
tion. Here, ∑N

i=1 µi(x)q(i, j) approximates the action-value
Q(x,u j), defined as the expected return after applying ac-
tion u j in state x.

Due to the normality of the fuzzy partition, (1) is a contrac-
tion with factor γ and therefore converges to a unique fixed
point q∗ as `→ ∞. The approximately optimal command for
each center xi is u j∗ where j∗ = argmax j q∗(i, j). For x be-
tween the centers, the command is interpolated between the
local commands using the membership degrees as weights.

3 Illustration: a two-link manipulator
A two-link manipulator operating in a horizontal plane (Fig-
ure 1) has two control inputs, the torques in the two joints,
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Figure 1: Two-link manipulator.
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Figure 2: RL control for θ0 = [−1,−3] rad. Left: centralized RL,
right: decentralized RL. (Gray: link 1, black: link 2.)

and four states, the angles and angular speeds of the two
links. Fuzzy Q-iteration was used to compute first a central-
ized control policy, and then separate decentralized policies
for the two joints. The control goal is the stabilization of the
two links in minimum time.1 An example controlled trajec-
tory of the manipulator is given in Figure 2.
Discussion. Both centralized and decentralized RL con-
trol successfully stabilize the system in slightly over 1 sec-
ond. Coordination between the two links is visible around
t = 1s (left), t = 0.8s (right), when link 1 is pushed counter-
clockwise (‘up’) due to the negative acceleration in link 2.
The controller of link 1 counters this effect by accelerating
clockwise (’down’).
Because the command is discretized and interpolated be-
tween the centers xi, the control law will in general be sub-
optimal. Determining the distance to the optimal control
law, and choosing Xi and u j to minimize this distance, are
open problems.
Acknowledgement: This research is financially supported by Sen-
ter, Ministry of Economic Affairs of the Netherlands within the
BSIK-ICIS project (grant no. BSIK03024).
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 Abstract - A comparison is made between block-oriented
nonlinear models and nonlinear polynomial state space models
in order to determine which classes of nonlinear systems can
be modeled using the nonlinear state space approach. Some
standard block-oriented models are discussed and the results
are applied to measurements from two physical setups.

I. INTRODUCTION

Over the last decades, research on the modeling of
nonlinear systems has narrowed down to specific classes
of nonlinear systems. Simple block-oriented models, like
the Hammerstein, Wiener, Wiener-Hammerstein and the
Nonlinear-Feedback model have been used extensively
to model nonlinear systems, e.g. in [1]. On the other
hand, the NonLinear polynomial State Space model
(NLSS) has been applied successfully to model several
nonlinear systems, such as a combine harvester, a
quarter car, and the Silverbox, which is an electronic
circuit that emulates the behaviour of a mass-spring-
damper system with a nonlinear spring [2]. In this work
we establish a link between the NLSS and some standard
block-oriented models.

II. NLSS VS. BLOCK-ORIENTED MODELING

The idea behind the NLSS model is to extend the linear
discrete time state space model such that it can
approximate the behaviour of the nonlinear system to be
modeled. In (1),  is the input vector,  is the
output vector and  is the state vector at time instant

. The approximate behaviour of NLSS is accomplished
by adding static nonlinear vector functions to the linear
state equations, in the form of a product of a coefficient
matrix ( , ) multiplied with a vector of polynomial
functions ( , ). The standard choice is to take

 and  equal to  which denotes the
vector of all nonlinear combinations of the elements of

 and .

(1)

The next step is to see if the block-oriented models fit
into this model class. By parametrizing the linear parts
of the block-oriented models (shown in Fig. 1. and Fig.
2.) in state space form, and parametrizing the nonlinear
blocks as polynomials, it can be shown that the input/
output behaviour of these systems is identical to the
behaviour of (1) for a well chosen , , , ,  and

 as a function of the parameters of the block-oriented

u k( ) y k( )
x k( )

k

E F
ζ k( ) η k( )

ζ k( ) η k( ) ξ k( ) r( )

u k( ) x k( )

x k 1+( ) Ax k( ) Bu k( ) Eζ k( )+ +=

y k( ) Cx k( ) Du k( ) Fη k( )+ +=⎩
⎨
⎧

A B C D E
F

systems. This also holds for Hammerstein and Wiener
models, which are special cases of the W.-H. model.

III. EXPERIMENTAL RESULTS

The results were verified on measurements from two
experimental setups: an electrical circuit with a Wiener-
Hammerstein structure [3] and a Agilent-HP420C
Crystal detector for which it has been shown that it has a
Nonlinear-Feedback structure [4]. Both systems were
modeled using two different approaches: first the NLSS
approach, and secondly a method which explicitly uses a
priori knowledge of the system’s structure. Both
methods showed comparable results, and a significant
improvement compared to linear modeling.

IV. CONCLUSION

It has been shown that block-oriented models form a
subclass of NLSS. Both block-oriented modeling and
NLSS modeling have some pros and cons. These are
summarized in the following table:
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Identification of linear and nonlinear mechanical systems is
achieved using two signal processing techniques, namely
the second-order blind identification (SOBI) method and
the Hilbert-Huang transform (HHT). Although unrelated,
these techniques share the common feature of decomposing
a measured signal in terms of elemental components.

1 Blind Source Separation

Recovering unobserved source signals from their observed
mixtures is a generic problem in many domains and is re-
ferred to as blind source separation (BSS) in the literature
[1]. One well-known example is the cocktail-party problem,
the objective of which is to retrieve the speech signals emit-
ted by several persons speaking simultaneously in a room
using only the signals recorded by a set of microphones lo-
cated in the room. BSS techniques proved useful for the
analysis of multivariate data sets such as financial time se-
ries, astrophysical data sets, electrical and hemodynamic
recordings from the human brain, and digitized natural im-
ages. In this presentation, we show that the SOBI method,
which belongs to the class of BSS techniques, may be useful
in linear structural dynamics. Specifically, for free and ran-
dom vibrations, a one-to-one relationship between the vibra-
tion modes and the mixing matrix computed through SOBI
is demonstrated using the concept of virtual source. Based
on this theoretical link, a new method for the extraction of
the mode shapes, natural frequencies and damping ratios di-
rectly from the measured system response (i.e., operational
modal analysis) is proposed. The method is then validated
using numerical and experimental applications. In particu-
lar, modal analysis of a compressor blade of a turbojet en-
gine is carried out [2, 3].

2 Hilbert-Huang Transform

The HHT has been shown to be effective for characterizing
a wide range of nonstationary signals in terms of elemen-

tal components through what has been called the empirical
mode decomposition (EMD) [4]. It has been utilized exten-
sively despite the absence of a serious analytical foundation,
as it provides a concise basis for the analysis of strongly
nonlinear systems. In this presentation, we attempt to pro-
vide the missing theoretical link, showing the relationship
between the EMD and the slow-flow equations of a sys-
tem. The slow-flow reduced-order model is established by
performing a partition between slow and fast dynamics us-
ing the complexification-averaging technique in order to de-
rive a dynamical system described by slowly-varying ampli-
tudes and phases. These slow-flow variables can also be ex-
tracted directly from the experimental measurements using
the Hilbert transform coupled with the EMD. The compar-
ison between the experimental and analytical results forms
the basis of a novel nonlinear system identification method,
termed the slow-flow model identification (SFMI) method.
Through application examples, we demonstrate that the pro-
posed method is effective for characterization and parameter
estimation of nonlinear systems [5].
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Abstract - The aim of this paper is to estimate and 
validate a parametric black-box model for a crystal 
detector. This detector is used as a reference element to 
calibrate the phase distortion of a LSNA, [1], operating 
under narrow band modulated excitation. 
Index Terms - Squared crystal detector, feedback model, 
phase calibration. 

I. INTRODUCTION

One of the challenges in modulated measurements resides 
in the calibration of the instrument’s phase distortion for 
such signals. The calibration of continuous wave (CW) 
carriers and their harmonics relies on the well-established 
step recovery diode (SRD) method [1]. This method cannot 
be used for spectra containing lines that do not lie on the 
harmonic grid (f0, 2f0...). As a consequence, it cannot be 
used to calibrate a narrow band modulated signal.
The crystal detector (HP 420C) will be used as a reference 
element, because it translates the envelope of the RF signal 
to IF frequencies [2].

II. THE DETECTOR AS CALIBRATION STANDARD

Observe an amplitude modulated signal, xAM(t) as shown 
in figure 1. The carrier frequency is chosen on the coarse 
frequency grid, imposed by the SRD-method, while the 
modulation tones determine the fine grid. If xAM(t) is now 
exciting an uncalibrated instrument, the modulated signal 
will be distorted by the linear dynamics of the channel. 
(fig.1) In order to quantify the phase distortion induced by 
the LSNA, the phase relations between the tones in the 
excitation signal ought to be known exactly.

 Figure 1 : Fine frequency phase calibration setup
This can be achieved by measuring the response of the 
detector and , indirectly, the applied modulated tone. To this 
end, we have modelled the crystal detector and this model 
will be used to retrieve the modulated input signal by 
measurement of the detector’s response.

III. MODEL ESTIMATION AND VALIDATION

As we have verified in [3] that downconversion of the 
detector is independent of the RF carrier frequency, it is 

allowed to perform low frequency measurements to extract 
a baseband block oriented nonlinear feedback model, [4], 
for the nonlinear detector. High frequency validation 
measurements have been performed to confirm the model 
prediction capability at RF. The model consists of a linear 
direct path and a nonlinearity in the feedback path, as is 
shown in fig.2a. This baseband model has been validated 
using the setup in fig.1. The RF input, x, is measured and 
fed to the model to predict the low frequency envelope, . 
This modelled envelope is then compared to the ADC-
measured low frequency output, y. The measured (black) 
and modelled (red) output envelopes are shown in fig.2b.

 Figure 2 : a) Detector model, b) Validation measurements

The mean deviation between the modelled and measured 
envelope is relatively small compared to the measurement 
uncertainty. The difference in the beginning of the spectral 
band of interest equals 1dBm, as can be seen from figure 
2b. The spectral behaviour of the modelled output coincides 
less with the measured output envelope for higher 
frequency modulation tones. 

IV. CONCLUSION

This work presents a new calibration standard, the crystal 
detector. The device has been identified as a nonlinear 
feedback block oriented model. The comparison between 
measured envelope and modelled envelope by performing 
RF validation measurements shows good results.
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1 Battery Model

An online procedure to estimate the parameters of a nonlin-
ear lead acid battery model, meant for prediction, is devel-
oped and validated.

The parameters of a nonlinear grey-box battery model are
estimated using several minutes of high-rate vehicle current-
voltage data. The developed model is based on a simulation
model established using electrochemical impedance spec-
troscopy applied to lead acid batteries [1]. The nonlinear
behavior of a battery along with the high rate excitation ex-
cludes the use of linear models and corresponding identifi-
cation techniques.

By adapting the model to the present battery behavior (e.g.
every ten minutes, dependent on availability of suitable
identification data), it adapts to changing battery condi-
tions (temperature, State-of-charge (SoC) or State-of-health
(SoH)) and is able to predict dynamic battery behavior tens
of minutes ahead.

2 Identification

Parameter estimation is based on minimizing the sum of
squares of the error between measured and model voltage.
Levenberg Marquardt, an iterative nonlinear least squares
optimization method is used. The defined model structure
allows for an analytical expression of the Jacobian matrix of
the error function, which considerably speeds up the iden-
tification procedure (required for online implementation of
the procedure).

3 Verification

The procedure is validated using real-life vehicle data, ob-
tained using a micro-hybrid electrical vehicle (Ford Fiesta
technology demonstrator) which has a single battery power-
net topology (14V), and features regenerative braking and
engine stop/start operation. No electric propulsion is in-
volved. Test-drives took place on similar routes (≈ 45 min.)
through and around the city of Aachen, involving both city
and highway driving.

Figure 1 shows the result when 200s of data (sampled at
100Hz) is used for identification, and the voltage course of
300s is predicted.

Figure 1: Result of prediction for 300s [1700, 2000s] . Identifi-
cation took place on 200s of data [1400, 1600s]. The
upper plot shows the (normalized) input current. The
lower plot contains three lines, the measured battery
voltage (black) and the model output gray. The differ-
ence between measurement and model (black) is plot-
ted at 10V.
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1 Introduction

We consider a bulk storage room for agricultural food
products. A ventilator enforces the air circulation, and
the air is cooled down by a cooling device, see Figure 1.
Cold air flows usually upwards through the bulk. Inside

Figure 1: Schematic representation of a bulk storage room.

the bulk, the air warms up and consequently the products
at the top will be some degrees warmer than those at the
bottom, see [1]. A larger airflow will decrease these spatial
variations, but will be costly. Model-based control design is
a nontrivial task, since a standard model that describes the
time- and spatially dependent temperatures will consist of a
set of nonlinear partial differential equations.
Systems design is strongly correlated to controller design.
The controller adds dynamics to the system, causing it to
behave differently than the uncontrolled system. For storage
room design, it is therefore desirable to design the plant and
controller simultaneously, instead of separately.

2 Method

We started with the results in [2], where a basic physi-
cal model was derived and validated with experimental re-
sults. An open loop control law, which explicitly depends
on all the physical model parameters, was successfully con-
structed. The controller determines the times when to switch
between two discrete inputs. This input switching is realistic
since often in practice the ventilator is switched on and off

on a regular basis. Then we defined two criteria that indicate
the performance of the system. The performance criteria are
the total energy usage by the cooling device and the venti-
lator, and the temperature difference between the products
at the top and at the bottom of the bulk. The controller as
well as the performance criteria are closed expressions that
contain all the prior physical knowledge. The relationship
between each design criterium and the design parameters
consists of a single expression and is therefore easily com-
puted. Since some analytical relations could not be found
in the literature, they are identified experimentally. These
relations describe the energy usage of the ventilator, and the
effectiveness of the heat exchanger, both as functions of the
airflow.

3 Results

The following design tradeoffs were observed. The total en-
ergy usage is minimized by a low temperature of the cooling
device, but the temperature difference over the bulk is mini-
mized by a high temperature of the cooling device. Further,
the temperature difference is decreased by a more powerful
ventilator. However, the tradeoff here is that such a ventila-
tor will be more expensive in purchase. The energy usage is
decreased by a lower bulk. The tradeoff is that for a fixed
bulk volume, a lower bulk means a larger floor area, which
is usually more expensive than a higher roof.
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1 Introduction

The research of my Ph.D.-thesis was part of a larger project
aiming at the design of a greenhouse and an associated cli-
mate control that achieves optimal crop production with sus-
tainable instead of fossil energy. This so called solar green-
house design extends a conventional greenhouse with an
improved roof cover, ventilation with heat recovery, a heat
pump, a heat exchanger and an aquifer. The thesis describes
the design of an optimal control strategy for the solar green-
house, to ensure that the benefits of this innovative green-
house are exploited in the best possible way.

The ingredients of an optimal control design are a dynamic
model for greenhouse and crop, an explicitly formulated
cost function, and a solution method. The advantages of
this systematic approach are that scientific knowledge con-
cerning the greenhouse and the crop is fully exploited, and
with a goal that is stated in clear and transparent quantitative
terms, it computes the best possible control. Furthermore
it gives flexibility because the control is automatically ad-
justed when economic or other factors determining the cost
function are changed. The control objectives used here are:
minimize gas use and maximize crop yield, development
and quality. Since the optimal control fully relies on the
cost function and the dynamic model, this model must give
a good description of the system response for a wide range
of temperature and humidity conditions.

2 Contribution

The first major contribution of the thesis is the development
of a comprehensive, science-based, dynamic model of the
greenhouse-with-crop system in a form that is suitable for
optimal control purposes. The model describes the temper-
ature, the carbondioxide balance and the water vapour bal-
ance in the greenhouse, as a function of the external inputs
(i.e. the outdoor weather conditions) and the control inputs
(e.g. valve positions and window apertures). This model
has been validated with data, and was found to give a good
description of reality.
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Figure 1: Greenhouse configuration

The second major contribution of the thesis is the design of
the optimal controller, including an efficient solution tech-
nique. A conjugate gradient search is used as the ultimate
fine-tuning method, but it has the risk of achieving local
minima, and it is time consuming. Therefore, a grid search
method has been designed to provide a good initial guess for
the gradient search method. This method uses only a small
number of discrete constant control trajectories, which are
then modified with rule based state dependent control input
bounds to obtain initial control trajectories.

3 Results

Receding horizon optimal control has been used for year-
round computations of the solar greenhouse with crop. Ex-
tensive analyses have been made of the effect of various
components of the solar greenhouse system and of the un-
certainty in weather. Growers should be aware that setting
tighter humidity bounds increases energy use. It was found
that in the optimally controlled solar greenhouse, gas use
can be seriously reduced (by 52%), while the crop produc-
tion is significantly increased (by 39%), as compared to an
optimally controlled conventional greenhouse without the
solar greenhouse elements.

References

R.J.C. van Ooteghem (2007). Optimal control design for a
solar greenhouse Ph.D. thesis, Wageningen University,
Wageningen, The Netherlands. 304 p.

26th Benelux Meeting on Systems and Control Book of Abstracts

149



Control-oriented model of a dwelling coupled to a water-to-water
heat pump system

R. Lepore, S. Nourricier, F. Renard, H. Diricq, M.-E. Duprez, E. Dumont, C. Renotte, V. Feldheim, M. Frère
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1 Introduction

The consumption of primary energy (mainly from fossil ori-
gin) has two major drawbacks: first, its increasing cost and
scarcity, second, the production of undesirable carbon diox-
ide. As the domestic and tertiary sectors are responsible for
around 30 % of the total primary energy consumption, re-
ducing this consumption in buildings is nowadays of major
concern (note the appearance of more severe standards con-
cerning insulation and energy savings). To achieve these
goals, various sources of renewable energy (solar, wind,
biomass, geothermy,. . . ) can be exploited. Among several
techniques, heat pumps use the refrigeration thermodynamic
cycle to extract heat from a colder outside air/ground and de-
liver it to the house, at higher temperature. This operation
can be advantageously performed a priori at any time (in
contrast with solar or wind energy). A description of this
technique and its utilization is summarized in [1].
In this work, as depicted in figure 1, we consider a real
one-family house, which uses a water-to-water heat pump
as a heating system (Leuze, Belgium). The heat pump cold
source and hot sink are the outside ambiance and a radiant
floor, respectively.

2 Contribution and results

We adopt a reduced-order modelling as well as a unique pro-
gramming language, namely Matlab R©. This way, we intend
to alleviate interfacing problems which arise when mixing
different softwares and to better address model-based con-
trol in later stages of the study (e.g., if estimation-adaptation
of time-varying parameters is required):

HOUSE

HEAT PUMP SYSTEM

Condenser

Evaporator

Floor
Ambiance

Figure 1: Principle of a dwelling coupled to the heat pump system
using air as cold source.

- The house model is of the one-zone type and is
based on a standard method describing the tempera-
ture nodes and the related heat fluxes. A small number
of layers describes the walls and the floor (maximum
three layers), all radiation and convection phenomena
are lumped into global coefficients. This results into a
set of nine Ordinary Differential Equations (ODEs).

- The heat pump is described by a set of Algebraic
Equations (AEs), which is in agreement due to its
high dynamics. The thermal phenomena in the heat
exchangers (evaporator and condenser) are expressed
using global transmission coefficients. The fluid prop-
erties and the calculation of the thermodynamic cy-
cle are achieved using the NIST Refprop7 R© property
database and the related access libraries.

- The radiant floor is described according to a one-
dimensional model of piped thermo-active elements.

The model is validated in two ways:

• first, against a previously-developedmodel containing
accurate descriptions of the house (Trnsys Type56 R©

model) and of the heat pump;

• second, against the experimental data collected for
several months, which are related to the house thermal
phenomena as well as to the heat pump behaviour.

If model-based control strategies are to be addressed, com-
putational performance is a nonnegligible aspect. In this
case, it is noted that a great computational burden is due
to the nested sets of algebraic equations to solve (in fact,
REFPROP7 functions solve AEs). The computational per-
formance decreases particularly when mixtures are used as
fluids, as is often the case. The problem of accelerating this
calculation step is also particularly addressed.
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1 Introduction

Consider a nonlinear dynamic system given by

xk = f (xk−1)+wk, wk ∼ N (0,Q) (1)

yk = h(xk)+vk, vk ∼ N (0,R), k = 1,2, . . . (2)

where(xk) are the state with priorp(x0) ≡ p(x0|x−1) and
(yk) are the measurements. Furthermore, the process noises
(wk) are assumed to be independent of the measurement
noises(vk). The main statistical problem here is to estimate
(filter) the unobservedxn in some optimal manner from all
the observationsy1:n ≡ (y1,y2, . . . ,yn). However, except in
a few special cases such as when both the system and ob-
servation equation (1)–(2) are linear (Kalman filter), it isnot
possible to obtain an analytical solution. As a result, many
analytical approximations such as Extended Kalman filter,
Unscented Kalman filter and Gaussian sum filter are devel-
oped. The sequential Monte Carlo (SMC) methods, also re-
ferred to as Particle Filters (PF’s), on the other hand, use
simulation technique to reach a solution.

The biggest advantage of SMC is that, it can easily adapt
to the nonlinearity in the model and/or non-Gaussian noises.
The estimate is centered on describingp(xn|y1:n) by a cloud
of particles. The particles are generated from a so called
importance function,π(.),also known as proposal distribu-
tion. Furthermore, each particle receives an importance
weight depending on the likelihood and the proposal den-
sity used. Although the resulting distributions do converge
to the true filtered density as the Monte Carlo sample size
tends to infinity, for finite sample size the efficiency of the
SMC method depends heavily on the proposal density used.
Usually the ‘naive’ proposalp(xk|xk−1) is used as the im-
portance function, mainly due to the ease of drawing sam-
ples from this Gaussian distribution and the simplicity of
weight update equations. However, if the measurement is
very informative, a lot of samples are wasted. To make the
method more effective, importance functions of the form
π = p(xk|xk−1,yk), i.e.. the one which incorporates both
the system and observation processes is suggested in [1].
There are two major, practical drawbacks for using this type
of importance function. First, drawing samples according to
p(xk|xk−1,yk) is, in general, difficult. Secondly, it is also dif-
ficult to get an analytical expression for the proposal density
needed to update the importance weights. To circumvent

1This research was made possible by a research grant from THALES
Nederland B.V.

that, the authors in [1] approximate the observation model
(2) with a linearized version so thatp(xk|xk−1,yk) becomes
Gaussian and subsequently uses that as the importance func-
tion.

2 Contributions and results
We propose another Gaussian importance function ([3]) that
is built by first approximating the conditional distribution of
(xk,yk) given xk−1, by a Gaussian distribution whose mo-
ments are matched exactly to the theoretical moments ob-
tained from the dynamic system equations (1)–(2). Subse-
quently, an extension is suggested for more general case.
This in essence, extends the method in [1]. Recently, other
Gaussian importance functions have been proposed ([2]).
Although these methods also perform better (in term of root
mean squared error (RMSE)) than the linearization method
in [1], the improvement is at comparable level with our pro-
posed method. However, our method is computationally less
demanding than that in [2].

Another issue is the use of RMSE as a criterion of com-
parison. In RMSE, truexk is compared with the mean of
the posterior densityp(xk|y1:k). However, this is not a good
criterion as the filtered densities obtained by different meth-
ods may be quite different but having the same mean and
thus would lead to the same RMSE. Better criterion would
be to compare directly the estimated densities with the true
posterior. Here, we envisage the Kullback-Leibler Distance
(KLD) measure for comparing densities. Since in most
cases, true posterior is not known, we approximate it by the
density obtained from PF using a large number of samples.
We use the kernel density estimation method to obtain the
density function from particle clouds and KLD is estimated
subsequently using the Monte Carlo Integration technique.
We also show that our proposal performs better when com-
pared with those in [2] in terms of KLD.
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1 Introduction

We extend the method presented in [7, 1] to nonlinear sys-
tems. The method presented there is for linear symmetric
systems and it consists of solving a Sylvester equation. The
solution of this equation is called cross-Gramian (e.g. see
[2]) and its eigenvalues are the Hankel singular values of
the system, the same that can be obtained using the well-
known balancing procedure. The advantages of this method
are that it requires solving only one Sylvester equation and
that it avoids the balancing procedure, being more efficient
from computational point of view.

2 Balanced truncation for nonlinear symmetric systems

Defining S : U → Y, we have the Hankel operator of the
system defined asH = OC , whereC is the controllabil-
ity operator andO is the observability operator ofS . The
operator corresponding to the cross-Gramian isX = C O.
For square systems it is immediate that the nonzero eigen-
values ofX are the eigenvalues ofH , in accordance with
[7]. However, the singular value problem is not the same and
there is a majorization relation between the Hankel singular
values and the singular values of theH operator. We prove
that for a symmetric linear system,λ (X ∗X ) = λ (H ∗H ).
For nonlinear systems, first, we introduce the concept of
symmetry, in the sense of [7, 2] which is related to the du-
ality of nonlinear systems. This latter concept is presented
in [6]. A square nonlinear system is called symmetric if it is
equivalent to its dual via a change of coordinates. The du-
ality and symmetry of nonlinear systems are studied here
in the context of a non-trivial extension of the results in
[1, 2]. Starting from the nonlinear balancing technique for
nonlinear asymptotically stable systems presented in [3, 4],
we study the problem of differential eigenstructure of the
operatorX , of a symmetric system, in relation with the
differential eigenstructure problem(dH )∗H . We aim at
a direct relation between the solutions of the two problems
and as in [1, 2, 7] to find an energy function (Gramian), re-
lated to theX operator, solution of the nonlinear version
of the Sylvester equation. It will be called cross-energy and
will simultaneously depend on the controllability and ob-
servability functions of the system and its singular values
are the Hankel singular values of the system. The advantage
is that a direct diagonalization of this cross-energy function
gives the squared values of the Hankel singular values of the

system, thus avoiding the balancing procedure and simpli-
fying the computations, like in the linear case. We make
non-trivial steps towards this extension.
Finally, the truncation of the less important singular value
functions is performed, obtaining a reduced system which is
asymptotically stable too.

3 Remarks and future work

The difficulty of the problem resides in the fact that the ad-
joint of a nonlinear operator is more involved and not so
straightforward as in the linear case, which makes the rela-
tions between the controllability and observability operators
and their symmetric counterparts for a nonlinear symmetric
system quite tedious.
The developments in this paper are the first steps towards
easier computations for the nonlinear passive systems case,
starting from positive real balancing, see [5].
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1 Introduction

Systems in which variables have both space and time as in-
dependent variables occur in a large variety of applications.
First principle modeling of spatial-temporal systems usually
involves partial differential equations, whose solutions are
numerically computed by finite element methods. The large
scale nature of these models causes excessive computation
and simulation time. This makes it desirable to find approxi-
mations to these models that offer an accurate description of
the process and allow for faster computations. The method
of Proper Orthogonal Decompositions (POD) is suitable for
both nonlinear as well as large scale systems [1]. POD is a
data-driven method, where spectral decompositions are used
to approximate the solution of the model equations. The first
step in POD is the computation of coherent patterns from a
representative set of measurement data of the process, thus
defining a projection space for the model equations.

Problem formulation and results

Suitable basis functions for multidimensional systems are
currently determined by stacking the elements of a dis-
cretized domain, i.e. collecting suitable measurement data
in a matrix W . The left singular vectors of the singular value
decomposition of W define suitable basis functions. How-
ever, computing the singular value decomposition can be
problematic, especially when the dimensions of the spatial
coordinates are large. We propose an alternative way to de-
fine spectral expansions which is relevant for reduced order
modeling. This takes into account the multidimensional na-
ture of the spatial coordinates. Consider the following two-
dimensional heat transfer process:

ρcp
∂w
∂ t

= κx
∂ 2w
∂x2 +κy

∂ 2w
∂y2 +u (1)

One time sample of the simulation of this process is dis-
played in Figure 1. To approximate the solution of the PDE
(1) we propose the following spectral expansion:

wnm(x,y, t) =
n

∑
k=1

m

∑
l=1

akl(t)ϕk(x)ψl(y) (2)
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Figure 1: One time sample from the simulation data.
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Figure 2: First basis functions for X (left) and Y (right)

where {ϕk} is an orthonomal basis for X and {ψl} is an or-
thonormal basis for Y . {ϕk} and {ψl} are computed using
the Higher-Order Singular Value Decomposition (HOSVD)
[2], see Figure 2. The approximation of the measurement is
not optimal, an upper bound to the approximation error is
given [2], but there is no lower bound, see also [3].
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1 Abstract

In this presentation an implementation is discussed concer-
ning river flood prevention of the river Demer using a non-
linear model predictive controller (NMPC). The main goal
of this controller is not only to prevent flooding but to also
take some predefined rules into account. The predefined
rules are imposed by the local water management and can
be considered as expert knowledge. Some results on histor-
ical data and fictitious data show the improvement obtained
by the NMPC strategy.

2 Problem setting

The Demer is a river located in Belgium, more specifically
in Flanders, that has caused lots of damage to its surroun-
dings in the past. In periods of heavy rainfall the demer
caused widespread flooding affecting many fields, streets
and houses. In order to reduce the amount of flooding the lo-
cal water management AMINAL has provided the river with
some hydraulical structures and reservoirs making it possi-
ble to influence the water levels of the Demer bassin. These
hydraulical structures are controlled manually based on ex-
perience and some simple rules. Although this actions have
led to a reduction in flooding, tests on historical data have
shown that flooding could have been reduced even more if
was opted for a different control action. Therefore the pur-
pose of this investigation is to design a control strategy able
to generate a more optimal control action in order to fur-
ther reduce flooding and if possible to prevent it. The con-
trol strategy for which is opted in this research is nonlinear
model predictive control (NMPC) because this strategy al-
lows to cope with all the challenges concerning river con-
trol. The discussed algorithm also takes expert knowledge
from the local water management into account. This know-
ledge is based on experience of the operators controlling the
Demer bassin for years and can add very usefull information
with respect to the control of the system.

Model Predictive Control is a control strategy typically used
in process industry to control relatively slow processes. This
strategy basically consists of calculating an optimal control

Figure 1: MPC control on historical data

action such that the future states of the system reach the de-
sired values. This strategy seems suitable to control river
systems because of their relatively slow dynamics and the
amount of constraints that have to be satisfied when control-
ling them. Furthermore, MPC makes it possible to take rain
predictions into account. The simulations in this work are
based on both historical and fictitious data.

3 Results
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The concern about renewable energies is growing around
the world due to their economical and environmental im-
pact. Converting these clean sources of energy in other types
that can account for human and industrial use is now of
global interest [1]. Therefore, it is necessary not only to ad-
equately design the conversion processes, but also to ensure
their optimal technical and economical operation by means
of good control strategies. The present work studies the dis-
tributed solar collector field ACUREX of thePlataforma So-
lar de Almería, located in the southern Spain. The parabolic-
through technology of this plant is the only type of solar
plant with existing commercial operating systems [2]. In
such a system, a fluid (oil) is heated while travelling in the
field, using the energy of the solar radiation concentrated by
parabolic mirrors.

Our control objective is that the fluid outlet temperature fol-
lows the reference signal, by varying the inlet oil-flow. No-
tice that the main source of energy, the solar irradiation, can-
not be manipulated [3] and constitute the main disturbance
of the process. The process is also challenging because of
the presence of variable time delay. A schematic of the pro-
cess can be seen in Figure 1.

In this work, nonlinear and linear models have been ob-
tained in order to replicate the process and disturbances,
with emphasis of the adequate election of the variable time
delay model. A nonlinear model based predictive control
(MPC), the Nonlinear EPSAC (Extended Prediction Self-
Adaptive Controller) [4], has been implemented with a mod-
ified Smith Predictor in order to overcome the fact of the
presence of the variable time delay. This control strategy
has been tested and compared with other two strategies: a
linear MPC, the EPSAC; and a modified PI controller (Fil-
tered Predictive PI, FPPI), that is designed based on a model
of the plant. Both strategies are also combined with a Smith
Predictor algorithm. The results are presented in Figure 2 for
the output (outlet oil temperature). The nonlinear EPSAC
controller behaves better than the other two linear ones, the
linear EPSAC reacts faster the FPPI, but the latter is more
robust when high changes in reference occur.
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Figure 1: Schematic representation of the solar power plant.
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1 Introduction

We focus on a specific class of transportation systems, char-
acterized by materials being processed while they are trans-
ported by conveyor systems e.g. sorting machines, baggage
handling, distribution systems. During the last decades,
these transportation systems have encountered increasing
demands and the focus has shifted to quality, reliability, and
throughput maximization. The throughput of these auto-
mated transporting machines is limited by mechanical capa-
bilities and also by the performance of the process devices
(surface scanners, address reading devices, bar-code reading
devices, etc.).

Typical issues of this class of transportation systems are:
coordination of the processing units, task allocation, time
scheduling, prevention of jams and deadlocks, buffer over-
flows, avoiding damage of the goods, maximization of the
throughput, cost minimization. In this presentation we will
take automated sorting machines as an example of a trans-
portation system.

2 Control problems

The throughput of a postal sorting machine is limited by
physical and operational constraints. Therefore, the feeding
rate has to be set as high as possible (in order to maximize
the throughput), and low enough in order to avoid unpro-
cessed items reaching the end of the delay line (buffer over-
flow). We consider flats sorting systems. By flats we under-
stand large letters (A4 size envelopes), plastic-wrapped mail
items, magazines, catalogs, etc. They are inserted into trans-
port boxes by a feeder device. The boxes carry the pieces
with constant speed and sort them into destination trays ac-
cording to the selected sorting scheme.

The throughput of a basic system sketched above can be
augmented by adding a second feeder device and design-
ing a system which moves the trays to the right, to the left
or not move at all. The new design is illustrated in Figure 1.

3 Framework

In order to control the system described in Figure 1, model-
based predictive control with dynamic operational con-
straints is used. The system presented in Figure 1 will be
modeled and analyzed, and the obtained results will be com-
pared to the experimental results.

Feeder Device

Feeder Device

Transport Boxes

Trays

Figure 1: Flats sorting machine - a new design

For a stand-alone sorting machine, centralized control is
suitable. However, when considering large-scale sorting
systems, we will deal e.g. with a large number of coupled
postal sorting machines, each of which may have more than
one feeder device. Due to computational complexity, neces-
sity of communication and scalability, we propose to use
a multi-agent approach, see e.g. [2], combined with dis-
tributed model predictive control, see e.g. [1].

4 Conclusions and future work

Typical issues and control problems of a specific class of
transportation systems have been considered, together with
a solution for a flats sorting machine. In future work, the
proposed algorithm will be extended to baggage handling
and other sorting systems.
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1 Introduction

The implementation of electronic flight control systems
(FCS) and the increase of computational power on-board
has opened the door to Reconfigurable and Flight Tolerant
Control. The goal of the current project is to design an adap-
tive control scheme applicable to agile aircraft with highly
nonlinear dynamics, based on a combination of separately
designed modules.

2 Modular Adaptive Control

In the modular adaptive control approach the system model
is parameterized with respect to an unknown vector θ . An
on-line parameter estimator generates an estimate θ̂ at each
time instant by processing the plant input and output. This
estimate specifies a system model, which is treated as the
“true” model for the control design: the certainty equiva-
lence principle. An illustration of the modular approach is
shown in Figure 1.

Figure 1: The modular adaptive flight control approach

One of the main advantage of such a modular control
scheme is that the estimated parameters converge to their
true values, if the model structure has been chosen ade-
quately. Such knowledge can, for instance, be used for on-
line health monitoring of the aircraft systems and allows for
a change of control strategy based on the remaining control
authority over the aircraft. Another important advantage of
the modular adaptive control approach is that the parameter
identifier and control law can be designed separately.

3 Control Law

The modular approach allows us to separate the control law
design from the identifier design. Unfortunately, a major
obstacle in such designs is the weakness of certainty equiva-
lence controllers in the case of nonlinear systems: nonlin-
earities have to be severely restricted in order to achieve
controller-identifier separation [1]. This weakness can be
overcome by applying controllers with strong parametric
robustness characteristics: achieving boundedness without
adaptation. Such a design can for instance be based on a ro-
bust backstepping scheme, for which any standard gradient
or least-squares identifier can be employed.

4 Parameter Estimation

An interesting approach to the parameter estimation prob-
lem is the “Two Step Method” (TSM) developed at the Delft
University of Technology [2]. In this method, the state tra-
jectory is reconstructed in the first step, while the parameters
of the aerodynamic model are estimated in the second step.
The first step can be based on an Extended-Kalman Filter
(EKF), while simple regression methods such as recursive
least squares can be used for the parameter estimation. This
approach allows us not only to identify actuator failures, but
also changes of the dynamics related to structural damage
can be identified.

The aerodynamic parameters are varying as a (nonlinear)
function of, for example, the angle of attack and the Mach
number. To avoid unlearning, the flight envelope is parti-
tioned into a certain number of clusters with similar aircraft
behavior. In each of these clusters, the aerodynamic param-
eters are estimated and stored.

References
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1 Introduction

The introduction of the adaptive backstepping approach
[1, 2] in the beginning of the 90’s led to a lot of interest
in the flight control design community, mainly due to its
strong convergence and stability properties and due to the
fact that the method could be applied to a broad class of non-
linear systems. In this study, the control of a the nonlinear
model of an aerodynamically controlled generic surface-to-
air missile in the pitch plane is considered. Since the mis-
sile model is highly nonlinear and suffers from uncertainties
in the aerodynamics, classical gain-scheduling control tech-
niques are very difficult to apply. Adaptive backstepping
techniques have been applied successfully in the last few
years to solve the missile control problem, see e.g. [3, 4].
However, these adaptive control laws are all focussed on
achieving stability and convergence rather than performance
or optimality, as is the case with most adaptive backstepping
designs. The transient performance results achieved by the
most widely used adaptive backstepping variant, the tuning
functions approach[2], only provide performance estimates
on the tracking error [5], not on the control effort. The prob-
lem is that the direct optimal control problem for nonlinear
systems requires the solving of a Hamilton-Jacobi-Bellman
(HJB) equation which is in general not feasible.

2 Inverse Optimal Nonlinear Adaptive Control

This motivated the development of inverse optimal non-
linear control design methods [6]. In the inverse approach
a Lyapunov function V (x) is given and the task is to
determine wether a control law minimizes some meaningful
cost functional, i.e. a cost that imposes a penalty on the
tracking errors and the control effort. The term inverse
refers to the fact that the cost functional is determined after
the design of the stabilizing feedback control law, instead of
being selected beforehand by the designer. In [7] an inverse
optimal adaptive backstepping control design for a general
class of nonlinear systems has been derived.
In this study, an inverse optimal approach is applied to the
autopilot design for the pitch control of the longitudinal
missile model based on the design of [7]. The parameter

update laws of the controller have been augmented with
e-modification terms and dead-zones to prevent parameter
drift. A second control law is designed by means of the well
known tuning functions adaptive backstepping technique,
so that a comparison of both approaches can be made
when applied to a practical control design problem. The
stability, convergence and transient performance of both
approaches are evaluated by numerical simulations with
several levels of uncertainty in the aerodynamics and the
control effectiveness of the missile model. The robustness
of the control laws to sensor noise and (unmodeled) actuator
dynamics including rate, magnitude and bandwidth limits is
also examined.
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1 Introduction
This paper offers a discussion of the combination of feed-
back linearization (FBL) and linear model predictive con-
trol (MPC) to obtain a constrained and globally valid non-
linear controller. The combination of feedback lineariza-
tion and linear controllers has received significant attention
within the domain of aerospace engineering. The rationale
for the combination of both control methods lies in the fact
that a FBL controller linearizes the behavior of a nonlinear
plant such that the closed loop can be controlled by a predic-
tive controller, which is suitable for linear and time-invariant
plants only.

Van Soest et al [3], for instance, show that the combination
of both methods can lead to a controller for a reentry ve-
hicle that is globally valid. The method presented in this
paper differs from commonly applied methods in the sense
that a control allocation step is added to the method in or-
der to simplify the feedback linearization. Figure 1 provides
a schematic of the control setup that is presented here and
sections 2 and 3 present the method in more detail.

2 Control allocation and feedback linearization
The system type under consideration has the following input
affine structure

ẋ = f (x)+g(x)u (1)

y = h(x) (2)

wherex ∈ R
n is the state vector,u ∈ R

m are the inputs and
wherey ∈ R

p is the vector of outputs. It is assumed that
m ≥ p and therefore common feedback linearization tech-
niques [1] do not automatically apply. For ease of notation
it is also assumed thaty = x (or h(x) = x), hencep = n. In
order to resolve this issue it is possible to apply a control
allocation method that mapsu to a virtual inputz ∈ R

n such
that z = g(x)u. This allocation can be performed through
minimization of||u||2 subject to the constraintz = g(x)u and
subject to the original constraints onu.

MPC FBL
CONTROL

ALLOCATION ẋ = f (x)+g(x)u

r ν z u

x x x x
y = x

Figure 1: Overview of the complete setup of system and controller

With this choice of a virtual inputz the feedback lineariza-
tion problem reduces to choosingz =− f (x)+ν with ν ∈R

n

such that the closed loop equals ˙x = ν which shows that the
closed loop is linear and decoupled.

3 Model predictive control and constraint mapping
Now that the plant has been linearized it is possible to apply
model predictive control to achieve reference tracking sub-
ject to constraints (see [2] for details w.r.t. MPC methods).
The applied MPC method is based on quadratic program-
ming and can take constraints into account.

Constraints on the inputu, however, first need to be reformu-
lated in terms of the inputν of the feedback linearized loop.
This relationship between equalsν = f (x)+ g(x)u and can
be used to determine the constraints onν . It is easy to see
that if u has convex constraints as inAu ≤ b, that the pre-
vious relationship denotes nothing more than the projection,
albeit a time-varying one, of the original constraints intoR

n

which itself defines a set of convex constraints onν . An
issue that follows from the latter is that the constraints be-
come state-dependent, which is impractical for MPC where
constraints are assumed to be constant. Pragmatic, but con-
servative, solutions to this problem exist.

4 Conclusion
The presented method leads to a constrained controller for
nonlinear systems (1) that is valid provided that the (failed)
system is controllable. Currently, this theory is being ap-
plied in a setting of reconfigurable flight control for failed
or crippled aircraft.
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Abstract
For accurate tracking of a desired trajectory a good feedfor-
ward control is required. Based on a model this feedforward
control can be obtained by inverting the model and apply-
ing the desired trajectory to the inverse. For linear time in-
variant (lti) systems, numerous approaches exist to invert, or
approximately invert, the model (e.g.: [3]). For some ap-
plications linear approaches yield large tracking errors, usu-
ally due to the presence of nonlinear system characteristics.
To improve the tracking accuracy a linear iterative learning
feedforward design can be used, for example [1]:

u[k]
FF = u[k−1]

FF +α
[k]Ĝ−1

(
yr −y[k−1]

)
; y[k] = G(u[k]

FF).

u[k]
FF is thekth update of the feedforward signal to obtain the

desired outputyr . Ĝ−1 is a linear model of the inverse of the
actual systemG. In the work of De Cuyper e.a. [1]G is as-
sumed to be lti and̂G−1 is determined based on a measured
FRF of the system. The iterative procedure is initialized by

settingu[0]
FF = Ĝ−1(yr). α [k] is a weighting factor to improve

convergence. Ideallyα [k] = 1, but if the system is nonlinear
one has to setα [k] < 1 to improve convergence. It has been
observed that even forα [k] < 1 convergence is not guaran-
teed if the system is nonlinear.
This presentation discusses the combination of the iterative
scheme with a novel nonlinear model structure, and presents
an experimental validation of this combination. The novel
nonlinear state space model structure equals:

ẋ = Ax+Wz(x,V,G)+Bu

y = Cx+Tz(x,V,G)+Du.
(1)

u ∈ Rp are the inputs,y ∈ Rq are the outputs andx ∈ Rn

are the states. The model combines a linear part (Ax+ Bu,
Cx+ Du) and a nonlinear part (Wz(x,V,G), Tz(x,V,G)).
The linear part is related to the best linear approximation.
For the nonlinear part general featuresz(x,V,G) are cho-
sen to approximate the unknown nonlinear characteristics.
The features are function of the statesx and parameterized
by the elements of the model matricesV and G. For the
considered model structure the features arezj(x,Vj ,g j) =
1/(1+ e−Vj x−g j )− 1/(1+ e−g j ). The combination of the
nonlinear model with the iterative learning feedforward ap-
proach yields:

u[k]
FF = u[k−1]

FF +α
[k]

(
u[0]

FF + Ĝ−1
[
y[k−1]

])
; y[k] = G

[
u[k]

FF

]
.

Figure 1: Iterative feedforward design on a quarter car test setup.

The brackets[·] indicate that the operator is nonlinear. The
calculation ofĜ−1 [·] is the tricky part of this approach.
The presentation discusses how feedback linearization [2]
is applied to invert the presented nonlinear model structure
(1). Due to the use of feedback linearization only minimum
phase models can be used.
Experimental validation on a quarter car test setup are
presented. First the identification of the model struc-
ture (1) is discussed. An iterative identification procedure
is presented to identify the set of model matricesΘ =
{A,B,C,D,W,T,V,G} under the assumption that the states
x and their time derivatives ˙x can be determined. Then the
nonlinear iterative learning feedforward design approach is
applied and compared with the linear iterative learning feed-
forward design. Figure 1 shows the iteration results with re-
maining tracking error using the nonlinear model (enl) com-
pared to the one using a linear model (el ).
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Abstract

We advocate the use of machine learning techniques to build
scenario trees and show the interest of the approach on a
two-stage decision problem under uncertainty relevant in the
electric power generation industry.

1 Scenario trees as a representation of uncertainty

Optimization problems under uncertainty (see [1] for an ex-
cellent introduction) such as planning or portfolio optimi-
zation often involve time and thus require an adequate re-
presentation of the possible futures, e.g. by scenarios. In the
context of stochastic programming, an approach consists in
representing uncertainty in the form of a scenario tree — see
for example [2]. Such a tree structure allows to model how
our information about the future may evolve with time.
In this talk, we consider the problem of building a tree T
from a set of realizations ωi of the uncertain process. The
quality of the tree depends on the performance of the deci-
sion policy πT obtained from the subsequent optimization
problem under uncertainty P(T ).

2 Distance between scenarios

The definition of a measure of distance between scenarios
appears as a critical issue as soon as one tries to organize
scenarios according to a tree structure. We propose to cast
this problem as the definition of kernels between scenarios.
A kernel gives the inner product between induced features
of two objects. Kernels lie at the heart of many successful
algorithms in machine learning.
A natural choice of scenario feature appears to be an esti-
mate of the value of the objective function of P , should this
scenario occur and an optimal (but yet unknown) policy be
used.
In addition, we propose to consider as features estimates
of optimal actions under a (yet unknown) optimal policy,
should the scenario occur. Indeed, it might be unnecessary
to distinguish in the policy optimization stage scenarios for
which optimal decisions will be close.

3 Tree building algorithms

We propose two scenario clustering algorithms for tree infe-
rence.
The first algorithm adopts a splitting scheme. At time 0 the
scenarios are put in a same cluster. Then we increase the
time index, and the divergence between scenarios appears.
We define a prototype scenario for the cluster, using the ker-
nelized distance measure. The construction of the prototype
corresponds to the growing of a branch in the tree. Moreover
the kernels allow us to compute a variance among the sce-
narios for each time step. As soon as that variance exceeds a
certain threshold, the scenarios are partitioned into two clus-
ters. The algorithm is then applied recursively to each new
cluster, starting new branches in the tree. The resulting tree
is guaranteed to contain branches of bounded variance. Its
complexity depends on the value of the threshold.
The second algorithm projects the scenarios on a specified
tree structure. Segments of prototype scenarios associated to
branches are tuned such that replacing each scenario by its
best prototype induced by a path in the tree incurs a low dis-
tortion. A shortest-path formulation of the problem allows
close scenarios to share a same path even if they diverge
temporarily — a property not shared by the first algorithm.

4 Application to energy reserves management

We consider the problem of meeting an uncertain electri-
city demand with minimal expected cost. The decision at
time t consists in fractioning the production between a costly
gas turbine and a hydraulic power plant limited by a reser-
voir subject to uncertain water supplies. We compare dif-
ferent kernels between scenarios. From the assessment of
the found policies we show that considering features based
on estimates of optimal decisions leads to trees that perform
well.
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1 Motivation

In Europe, the transmission system operator (TSO) is re-
sponsible for operating, maintaining and developing the
high voltage grid. The liberalization of the electric sector
means that the transmission system operator should leave
maximum freedom to the transactions, while ensuring sys-
tem security and providing access to the grid in a non-
discriminatory way. At the same time each TSO is asked
to minimise his own costs and to justify them in a transpar-
ent way. In this context, the system operator is responsible
of various ancillary services, such as active and reactive load
balancing, which generally must be supplied by generators
in order to warrant secure operation and maintain voltages,
frequency, active and reactive power exchanges within pre-
scribed bounds. Depending on the typical regulatory frame-
work, these services are purchased beforehand through bi-
lateral contracts or through various ancillary service mar-
kets. Afterwards, the system operator verifies whether the
services have indeed been delivered so as to determine the
corresponding financial transactions. In this paper, we con-
sider the particular case of primary frequency control in the
Belgian power system. The UCTE rules impose that the
participation of the Belgian system to the overall frequency
control of the European interconnection is approximately
equal to 700 MW/Hz, and is entirely delivered within 30 sec-
onds after a frequency drop [1, 2]. Note that the recent near-
blackout [3] of November 4 2006, has shown how important
it is that the primary frequency control devices have ade-
quate performance to avoid frequency collapse in the case of
system islanding. Adequate responsiveness is also manda-
tory in more normal conditions, to avoid large frequency de-
viations upon generator tripping or tariff changes inducing
significant load variations on a day by day fashion.

2 Methodology

The methodology of the Belgian TSO in matters of primary
frequency control consists in establishing direct contracts
with the generators connected to the system for participa-
tion. After the fact, on a monthly basis, the TSO identi-
fies the most important events in terms of frequency dips or
peaks, and analyses how each one of the contracted units ac-
tually behaved under these circumstances. The goal of this
analysis is to classify each unit into a number of a priori
defined performance classes (satisfactory operation, ramp-
ing, pumping, oscillating, no response etc.). This informa-
tion is then used to determine appropriate feedback to the
generators, in order to encourage them to provide appropri-
ate primary frequency performance. While currently these
analyses are carried out in a more or less manual fashion
by experts looking at power/frequency curves of all genera-
tors, the goal of our work is to develop an automatic method

1Department of Electrical Engineering & Computer Science, ULg (Be)

based on automatic learning to carry out the performance
classification. More precisely, the proposed approach uses
a training set of pre-analysed power/frequency curves, for
a large number of generators and frequency events, and ap-
plies to this training set machine learning techniques in order
to build a classifier which mimics at best the expert classi-
fication given in the training set and generalises well to un-
seen scenarios [4]. From a methodological point of view,
this is a time-series classification problem: for each event
and each generator, the input data is composed of two times
series (of 900 time-steps of 2s duration), describing the fre-
quency and active power evolution over a 30 minutes inter-
val centred around the frequency event. The output is the
label of the performance class determined by the expert for
this particular event/generator combination. Machine learn-
ing algorithms can be applied to a training set composed of
a representative number of such input-output combinations,
in order to automatically construct a performance classifier.
This latter may then be applied to new cases, to automati-
cally predict the performance class.

3 Results

In the paper, we will report on the results obtained on a
set of 652 scenarios corresponding to different frequency
events and to the generators agreed by the Belgian TSO to
take part in the primary control. These scenarios were gath-
ered from real-time recordings in the Belgian system over
the 2003 to 2005 period. We have applied various state-
of-the-art machine learning algorithms (tree-based ensemble
methods, support vector machines) and preprocessing steps
(Fourier and wavelet analyses, signal features, time-domain
sampling, normalisations etc.), in order to identify the best
way to handle such complex and noisy data sets. This anal-
ysis revealed that a classifier obtained by machine learning
can classify generator performance with a error rate of about
10% with respect to the manual expert classification. We
will discuss how this classifier may be used in practice to
identify with high reliability a reduced number of curves for
further analysis by the experts, thus significantly reducing
the burden of human analysis.
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1 Introduction

The first results of a research project are presented that in-
vestigates distributed control of semi-active suspension sys-
tems for a passenger car. The starting point is the central-
ized model free controller developed in a previous project
[1]. This control algorithm uses estimates of modal veloci-
ties: heave, roll and pitch, which are calculated from corner
acceleration measurements.
In the distributed control architecture, each shock absorber
is equipped with its own control unit. For estimating the
modal velocities, the units have to exchange sensor mea-
surements over a communication network. This introduces
a variable delay on the available data. The presented work
discusses the development of a state estimator for the modal
velocites that can cope with these delays. Some simulation
results are presented to validate the state estimator.

2 The system model

A car can be simplified to a system consisting of five masses:
four wheels and the car body. The suspension system is
modelled as a spring and a damper in parallel, the tyre is
reduced to a single spring. The system model used in the
state estimator only describes the movement of the car body
and uses the rattle velocities1 as input, instead of the road
profile which can not be measured. Assuming linear springs
and dampers, the system can be represented with a discrete,
linear time invariant state space model:

x(tn+1) = Ax(tn)+Bu(tn). (1)

The used sampling time is 0.01 s. The state vector,x, con-
tains the heave, roll and pitch velocities, while the input vec-
tor, u, constists of the rattle velocities. The system matrices
A andB are estimated with a MIMO identification procedure
based on data obtained from a non-linear multibody simula-
tion model of the car, using broadband road excitation.

3 The state estimator

The developed state estimator for the modal velocities is
based on the filter proposed in [2]. The measurements that
are distributed over the network experience an unknown de-
lay. Experimental analysis of this communication showed
that this delay will not be larger than the sampling time of

1The rattle velocity is the relative velocity between the carbody corner
and the wheel.

the estimator. So the sensor measurements produced at time
tn will be available at each of the control units at timetn+1.
Based on this knowledge, the following state estimator can
be formulated:

x̂(tn+1|tn+1) = Ax̂(tn|tn)+Bu(tn)+K(tn+1)[y(tn)− ŷ(tn|tn)] (2)

where: ŷ(tn|tn) the estimated output at timetn,
K(tn+1) the filter gain.

As in a normal Kalman filter, the filter gain depends on
the system matrixA and the covariance matrices of the
measurements and the model errors (see [2]).

4 Results and conclusions

Figure 1 shows the error on the estimated heave velocity.
The estimation errors for the roll and pitch velocities are
comparable in magnitude. In the next phase of the project,
the described approach will be validated on a real vehicle,
equipped with a semi-active suspension system.

Figure 1: The estimation error for the heave velocity.
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State estimation techniques are commonly applied to vehicle
positioning problems, in which position and velocity have
to be reconstructed in real-time. Accuracy is of course de-
sirable, but in some applications, security can be even more
important. For instance, aircraft or train positioning requires
a very high level of security so as to avoid collisions which
could cause human and material loss.

In these applications, positioning information is usually
given in the form of intervals bounding variables and pa-
rameters with some degree of confidence. In this context,
interval algebra [4] has been used to build guaranteed in-
tervals. However, guaranteed intervals can be a too ideal-
istic assumption in some applications with critical security
requirements, and some recent works report on optimal in-
terval fusion [2, 6].

The objective of this study is to develop a confidence inter-
val algorithm based on a dynamic model and sensors. First,
a predictor is designed following the line of thoughts in [3].
This predictor is based on a nonlinear dynamic model of the
vehicle, in order to estimate bounds on state variables with
lower bounded integrity. Then, at each measurement time,
intervals from sensors and the predictor are combined by
union and intersection operations [1]. Every possible com-
binations are investigated such that the derived integritysat-
isfies the integrity objective. Then, the shortest non-empty
interval is chosen among the safe intervals.

The proposed algorithm is illustrated with a positioning
problem related to an autonomous underwater vehicle taken
from the Marine GNC Matlabc© Toolbox [5].

The developed method performs well and allows to satisfy
security demand in critical applications (figure 1). This
method is general and can be applied to various problems
characterized by uncertainties on the initial state, inputs and
parameters. Furthermore, it can handle any kind of statisti-
cal distribution.
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Figure 1: Confidence interval estimation for AUV positioning.
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1 Introduction

The state estimation problem consists of estimating the hid-
den state of a dynamic system, governed by a stochastic lin-
ear or nonlinear process model, from a set of noisy obser-
vations, which depend on the hidden state by a stochastic
linear or nonlinear observation model. This problem is of-
ten solved recursively using Bayesian filtering. In the re-
cursive Bayesian filtering approach, a new state estimate is
determined at every time-step, given the latest measurement
and some knowledge of the state at the previous time-step.
However, incorporating a priori knowledge in the form of
equality or inequality constraints on the states proves to be
difficult and is still a topic of ongoing research [1, 2].

Another popular approach to on-line state estimation, is
moving horizon estimation (MHE) [3], which can be con-
sidered to be a modified batch method. An important advan-
tage of MHE over the Gaussian filter variants [6] is that it is
quite natural to take into account a priori knowledge in the
form of inequality constraints [4]. However, in the general
nonlinear case, the MHE approach requires solving a con-
strained nonlinear program at every time-step, which may
prove to be difficult and computationally expensive.

2 Method

Instead of turning to MHE for constrained estimation, a
novel idea is introduced based on modified recursive Gaus-
sian filters for constrained estimation by considering the
class of truncated Gaussians [2]. By considering this class
of distributions, prior knowledge or considerations based on
physical insight can be taken into account in the form of
inequality constraints on the states. Specifically, we dis-
cuss the class of Gaussians truncated outside hyperrectan-
gles. A constrained recursive estimation algorithm is devel-
oped, based on modified Gauss-Hermite quadrature rules [6]
to evaluate integrals numerically over bounded hyperrectan-
gles. The methodology is not limited to linear systems and is
easily applicable to one-dimensional systems, but extension
to more-dimensional problems poses some problems. An
approximate extension for more-dimensional is presented.
Simulation results are presented which indicate the bene-
fit of the proposed method both in the one-dimensional and

more-dimensional case.

3 Conclusions and future work

It is shown that the class of truncated Gaussians proves to
be very useful for constrained estimation. Applications in-
clude constrained estimation for use in closed-loop, a better
calculation of the arrival cost in MHE and the possibility to
include inequality constraints based on physical insight or
a priori knowledge. Future work includes extension to do-
mains more general than hyperrectangles.
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1 Introduction

In motion systems, position measurements are often ob-
tained using optical incremental encoders. The position ac-
curacy is limited by the quantized position measurement of
the encoder. Velocity and acceleration signals obtained by
numerical differentiation are dominated by high-frequency
content due to the quantization. In literature, several meth-
ods have been proposed to improve the position and ve-
locity estimations using position measurements at irregular
time instants [1, 2]. These methods often require a system
model to be available or are not applicable in real-time ex-
periments.

The research focusses on the development of a fully data
based observer. The observer can be applied in real-time
and is based on the time stamping concept.

2 Time stamping

The time stamping concept uses the time instants of en-
coder transitionsti together with their positionxi as shown
in Fig. 1.

tpti
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encoder event
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c o

d
e r
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ep
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Figure 1: The time stamping concept.

The pair (ti , xi) is called an encoder event. The proposed
observer uses a number of stored encoder events to estimate
the position, the velocity and the acceleration signals.

3 Signal estimation

The position estimation is performed by fitting a polynomial
of order m throughn encoder events by the least squares
method (m< n). Extrapolation of the fitted polynomial with

coefficientsp0,...,m at time instantte results in the estimated
positionx̃e(te)

x̃e|t=te =
m

∑
j=1

p j t
j
e + p0. (1)

The estimated velocitỹ̇xe and acceleratioñ̈xe at timete are
obtained by differentiation of the polynomial (1).

4 Experimental results

The estimated position ˜xe does not exhibit quantization ef-
fects. The estimated velocity and acceleration signals of the
time stamping concept are much smoother than the differen-
tiated encoder measurements, see Fig. 2.
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Figure 2: Position, velocity and acceleration signals obtained by
the quantized and differentiated encoder measurements
(solid) and by the time stamping concept (dashed).
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1 Abstract

This work investigates the performance of anH2 interpolat-
ing gain scheduling (IGS) controller for a structural acous-
tic isolation problem, for which the dynamics are highly
sensitive to changes in the temperature. The proposed con-
troller is required to attenuate the sound pressure transmit-
ted through a plate under structural vibration. It is shown
that the proposed IGS controller can achieve satisfactory
performance with guaranteed closed-loop stability. The IGS
controller is also compared to an LPV controller designed
considering that the system varies inside a polytope where
the vertices are described by four local models of the plant.

2 Introduction

A main source of noise inside aircraft cabins is the so called
structural noise, generated by the vibration of the surround-
ing structure. In recent years, a significant amount of re-
search in the area of acoustics has been carried out, showing
that the active control strategies in many practical applica-
tions are effective in reducing low frequency noise.

It is also well known that the trade-off between performance
and robustness plays an important role in the control design.
Thus, when one is faced with a time-varying system, the
nominal model and the uncertainty bounds should be appro-
priately determined. However, for most practical applica-
tions, this is a difficult task, and the final estimated uncer-
tainty set is in general too conservative.

3 Experimental Test Setup

In many aerospace applications, the structure is subject to
extreme temperature changes. In a smaller scale, this char-
acteristic is captured by the Lexan plate used in our setup,
since the material is highly sensitive to temperature changes.
Consequently, the dynamics of the system also changes ac-
cording to the temperature. This is illustrated in Figure 1
that shows the frequency response functions (FRF) from the
control actuator to the error sensor for a grid of ten temper-
aturesT ranging from22.9 to 25.5 degrees Celsius.

4 Interpolating Gain Scheduling Design

In the IGS approach [3], the controllers designed for fixed
operating points are interpolated to construct a gain schedul-
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ing controller with the following affine representation:

ẋc = (A0 + P (T )A1)xc + By

u = (C0 + P (T )C1)xc + Dy
(1)

whereP (T ) is a polynomial onT . For that purpose, we
first split the ten measured FRF data presented in Figure 1
into four groups. For each group, we select a nominal FRF,
and for each of these nominal FRFs, we design anH2 con-
troller [1] using an 10th-order estimated model. To obtain
the global controller (1), we apply an affine interpolating
procedure between the poles, zeros and gains of the four lo-
cal controllers as a function of the temperatureT .

5 Numerical Results

Since the IGS approach does not guarantee stability, we use
the robust stability criteria given in [2] to check if the closed-
loop system is asymptotically stable. For this purpose, we
also derive an affine model for the open-loop plant using the
IGS approach. This is illustrated in Figure 1. The result-
ing final closed-loop system using the gain-scheduling con-
troller (1) is also affine onP (T ). Using the LMI condition
from [2], we found that the closed-loop system was stable.
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1 Introduction

A restricted Control Moment Gyroscope (CMG) is studied,
which constitutes a remarkable example of a nonholonomic
system (see e.g. [1]), where the nonholonomy arises as a
consequence of its symmetry properties. The CMG, as de-
picted in Figure 1, is used to experimentally validate two
different control strategies already available in the literature.
The geometric phase technique [2] is used first to design a
feedback control algorithm for the control of the CMG sys-
tem to a desired equilibrium. Secondly a cascaded back-
stepping approach [2] is followed to develop a state feed-
back control law for the tracking of the CMG. To be able to
design and validate the control strategies by means of simu-
lations, a nonholonomic control system formulation is made
for the restricted CMG dynamics. The results from the nu-
merical simulations are compared with experimental results
to illustrate the effectiveness of the controllers.

Figure 1: Control Moment Gyroscope (CMG).

2 Mathematical Model CMG

The CMG has four degrees of freedom (DOF) of which only
two are actuated. To reduce the complexity of the system
one DOF (axis3 in Fig. 1) is locked, which results in a sys-
tem with three DOF of which two are actuated (axis1and2).
This underactuated nonholonomic system can be described,
after partial state feedback linearization and conversion to
the chained form, as

ż1 = v1,

ż2 = v2,

ż3 = z1v2,

wherezi , i = 1,2,3 are the states andv1, v2 the inputs after
coordinate transformation to the chained form.

3 Geometric Phase Method

The first control strategy implemented on the CMG is based
on the geometric phase method. This technique can be used
to transfer the system from any initial rest configuration to
the origin using specific properties from nonholonomic sys-
tems. The results from a simulation and an experiment are
depicted in Figure 2.
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4 State Feedback Tracking

The second controller tested on the CMG is a state feed-
back tracking controller based on a cascaded backstepping
approach. The results from both a simulation and an experi-
ment are depicted in Figure 3.
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5 Results

The results from the stabilizing controller based on the geo-
metric phase method show that it works well in both simula-
tions and experiments although friction is causing problems,
so multiple geometric phase paths were needed to reach the
origin. The tracking controller performs well in simulations
without friction, but friction in the unactuated DOF causes a
significant tracking error in the experiments. It can be con-
cluded that both algorithms work well, but results can be
improved by some sort of friction compensation.
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I. INTRODUCTION 
Analog discrete-time systems are becoming more important in 
deep-submicron CMOS technologies [1]. These systems are 
based on switched-capacitor (SC) technologies where the 
sampling switches, driven by a periodic clock, make the overall 
system periodic time-varying (PTV). The PTV behaviour 
results into the frequency folding of frequency components 
higher than the Nyquist frequency.  
The nonlinear distortion of nonlinear time-invariant systems can 
be quantified and qualified using a random phase multisine 
(MS) with a user defined amplitude spectrum [2]. A random 
phase MS is a sum of harmonically related sines with each a 
random phase between [ [π2,0 . A random odd MS is an odd MS 
where 1 random odd frequency line in a group of consecutive 
odd lines is not excited. This enables the measurement of the 
even and odd nonlinearities (NL) on the respectively even and 
non-excited odd lines in the output spectrum. These non-excited 
lines are the so-called detection lines [1].  
Random odd MS can’t be used straightaway for PTV systems. 
The non-excited detection lines of a random odd MS do not 
only contain the nonlinear contributes, but also the aliasing 
components due to the frequency folding introduced by the 
PTV behaviour of the system.  
This paper introduces an analysis with a specially designed MS 
for PTV systems in Section II which enables the separation of 
the different linear and nonlinear contributions. The concept of 
the best linear approximation is extended towards PTV systems 
in Section III. This makes it possible to determine the 
conversion matrix of the best linear PTV approximation of the 
circuit. The technique is illustrated using transistor-level 
simulations on a 5th order SC filter. 

II. SPECIAL MS FOR PTV SYSTEMS 
The separation of the nonlinear distortions and the aliasing 
components of the PTV system is done by exciting with 12 +m  
periods (with ∈m  �) of a random odd MS with fundamental 
frequency 0f . This fundamental frequency is chosen such that 
the periodicity cT  of the LTV system satisfies 

012
11 f

m
kf

T c
c

⎟
⎠
⎞

⎜
⎝
⎛

+
+==  with ∈k �. This input spectrum 

guarantees that only the even and the odd nonlinear distortions 
are respectively on the even and the odd non-excited multiples 
of 0f . If the input spectrum is limited up to 2/)12( cfm + , then 
the aliasing components between [2/)12(,2/] cc fmf + lay on 

the frequencies which are multiples of 
12

0
+m

f and which are no 

multiples of 0f . This is illustrated in Figure 1. The special 
designed MS excitation is applied to SPICE-simulations of a 5-
pole elliptic biquadratic SC filter. The output spectrum in Figure 
2 shows the linear (.), the even NL (*), the odd NL (o) and the 

aliasing linear (+), even NL (x), and odd NL (•) contributions. 
Although the signal at the input is continuous in time, the signal 
at the output is considered discrete-time. This output spectrum 
is unfolded to ease the interpretation of the plot. 

 
Figure 1: Input spectrum indicating the excited lines for m=1 and k=2  

 
Figure 2: Unfolded output spectrum of SC filter using the proposed MS with 
m=1, k=333, fc=25kHz, f0=75Hz, RMSin=0.5V 

III. MODELLING OF PTV SYSTEMS 
Analog nonlinear time-invariant systems like OPAMPS and 
power amplifiers were already modelled by the best linear 
approximation (BLA) by using random phase MS [3]. An 
extension of this model towards best linear PTV systems will be 
presented. This requires the extension from transfer functions 
(used for the BLA) towards conversion matrices. All 
components in this matrix can be extracted out of simulation 
results of Figure 2. 

IV. CONCLUSION 
The proposed MS excitation allows the analysis and modelling 
of PTV systems using a best linear PTV approximation. The 
method is illustrated using transistor level simulations of a SC 
filter, showing the ability of separating the linear, PTV 
behaviour and the nonlinear distortions. 
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1 Introduction

Nowadays a lot of nonlinear circuits which are used in many
fields are a mixture of analogue and digital parts. The digital
parts contain several sub-circuits, that have the same dynam-
ics and only have different inputs. So simplifying these parts
gives a good speed up for the transient analysis.
In this paper we present a Trajectory Piecewise Linear
(TPWL) approach for nonlinear differential algebraic equa-
tions (DAE) which is based on [1]. The difference between
an ordinary differential equation and a DAE is that for DAE
we have additional algebraic constraints which introduce
problems in the TPWL method1.

2 Trajectory Piecewise Linear Model Order Reduction

The idea behind the TPWL method is to linearise the system
several times along a typical trajectory. Then we use the
local linearised systems to create a global reduced subspace
and project each of them into this global reduced subspace.
The final TPWL model is then a weighted sum of all local
linearised reduced systems. In the following subsections we
show how we apply the described steps.

2.1 Creating the local linearised models
The disadvantage of the standard linearisation methods is
that the solution is only trustable if it stays close to the
linearisation tuple (LT). To overcome this disadvantage the
idea is to take several linearised models to create the TPWL
model. Then we can trust in the results as long as the solu-
tion stays close to one of the LT.

2.2 Creating the global reduced subspace
Next we construct the global subspace. The idea is to merge
all local reduced subspace to get the global reduced sub-
spaces. To do this we createP̃ := [P1, . . . ,Pp]∈R

n×rp which
spans then the union of all local reduced subspaces. Then
we use a singular value decomposition (SVD) to create the
final global subspaceP = U(:,1 : r) with P̃ = UΣV T .

2.3 Creating the TPWL model by weighting
Now we need to combine the local linearised reduced sys-
tems to get the global TPWL model. We do this by a

1The creation of the linearisation tuples and the linear modelorder re-
duction are more difficult

weighted sum of local models
p

∑
i=1

wi(Cirẏ+Giry+Biu(t)) = 0.

The weightswi represent the influence of thei-th local sys-
tem to the global system. A way of choosing the weights is
to make them distance depending.

3 Example

To show the performance of TPWL in practice we have cho-
sen as a test circuit a chain of inverters, which consists of
100 inverters which are connected in series. The DAE which
is describing the dynamics of the circuit has 104 states.
For selecting the LTs we have used a distance depending
method, the linear model reduction technique we used is
’Poor Mans’ TBR [2]. The resulting speed up is between
5.4 and 8.3 compared to a backward differential formula
method.
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Figure 1: Relative error of the TPWL method for different orders

4 Conclusion

The TPWL method applied to nonlinear DAEs is a promis-
ing technique to reduce the simulation time. It has sev-
eral advantages compared to other methods. We can get a
big speed up in simulation time and we can use the well-
developed linear model reduction techniques.
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1 Modelling genetic regulatory networks

Basic models of genetic regulatory mechanisms governing
genes expression simplify to networks of interacting genes
where each gene is submitted both to a self-degradation and
to (inter)actions with other genes. The main interaction fea-
tures are their inhibiting/activating nature, their intensities
and their non-linearities [1].

2 The hybrid models

In [2] we present a class of models for genetic (expression)
regulatory networks (GRN) that are discrete time dynamical
systems generated by piecewise affine contracting mappings
whose variables represent gene expression levels.
The dynamics is defined by the relation xt

�
1 � F

�
xt � with

Fi
�
x ��� axi � � 1 � a � ∑

j � I � i 	 Ki jH
�
si j
�
x j � Ti j

�
��� i � 1 � N (1)

where xt ��
 xt
i � i � 1 � N is the local variable vector at time t ���

and Fi
�
x � is the ith component of the mapping F defined

from the phase space � N into itself. In expression (1), the
subscript i labels a gene (N denotes the number of genes in-
volved in the network). The graph supporting the network
(the arrows between genes) is implicitly given by the sets
I
�
i ����
 1 �����
�
� N � . For each i the set I

�
i � consists of the set

of genes which have an action on i. In particular, a self-
interaction (loop) occurs when some set I

�
i � contains i. The

a ��� 0 � 1 � accounts for degradation rate, the Ki j for the inter-
action intensities, H denotes the Heaviside function, the si j

account for the interaction signs and the Ti j for the interac-
tion thresholds. See [2] for a more detailed description.
These models reduce to boolean networks in one limiting
case of the a parameter, and their asymptotic dynamics ap-
proaches that of a differential equation in another limiting
case of this parameter. For intermediate values, the mod-
els present an original phenomenology which is argued to
be due to delay effects. This phenomenology is not limited
to piecewise affine models but extends to smooth nonlinear
discrete time models of regulatory networks.
General properties of the dynamics on arbitrary graphs

(characterisation of the attractor, symbolic dynamics, Lya-
punov stability, structural stability, symmetries, etc), are ob-
tained. But the main interest of these models lies in the abil-
ity to proceed to the fine mathematical analysis of their dy-
namics using symbolic dynamics, admissibility conditions
(for a symbolic sequence to code for a genuine orbit point)
and (semi)conjugacy of the dynamics on some components
of the attractor with simpler dynamical systems such as ro-
tations of the circle. It allows to describe the attractors and
their changes with parameters. For instance, in the positive
(two mutual activations) and negative (an activation and an
inhibition) circuit of 2 genes, a thorough study is presented
which concern stable (quasi-)periodic oscillations (depend-
ing on initial conditions for the positive circuit) governed by
rotations on the unit circle – with a rotation number depend-
ing continuously and monotonically on threshold parame-
ters. In [3, 4], dynamics in such low dimensional systems
have been shown to be the most significant in large networks
with the scale-free topology of GRN.
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1 Introduction

The dynamics of tubular reactors are typically described by
nonlinear PDEs (Partial Differential Equations) which are
derived from mass and energy balance principles. The con-
trol of such systems can be addressed by transforming the
PDEs and the boundary conditions into a set of ODEs (Or-
dinary Differential Equations), which would make possible
the application of the control theory developed for lumped
parameter systems. However, the design of the controllers
would be very difficult or practically impossible due to the
high order models obtained of discretizing the PDEs. There-
fore, it is necessary to find reduced-order models that make
possible the design of the control schemes. This can be done
by means of a Proper Orthogonal Decomposition (POD) and
Galerkin projection. This is the approach followed in this
work.

2 Control of the Reactor

Proper Orthogonal Decomposition is a technique that has
been applied in many physical systems governed by PDEs
for deriving reduced order models. The advantage of apply-
ing this technique is the incorporation of simulation or ex-
perimental data as well as the existing physical relationships
(when the Galerkin projection is used) from the original
model [1]. This work presents the application of POD and
Predictive control techniques to the control of the tempera-
ture and concentration profiles of a non-isothermal tubular
reactor. The control goal is to keep the operation of the re-
actor around a desired operating concentration and tempera-
ture profiles in spite of the disturbances that affect the reac-
tor, that is the changes in the temperature and concentration
of the feeding flow. The manipulated variables of the control
system are the temperature of the jacket sections that wrap
the turbular reactor. The model on which the MPC is based
was derived as it is explained in the following lines. Around
the operating profiles (concentration and temperature) the
nonlinear PDEs that model the reactor are linearized, and
afterwards the resulting linear PDEs are discretized in space
giving as result a high order linear model (600 states). Then

a reduced order model of only 20 states is found by means
of the POD technique. Finally a discrete-time version of the
linear POD model is derived.

3 Results and Future research

Typically the variations in the temperature and concentra-
tion of the feeding flow of a tubular reactor are ±10◦K for
the temperature and ±5% of the nominal value for the con-
centration. Keeping in mind these magnitudes, two distur-
bance rejections tests were carried out. In spite of the spatial
discretization of the nonlinear PDEs that model the reac-
tor, the linearization and discretization in time of the equa-
tions, and the dramatic reduction of model order by means
of POD (from 600 states to 20 states), on which the con-
troller is based, the controller performed well. However, if
larger disturbances are applied to the tubular chemical re-
actor, the behavior of the MPC controller would not be as
good as it was during the tests, since the differences between
the nonlinear model and the linear model and consequently
the linear POD model would be more significant. Therefore
in future work, the nonlinear characteristics of the process
should be taken into account in order to design controllers
with a higher degree of robustness.
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Power electronics (PE) devices are nowadays applied to dif-
ferent areas, from power generation and distribution to em-
bedded solutions for communication, automotive and com-
puters industries. This wide range of applications has mo-
tivated this field to be an active research area where sev-
eral topologies and control strategies have been investigated.
Among the possible topologies for power electronics drives,
especial attention has been made to the boost DC-DC con-
verter due to its advantages for power factor correction
(PFC) tasks or low harmonics rectifiers.

The evaluated topology is illustrated in figure 1 where the
goal is to control the output voltage despite the uncertainty
in parameters and the disturbances coming from the input
source [1]. This devices are in general quite complex from
the control point of view. It presents a non-linear, hybrid
behavior (including continuous and logical variables), non-
minimum phase and additionally, very short time responses
requiring nonlinear and fast control strategies which haveto
be implemented in real-time.

This work presents the results of linear and non-linear con-
trol techniques applied to a DC-DC boost converter. A
Non-linear Extended Prediction Self-Adaptive Controller
(NEPSAC)[2] is designed for this particular system. The
results are compared to those of a PID which is usually ap-
plied to commercial converters. The PID is tuned using a
frequency domain approach by means of aFrequency Do-
main Toolbox-FRTool[3]. The upper part of figure 2 shows
a voltage tracking test over the converter operating range for
both controllers, on the other hand, the robustness is evalu-
ated by disturbing the system sequentially with an operating
point change, an input voltage drop and a load change as
shown in the lower part of the same figure.
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Figure 1: Boost converter circuit
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1 Introduction 

The NLR High Temperature Seal Test Rig is employed 
for the testing of seals for aircraft gas turbines. These 
seals are intended to prevent unintentional air flows 
between the primary and secondary air flows in the 
engine. The rotating part of this facility is driven by an 
air turbine motor. At the moment, a PID controller is 
used to keep the motor input pressure at a stable value. 
This method has a number of drawbacks, but many 
years of experience in wind tunnel models have proven 
that it is basically a safe and accurate way to control 
these types of motors. In order to overcome the 
disadvantages and to optimize the operation of the 
Seal Test Rig, a more advanced method for the motor 
control has been devised. 

2 Control objectives 

The fact that an operator has to adjust the input 
pressure setpoint, based on the reading of the motor 
speed from a display, has a number of drawbacks. 
First, the motor speed is dependent on a number of 
factors, in particular the load on the shaft and the 
upstream supply pressure. Second, the experience of 
the operator is critical in the operation of the facility. 
To further automate the operation and to improve the 
performance of the Seal Test Rig a more advanced 
speed control algorithm must be developed. It must not 
rely on controlling the motor input pressure but 
directly on the motor speed. Moreover, it must be able 
to increase the number of ‘measurement points’ per 
day and to keep the motor speed constant between 
such points. Finally, the amount of the required 
compressed dry air must be minimized as much as 
possible. 

3 System description 

The Seal Test Rig is a complex installation, where a 
number of parameters that are important for the testing 
of the seals can be adjusted independently. Including 
the control of the motor speed, a total of seven control 

loops are implemented, which all interfere with each 
other. These parameters consist of upstream and 
downsteam pressures, temperatures, clearances and the 
radial velocity.  
The most important factor that influences the air 
turbine motor speed is a phenomenon called windage 
heating. The windage effect is the viscous air drag on 
rotating components in e.g. gas turbine engines. It both 
represents direct power loss and adds energy to the air 
in the form of heat [1]. The equation for windage 
heating however has an inaccuracy of 25%, but more 
important is that not all relevant variables can be 
measured. 

4 The control algorithm 

Model Predictive Control has been selected as the 
most appropriate method for the control of the air 
turbine motor. In this case it has a number of 
advantages above other control methods. First, it has 
knowledge of the system by using a mathematical 
process model. Second, it is able to handle 
unmeasured disturbances such as the windage effect. 
Finally, constraints can be put on MPC variables. 
Latter is particularly important for optimal use of the 
compressed dry air, but also to protect the aluminum 
motor blades motor against input pressure gradients.  
A Kalman filter was developed to further increase the 
performance in the noisy industrial environment of the 
facility. A mathematical model was obtained of the air 
turbine motor and for all relevant parts that contribute 
to its operation. This nonlinear model could however 
only be tested qualitatively. Simulations have shown 
that this virtual model behaves as expected. Linearized 
versions of the model were subsequently used to 
develop the MPC controller and the Kalman filter. The 
controller has not been implemented yet. 
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1 Abstract

This presentation describes a new current control design for
doubly-fed induction generators in wind turbine systems.
The design is based on the linear parameter varying (LPV)
systems approach. Robust performance for the closed-loop
system is achieved based on the design. Furthermore, ro-
bust performance of the controlled LPV system with respect
to other machine parameter variations and the impact of a
stator voltage dip are investigated. They show that a large
performance improvement can be achieved in comparison
to more classical controller designs.

2 Summary

Doubly fed induction machines (DFIMs) recently are con-
sidered to be an attractive solution for wind energy con-
version systems (WECS). In the literature, the classical ap-
proach for DFIM vector control [3] allows one to achieve
decoupled control of active and reactive power in both gen-
erator and motor operations. In some literature, the difficul-
ties of the nonlinear dynamics of the doubly-fed induction
generator (DFIG) are not taken into account, i.e., the model
of the machine is linearized and it is assumed that both the
machine parameters required by the control algorithm and
the grid voltage are precisely known. Clearly, such con-
troller design results in a closed-loop behavior that is highly
sensitive to a change in conditions and/or parameters.

In order to improve the system performance against changes
in the machine parameters and exogenous inputs, a control
approach for an induction generator in windmill power sys-
tem is proposed in [6] and for induction motor control in [1].
Recently, the LPV current control approach, which takes the
parameter variations into account directly in the control de-
sign, is applied for an induction motor in [2, 5].

Our paper presents an alternative control strategy for
DFIMs. The controller objective is to track references for
the electrical torque and the power factor. The mechani-
cal angular speed is considered as a time varying parameter.
This particular choice is motivated by the fact that it causes
the system to be nonlinear and that it can be measured on-
line. Up to our best knowledge, this paper presents the first
self-scheduled LPV control designed for DFIMs in wind tur-

bine systems.

A self-scheduled controller is designed for the inner current
control loop in order to ensure that the controlled system sat-
isfies the desired objectives for all admissible trajectories of
the rotor speed in the operating range. The self-scheduled
controller design guarantees the decoupling of torque and
power factor and achieves high robust dynamic performance
over the operating range. Furthermore, it is shown that the
closed loop system performance is also fulfilled if the sys-
tem is under the influence of disturbances such as machine
parameter variations and/or grid voltage oscillations.

Two complete simulation models, one based on a conven-
tional control scheme that is called dead-beat control (simi-
lar to that in [4]) and the other based on the described LPV
framework are developed for the control of the electrical
torque and the power factor on the rotor side in order to
compare the performance of the closed loop systems. Under
disadvantageous conditions of machine parameter variations
and a stator voltage dip, simulation results show that the de-
signed LPV controller is far more robust than the dead-beat
controller. Oscillations in the stator and rotor currents are
considerably reduced during the grid voltage faults, and the
closed loop system recovers from the faults much faster than
in the conventional case. Hence, the new control scheme
improves the performance of the closed-loop DFIM consid-
erably.
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1 Introduction

Under the new stringent emission regulations, NOx emis-
sion of diesel engines must be attenuated to a much lower
level than today. However, up to now, the controllers
in the production electric control units (ECU) are mainly
gain scheduling PID controllers whose control performance
leaves a lot to be desired [1]. Additionally, the parame-
ter calibration of these controllers is a time consuming and
tough work. In this work we propose to approximate the
inherent nonlinear dynamics of the air path system by the
quasi-LPV model. The gain scheduled H∞ control in [3] is
further applied on the regulation issue of the air path system.

2 The Air Path System of Diesel Engines

The schematic diagram of a diesel engine with turbo charger
is shown in Fig. 1. The compressor pumps the fresh air into
the inlet manifold to boost the pressure. The fuel is directly
sprayed into the combustion and is burnt with the delivered
air. Part of the exhaust gas is recirculated into the inlet man-
ifold that is used to reduce the NOx emission. The VGT
absorbs the heat energy from the exhaust gas and propels
the compressor. Inter cooler is used to lower the fresh air
temperature and EGR cooler to lower the recirculated gas
temperature respectively. The modeling target is the dynam-
ical relation between the system inputs, which are the VGT
vane position, the fuel injection and the EGR valve rate, and
the outputs which are the fresh air mass flow and the boost
pressure.

3 Modeling and Control for the Air Path System

In this work, we divided the modeling problem of the air
path system into three subsystem modeling issues: the in-
let manifold pressure dynamics modeling, the exhaust man-
ifold pressure modeling and the air mass flow modeling. The
main LPV modeling technique can be found in [2]. The en-
tire air path system model can be achieved by combining the
subsystem models together based on their physical connec-
tions. The final model is a Hammerstein quasi-LPV model
where the boost pressure, the engine speed and the VGT
vane position are the scheduling variables. The entire model
of the air path system is validated by the input steps.
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Figure 1: Turbo charged Diesel Engine System

The identified quasi-LPV model is used to synthesis the con-
troller for the air path system. In this work, two approaches
of gain schedules H∞ control strategy are investigated for the
air path tracking issue.

4 Simulation and Experimental Results

The gain scheduled LPV controller has been studied by sim-
ulation and tested on the test cell. The controller is imple-
mented in the dSPACE environment by C-coded S functions.
The controller is tested in a large scope to include many pos-
sible working scenarios. Adequately tracking performance
is achieved by the designed LPV controller.
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Figure 1: Picture of the setup

1 Introduction

This presentation discusses the control of a machine tool
of which the dynamics change significantly with the posi-
tion of the tool in the workspace. Maximal performance
can only be achieved if the coefficients of the controller
are also explicitly dependent on the instantaneous position
of the machine-tool. Two control design approaches for
systems with varying dynamics are compared. The first
one is Linear Parameter Varying (LPV) control, an ana-
lytical design approach that guarantees the stability of the
closed loop for all possible parameter variations. Efficient
algorithms with good numerical stability exist if the LPV
model has an affine parameter dependence. The second
approach is traditional gain-scheduling control, where sev-
eral controllers designed for fixed operating points are in-
terpolated to construct a global gain-scheduling controller.
The traditional gain-scheduling controller outperforms the
LPV controller.

2 Setup

The considered test-case is an industrial 3-axis pick-and
place machine shown in Fig. 1. The objective is to move
the end point of the beam as accurately and fast as pos-
sible along a prescribed trajectory in the X-Z plane. Fast
movements of the linear motor will excite the eigenfre-
quencies of the flexible beam. During motion, the length
of the beam is continuously changed, giving rise to varying
resonance frequencies.

3 LPV modelling and control

The setup is identified for 4 different lengths of the beam.
An LPV model is fitted on the data using a grey-box ap-

proach: first an analytical model of the setup is derived that
qualitatively describes the dynamic behavior of the system
and then the unknown parameters of this analytical model
are optimised. This LPV model has an affine parameter-
dependence. Optimal controllers are then designed using
LPV-H∞ techniques [1].

The performance of the resulting controller is poor. This is
due to the fact that the LPV controller guarantees the sta-
bility of the closed loop for the worst-case parameter vari-
ation. In this case, the worst-case parameter variation is a
sinusoidal variation of the length of the vertical beam on a
critical frequency with an amplitude equal to the range of
the parameter variation. This critical frequency is for our
setup far above the maximal bandwidth of the Z-axis.

4 Traditional gain-scheduling control

A traditional gain-scheduling controller is designed by
making an interpolation between the poles and zeros of
four local controllers. These local controllers are designed
with the same weighting functions as the ones used to de-
sign the LPV controller [2].

5 Conclusion

An LPV controller designed for the whole parameter range
is stable, but has low performance. However, the worst-
case parameter variation is unrealistic for our setup. Tra-
ditional gain-scheduling control is therefore a better ap-
proach for this setup. Although LPV control is suggested
as a more standardized approach than the ’pragmatic’ tra-
ditional gain-scheduling approach, it is experienced that
there are still cumbersome steps in the design procedure
that limit the applicability to industrial applications.

References

[1] P. Gahinet, A. Nemirovsky, A.J. Laub and M. Chi-
lali, LMI Control Toolbox, The MathWorks, Inc., 1995,
edition 1

[2] B. Paijmans, W. Symens, H. Van Brussel and J.
Swevers, A gain-scheduling-control technique for mecha-
tronic systems with position-dependent dynamics, Ameri-
can Control Conference 2006

26th Benelux Meeting on Systems and Control Book of Abstracts

177



Time-optimal trajectory generation for industrial manipu lators
along predefined paths with kinematic constraints

Niels van Dijk∗,a, Nathan van de Wouwa, Wilco Pancrasb and Henk Nijmeijera

a Technische Universiteit Eindhoven
Department of Mechanical Engineering

P.O. Box 513, 5600 MB Eindhoven
The Netherlands

Email: ∗N.J.M.v.Dijk@tue.nl

b Bosch Rexroth Electric Drives and Controls B.V.
Product area semiconductor and medical

P.O. Box 7170, 5605 JD Eindhoven
The Netherlands

1 Introduction
The research discussed here presents a method for deter-
mining time-optimal trajectories for industrial manipulators
along a pre-defined path [1]. Instead of taking into account
dynamic equations of a manipulator with actuator torque
limits and possible torque-rate limits [2], we only require
knowledge on the kinematics of a manipulator together with
actuator velocity, acceleration and jerk limits. In this way,
the industrial applicability of the method is highly increased.
Furthermore, constraints acting on actuator level as well as
process level can be taken into account.

2 Problem statement

The overall problem is to find time-optimal trajectories,
i.e. to minimize the time spanT = t f − t0 of the mo-

tion, i.e. minT = min
∫ t f

t0 dt, subjected to manipulators
kinematics,P = R(q(t)), constraints on the path,P = P(s),
with s the so-called path parameter; actuator constraints,

|q̇i| ≤ q̇i,max, for i = 1, . . . ,n,

|q̈i| ≤ q̈i,max, for i = 1, . . . ,n,

|
...
q i| ≤

...
q i,max, for i = 1, . . . ,n,

(1)

and process constraints,

|Ẋi| ≤ Ẋi,max, for i = 1, . . . ,6,

|Ẍi| ≤ Ẍi,max, for i = 1, . . . ,6,

|
...
X i| ≤

...
X i,max, for i = 1, . . . ,6.

(2)

Herein, the path, that must be followed by the manipulator’s
end-effector, is represented by a six-dimensional vectorP,
qi is the displacement of jointi andn the number of joints
(qT = (q1, . . . ,qn)), Xi componenti of the end-effector’s pose
vectorX andR(q(t)) represents the manipulator’s forward
kinematics. Since the total motion time is unknown, the
problem is to find a mapping from time onto the path param-
eter (i.e. s(t)), while respecting the constraints as defined
above. Constraints are given as function of time. So a trans-
formation from time to the path parameter and its derivatives
is defined.

The work presented here is part of the NewMotion project, that is sup-
ported by Stimulus.

3 Optimization strategy

An overview of the opti-
mization strategy for solv-
ing the problem stated in
the previous section is de-
picted in Figure 1. As
can be seen from this
figure, the chosen opti-
mization strategy is a hy-
brid optimization strategy
that determines points in
the(s, ṡ)−plane which are
interpolated using cubic
splines. Such strategy is
chosen since the solution

Input

Determine intermediate points

Global optimization

Local optimization

Cubic spline interpolation

Output

Figure 1:Optimization
strategy.

space may be non-convex. A global optimization strategy
(genetic algorithm) is proposed. The global optimization
strategy is followed by a local optimization strategy (Nelder-
Mead’s method) to obtain a more accurate optimum solution.

4 Results
From simulation results performed on a Puma 560 manip-
ulator, it can be concluded that for a proper choice of the
kinematic constraints results can be obtained that match the
quality of those obtained using the torque and torque-rate
constraint approach. However, where the dynamic constraint
approach asks for a specific knowledge on multi-body dy-
namics, the ’tuning’ of the kinematic constraints may take
some time.
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1 Problem Statement

Nowadays multi agent robot systems are designed to take

over human tasks in hazardous situations, reducing the prob-

ability of human loss. Examples include mine field clear-

ance and exploration tasks in areas with life-endangering

situations (e.g., with the presence of biohazard). Two impor-

tant subdomains of multi-robot systems research are explo-

ration and complete coverage. The exploration task orders

a group of robots to explore and map an unknown area [1].

In the complete coverage task, the robots have to physically

move over all of the free surface in configuration space [2].

The problem statement of the present paper is a combination

of the common exploration/mapping task and the complete

coverage problem. It is required that all of the free space

is sensed by the robots; information on the shape of the ex-

plored area is not demanded. Our aim is to locate several

unknown targets within the free space. Moreover, similar to

the complete coverage setting we demand a 100% certainty

that all free space has been covered by the sensors at the end

of the exploration procedure, implying that all targets have

been found. It is assumed that the space to be explored is an

open space with convex obstacles sparsely spread through-

out. We develop a novel algorithm tackling this problem,

with the specific application of mine field clearance in mind.

2 An algorithm for complete sensor coverage

Consider a population of N identical robots. Each robot is

equipped with two types of sensors. One type detects the

goal targets to be located, e.g. landmines; the other type de-

tects and locates other robots and obstacles in the neighbor-

hood of the robot. Both sensors have a maximum detection

range. We impose a preferred formation on the robot group

with zigzag shape, as shown in Figure 1. We ensure that

the areas sensed for goal targets of neighboring robots par-

tially overlap. Once the preferred formation is attained the

scanning algorithm is started. Assume for simplicity that

the area S to be explored is rectangular. Divide the set S

into parallel (scanning) strips. The main idea of the algo-

rithm is to let the group of robots sweep the area S strip after

strip in a zigzag-like pattern. The two robots at the extrem-

ities of the formation are allocated the task to follow the

boundaries of the strip at a constant distance at a constant

velocity v. These two (leader) robots do not try to stay in

the preferred formation and do not maintain a fixed interdis-

tance with their neighbors. The remaining robots, however,

still maintain the preferred formation. When no obstacles

are present in the strip, the robots scan the strip for goal tar-

gets in the above defined preferred (rigid) formation moving

at a velocity v.

Figure 1: A depiction of the algorithm

When an obstacle is encountered the algorithm guides the

robot group past it in a time-optimal way. The leader robots

keep driving at the constant velocity v; the group is split into

two subgroups in order to move around to obstacle. The

subgroups rejoin after passing the obstacle to resume the

preferred formation structure.

The combination of exploration and complete coverage in

the proposed algorithm is designed to result in a faster scan-

ning of the area with a smaller number of robots, compared

to previously published algorithms. Moreover, the algo-

rithm can easily be adapted to tasks where a robot formation

has to cross a terrain containing sparsely spread obstacles.

There is a natural trade-off between coherence of the for-

mation and avoidance of the obstacles. The robot group is

allowed to split in order to pass the obstacles, resulting in

faster progress of the group across the terrain.

Future work will treat the extension of the algorithm to

spaces with non-convex obstacles.
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1 Introduction

Reinforcement Learning (RL) theory can be used to incor-
porate automated adaptation in agents. Through interaction
with the environment, a RL agent can learn to act within that
environment such that it will reach its goal [1]. For each
action and/or state the agent visits it will receive a reward
or penalty (negative reward). The designer of the system
translates the task the agent has to perform into the reward
function. The agent will try to maximize the (possibly dis-
counted) future rewards such that the task is automatically
fulfilled. There are different methods to derive the optimal
policy and we will focus on Q-learning. We will solve the
implementation problems when dealing with a continuous
state and action space.

2 Q-learning

With Q-learning the agent will store its experience in the
so-called state-action value function (the Q-function). This
Q-function assigns a value to each state-action(s,a) pair.
The higher the value the more desirable it is for the agent to
be in that state and then choose that action. Learning com-
prises of updating the Q-function such that it will approach
the optimal Q-function. The update rule is given by [1]:

Q(st ,at)←Q(st ,at)+α
[

rt+1 + γ max
a

Q(st+1,a)−Q(st ,at)
]

We will now consider a continuous state and action space.
Tabular storage methods are not applicable in this frame-
work due to the ‘curse of dimensionality’ [1]. Neural net-
works offer the solution as they are universal non-linear
function approximators, optimal in the sense of number
of parameters. The problem now is to extract the ac-
tion for which the maximal Q-value for the next state, i.e.
max

a
Q(st+1,a), is obtained. Many simple and elegant solu-

tions exist when the action space is discrete , e.g. [2] [3], but
not for continuous action spaces. We will solve this problem
with interval analysis which guarantees convergence to the
optimal action ¯at+1.

3 Interval analysis

Interval mathematics and analysis is a generalization of stan-
dard mathematics and analysis [4],[5]. Instead of using

real/imaginary numbers an interval of real/imaginary num-
bers is used. Interval analysis can provide upper and lower
bounds on mathematical and numerical computation prob-
lem solutions. Through interval computations these bounds
can be reduced to a minimum. One of the problems interval
analysis can solve is root finding of non-linear (differential)
equations. The most important characteristic is that interval
analysis converges to the minimal bound solutions and finds
all solutions with probability one. Searching for maxima
is equal to the root finding problem of the derivative while
taking into account that the second derivatives must be neg-
ative. The global maxima can be selected from the set of
solutions found through interval analysis. We can apply this
to our problem of finding ¯at+1 by first reducing the input
space of the neural network by supplying the next statest+1.
Thereafter we search for all global maxima by applying in-
terval analysis.

4 Ongoing research

The Q-learning agent using interval analysis will be applied
to benchmark problems which have continuous state and ac-
tion space, e.g. inverted pendulum control. We will present
the results during the meeting. This work is performed as
part of the MicroNed MISAT project.
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Abstract - Inspired by a convection-diffusion process in in-
dustry, we design an asymptotic strong Luenberger-like ob-
server which is dependent on boundary observations. The
observer is constructed using the theory of boundary control
systems [2], instead of following the route of Bounit and
Hammouri [1]. A disinfection process in an annular reac-
tor is used as an inspiring example and further worked out.
In this example, it is also shown that the performance of
the boundary observer is very sensitive to the change of the
diffusion-convection ratio.

1 Case Study: a UV disinfection process

In greenhouse drain water infestation and disinfection of
fluid food products,annulartube reactors are the most com-
monly applied reactor types to reduce pathogenic bacteria or
viruses by UV light disinfection. In annular photoreactors
the lamp tube is placed along the flow direction. We take an
annular reactor as our model system, with output boundary
observationsy(t) of the active biomass concentrationw(x,t),
as input the fluence intensity of the lamp and a measured
boundary disturbanceud(t) = w(0,t). We consider (i) the
modeling of dispersion phenomena by diffusion–advection
laws and (ii) biomass deactivation by ultraviolet irradiation
obeying first order kinetics with constant lamp input. This,
along with some other (simplifying) assumptions lead to,

ΣM :=



















∂
∂ t w(x,t) = α ∂ 2

∂x2 w(x,t)−v ∂
∂xw(x,t) . . .

−βw(x,t), w(x,0) = w0(x)

w(0,t) = ūd(t),
∂w
∂x

∣

∣

x=1= 0

y(t) = w(1,t)

(1)

with α the diffusion constant,v the convective flow velocity
andβ the degree of inactivation.

2 Theory and Results

We propose the following observer with asymptotic decreas-
ing errorε = w− ŵ ast → 0,

˙̂w(t) = Aŵ(t)
Bobs

1 ẑ(t) = B1ŵ(t)
Bobs

2 ẑ(t) = B2ŵ(t)+L(ŷ(t)−y(t))
Cŵ(t) = ŷ(t)

(2)

where(A, D(A)) is an infinitesimal generator of a contrac-
tion C0-semigroup on a Hilbert spaceZ, Bobs

i , i = 1,2 and
C are boundary operators.

With finite differences, the influence of the observer gain on
the system matrix is inspected and depicted in the following
figure (α = 1, β = 1):
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For low Peclet numbers (low velocity - diffusion ratio) and
mild inactivation, the sensitivity of the smallest real eigen-
value of the error dynamics of the observer system to the
gainL is strongest.

3 Future work

Currently, system (1) in connection with a boundary ob-
server is investigated in the bilinear setting,i.e., where the
lamp fluence rate is considered as a control variable, hence
β (t) := k1u(t), with k1 a susceptibility constant.
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State estimation of biological systems is essential for mon-
itoring and control purposes [1]. The design of a state ob-
server requires a process model and the availability of on-
line measurements. These requirements can be difficult to
fulfil in bioprocess applications, since the models are often
uncertain and there is a scarcity of reliable on-line sensors.

Rather than providing an estimate of the state trajectory, it is
appealing to reconstruct guaranteed intervals for this trajec-
tory. Based on intervals bounding the uncertain initial con-
ditions, inputs, model parameters and measurements, state
estimation techniques using interval algebra have been de-
veloped in e.g. [2, 5, 6]. Most of the proposed algorithms
are dedicated to situations where measurements are avail-
able continuously in time or with a fast sampling rate, which
is often not the case in real-life applications. The objective
of this study is therefore to tackle the problem of interval
estimation in the context of discrete-time, and possibly rare,
measurements. Following the work initiated in [4], our an-
gle of attack is the use of model transformations in order to
reduce the rate of increase of the interval size in the inter-
val between two measurement times, where the only source
of information is the uncertain model. In this context, two
interval observers are developed and analysed :

• an interval observer using the complete model to de-
fine the predictor;

• an interval observer combining the previous predictor
with another predictor obtained through a nonlinear
transformation which allows part of the kinetic model
to be eliminated (here, the growth rate is eliminated).

These methods are tested in simulation and with experi-
mental data collected from cultures of phytoplankton in a
chemostat. This biological system is described by Droop
model [3], which has been identified based on experimen-
tal data (this identification procedure allows bounds on the
uncertain parameters, inputs and initial conditions to be de-
fined). The multi-predictor interval observer performs well,
even though data are available at low sampling rate only (the
sampling interval can be up to several days in this applica-
tion), and opens the perspectives of combining (intersecting)
more predictors through the definition of suitable state trans-
formations.

Figure 1: Phytoplankton trail in the North Sea - Aqua Satellite.
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1 Introduction

State estimation in nonlinear systems is important in appli-
cations like monitoring, fault diagnosis and nonlinear con-
trol. However, for large-scale systems, or naturally distrib-
uted applications, the construction and tuning of a central-
ized observer may present difficulties. Therefore, we pro-
pose the decomposition of the model into simpler subsys-
tems.
A large class of nonlinear systems can be well represented
or approximated by Takagi-Sugeno type fuzzy models [1].
We consider the case when the plant model is represented in
such a form and use fuzzy observers to estimate the states of
the system.

2 Cascaded Subsystems

Consider a general, observable nonlinear system, that can be
partitioned into subsystems. For the ease of notation, con-
sider only two subsystems:

ẋ1 = f 1(x1) ẋ2 = f 2(x1,x2)

y1 = h1(x1) y2 = h2(x1,x2)

Assume that the subsystems are observable.
Given the above partitioning, observers can be designed for
the two subsystems independently, with the second observer
using the estimate of the first observer (see Figure 1). Cur-
rently, a general analysis of the joint performance (conver-
gence, convergence speed, optimality) of the two (or more)
observers with regard to a centralized observer for the joint
system is missing. We study the conditions under which
fuzzy observers can be designed for the subsystems, so that
the convergence speed of the cascaded observers is the same
as that of a single fuzzy observer.

O
1

y1

u

y2

O
2

x1^

x2^

Figure 1: Cascaded observers.

3 Stability of Cascaded Systems

In general, global asymptotic stability (GAS) of the subsys-
tems is not sufficient to prove stability of the cascade. A
study of general cascades in which the subsystems are non-
linear and conditions to ensure overall stability can be found

in [2]. Assuming that the system can be expressed as:

ẋ1 = f1(x1)

ẋ2 = f2(x2)+g(x1,x2),
(1)

under certain boundedness assumptions for f1, f2 and g, a
sufficient condition for the stability of the system (1) is that
both subsystems ẋ1 = f1(x1) and ẋ2 = f2(x2) are uniformly
GAS and the trajectories of the first subsystem are bounded.

4 Stability of Cascaded Fuzzy Observers

In the literature, several sufficient stability conditions have
been derived for fuzzy systems and fuzzy observers [1,3,4].
Since the fuzzy observers are in general expressed as

˙̂x =
m

∑
i=1

wi(z)(Aix̂+Biu+ai +Li(y− ŷ))

ŷ =
m

∑
i=1

wi(z)(Cix̂+di),
(2)

the stability conditions rely on the feasibility of a derived
LMI problem. Two cases can be distinguished: the schedul-
ing vector z does or does not depend on the states to be esti-
mated. In the first case, the stability conditions for cascaded
systems can be directly applied to cascaded fuzzy observers.
We prove, that even if the scheduling vector depends on
states to be estimated, the cascaded observer system is sta-
ble, given that the individual observers are stable. Moreover,
our simulation results suggest that, in certain cases, it is pos-
sible to achieve better performance with cascaded observers.
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1

• Most signals are analogue 
in nature, and

• Most systems operate in 
continuous time

However, to store, transmit of manipulate 
signals, they first must be digitized.

Two aspects
• Temporal/Spatial Sampling
• Amplitude Quantization

2

Illustration of Basic Idea

3

quantization

R1

R2

R3

R4

R5

R6

t

sampling

t1 t3t20 t4

Associated Questions
( )1 tΨ

( )N tΨ

Bases 
Function for 
Reconstruction 
Space

4

Questions:
1. Given                      choose           to minimize 

reconstruction error?
2. If            are generated by a given sampling strategy 

what is the best choice for             ?
3. Say we have already chosen          , then what is the 

best choice for      ?
4. Should we pre-process        before sampling?

( ) ( ){ }, ia t tΨ ic A∈

1 Nc c…
( ){ }i tΨ

1 ic c…
1ic +

( )a t

( )a t H∈ [ ]1 2, , , N
Nc c c A∈…

W H⊂

( ) ( )ˆ
N

a t c t= Ψ∑
1

i i
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Series of Three Lectures
• Lecture 1: Sampling in Signal Processing
• Lecture 2: Quantization in Signal Processing 

and Control
• Lecture 3: Sampling and Quantization in 

Modelling and System Identification

Multidisciplinary: Combines ideas from Signal 
Processing, Control and Telecommunications

Lectures will take everybody (including the lecturer) out 
of their ‘comfort zone’ and introduce you to new ideas.

5

Lecture 1
Sampling in Signal Processing

Core ideas to be covered

• Nonuniform sampling patterns
• Sampling of multivariable signals
• Perfect reconstruction
• Applications to Video Compression

6

Outline
1. One Dimensional Sampling
2. Multidimensional Sampling
3. Sampling and Reciprocal Lattices
4. Undersampled Signals
5. Filter Banks
6. Generalized Sampling Expansion (GSE)
7. Recurrent Sampling
8. Application: Video Compression at Source
9. Conclusions

7

Sampling - Assume amplitude quantization 
sufficiently fine to be negligible.

Later we will turn to quantization issues.

Question: Say we are given 

Under what conditions can we recover                          
from the samples?

( );f t t ∈\

( ) ;if t i Z∈

8
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A Well Known Result (Shannon’s 
Reconstruction Theorem)

[Uniform Sampling]

Consider a scalar signal f(t) consisting of frequency 

components in the range                   . If this signal is 

sampled at period , then the signal can be 

perfectly reconstructed from the samples using:

,2 2
s sω ω⎛ ⎞− ⎟⎜ ⎟⎟⎜⎝ ⎠

2
s

π
ω∆<

[ ]
( )

( )

sin
2( )

2

s

sk

t k
y t y k

t k

ω

ω

∞

=−∞

⎡ ⎤⎛ ⎞⎟⎜⎢ ⎥− ∆⎟⎜ ⎟⎜⎢ ⎥⎝ ⎠⎣ ⎦=
⎛ ⎞⎟⎜ − ∆⎟⎜ ⎟⎜⎝ ⎠

∑
9

Proof: Sampling produces folding

Low pass filter recovers 
original spectrum

Hence

or

10

( )sY ω

2
sω−

2
sω

sω

( ) ( ) ( )

( ) 1
2 2

0 otherwise

s s

s s
s

Y H Y
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ω ω ω

ω ω
ω ω

=

⎛ ⎞− ⎟⎜= ≤ ≤ ⎟⎜ ⎟⎜⎝ ⎠

=
( ) ( ) ( )

( ) [ ] ( )

[ ] ( )

s
s

s
k

s
k

y t h y t d

h y k t k d

y k h t k

σ σ σ

σ δ σ σ

∞

−∞

∞∞

−∞ =−∞

∞

=−∞

= −

= − − ∆

= − ∆

∫

∑∫

∑

A Simple (but surprising) Extension
[Recurrent Sampling]

k kM∆ = ∆

where
is a periodic sequence of integers; i.e.,{ }kM k N kM M+ =

1

N

k
k

M K
=

=∑Let

T K= ∆
K
N
∆

=∆Note that the average sampling period is 
1

2

3

4

9
1
9
1

∆ =

∆ =

∆ =

∆ =

e.g.
average 5

11

Non-uniform

Uniform
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x x x xxx
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13

Claim:
Provided the signal is bandlimited to              
where             , then the signal can be perfectly 
reconstructed from the periodic sampling 
pattern.

where        =  average sampling period

Proof:
We will defer the proof to later when we will use 
it as an illustration of Generalized Sampling 
Expansion (GSE) Theorem.

,2 2
s sω ω⎛ ⎞− ⎟⎜ ⎟⎟⎜⎝ ⎠

2
s

πω =
∆

∆

Outline
1. One Dimensional Sampling
2. Multidimensional Sampling
3. Sampling and Reciprocal Lattices
4. Undersampled Signals
5. Filter Banks
6. Generalized Sampling Expansion (GSE)
7. Recurrent Sampling
8. Application: Video Compression at Source
9. Conclusions

14

Multidimensional Signals
Digital Photography

Digital Video

x1

x2

x1
x2

x3 (time) 15

Outline
1. One Dimensional Sampling
2. Multidimensional Sampling
3. Sampling and Reciprocal Lattices
4. Undersampled Signals
5. Filter Banks
6. Generalized Sampling Expansion (GSE)
7. Recurrent Sampling
8. Application: Video Compression at Source
9. Conclusions
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How should we define sampling for multi-
dimensional signals?

Utilize idea of Sampling Lattice

Sampling Lattice

 nonsingular matrix D DT ∈ ×\ \

( ) { }: DLat T Tn n ZΛ= = ∈

17

Also, need multivariable frequency domain
concepts.

These are captured by two ideas

i. Reciprocal Lattice
ii. Unit Cell

18

Reciprocal Lattice
{ } { }* 1 12 2 : DLat T T n n Zπ π− −Λ = = ∈

Unit Cell                   (Non-unique)

i.

ii.
19

( ){ } ( ){ }* 1 * 1
1 2

1 2 1 2

2 2 0

, D

UC T n UC T n

n n Z n n

π π− −Λ + ∩ Λ + =

∈ ≠

( ){ }12
D

D

n Z

UC T n Rπ −

∈

Λ + =∪

( )*UC Λ

One Dimensional Example

0 10

x x xx

∆
-20 20

Sampling Lattice

{ }. :n n ZΛ= ∆ ∈

20
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Reciprocal Lattice and Unit Cell

Unit Cell

1
2

ω
π0 1

10 2
10

3
10

21

Multidimensional Example
x2

5
4
3
2
1

x1
1    2     3    4    5-4   -3   -2   -1

-1
-2
-3
-4 2 0

1 2
T

⎡ ⎤
⎢ ⎥=
⎢ ⎥⎣ ⎦

22

Reciprocal Lattice and Unit Cell for 
Example

1/4 1/2  3/4  1
-1/4
-1/2
-3/4
-1 

1/2
1/4

1

1 0
2
1 1
4 2

T−

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎢ ⎥⎣ ⎦

( )12UC Tπ −

1

2
ω
π

2

2
ω
π
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Outline
1. One Dimensional Sampling
2. Multidimensional Sampling
3. Sampling and Reciprocal Lattices
4. Undersampled Signals
5. Filter Banks
6. Generalized Sampling Expansion (GSE)
7. Recurrent Sampling
8. Application: Video Compression at Source
9. Conclusions
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We will be interested here in the situation where 
the Sampling Lattice is not a Nyquist Lattice for 
the signal (i.e., the signal cannot be perfectly 
reconstructed from the original pattern!)

Strategy: 
We will generate other samples by ‘filtering’
or ‘shifting’ operations on the original pattern.

25

Consider a bandlimited signal .
Assume the D-dimension Fourier transform has finite 
support, S.
Then for given D-dimensional lattice T, there always 
exists a finite set                    , such that support

( ), Df x x∈\

{ } *
1

P
mω ∈Λ

( )( ) ( )( )*

1

ˆ .
P

m
m

f S UCω ω
=

⊆ = Λ +∪

Heuristically: The idea of “Tiling” the 
area of interest in the frequency domain

26

One Dimensional Example
Our one dimensional example continued.
Sampling Lattice { };k k ZΛ= ∆ ∈

Unit Cell

1
2

ω
π0 1

10 2
10

3
10

( )f̂ ω

ω

Bandlimited spectrum

27

Use
1

2

0
2
10

ω
π

ω

=

=
( )( ) ( ) ( )* *

2f̂ UC UCω ω⎡ ⎤ ⎡ ⎤= Λ Λ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∪Support

2
12

π2
12

π−

Outline
1. One Dimensional Sampling
2. Multidimensional Sampling
3. Sampling and Reciprocal Lattices
4. Undersampled Signals
5. Filter Banks
6. Generalized Sampling Expansion (GSE)
7. Recurrent Sampling
8. Application: Video Compression at Source
9. Conclusions
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Generation of Extra Samples

Suppose now we generate a data set
as shown in below( ){ }{ }1 D

Q
m m n Z

g Tn
= ∈

( )Q P≥

Figure: Q – Channel Configuration

( )f x
( )1̂h ω

( )ˆ
mh ω

( )Q̂h ω

Λ

Λ

Λ

( )1g x

( )mg x

( )Qg x

#

#
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1. One Dimensional Sampling
2. Multidimensional Sampling
3. Sampling and Reciprocal Lattices
4. Undersampled Signals
5. Filter Banks
6. Generalized Sampling Expansion (GSE)
7. Recurrent Sampling
8. Application: Video Compression at Source
9. Conclusions
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Conditions for Perfect Reconstruction

Theorem:

32

can be reconstructed from

if and only if           has full row rank 

where

( )H ω

( )f x

( ) ( ) ( )
1 P

Q

m m
M k Z

f x g Tk x Ukφ
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= −∑∑
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Proof:

Multiply both sides by                 and sum over ‘q’

Now using tiling property to extend from            to S
Finally

( ) ( ) ( )*, ;
T T

D

j x j Tk
q q

k Z

x e x Tk e UCω ωω φ ω−

∈

Φ = − ∈ Λ∑

( )q̂ ph ω ω+

( ) ( )

( ) ( )

1

1

ˆ

ˆ ,

T

D

T

T

Q
j Tk

q p q
q k Z

Q
j x

q p q
q

j x

h x Tk e

h x e

e

ω

ω

ω

ω ω φ

ω ω ω

−

= ∈

=

+ −

= + Φ

=

∑∑

∑

from Matrix result

( ) ( )

( ) ( ) ( )

ˆ

ˆ ˆ

T

T
k

D

j x

s
Q

j T
q q

f x f e d

f h x Tk e d

ω

ω

ω ω

ω ω φ ω

=

= −

( )*UC Λ

1q k Zs = ∈

∫

∑∑∫
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Special Case: Recurrent Sampling

( ){ }
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q
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Lat T x
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Ψ = +∩

where w.l.o.g.

Now, given the samples                  , our goal is 

to perfectly reconstruct

{ } ( )qx UC T∈

( ){ }x
f x

∈Ψ�
�

( ).f x
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Define                       , then 

and

Then apply GSE where

( )ˆ T
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Return to our one-dimensional 
example

Recall that we had 

so that 

support

Say we use recurrent sampling with

1

2

0
2

ω
π

ω

=

=
∆

( )( ) ( ) ( )* *
2f̂ UC UCω ω⎡ ⎤ ⎡ ⎤= Λ ∪ Λ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
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Application: Video Compression 
Source

Introduction to video cameras
• Instead of tape, digital cameras use 2D sensor 

array (CCD or CMOS)

Image
Processor
Image

Processor

Memory

Image
Processor
Image

Processor
Image

Processor
Image

Processing Display
( TV or LCD )Pipeline

DVCD
controller

41

Image Sensor

• A 2D array of sensors replaces the 
traditional tape

• Each sensor records a 'point' of the 
continuous image

• The whole array records the continuous 
image at a particular time instant

42

2D Colours Sensor Array

Data transfer from array is sequential
and has a maximal rate of Q.

43
* Based on http://www.dpreview.com/learn/

Current Technology

Uniform 3D sampling

• a sequence of identical frames equally spaced 
in time

44
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Video Bandwidth

xωx

depends on 
the frame ratedepends on 

spatial resolution
of the frames

The volume of ‘box’ depends on the capacity:
pixel rate = (frame rate) x (spatial resolution)

45

Hard Constraints

1. Data recording on sensor:
• Sensor array density 

- for spatial resolution
pixels
frame

R ⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

• Sensor exposure time 
- for frame rate

frames
sec.

 F ⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

2.   Data reading from sensor:
• Data readout time

- for pixel rate
pixels
sec.

Q ⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

46

BUT...

Generally Q << RF
Need: R1< R F1 < F
s.t. R1F1 = Q

Compromise:
• spatial resolution R1< R
• temporal resolution F1 < F

47

Actual Capacity (Data Readout)

xω

y
ωtω

1Rα 1Fα

volume determined
by 1 1Q R F= ×

48
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Observation

Most energy of typical video scene 
is concentrated around the           
plane and the       axis.

( ),x yω ω

tω

tω xω

49

The Spectrum of this Video Clip

tω xω

uniform sampling
- compromise
in frame rate

uniform sampling
- compromise
in spatial resolution

uniform sampling
- no compromise

50

New Idea

• Idea is to deviate from constant 
resolutions in a recorded video clip. This 
means that sampling patterns within the 
video clip will not be uniform. 

• Specifically, the idea is to have, within the 
recorded video clip, a combination of fast 
frames with low spatial resolution and slow 
frames with high spatial resolution. 

51

Recurrent Non-Uniform Sampling

y∆

x
∆

( )2 1N y+ ∆

(
)

2
1

L
x

+
∆

frame type A frame type B

t

t∆( )22 1M t+ ∆

( )12 1M t+ ∆
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What Does it Buy?

y
ωtω

xω

53

Schematic Implementation

non-uniform data from the sensor

t

t t

uniform high def. video

'compression at the source'
54

Recurrent Non-Uniform Sampling

A special case of 

Generalized Sampling Expansion Theorem

55

Sampling Pattern

The resulting sampling pattern is given by:
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Frequency Domain

{ }r
T

ML

r
UUCS ω+∆= −

++

=
∪ )2(

1)(2

1

⎭
⎬
⎫

⎩
⎨
⎧

∆+
<

∆+
<⎥

⎦

⎤
⎢
⎣

⎡
===

tMxL
UUC tx

t

xT

)12(
,

)12(
:)2(

1

πωπω
ω
ω

ωπwhere:

is the unit cell of the reciprocal lattice

⎪
⎪
⎭

⎪⎪
⎬

⎫

⎪
⎪
⎩

⎪⎪
⎨

⎧

∈

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

∆+

∆+=− 2

1

:

)12(
0

0
)12()2( Znn

tM

xLULAT T

π

π

π

57

Reciprocal Lattice
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Apply the GSE Theorem

)()(

1)(2

2

1

xH

ML

γω =

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
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⎢

⎣

⎡

Φ

Φ
Φ

++

Where: is uniquely defined by H1…H2(…) 
γ is a set of 2(L+M)+1 constraints
( )H ω

)()(),( 1 xHx γωω −=Φ

If exists, we can find the reconstruction function  1−H

59

Reconstruction Scheme

H1 Φ1

H2L+1 Φ2L+1

H2(L+M)+1 Φ2(L+M)+1

∑I(x,t) Î(x,t)

⎥
⎦

⎤
⎢
⎣

⎡

= r

rT
r t

x
j

sr eH
ω

.

1M)2(L
frequencyNyquist 

++The sub-sampled frequency of each filter H is:
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Reconstruction functions
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Multidimensional ‘sinc like’ functions
61

Demo

62

Full resolution
sequence

Reconstructed
sequence

Spacial
decimation

Temporal
decimation
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This lecture has covered

• Nonuniform sampling of scalar signals

• Nonuniform sampling of multidimensional 
signals

• Generalized sampling expansion

• Application to video compression

64
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Open Problems?
• Many!

• Example: Given a fixed bit rate what is the best 
combined sampling and quantization strategy?

• Current work uses ‘Nyquist’ sampling but a 
guess is that the errors due to sampling and 
quantization should be of the same magnitude 
for optimality.

Tomorrow’s Lecture – Quantization!
65
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1

Lecture 2
Quantization in Signal 

Processing and Control
by

Graham C. Goodwin
University of Newcastle

Australia

Presented at Benelux Meeting on Systems and Control
March 13th – 15th, 2007

2

Topics to be covered include: signal 
quantization, predictive and noise shaping 
quantizers, networked control, signal coding 
in networked control, channel capacity 
issues in networked control, applications in 
audio compression and control over 
communication channels.

3

Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions

4

Recall Basic Idea of Sampling
and Quantization

quantization

sampling

t1 t3t2 t4

t
0

1

2

3

4

5

6
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5

Quantization
Here: Fix the sampling pattern (say uniform for  

simplicity) and examine the quantization 
problem.

Approaches
1. Nonlinear – quantization is an inherently 

nonlinear process.
2. Linear – approximate quantization errors as 

noise.

To illustrate ideas we will follow route 2.
(Generally gives design insights.)

6

Signal to Noise Ratio Model for 
Quantization

b bit quantizer
levels

Assume quantization errors are
white noise uniformly distributed

We want small probability that signal amplitude exceeds
the range of the quantizer. Assume variance of signal is    , 
then e.g. 4 s.d. rule says that                   .

Hence 

2 1bL ⎡ ⎤= −⎣ ⎦

2
2

12q
Q

σ =

,2 2
Q Q⎡ ⎤−

⎢ ⎥
⎣ ⎦

2
vσ

[ ]
22 2 216 16; 2 1 6 /

3 3
b

q uk k L dB bitσ σ ⎡ ⎤= = = −⎣ ⎦

14 2v Qσ =

range

b = 3
L = 7

Q

Uniform Quantizer

7

Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions

8

Predictive and Noise Shaping Quantizers
(Quantization errors modeled as additive white noise)

L1

L2

L3

N

U DEC +
-

Quantizer

Utilizing the power of feedback!

1 3 3

2 21 1
L L LD C N

L L
⎧ ⎫ ⎧ ⎫

= +⎨ ⎬ ⎨ ⎬+ +⎩ ⎭ ⎩ ⎭

1 2

2 21 1
L LE C N
L L

⎧ ⎫ ⎧ ⎫
= +⎨ ⎬ ⎨ ⎬+ +⎩ ⎭ ⎩ ⎭

(We will return to this approximation later!)1

21
L C
L

⎧ ⎫
= ⎨ ⎬+⎩ ⎭

cφ W
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9

Focus on Frequency Weighted (W) 
Noise Power in D

Use normalized transfer functions;  G(0) = 1

{ }
2

2 3

2

Noise Power in 
1N
WLWD dw

L
σ=

+∫

2 2

31

2 21 1c
WLLk dw dw

L L
φ=

+ +∫ ∫

( )
2

3

21E
WLkP dw

L
=

+∫

cφwhere      is the input signal spectrum

10

Heuristic Explanation of the 
Optimal Design

• Spectrum of C and characteristics of W are known.
• We have 3 filters to design.
• One degree of freedom removed by                               

“Perfect Reconstruction” requirement i.e., 
• With remaining 2 degrees of freedom can (i) shape E to 

have minimal variance (prediction) and (ii) shape 
component of       due to N to have minimal variance 
(noise shaping).

L1

L2

L3

N

U DEC +
-

Quantizer

'D
W

'D

1 3

2

1
1
L L

L
=

+

11

• Perfect Reconstruction Constraint

• Minimizing variance of E

• Minimize variance of WD due to N

• Solution:

1 3

2

1
1
L L

L
=

+

1
1

2
2

1
2

3

1c

c

L W

L W

L

φ

φ

=

= −

=

11 2

21 c
L

L
φ=

+

3

2

1
1
WL

L
=

+
(Noise shaping)

(Whitening Filter: 
Predictive coding)

12

Predictive Coder

Choose W = 1

Optimal choices are
1

2
3

1
2

2

1

1
1

c

c

L

L
L

φ

φ

=

+ =

=

This solution corresponds to 
Minimum Variance Control 
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13

Noise Shaping Quantizer
(Sigma-delta)

Add extra constraint  L3 = 1

Optimal Choices: 

Then (Noise Shaping)

(Achieved Performance)

1

2 1
L W
L W

=
= −

1D C N
W
⎡ ⎤= + ⎢ ⎥⎣ ⎦

{ }WD W C N= +

14

The Role of Oversampling

Say we choose L3 = 1 and W as ideal low pass filter

Then apparently, all we need do is make          an ideal 
high pass filter to “push” “quantization noise” outside the 
band of interest.

Does this make sense?

2

1
1 L+

ω

W

1

π
τ

15

Insights from Feedback Theory

is a sensitivity function.
2

1
1 L+

Thus making the sensitivity arbitrarily small in some 
frequency range automatically means that it will be 
arbitrarily large somewhere else!

2

1ln 0
1 L

=
+∫

We know from Bode integral that

(Water Bed Effect)

16

Indeed, this goes back to the early simplifying 
assumption that 1

21
LE C

L
⎧ ⎫

= ⎨ ⎬+⎩ ⎭

1 2

2 21 1
L LE C N

L L
⎧ ⎫ ⎧ ⎫

= +⎨ ⎬ ⎨ ⎬+ +⎩ ⎭ ⎩ ⎭

In fact it should have been

2 2

31

2 2
2

2

2

1 1

1
1

c
WLLk dw dw

L L
WD

Lk dw
L

φ
+ +

=

−
+

∫ ∫

∫

and

Noise Power in 

More Complex (but more realistic) optimization problem.

It turns out to be convex!
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17

In summary – we can design an “optimal”
quantizer which:

(i) minimizes the impact of quantization noise on 
the output, and

(ii) takes account of the fact that quantization 
errors ultimately need themselves to be 
quantized due to the feed back structure.

18

Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions
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Application : Audio Compression

Elvis Presley

Original

N=0

N=1

N=2

Stop

20

Other Insights From Control Theory

(i) Bode integral

Spectrum of Errors due to Quantization
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Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions
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Network Control Systems
• In a Networked Control System (NCS) controller and 

plant are connected via a communication link.
• Therefore, signals transmitted:

– Have to be quantized
– May be delayed
– May get lost

• The communication link constitutes a performance 
bottleneck.

• When designing NCS’s the characteristics of the network 
should be accounted for to ensure acceptable 
performance levels.

• When comparing to traditional control loops, in NCS’s
there exist additional degrees of freedom to be designed.

• It is useful to investigate:
– Architectural issues
– Signal coding methods

23
Networked Control Problem

(a)

(b)

24

Useful analog to think about:
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25

Nominal Control Design

• We will consider the situation where an LTI 
controller has already been designed for a SISO 
LTI plant model.

• We will refer to this design as the nominal 
design and we will assume that it gives 
satisfactory performance in a non-networked 
setting.

• We will show how to minimize the impact of the 
communication link on closed loop performance.

26

Design Relations

The tracking error is given by:

where

are the loop sensitivity functions.

( ) ( ) ( )e r y S z r S z d T z n− = − +

( ) ( ) ( )
( ) ( ) ( ) ( ) ( )0 0

1,
1 1

G z C z
T z S z

G z C z G z C z+ +

( )C z ( )G z
Reference 

Controller Plant 

Disturbance d

y

n
Noise 

Plant Output
r + +

+

+
+-

27

Design Relationships

In non-networked situation we have:

( ) ( ) ( ) ( )
( ) ( )
( ) ( )

1 1
1 1 1

G z C z
e r d n

G z C z G z C z G z C z
= − +

+ + +

• To achieve good reference following and disturbance 
attenuation, C(z) is typically chosen such that the open 
loop gain,                         is large at frequencies where

and               are significant.
• To handle measurement noise and plant model 

inaccuracies, the open loop gain should be reduced at 
appropriate frequencies.

( ) ( )j jG e C eω ω

( )jR e ω ( )jD e ω

28

Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
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5. Modelling Communication Link
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29

The Communication Link
• The novel ingredient in an NCS, when compared to a 

traditional control loop, is the communication link.

• It constitutes a significant bottleneck in the achievable 
performance.

• From a design perspective, this opens the possibility of 
investigating:

Where do I place the processing power?

What information do I send?

NCS Architectures

Signal Coding

30

Channel Model
• We will consider an additive Noise model:

23SNR .2 ; : number of bits/sample.
16

bv

q

bφ
φ
⎛ ⎞

= =⎜ ⎟⎜ ⎟
⎝ ⎠

v w

q

Channel

zero-mean stationary white 
noise with variance qφ

• The channel has a given signal-to-noise ratio, say SNR:

• The above characterization encompasses, e.g.,
– AWGN channels 
– Bit-rate limited channels (networks), where transmitted signals 

are passed through an appropriately scaled memoryless
quantizer.
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Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions
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Recall Predictive and Noise shaping quantizer

1 3
2

1 1
1

L L
L

⎛ ⎞⎟⎜ =⎟⎜ ⎟⎜ ⎟+⎝ ⎠

Use this idea in Channel Coding
• L1 & L2 become part of channel coder
• L3 becomes part of the channel decoder

Make transparent to 
nominal control loop 
(i.e., Perfect Reconstruction)

Noise Shaping Quantizer

x wv x̂
1L v

bQ

2L

3L
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Illustration
Channel in the Downlink

0

2
2

1
1

1
1

S
GC

S
L

=
+

=
+

Constraint: 1 2 3 1L S L =

Noise Shaping NCS Architecture

r wv ŵ

2L

1LC 3L G

ch
an

ne
lq

u y
- -

cu

Communication Link
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Analysis

Hence, variance of output error due to quantization 
errors is

0 3 2 0e r y S GL S q S r= − = +

However, from SNR model

(a)

(b)

22 2
0 3 2 2eq q S GL Sσ σ=

2
2 v
q SNR

σσ =

Now ( )
( )

1 1 1
3 0 3 0 1 2

1 1
2 2 2 1 3

2 22 1 2 1 1
3 0 3 0 1 22 2

with 1  and using 

v r q

v L CS r L CS GL T q

T S S T T

L CS L CS GL Tσ σ

− − −

− −

− − −

= − +

= − =

= Ω + +

(c)
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From (a), (b), (c)

2 21
3 0 0 3 2 22 2

2
2 0 2

1
r

eq

L CS S GL S

SNR S S
σ

− Ω
=

− −

36

• Expression is essentially as for the 
Predictive and Noise Shaping Quantizer
Design save that now the Weighting 
Function is determined by the Nominal 
Loop Sensitivity.

• Hence can readily determine optimal 
values of L1, L2 and L3 as before!
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Special Case (Predictive Coding)
(PCM)

Fix L2 = 0

Then

0 01T S= −

2 21
3 0 0 3 22 2

2
0 2

r
eq

L CS S GL

SNR T
σ

− Ω
=

−
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Relationship to Channel Capacity 
Constraints

• The theory shows that for stability when deploying an 
AWGN channel, one needs:

• On the other hand, the channel capacity of an AWGN 
channel is:

• Therefore, if we redesign the controller, the smallest 
channel capacity consistent with stability is:

2
0SNR T≥

( )1 log 1
2

C SNR= +

( )2
0

1

1 log 1 log
2

pn

i
i

C T p
=

= + ≥∑
where {pi} are the unstable poles of the plant.
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Optimal Results 1: 
PCM Coder in Downlink

Optimal performance for the down-link architecture
• The minimum loss function is given by:

• The optimal encoder satisfies:

where kD is any positive (fixed) real number.

( ) ( ) ( )
2

0 02
1 1

2
opt j j j
D DJ S e T e e d

SNR T

π
ω ω ω

π

ω
π −

⎛ ⎞⎛ ⎞
Ω⎜ ⎟⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠

∫

( ) ( )
( ) ( ) [ ]

2

3 , ,
j

opt j
D j j

D

G e
L e k

C e e

ω
ω

ω ω
ω π π= ∀ ∈ −

Ω
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Optimal Results 2: 
Up-Link NCS Architecture

• For alternative architecture where the 
communication system is located in the up-link, 
i.e., between plant output and controller input.

ch
an

ne
l

Communication Link

( )C z ( )G z

Controller Plant 

d

y

n

r + +
+

+
+

-

( )1
UF z− ( )UF z

EncoderDecoder
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Optimal Coding
• Proceeding as before, we can characterize 

optimal coders via:

where               is the power spectral density of 
the signal

( ) ( ) ( )
( ) [ ]

2
, ,

j j
opt j

U U j
U

G e C e
F e k

e

ω ω
ω

ω
ω π π= ∀ ∈ −

Ω

( ) ( )d n G z C z r+ +

( ) 2j
U e ωΩ

( ) ( ) ( )
2

0 02
1 1

2
opt j j j
U UJ S e T e e d

SNR T

π
ω ω ω

π

ω
π −

⎛ ⎞⎛ ⎞
Ω⎜ ⎟⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠

∫

• The corresponding optimal loss function is:
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Special Case
• Internal Model Control

Choose C such that

• Random Walk disturbances

Then 

i.e., no need for coding in this special case.

( )1
kGC

z
=

−

( )
2

1u
k

z
Ω =

−

constantopt
uF =
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Optimal Results 3:
Predictive and Noise Shaping Coder 

in Downlink
• The optimal noise shaping parameters are given by

where                          are generalized Blaschke products 
for                              and                   , respectively.

( ) ( ) ( ) ( )
( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ){ }

( ) ( ) ( )

2 0
1

2 0

1 0
3

1 0

2 3 1

ˆ

ˆ

ˆ ˆ ˆ 1

opt

z

r
opt

r z

opt opt opt

z S z G z
L z

z S z G z

z C z S z z
L z

z C z S z z

L z L z L z

ζ
ζ

ζ
ζ

=∞

=∞

=

Ω
=

Ω

= −

( ) ( )1 2,z zζ ζ
( ) ( )0S z G z( ) ( ) ( )0 rC z S z zΩ
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• The corresponding optimal loss function is given by

( ) ( ) ( ) ( ) ( ){ }( )2

1 2 0 0
1ˆ

opt r z
J z z T z S z z

SNR
ζ ζ

=∞
= Ω
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Some Observations

1. For PCM coding, if disturbances dominate        
(r = 0), then up-link and down-link architectures 
give same optimal performance.

2. For PCM coding, if |GC| = |D| then optimal coder 
for up-link case is unity (i.e., no need for 
coding).

3. If              approximately constant as a function 
of frequency, then            (i.e., PCM optimal), 
otherwise ‘Predictive Noise Shaping Coding’
necessary to achieve optimal performance.

0 0 rT S Ω
*
2 0L =
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Outline
1. Quantization
2. Predictive and Noise Shaping Quantizers
3. Application to Audio Compression
4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions
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1. Simulated Example
We consider a continuous time plant given by                    

, sampled ever              using a zero order 
hold at its input. The corresponding discrete time transfer 
function is

( ) 1
0 2 5 1G s −= + [ ]1T s=

( ) ( )
0.36254

0.8187
G z

z
=

−
We will consider two different reference signals, r1 and r2
with PSD’s given by

( )

( ) ( )( )

1

2

2
2

2
2

0.02
1

0.03
0.9 0.7

j
r j

j
r j j

e
e

e
e e

ω
ω

ω
ω ω

Ω =
−

Ω =
− −

For the control of G(z) we choose the PI controller

( ) ( )
( )

2.44 0.4871
1

z
C z

z
−

=
−
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The Case of r1

In this case,  

is approximately 
constant for all    . Then, 
the PCM based scheme 
should have a 
performance which is 
close to that of the noise 
shaping based scheme.

ω

( ) ( ) ( )
10 0

j j j
rT e S e eω ω ωΩ

Tracking error sample variance as a 
function of the channel bit-rate (r = r1).
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The Case of r2

In this case,                                     is far from 
being constant. Therefore, the noise shaping 
coder system should outperform PCM.

( ) ( ) ( )
20 0

j j j
rT e S e eω ω ωΩ
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Finally, you may wonder about the simplification 
made by approximating the channel quantization 
errors (a nonlinear phenomenon) by a SNR 
constrained noise source.

The following figure compares the theoretical 
tracking error (using the ‘noise model’
expressions) with the practical (empirical) errors.

51

Comparison between theoretical variance of the racking error as 
given by Theorem 1 and empirical tracking error sample variation
with r = r2 and optimal noise shaping coding. 52

2. Laboratory Results
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Details

Communications:

IEEE 802.3 Ethernet
TCP/IP protocol
Process ACT

6 second sampling interval – word length 2 bits     
bits/second.1

3
≡

54

Measured response when the channel is in the down-link: measured 
plant output (with respect to the operating point – dotted line) and 
plant input (solid line).

55

Measured response when the channel is in the up-link: measured 
plant output (with respect to the operating point – dotted line) and 
plant input (solid line).

56

Table:              for the proposed loops. ( )e t dt∫

162194with disturbance
5.57.2without disturbance

non ideal
up-link

non ideal
down-link

As predicted by the theory: In the absence of 
coder/decoder- better to put channel in up-link 
(i.e., controller immediately before plant).
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Outline
1. Quantization
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4. Networked Control
5. Modelling Communication Link
6. Predictive and Noise Shaping Coding
7. Experimental Results
8. Conclusions
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Conclusions

• This lecture has focused on quantization.

• Key Tool – Predictive and Noise Shaping 
Quantizers – widely used in Signal Processing 
and Telecommunication, and very recently in 
control and other areas e.g. Power Electronics 
(State of the Art).

• Applications to Audio Compression and 
Networked Control.

59

Open Problems
• More realistic channel models – lost packets etc
• Multivariable systems
• Decentralized architectures
• What happens if signals have very well defined 

spectrum
– Can we exploit ideas of GSE
– Filter Banks
– etc

• Remove Perfect Reconstruction constraint and 
account for total errors including linear distortion
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Lecture 3
Sampling and Quantization in
Modelling and Identification

Graham C. Goodwin

Centre for Complex Dynamics Systems and Control
School of Electrical Engineering

Presented at Benelux Meeting on Systems and Control
March 13th - 15th, 2007

Topics to be covered include: sampled data models, coefficient
quantization and delta models, sampling zero dynamics for
linear deterministic and stochastic systems, implications in
robust identification from sampled data, sampling zero
dynamics for nonlinear systems, applications in system
identification.

Content
I Interaction between Sampled Signals and Analogue

Systems
I Sampled Data Models for Linear Deterministic Systems

I Coefficient Quantization Issues

I Delta Operator

I Exploiting Connections between Continuous and Discrete
Time Models

I Re-evaluation

I Sampling Zeros for Linear Systems

I Asymptotic Sampling Zeros

I Robustness Issues in System Identification arising from
use of Sampled Data Models

I Sampled Data Models for Nonlinear Systems

I Conclusions

Question:

How dosampled signalsinteract with ananaloguephysical
system?
Two Issues:

(i) D/A conversion at input side (usually via some form of
hold)

(ii) A/D conversion at output side (usually including
anti-aliasing filtering)
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The Elements of the Sampling Process

Sample
yk

Continuous-time System

Differential Equations

Physical knowledge:

v̇(t)

Hold
uk

set of (nonlinear)
u(t) y(t)

Sampled-data model

I Sampled-data models depend upon:
I The physical system,
I The hold device (ZOH, FOH, . . . )
I The sampling device (anti-aliasing filters, . . . )

Content
I Interaction between Sampled Signals and Analogue

Systems
I Sampled Data Models for Linear Deterministic

Systems
I Coefficient Quantization Issues
I Delta Operator
I Exploiting Connections between Continuous and Discrete

Time Models
I Re-evaluation
I Sampling Zeros for Linear Systems
I Asymptotic Sampling Zeros
I Robustness Issues in System Identification arising from

use of Sampled Data Models
I Sampled Data Models for Nonlinear Systems
I Conclusions

Deterministic Linear Systems
Once the hold and samples have been specified it is easy to
obtain sampled data models for linear case.

I Continuous-time description:
d
dtx(t) = A x(t) + Bu(t)

y(t) = C x(t)

}
Y(s) = C(s In − A)−1B︸ ︷︷ ︸

G(s)

U(s)

I Discrete-time model:
xk+1 = Aq xk + Bquk

yk = Cq xk

}
Y(z) = Cq(z In − Aq)

−1Bq︸ ︷︷ ︸
Gq(z)

U(z)


Aq = eA∆

Bq =
∫ ∆

0 eAηB dη
Cq = C

and

{
u(t) = uk

t∈[k∆,k∆+∆)
ZOH input

This SD model isexact, i.e.:

yk = y(k∆)

Write in terms of the shift operator

qxk = Aqxk + Bquk

yk = Cqxk

where ‘q’ is the forward shift operator

qxk = xk+1
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Content
I Interaction between Sampled Signals and Analogue

Systems

I Sampled Data Models for Linear Deterministic Systems

I Coefficient Quantization Issues
I Delta Operator

I Exploiting Connections between Continuous and Discrete
Time Models

I Re-evaluation

I Sampling Zeros for Linear Systems

I Asymptotic Sampling Zeros

I Robustness Issues in System Identification arising from
use of Sampled Data Models

I Sampled Data Models for Nonlinear Systems

I Conclusions

A major difficulty with shift operator models is that, with fast
sampling, a near perfect model is

yk+1 = yk

Thus, if we consider a model such as

yk+1 = ayk + buk

Then the behaviour depends on the difference of function from
1!
More generally, if we consider

yk+n = an−1yk+n−1 + . . . + a0yk = buk

Then behaviour depends on difference of coefficients from the
Binomial Coefficients.

Illustration

Consider the following 2 Models

(a)
(
q2 − 1.9q + 0.9025

)
y[k] = 0

(b)
(
q2 − 1.9q + 0.8925

)
y[k] = 0

Note that the coefficients differ by 1%.
Hence if the coefficients were to be quanitzed (say to 6 bits)
then the models would be identical.
Question: Does this really matter?
Maybe the systems are very similar?

Surprising Fact:

(a)
(
q2 − 1.9q + 0.9025

)
y[k] = 0

(b)
(
q2 − 1.9q + 0.8925

)
y[k] = 0

I Coefficients differ by 1% yet (a) is stable (b) is unstable.
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How can we better represent the system?
Idea: Instead of modelling the next value, i.e.,

yk+1 = f (yk)

How about we model the difference

yk+1 − yk = f ′(yk)

This is the core idea in Delta domain models.

Content
I Interaction between Sampled Signals and Analogue

Systems

I Sampled Data Models for Linear Deterministic Systems

I Coefficient Quantization Issues

I Delta Operator
I Exploiting Connections between Continuous and Discrete

Time Models

I Re-evaluation

I Sampling Zeros for Linear Systems

I Asymptotic Sampling Zeros

I Robustness Issues in System Identification arising from
use of Sampled Data Models

I Sampled Data Models for Nonlinear Systems

I Conclusions

Delta Operator

[
x(t + ∆)− x(t)

∆

]
, δx(t)

Core attributes
I Subtract what is already known (e.g. previous state) then

add on later
I Thiscentersthe calculation
I The same idea is used in many areas:

I Sigma Delta Modulator
I Predictive Coding
I Optimal Noise Shaping Quantization etc

Coefficient Quantization Revisted
I Recall shift operator example:

(a)
(
q2 − 1.9q + 0.9025

)
y[k] = 0

(b)
(
q2 − 1.9q + 0.8925

)
y[k] = 0

I Coefficients differ by 1% yet (a) is stable (b) is unstable.
I Equivalent delta operator models (assuming∆ = 0.1)

(c)
(
δ2 + δ + 0.25

)
y[k] = 0

(d)
(
δ2 + δ − 0.75

)
y[k] = 0

I Coefficients differ by 400%. Stability obvious by analogy
with continuous time.
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Some History of Delta Operator

I 17th Century Numerical Analysis.
I Harriot (teacher of Sir Walter Raleigh) developed accurate

interpolation formulae based on finite differences.
I Newton and Stirling in 18th Century developed formal

calculus of differences.
I Lagrange and Laplace studied relationships between linear

difference equations in shift and delta form.
I Cauchy (1827) developed operational calculus for finite

differences.
I Finite difference central to numerical analysis.

Discrete Delta Transform

f [k] (k ≥ 0) Df [k] Region of Convergence

1
1 + ∆γ

γ

∣∣∣∣γ +
1
∆

∣∣∣∣ >
1
∆

1
∆

δK[k] 1 |γ| < ∞

µ[k]− µ[k− 1]
1
∆

|γ| < ∞

k
1 + ∆γ

∆γ2

∣∣∣∣γ +
1
∆

∣∣∣∣ >
1
∆

k2 (1 + ∆γ)(2 + ∆γ)

∆2γ3

∣∣∣∣γ +
1
∆

∣∣∣∣ >
1
∆

eα∆k α ∈ C
1 + ∆γ

γ − eα∆−1
∆

∣∣∣∣γ +
1
∆

∣∣∣∣ >
eα∆

∆

Illustration: Stability

Z domain

1

δ domain

x Ax Bu= + x xρ =

1k k kx Ax Bu+ = + 1k kqx x +=

1 ' 'k k
k k

x x A x B u+ −
= +

∆
1k k

k
x xxδ + −

=
∆

1− ∆

Some Advantages ofδ Models

(i) Numerical properties

(ii) Unification

(iii) Insight
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(i) Numerical Properties
Shift operator models often fail to give valid results especially
when relatively small word lengths used; e.g., in Power
Electronics.

Output

Time

Comparison of step response of continuous-time systems to 
the step responses of discrete-time approximation systems 

using shift and operator implementations.

(ii) Unification

Jury Stability −→ Routh Stability
Discrete Riccati −→ Continuous Riccati

etc

Continuous Riccati equation

ρP = Ω + PAT + AP − H [Γ ] HT

H =
[

PCT + S
]
[Γ ]−1

Discrete Riccati Equation

ρP = Ω + PAT + AP+ ∆APAT − H
[
Γ + ∆CPCT

]
HT

H =
[
(∆A + I)PCT + S

] [
Γ + ∆CPCT

]−1

(iii) Insights - Generally results expressed in
terms of delta operator converge to the continuous
time result as∆ → 0.

Example: State Space Models expressed usingδ-operator
rather thanq-operator

I Rewriting in terms ofδ-operator: δ = q−1
∆{

δxk = Aδ xk + Bδuk

yk = C xk
where

{
Aδ = eA∆−In

∆

Bδ = 1
∆

∫ ∆

0 eAηB dη

Then, as∆ → 0

δ → d
dt Aδ → A Bδ → B

i.e., the underlying CT system representation isrecovered
I Indeed, if we use continuous-timeA, B this gives a SD

model of accuracyO(∆)
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Content
I Interaction between Sampled Signals and Analogue

Systems

I Sampled Data Models for Linear Deterministic Systems

I Coefficient Quantization Issues

I Delta Operator

I Exploiting Connections between Continuous and
Discrete Time Models

I Re-evaluation

I Sampling Zeros for Linear Systems

I Asymptotic Sampling Zeros

I Robustness Issues in System Identification arising from
use of Sampled Data Models
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I Many results are available,e.g.

I Checking discrete stability — Jury type testing in delta
domain converges to Routh-Hurwitz as∆ → 0
(Jury, Premaratne, . . . )

I Discrete-time Riccati equations forH2/H∞ optimization
converge to Continuous-time Riccati equations as∆ → 0
(Middleton, Salgado, . . . )

I Constrained Linear-Quadratic optimal control
(Feuer, Yuz)
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I The ideas presented so far have emphasized the close
connections between discrete and continuous cases
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Illustration

I Continuous-time Auto-Regressive (CAR) identification:

dny
dtn

+ an−1
dn−1y
dtn−1

+ . . . + a0y = v̇

wherev̇ : continuous-time white noise
I It is tempting to think that, for∆ → 0, we could think of

the sampled-data model as

δnyk + an−1δ
n−1yk + . . . + a0yk = wk

with wk : discrete-time white noise
I Then we could use ordinary least squares to estimate

θ = [an−1, an−2, . . . , a0]

I WARNING!

d2y
dt2

+ a1
dy
dt

+ a0y = v̇

Using hypothetical SD model:

δ2yk + â1δyk + â0yk = wk

and L.S. with sampled-data gives

â1
∆→0−−−→ 2

3
a1

I What has gone wrong?

It turns out that we need amore accuraterepresentation
thanO(∆)

I We will next find models that are of orderO(∆r) wherer
is therelative degree!

I The source of the difficulty is not the use of the delta
operator but a problem due to relative degree.
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I (Åström, Hagander, and Sternby, 1984) For ZOH input, the
sampled-data model forG(s) = s−n is given by:

Gq(z) =
∆n

n!

(bn−1zn−1 + . . . + b1z+ b0)

(z− 1)n
=

∆n

n!

Bn(z)
(z− 1)n

whereBn(z) are theEuler-Fr öbenius polynomials.
I In δ-operator form(Yuz and Goodwin, 2005):

Gδ(γ) =
pn(∆γ)

γn

where pn(∆γ) = det


1 ∆

2! . . . ∆n−1

n!

−γ 1 . . . ∆n−2

(n−1)!
...

... ...
...

0 . . . −γ 1


This will

reappear

later

The key observation is that we need to include additional zero
dynamics!
(The, so called, Sampling Zeros)

I Some polynomials:
p1(∆γ) = 1

p2(∆γ) = 1 + 1
2∆γ ≡ 1

2
(z+ 1)

p3(∆γ) = 1 + ∆γ + 1
6(∆γ)2 ≡ 1

6(z
2 + 4z+ 1)

I The sampled-data model of a general system

G(s) =
K

∏m
`=1(s− β`)∏n

`=1(s− α`)
=

F(s)
E(s)

is given by: Gδ(γ) =
Fδ(γ)

Eδ(γ)

where, as∆ ≈ 0 :
Eδ(γ) → E(γ)
Fδ(γ) → F(γ)pn−m(∆γ)

Similar Ideas apply to Stochastic Linear Systems
I Stochastic system ornoise models:

y(t) = H(ρ)v̇(t)

{
d
dtx(t) = A x(t) + Bv̇(t)

y(t) = C x(t)

wherev̇(t) is CT white noise: E{v̇(t)v̇(s)} = σ2
vδ(t − s)

I Discrete-time model:

{
xk+1 = Aq xk + Ṽk

yk = Cq xk
where


Aq = eA∆

Ṽk: DT white noise
E{ṼkṼT

` } = ΩqδK[k− `]

Ωq = σ2
v

∫ ∆

0 eAηBBteATηdη

This model isexactin the sense that the 2nd order
properties of the output are the same,i.e.:

rd
y [k] = ry(k∆)

I Again, rewriting in terms ofδ-operator: δ = q−1
∆

{
δxk = Aδ xk + Vk

yk = C xk
where


Aδ = eA∆−In

∆

Vk = 1
∆

Ṽk

E{VkVT
` } = Ωq

∆2δK[k− `]

Then, as∆ → 0

δ → d
dt ; Aδ → A ; 1

∆
Ωq → σ2

vBBT ; 1
∆

δK[k− `] = δ(tk− t`)

i.e., the underlying CT system representation isrecovered
I However, the sampled output spectrum containsmore

zeros than the CT output spectrum

I Thesestochastic sampling zerosdepend on the sampling
device

v̇(t) System
Continuous-time

y(t)
Sample

yk
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Sampling Zeros of Stochastic Linear Systems

I Let Φy(ω) be the CT output spectrum with zeros±zi,
i = 1, . . . , m and poles±pi, i = 1, . . . , n

I Let Φd
y(ω) be the instantaneously sampled output

spectrum:

I The 2n poles ofΦd
y(z) equale±pi∆ → 1

I 2m zeros ofΦd
y(z) will converge to 1 ase±zi∆, and

I The remaining 2(n−m)− 1 stochastic sampling zeros
converge to the zeros ofzB2(n−m)−1(z)

I If the output isaveragedbefore sampling:

ȳ(t) =
1
∆

∫ t

t−∆

y(τ)dτ

I Then 2(n−m) stochastic sampling zerosof Φd
y(z)

converge to the zeros ofB2(n−m)(z)

Content
I Interaction between Sampled Signals and Analogue

Systems

I Sampled Data Models for Linear Deterministic Systems

I Coefficient Quantization Issues

I Delta Operator

I Exploiting Connections between Continuous and Discrete
Time Models

I Re-evaluation

I Sampling Zeros for Linear Systems

I Asymptotic Sampling Zeros
I Robustness Issues in System Identification arising from

use of Sampled Data Models

I Sampled Data Models for Nonlinear Systems

I Conclusions

An interesting question is the following:
We know that the stochastic sampling zeros have asymptotic
values?

I What is the ’relative’ error induced by ignoring these
zeros?

I What is the ’relative’ error induced by replacing the true
zeros by their asymptotic values?

Facts

I Relative Error if sampling zeros ignoredO(1) (Model is
essentially useless at high frequencies)

I Relative Error if sampling zeros replaced by asymptotic
valuesO(∆r) (Model has good accuracy over all
frequencies as∆ → 0)
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CAR Identification Revisited

I Recall

d2y
dt2

+ a1
dy
dt

+ a0y = v̇

⇒? δ2yk + â1δyk + â0yk = wk

But LS gives â1
∆→0−−−→ 2

3a1

I Solutions:
1. Use asymptotic sampling zeros

δ2yk + a1δyk + a0yk =
(

1 + 1
3−
√

3
∆δ

)
wk

I Should use Filtered Least Squares

J =
∑ [

1
H(δ)

(
δ2y + a1δy + a0y

)]2

Thenâ1 → a1 andâ0 → a0

I Characteristics of sampled-data model depend on the
detailsof the sampling process

I Thehold device: ZOH, FOH, . . .
I Thesampling device: instantaneous, averaging, . . .

Hold
uk

Sample
yk

Deterministic
yd(t)

Stochastic
ys(t)

Continuous-time System

v̇(t)

u(t) y(t)
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I Note that the extrasampling zerosarise from folding due
to aliasing

I We can, indeed, exactly characterize them asymptotically
and/or shift them tobenignlocations, but . . .

I However, note that we are trading information derived
from the data for information provided byprior
assumptions(relative degree,white noise, . . . )

I Hence, be careful of taking assumptions too literally

I It is nevera good idea to take∆ → 0 (assumptions hold at
∞ frequency)

I Indeed, asensible sampling periodis probably always
better than an arbitrary small sampling period!

Bandwidth of Validity
I GHF and GSF design procedure rely onknowledge of

system relative degree.
I Sensitivity toundermodelling:

I High frequency poles or zeros
I CT white noise assumption

I Bandwidth of validityfor CT models
I In the GHF example . . . G(s) = 1

(s+1)3(0.01s+1)
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How to achieve Robustness?
Restrict Bandwidth

I Fast sampling assumption suggests d
dt ≈ δ = q−1

∆

I For example: ÿ(t) + α1ẏ(t) + αoy(t) = v̇(t)

I Approximate DT model: δ2yk + a1δyk + a0yk = wk

I TheexactDT model:δ2yk + a1δyk + aoyk = b0wk + b1δwk

I For∆ ≈ 0 . . . δ2yk + α1δyk + αoyk = (1 + ∆
3−
√

3
δ)wk

Continuous-Time System Identification:

I Any method that relies on HF
system characteristics will be
inherentlynon robust.

I Models should be considered within
abandwidth of validity

Bode Diagram
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CT system identification from sampled data
Example: CAR Identification

Ac(ρ)y(t) = (ρ2 + 3ρ + 2)
(

1
ωu

ρ + 1
)

y(t) = v̇(t)

I Consider the (approximate) DT model:

Aδ(δ)yk = (δ2 + â1δ + â0)yk = wk
I DT undermodelling: sampling zeros
I CT undermodelling: fast pole / wideband noise

I Usingrestricted bandwidth ωmax = 20[rad/s]:

101 102 103
0
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2.5

3

3.5
FDML using RESTRICTED bandwidth
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)

true a
1

mean â
1

â
1
 ± σ(â

1
)

ωu
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I Assume that the sampled data{yk = y(k∆), uk = u(k∆)},
k = 0, . . . , N is generated by:

yk = Gd(q, θ)uk + Hd(q, θ)wk

{
wk : Gaussian DTWN
wk ∼ N(0, σ2

w)

I In the Frequency Domain:

Ỳ = Gd(e
jω`∆, θ)U` + Hd(e

jω`∆, θ)W`

I W` are independent and (complex) Gaussian distributed:
W` ∼ N(0, Nσ2

w)
I Therefore,Ỳ is also complex Gaussian:

Ỳ ∼ N(Gd(e
jω`∆, θ)U`, Nσ2

w|Hd(e
jω`∆, θ)|2)

p(Ỳ ) =
1

πNσ2
w|Hd(ejω`∆, θ)|2

exp

{
−
|Ỳ − Gd(ejω`∆, θ)U`|2

Nσ2
w|Hd(ejω`∆, θ)|2

}

Frequency Domain Maximum Likelihood

I Consideringlimited-bandwidth, nmax∼ ωmax < ωs
2 , the

log-likelihood function to minimise is:

L(θ) = − logp(Y0, . . . , Ynmax) = − log
nmax∏
`=0

p(Ỳ )

=
nmax∑
`=0

|Ỳ −Gd(ejω`∆, θ)U`|2

Nσ2
w|Hd(ejω`∆, θ)|2

+ log(πNσ2
w|Hd(ejω`∆, θ)|2)

I The last term can be neglectedonly if (Ljung, 1993):

I Hd does NOT depend onθ; or
I FULL bandwidth is considered,i.e., nmax = N

2 (or N)

I This approach allow us to achieve robustness to
I Effects of sampling (e.g., sampling zeros)

Example

Ac(ρ)y(t) = (ρ2 + 3ρ + 2)y(t) = v̇(t)

I Theexactsampled model contains onesampling zero:

δ2yk + a1δyk + aoyk = wk + b1δwk b1
∆≈0−−→ ∆

3−
√

3

I Consider the (approximate) DT model:

Aδ(δ)yk = (δ2 + â1δ + â0)yk = wk

L =
nmax∑
`=0

|Ad(ejω`∆)Y(ejω`∆)|2

Nσ2
w

− log
|Ad(ejω`∆)|2

σ2
w

I Full bandwidth
0 to π

∆
= 125[rad/s][

â1

â0

]
=

[
4.5584
1.9655

]
I Restricted bandwidth:

0 to 20[rad/s]Bw of validity[
â1

â0

]
=

[
3.0143
1.9701

]
unbiased!
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I Continuous-time nonlinear systems are described by
differential equations

I In general, sampled-data models are hard/impossible to
obtain explicitly for nonlinear case

I However, approximate discrete-time descriptions can be
obtained

I We consider:

I Deterministic nonlinear systems
I Stochasticnonlinear systems

I We will derive

I Sampled-data models that areaccurate in awell defined
sense

I Specify the additional zero dynamics arising from
sampling (as in the linear case)

(a) Deterministic nonlinear systems
I We consider a class of nonlinear systems (Isidori, 1995):

ẋ(t) = f (x(t)) + g(x(t))u(t)

y(t) = h(x(t))

I The system hasnonlinear relative degreer at a pointxo if:
(i) LgLk

f h(x) = 0 for k = 0, . . . , r − 2, and

(ii) LgLr−1
f h(xo) 6= 0.

I The system can be expressed in thenormal form :
ż1 = z2

...

żr−1 = zr

żr = b(ζ, η) + a(ζ, η) u

η̇ = q(ζ, η)

wherey = h(x) = z1 and

{
ζ = [z1, z2, . . . , zr ]

T

η = [zr+1, zr+2, . . . , zn]
T

I We performTaylor series expansionfor each state:

z1(k∆ + ∆) = z1(k∆) + ∆ z2(k∆) + ∆2

2 z3(k∆) + . . . + ∆r

r! [b(ζ, η) + a(ζ, η)u]t=ξ1

z2(k∆ + ∆) = z2(k∆) + ∆ z3(k∆) + . . . + ∆r−1

(r−1)! [b(ζ, η) + a(ζ, η)u]t=ξ2

...

zr(k∆ + ∆) = zr(k∆) + ∆ [b(ζ, η) + a(ζ, η)u]t=ξr

η(k∆ + ∆) = η(k∆) + ∆[q(ζ, η)]t=ξr+1

This isexactfor someunknowntime instantsξ`

I Thus, we obtain theδ-form approximateDT model:

δζS =



0 1 ∆
2 · · · ∆r−2

(r−1)!

0 0 1 · · · ∆r−3

(r−2)!
...

. . .
. . .

...
0 . . . 0 1
0 0 . . . 0


ζS +



∆r−1

r!
∆r−2

(r−1)!
...
∆
2
1


(
b(ζS, ηS) + a(ζS, ηS)u

)

δηS = q(ζS, ηS)

Accuracy

I The local truncation error is of order∆r+1, i.e.:∣∣y(k∆ + ∆)− q yS
∣∣ < C ·∆r+1 for some constantC

Links to the linear case

I The sampled-data model has nonlinear relative degree 1
I The DT nonlinearzero dynamicsare given by:

I The sampled counterpart of the CT zero dynamics:

δηS = q(0, z̃S
2:r , η

S)

wherẽzS
2:r = [̃zS

2, . . . , z̃S
r ]

T, and
I A linear subsystem of dimensionr − 1:

δ z̃S
2:r = Q22 z̃S

2:r
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Links to the linear case

I Moreover, the eigenvalues of thelinear subsystem of
dimensionr − 1:

δ z̃S
2:r = Q22 z̃S

2:r

are given by det(γIr−1 −Q22) = r!
∆r−1 pr(∆γ)

Note that

pr(∆γ) = det


1 ∆

2! . . . ∆r−1

r!

−γ 1 . . . ∆r−2

(r−1)!
...

... ...
...

0 . . . −γ 1


Exactly as seen before in the linear case!

That is we have the same (asymptotic) sampling zeros
as for a linear system of relative degree r

(b) Stochastic Nonlinear Systems
I We extend the results to stochastic (nonlinear) systems:

dx(t)
dt

= a(t, x) + b(t, x)v̇(t) v̇(t) : CTWN

y(t) = c(t, x)

I For a proper mathematical treatment we use SDE:

dxt = a(t, xt) dt + b(t, x) dvt

xt = xo +

∫ t

0
a(τ, xτ )dτ︸ ︷︷ ︸

drift

+

∫ t

0
b(τ, xτ )dvτ︸ ︷︷ ︸
diffusion

wheredvt areincrementsof a Wiener process
I Thediffusion termintegral cannot be interpreted in the

usualRiemann-Stieljes sense.

I To performTaylor’s series -like expansionswe need to
consider theIto rule of stochastic calculus: Given

dxt = a(t, xt) dt + b(t, x) dvt

andy = g(t, x), theusualchain rule has to be modified:

dy =
∂g
∂t

dt +
∂g
∂x

dx+
1
2

∂2g
∂x2

(dx)2

I We can then apply the Ito rule to the process:

xt = xo +

∫ t

0
a(τ, xτ )dτ +

∫ t

0
b(τ, xτ )dvτ

I Doing this, we obtain Ito-Taylor series expansion:

xt = x0 + a(x0)

∫ t

0
dτ + b(x0)

∫ t

0
dvτ + Rs

2

whereRs
2 depends on double stochastic integrals

I Higher order Ito-Taylor expansions become increasingly
involved. For example (Kloeden and Platen, 1992):

xt = x0 + aI(0) + bI(1) +
(
aa′ + 1

2b2a′′
)

I(0,0)

+
(
ab′ + 1

2b2b′′
)

I(0,1) + ba′I(1,0) + bb′I(1,1) + Rs
3

wherea′ = ∂a
∂x, a′′ = ∂2a

∂x2 , b′ = ∂b
∂x, and:

I(0) =

∫ t

0
dτ1 I(0,0) =

∫ t

0

∫ τ1

0
dτ2dτ1 I(1,0) =

∫ t

0

∫ τ1

0
dvτ2dτ1

I(1) =

∫ t

0
dvτ1 I(0,1) =

∫ t

0

∫ τ1

0
dτ2dvτ1 I(1,1) =

∫ t

0

∫ τ1

0
dvτ2dvτ1

I Ito-Taylor expansions can be used to derivediscrete-time
approximationsto solve SDEs.
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I The simplest is theEuler-Maruyama approximation:

x̄k+1 = x̄k + a(x̄k)∆ + b(x̄k)∆vk

wherex̄k = x̄(k∆) and:

∆vk =

∫ k∆+∆

k∆
dvτ

{
E{∆vk} = 0

E
{
(∆vk)

2
}

= ∆

I Strong convergence of orderγ > 0, if there exists a
constantC > 0 and a sampling period∆o > 0 such that:

E
{∣∣x̄(k∆)− xk∆

∣∣} ≤ C∆γ ; ∀∆ < ∆o

I TheEuler-Maruyama expansion contains only the time
and Wiener integrals of multiplicity 1, Thus, it can be
interpreted as an order 0.5 strong Ito-Taylor approximation

Re-examine multiple integrator via numerical
integration

I Consider thelinear integratory(n)(t) = v̇(t):

dy = dx1 = x2 dt

...

dxn−1 = xn dt

dxn = dvt

I Solving the equations:

y(∆) = x1(∆) = x1(0) + . . . +

∫ ∆

0

∫ τ1

0
· · ·

∫ τn−1

0
dvτndτn−1 . . . dτ1

...

xn−1(∆) = xn−1(0) + xn(0)∆ +

∫ ∆

0

∫ τn−1

0
dvτndτn−1

xn(∆) = xn(0) +

∫ ∆

0
dvτn (exact!)

I This is anexactmodel,i.e., converges strongly to the true
solution with orderγ = ∞.

I Next consider the class of nonlinear systems expressed by:

d y = dx1 = x2dt

...

dxn−1 = xndt

dxn = a(X)dt + b(X)dvt

I Expanding as before, we obtain the SD model:

X̄k+1 =


1 ∆ . . . ∆n−1

(n−1)!

0
... ...

...
...

... 1 ∆
0 . . . 0 1

 X̄k +


∆n

n!
...

∆2

2
∆

 a(X̄k) + b(X̄k)Ṽk

Theorem:

The output̄y(k∆) = x̄1(k∆) converges strongly to the
true outputwith orderγ = n/2
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I The model can be rewritten in matrix form:

X∆ =


1 ∆ . . . ∆n−1

(n−1)!

0
... ...

...
...

... 1 ∆
0 . . . 0 1


︸ ︷︷ ︸

Aq=eA∆

X0 +


I(1,0,...,0,0)

I(1,0,...,0)
...

I(1)



where I
(1, 0, . . . , 0︸ ︷︷ ︸

m zeros

)
=

∫ ∆

0

∫ τ1

0
· · ·

∫ τm

0
dvτm+1dτm . . . dτ1

I It can also be obtained usingdeterministictransition
equation:

X∆ = eA∆ X0 +
∫ ∆

0
eA(∆−τ)Bdvτ = Aq X0 + Ṽ

E
{

ṼṼT}
=

∫ ∆

0
eAηBBTeATηdη =

[
∆2n−i−j+1

(n−i)!(n−j)!(2n−i−j+1)

]

Content
I Interaction between Sampled Signals and Analogue

Systems

I Sampled Data Models for Linear Deterministic Systems

I Coefficient Quantization Issues

I Delta Operator

I Exploiting Connections between Continuous and Discrete
Time Models

I Re-evaluation

I Sampling Zeros for Linear Systems

I Asymptotic Sampling Zeros

I Robustness Issues in System Identification arising from
use of Sampled Data Models

I Sampled Data Models for Nonlinear Systems

I Conclusions

Conclusions

I We have seen thatcoefficient quantizationcan be an issue
with sampled data models expressed in terms of shift
operator

I Usually preferable to use Delta operator
I Delta operator gives improved numerical properties,

unification and better insights
I Sampled Data models generally contain extra sampling

zero dynamics
I Zero Dynamics can be easily quantified in Linear case
I We have issued warnings about potential robustness issues
I A special class of nonlinear sampled data models has been

described having easily quantified zero dynamics

Open Problems

Again there are many, e.g.,

I Establishingrelative errorresults for nonlinear sampled
data models

I Robust algorithms for identifying nonlinear system from
sampled data (cannot use frequency domain)

I Use of non-uniformly sampled data
I Effect of data quantization
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1. INTRODUCTION

The General Problem

Modelling and analysis of non-stationary vibration.

Problem Characteristics

• Non-stationary stochastic signals are
characterized by time-varying statistics
↪→ require time-frequency methods

for their analysis.

{
Mean: µ[t] = E{x[t]}

Autocovariance: γ[t1, t2] = E{(x[t1] − µ[t1])·(x[t2] − µ[t2])}
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Problem Significance

Non-stationary random vibration is commonly encountered in practice:

� Seismic & structural systems � Automotive & aircraft systems
� Sea vessels � Robotic devices
� Rotating machinery � Railway bridges

Methods for Non-stationary Random Vibration Modelling and Analysis

Non-parametric (Hammond & White 1996;
Cohen 1994;
Spanos & Failla 2005)

Spectrogram
(STFT)

Cohen class
of distributions

Wavelet-based
methods

Parametric
(Poulimenos & Fassois 2006;
Niedzwiecki 2000;
Kitagawa & Gersch 1996;
Owen et al. 2001;
Cooper & Worden 2000)

TARMA & State-space

Unstructured
parameter
evolution

Stochastic
parameter
evolution

Deterministic
parameter
evolution
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PARAMETRIC TIME-DOMAIN METHODS FOR NON-STATIONARY RANDOM VIBRATION IDENTIFICATION 5

Why Parametric Methods?

They offer a number of advantages over non-parametric counterparts:

� Representation parsimony

� Improved accuracy and resolution

� Improved tracking of the time-varying dynamics

� Flexibility in analysis

Aims of the Presentation

1. Critical overview of parametric time-domain methods for non-stationary random
vibration modelling and analysis.

2. Comparative assessment and applications.

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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2. TARMA MODEL REPRESENTATIONS

A TARMA(na, nc) model is of the form:

x[t] +

na∑
i=1

ai[t] · x[t − i]︸ ︷︷ ︸
AR part

= e[t] +

nc∑
i=1

ci[t] · e[t − i],︸ ︷︷ ︸
MA part

t ≥ t0, e[t] ∼ NID(0, σ2
e [t])

t : normalized discrete time na, nc : orders of the AR/MA polynomials
x[t] : the non-stationary response signal ai[t], ci[t] : AR/MA time-varying parameters
e[t] : innovations (residual) sequence NID : Normally Independently Distributed

Classes of Parametric Models

Parameter evolution Representation parsimony Dynamics evolution

UNSTRUCTURED low slow

STOCHASTIC low slow/medium

DETERMINISTIC high slow/medium/fast

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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The Minimum Mean Square Error (MMSE) one-step ahead prediction x̂[t|t − 1] of x[t] is:

x̂[t|t − 1] = −
na∑
i=1

ai[t] · x[t − i] +

nc∑
i=1

ci[t] · e[t − i]

Hence: ê[t|t− 1]
∆
= x[t]− x̂[t|t− 1] = e[t], one-step-ahead prediction error or residual

Polynomial operator form

A TARMA(na, nc) model may expressed in the following polynomial operator form:(
1 +

na∑
i=1

ai[t] · Bi

)
︸ ︷︷ ︸

A[B, t]

·x[t] =

(
1 +

nc∑
i=1

ci[t] · Bi

)
︸ ︷︷ ︸

C[B, t]

·e[t]

Bi : i-step backshift operator (Bi · x[t] = x[t − i])

A[B, t], C[B, t] : AR/MA time varying polynomial operators

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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Unlike in the stationary case, the backshift operator has to obey a non-commutative (“skew”)
multiplication operator “◦” defined as:

Bi ◦ Bj = Bi+j, Bi ◦ x[t] = x[t − i] · Bi

To see the reason consider:{
(1 − p1[t]B) ◦ (1 − p2[t]B)

}
x[t] = (1 − p1[t]B)

{
(1 − p2[t]B)x[t]

} ∀ x[t] ⇔

⇔ {
1−(p1[t]+p2[t])B+p1[t]B ◦ (p2[t]B)︸ ︷︷ ︸

must equal
p1[t]p2[t−1]B2

}
x[t] = x[t]−(p1[t]+p2[t])x[t−1]+p1[t]p2[t−1]x[t−2]

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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PARAMETRIC TIME-DOMAIN METHODS FOR NON-STATIONARY RANDOM VIBRATION IDENTIFICATION 9

The Wold-type Representation of a TARMA Model (Crámer 1961)

Pre-multiplying the TARMA model equation by A−1[B, t] yields:

x[t] = A−1[B, t] ◦ C[B, t]︸ ︷︷ ︸
H [B, t]

·e[t] ⇒ x[t] =

t∑
τ=−∞

h[t, τ ]︸ ︷︷ ︸
impulse

response function

·e[τ ], (h[t, t] ≡ 1)

The Inverse Function Representation of a TARMA Model

Pre-multiplying the TARMA model equation by C−1[B, t] yields:

C−1[B, t] ◦ A[B, t]︸ ︷︷ ︸
I [B, t]

·x[t] = e[t] ⇒
t∑

τ=−∞
i[t, τ ]︸ ︷︷ ︸
inverse

function

·x[τ ] = e[t], (i[t, t] ≡ 1)

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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3. TARMA MODEL PARAMETER ESTIMATION

The complete TARMA identification problem consists of estimating the model parameters
(AR, MA, innovations variance) and structure (model orders, other structural parameters)
based upon an observed data record:

xN = {x[t], t = 1, 2, . . . , N}
For convenience the identification problem is usually separated into the parameter
estimation and structure estimation subproblems.

“Estimation of the AR, MA parameter vector and the residual variance at all time
instants for a selected model form and structure”

θ[t]
∆
=
[
a1[t] . . . ana[t]︸ ︷︷ ︸
AR parameters

... c1[t] . . . cnc[t]︸ ︷︷ ︸
MA parameters

]T

, σ2
e [t]︸︷︷︸

residual variance

, (t = 1, . . . , N)

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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3.a Unstructured Parameter Evolution Representations

The AR/MA parameters do not have a “structured” time-dependency and may “freely”
change with time.

Their estimation may be achieved either by locally stationary or recursive methods.

Locally stationary methods [Short Time ARMA (ST-ARMA) estimation]

Conventional, stationary
ARMA modelling applied to
successive, “short” (approx.
stationary), time segments.
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Recursive methods

The AR/MA parameter vector estimate θ[t] at each time instant t is recursively updated at
the time instant t + 1 that the next signal sample becomes available.
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Recursive methods
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t−1 t

θ̂[t] = θ̂[t − 1] + k[t] · ê[t|t − 1]︸ ︷︷ ︸
prediction error

k[t]: adaptation gain

Exponentially Weighted Prediction Error
identification criterion:

θ̂[t] = arg min
θ[t]

t∑
τ=1

λt−τ · e2[τ,θτ−1]

λ : forgetting factor (0 < λ < 1)

Innovations Variance Estimation ↪→ The innovations variance σ2
e [t] is estimated via a

moving average filter (sliding window) that slides over the prediction error sequence:

σ̂2
e [t] =

1

2M + 1

t+M∑
τ=t−M

ê2[τ |τ − 1]

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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PARAMETRIC TIME-DOMAIN METHODS FOR NON-STATIONARY RANDOM VIBRATION IDENTIFICATION 13

RML-TARMA Estimation

Estimator update: θ̂[t] = θ̂[t − 1] + k[t]ê[t|t − 1]

Prediction error: ê[t|t − 1] = x[t] − x̂[t|t − 1] = x[t] − φT [t]θ̂[t − 1]

Gain: k[t] =
P [t − 1]ψ[t]

λ +ψT [t]P [t − 1]ψ[t]

“Covariance” update: P [t] =
1

λ

(
P [t − 1] − P [t − 1]ψ[t]ψT [t]P [t − 1]

λ +ψT [t]P [t − 1]ψ[t]

)

Filtering: ψ[t] + ĉ1[t − 1]ψ[t − 1] + . . . + ĉnc[t − 1]ψ[t − nc] = φ[t]

A-posteriori error: ê[t|t] = x[t] − φT [t]θ̂[t]

φ[t]
∆
=

[
−x[t − 1] . . . − x[t − nα] ... ê[t − 1|t − 1] . . . ê[t − nc|t − nc]

]T

Initialization: θ̂[0] = 0, P [0] = αI with α designating a “large” positive number. The signal and a-posteriori
error initial values are set to zero.

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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3.b Stochastic Parameter Evolution (SP-TARMA) Representations

(Kitagawa & Gersch 1996)

The AR/MA parameters are modelled as random variables allowed to change with time.
Their evolution is subject to stochastic smoothness constraints:

∆κai[t] = wai
[t] ∆κci[t] = wci[t], (∆

∆
= 1 − B)

κ : constraint order wαi
[t], wci[t] : zero-mean white sequences

TAR(na)(κ=2): ∆2ai[t] = wai
[t] ⇐⇒ ai[t] = 2 · ai[t − 1] − ai[t − 2] + wai

[t], (i = 1, . . . , na)

⎡
⎢⎣ a1[t]

...
ana

[t]

⎤
⎥⎦ =

⎡
⎢⎣ 2 . . . 0 −1 . . . 0

... . . . ... ... . . . ...
0 . . . 2 0 . . . −1

⎤
⎥⎦ ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

a1[t − 1]...
ana

[t − 1]

a1[t − 2]...
ana

[t − 2]

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎣ 1 . . . 0

... . . . ...
0 . . . 1

⎤
⎥⎦ ·

⎡
⎢⎣ wa1

[t]
...

wana
[t]

⎤
⎥⎦ ⇔

⇔

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1[t]...
ana

[t]

a1[t − 1]
...

ana
[t − 1]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
z[t]

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2 . . . 0 −1 . . . 0
... . . . ... ... . . . ...
0 . . . 2 0 . . . −1

1 . . . 0 0 . . . 0
... . . . ... ... . . . ...
0 . . . 1 0 . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
F

·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1[t − 1]
...

ana
[t − 1]

a1[t − 2]
...

ana
[t − 2]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
z[t−1]

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 . . . 0
... . . . ...
0 . . . 1

0 . . . 0
... . . . ...
0 . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
G

·
⎡
⎢⎣ wa1

[t]
...

wana
[t]

⎤
⎥⎦

︸ ︷︷ ︸
w[t]
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SP-TAR models may be set into linear state space form:

z[t] = F · z[t − 1] +G ·w[t],

x[t] =
[
−x[t − 1] . . . − x[t − na]

... 0 . . . 0
]
· z[t] + e[t] ⇒ x[t] = hT [t] · z[t] + e[t]

[
w[t]

e[t]

]
∼ NID

⎛
⎜⎜⎜⎝
⎡
⎢⎢⎣

0
0
...
0

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎢⎣ Q[t]

0
...
0

0 . . . 0 σ2
e [t]

⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ , Q[t] = E{w[t] ·wT [t]} = σ2

w[t] · Ina

Estimation of the state vector z[t] at each time instant may be achieved by the Kalman Filter.

A smoothed estimate ẑ[t|N ] of the state vector may be obtained via a “backward” smoothing
algorithm.

Innovations Variance Estimation ↪→ The innovations variance σ2
e [t] is estimated via a

moving average filter (sliding window) that slides over the prediction error sequence.

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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The TARMA case:

In this case

z[t]
∆
=
[
a1[t] . . . ana[t] c1[t] . . . cnc[t]

... . . . ... a1[t−κ+1] . . . ana[t−κ+1] c1[t−κ+1] . . . cnc[t−κ+1]
]T

but the vector h[t] in this case is a function of all state vectors up to time t − 1, zt−1:

x[t] =
[ −x[t − 1] . . . − x[t − na]

... e[t − 1, zt−1] . . . e[t − nc, z
t−nc] ... 0 . . . 0

]︸ ︷︷ ︸
hT

[t,zt−1]

·z[t] + e[t]

Either the Extended Kalman Filter (EKF) or an Extended Least Squared like (ELS-like)
approach may be used:

h[t] ≈
[
−x[t − 1] . . . − x[t − na]

... ê[t − 1 | t − 1] . . . ê[t − nc | t − nc]︸ ︷︷ ︸
posterior estimates

... 0 . . . 0
]T
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PARAMETRIC TIME-DOMAIN METHODS FOR NON-STATIONARY RANDOM VIBRATION IDENTIFICATION 17

Kalman Filter and Backward Smoothing for the Estimation of SP-TARMA Models (normalized form)

Time update (prediction)

State prediction: ẑ[t|t − 1] = F ẑ[t − 1|t − 1]

Prediction error: ê[t|t − 1] = x[t] − hT [t]ẑ[t|t − 1]

“Covariance” update: P̃ [t|t − 1] = F P̃ [t − 1|t − 1]F T +GQ̃[t]GT

Observation update (filtering)

Gain: k[t] = P̃ [t|t − 1]h[t]
(
hT [t]P̃ [t|t − 1]h[t] + 1

)−1

State update: ẑ[t|t] = ẑ[t|t − 1] + k[t]ê[t|t − 1]

“Covariance” update: P̃ [t|t] =
(
I − k[t]hT [t]

)
P̃ [t|t − 1]

Smoothing: A[t] = P̃ [t|t]F T P̃
−1

[t + 1|t]
ẑ[t|N ] = ẑ[t|t] +A[t] (ẑ[t + 1|N ] − ẑ[t + 1|t])
P̃ [t|N ] = P̃ [t|t] +A[t]

(
P̃ [t + 1|N ] − P̃ [t + 1|t]

)
AT [t]

P̃ [t|t] ∆
=
P [t|t]
σ2

e [t]
, P̃ [t|t − 1]

∆
=
P [t|t − 1]

σ2
e [t]

, Q̃[t]
∆
=
Q[t]

σ2
e [t]

=
σ2

w[t]

σ2
e [t]︸ ︷︷ ︸

ν[t]

Ina

Initialization: ẑ[0|0] = 0, P̃ [0|0] = αI with α designating a “large” positive number.
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3.c Deterministic Parameter Evolution (FS-TARMA) Representations

(Grenier 1989, Poulimenos & Fassois 2006)

The AR/MA time-varying parameters and the innovations standard deviation σe[t] are
expanded on functional subspaces:

FAR
∆
= {Gba(1)[t], . . . , Gba(pa)[t]}, FMA

∆
= {Gbc(1)[t], . . . , Gbc(pc)[t]}

Fσe[t]
∆
= {Gbs(1)[t], . . . , Gbs(ps)[t]}

Gj[t] : basis functions
ba(i), bc(i), bs(i) : AR/MA and innovations standard deviation basis function indices︸ ︷︷ ︸

⇓

ai[t]
∆
=

pa∑
j=1

ai,j · Gba(j)[t], ci[t]
∆
=

pc∑
j=1

ci,j · Gbc(j)[t], σe[t]
∆
=

ps∑
j=1

sj · Gbs(j)[t]

� Estimation of the projection coefficient vectors:

ϑ
∆
=

[
aT︸︷︷︸

AR vector

... cT︸︷︷︸
MA vector

]T

, s
∆
= [ s1, . . . , sps ]T︸ ︷︷ ︸

innovations standard deviation vector

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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I. Prediction Error (PE) & Maximum Likelihood (ML)

Prediction Error (PE) estimation

ϑ̂ = arg min
ϑ

N∑
t=1

λ[t] · e2[t,ϑ] WLS criterion

λ[t] : weighting function (λ[t] ≡ 1 � OLS criterion)

�Remark: The estimation criterion is parametrized in terms of ϑ̂ alone.

Parameter Estimation for FS-TAR models

The FS-TAR model is expressed as:

x[t] +

na∑
i=1

pa∑
j=1

ai,j · Gba(j)[t] · x[t − i]

︸ ︷︷ ︸
AR part

= e[t,ϑ] =⇒ x[t] = φT
AR[t]·ϑ+e[t,ϑ] �

linear
in ϑ

φAR[t]
∆
=

[ −Gba(1)[t] · x[t − 1] . . . − Gba(pa)[t] · x[t − na]
]T

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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� The Weighted Least Squares (WLS) estimator:

ϑ̂ =

(
N∑

t=1

λ[t] · φAR[t] · φT
AR[t]

)−1

·
(

N∑
t=1

λ[t] · φAR[t] · x[t]

)

�Remark: According to the Gauss-Markov theorem we expect that the WLS
estimator will be optimal (minimal covariance of ϑ̂) for

λ[t] =
1

σ2
e [t]

Once ϑ̂ has been obtained, the innovations standard deviation coefficient of projection vec-
tor s is estimated as follows:
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PARAMETRIC TIME-DOMAIN METHODS FOR NON-STATIONARY RANDOM VIBRATION IDENTIFICATION 21

Step 1. Non-parametric estimation
↪→ The innovations variance σ2

e [t] is non-parametrically estimated via a moving
average filter (sliding window):

σ2
e [t] =

1

2M + 1

t+M∑
τ=t−M

e2[τ, ϑ̂]

0 2000 4000 6000
-10

-5

0

5

10

Step 2. Parametric estimation
↪→ s is estimated by projecting the square root of the estimated innovations variance

on the selected functional subspace:

σ̂e[t] =

ps∑
j=1

sj · Gbs(j)[t]

This is solved for the coefficients of projection sj in a least squares sense.

Alternative scheme. Residual Standard Deviation Vector Estimation (Grenier 1983)
↪→ s is estimated by projecting the sequence of the estimated innovations absolute values

on the selected functional subspace (least squares problem):

E{|e[t]|} =
√

2/π·σe[t] =
√

2/π·
ps∑

j=1

sj·Gbs(j)[t] =⇒ ŝ = arg min
s

1

N

N∑
t=1

(
|e[t]|−

√
2

π
·

ps∑
j=1

sj·Gbs(j)[t]

)
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Bootstrap implementation of the optimal WLS estimator:

WLS estimator of Estimator ofOLS estimator of Estimator of

Data

initialization

iterative refinement

︸ ︷︷ ︸
︸ ︷︷ ︸

Parameter Estimation for FS-TARMA models

The FS-TARMA model cannot be written as a linear function of ϑ. Indeed:

x[t] +

na∑
i=1

pa∑
j=1

ai,j · Gba(j)[t] · x[t − i]

︸ ︷︷ ︸
AR part

= e[t,ϑ] +

nc∑
i=1

pc∑
j=1

ci,j · Gbc(j)[t] · e[t − i,ϑ]

︸ ︷︷ ︸
MA part

=⇒

=⇒ x[t] = φT
ARMA[t,ϑ] · ϑ + e[t,ϑ]

φARMA[t,ϑ]
∆
=
[
−Gba(1)[t]·x[t−1] . . . −Gba(pa)[t]·x[t−na]

... Gbc(1)[t]·e[t−1,ϑ] . . . Gbc(pc)[t]·e[t−nc,ϑ]
]T

Hence the OLS and WLS criteria lead to nonlinear estimators characterized by several local
minima.
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Maximum Likelihood (ML) estimation

� Estimate ϑ and σ2
e by maximizing the Gaussian conditional likelihood L(ϑ, (σ2

e)
N
1 |xN

)
of ϑ and (σ2

e)
N
1 , given the observations xN ∆

= {x[1], . . . , x[N ]}:

{ϑ̂, σ̂2
e [1], . . . , σ̂2

e [N ]} = arg max
ϑ,(σ2

e)N1

lnL(ϑ, (σ2
e)

N
1 |xN

)
L(ϑ, (σ2

e)
N
1 |xN

)
= f (xN) = f(eN) =

N∏
t=1

1√
2πσ2

e [t]
· exp

[−e2[t,ϑ]

2σ2
e [t]

]
=⇒

lnL(ϑ, (σ2
e)

N
1 |xN

)
= −1

2

{
N · ln 2π +

N∑
t=1

ln σ2
e [t] +

N∑
t=1

e2[t,ϑ]

σ2
e [t]

}

f (·) : probability density function

Non-parametrized innovations variance case

∂ lnL
∂σ2

e [τ ]
= 0 ⇔ −1

2
·
[

1

σ2
e [τ ]

− e2[τ,ϑ]

σ4
e [τ ]

]
= 0 ⇔ σ2

e [τ ] = e2[τ,ϑ], (τ ∈ (1, N))

∂2 lnL
∂(σ2

e [τ ])2

∣∣∣∣
σ2

e [τ ]=e2[τ,ϑ]

= −1

2
·
[ −1

σ4
e [τ ]

+
2e2[τ,ϑ]

σ6
e [τ ]

]
σ2

e [τ ]=e2[τ,ϑ]

= −1

2
·
[

2

σ4
e [τ ]

− 1

σ4
e [τ ]

]
= − 1

2σ4
e [τ ]

< 0
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From the above equations it follows that:

{ϑ̂, (σ̂2
e)

N
1 } = arg max

ϑ,(σ2
e)N1

{
lnL(ϑ, (σ2

e)
N
1 |xN

) ∣∣∣
σ2

e [τ ]=e2[τ,ϑ]

}
⇐⇒

⇐⇒ ϑ̂ = arg max
ϑ

{
−1

2

N∑
t=1

ln e2[t,ϑ]

}
=

{
−1

2
ln

(
N∏

t=1

e2[t,ϑ]

)}
, σ̂2

e [t] = e2[t,ϑ]

Parametrized innovations variance case

θ̂ = arg max
θ

⎧⎪⎪⎪⎨
⎪⎪⎪⎩−1

2

N∑
t=1

⎡
⎢⎢⎢⎣ln

( ps∑
j=1

sj · Gbs(j)[t]

)2

+
e2[t,ϑ](∑ps

j=1 sj · Gbs(j)[t]

)2

⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭

θ
∆
=
[
ϑT ... sT

]T
ϑ

∆
= [aT ... cT ]T

s
∆
= [s1 . . . sps]

T

∂ lnL
∂sr

= 0 ⇔
N∑

t=1

{
2 · Gbs(r)[t]∑ps

j=1 sj · Gbs(j)[t]
− 2 · e2[t,ϑ] · Gbs(r)[t](∑ps

j=1 sj · Gbs(j)[t]
)3

}
= 0 ⇔ ???

↪→ Non-linear optimization problem due to the non-quadratic dependence on:

� The innovations variance vector s (FS-TAR and FS-TARMA case).

� The MA projection coefficients (FS-TARMA case)
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II. Multi-Stage Estimation Methods

�Multi-stage methods tackle the problem by “breaking” it up into simpler subproblems. These
are either quadratic (� linear techniques applicable) or non-quadratic but of lower dimension.

The Two-Stage Least Squares (2SLS) method (Grenier 1989; Poulimenos and Fassois 2003)

STAGE 1. Inverse Function Estimation:
A truncated ni-order inverse function model:

I [B, t, i] · x[t] = e[t, i]
i: inverse function coefficient of

projection vector.

is estimated via an OLS or WLS estimator.

STAGE 2. AR/MA Projection Coefficient Estimation:
Estimates of the residuals e[t] are obtained as e[t, î] and the AR/MA coefficients of
projection in the model:

x[t] +

na∑
i=1

pa∑
j=1

ai,j · Gba(j) · x[t − i] =

nc∑
i=1

pc∑
j=1

ci,j · Gbc(j) · e[t − i, î] + e[t,ϑ]

are obtained via an OLS or WLS estimator.

STAGE 3. Innovations Standard Deviation Estimation:
The residual standard deviation σe[t] is non-parametrically/parametrically estimated.
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The Three-Stage LS/ML method

Motivation:

Given an estimate of s, the ln-likelihood simplifies to a Weighted Least Squares criterion:

lnL(θ|xN) = −1

2

N∑
t=1

(
ln(gT

s [t]·ŝ)2 +
e2[t,ϑ]

(gT
s [t]·ŝ)2

)
= −

(
1

2

N∑
t=1

e2[t,ϑ]

(gT
s [t]·ŝ)2

)
+ const.

gs[t]
∆
=
[
Gbs(1)[t] . . . Gbs(ps)[t]

]T
�Weighted Linear Least Squares (WLLS) estimation may be applied in the FS-TAR

case (e[t,ϑ] depends linearly on ϑ)

�Weighted Non-linear Least Squares (WNLS) estimation may be applied in the
FS-TARMA case (e[t,ϑ] depends non-linearly on ϑ)

↪→ This problem may be relaxed and treated suboptimally via linear techniques
as in the P-A and 2SLS methods (Poulimenos and Fassois 2004)

� This multistage estimator is asymptotically equivalent to the ML estimator
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STAGE 1. Initial AR/MA Projection Coefficient Estimation (OLS)

ϑ̂OLS = arg min
ϑ

N∑
t=1

e2[t,ϑ]

FS-TAR case [Ordinary Linear Least Squares (OLLS) estimation]:

ϑ̂OLS =

(
N∑

t=1

φAR[t] · φT
AR[t]

)−1

·
(

N∑
t=1

φAR[t] · x[t]

)

FS-TARMA case [Ordinary Non-linear Least Squares (ONLS) estimation]:

Initial P-A or 2SLS estimation (suboptimum)
+

refinement by the ONLS estimator using iterative optimization techniques.
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STAGE 2. Residual Standard Deviation Estimation (ML)

FS-TAR / TARMA case [Maximum Likelihood (ML) estimation]:

ŝML = arg max
s

{
−1

2

N∑
t=1

(
ln(gT

s [t] · s)2 +
e2[t, ϑ̂OLS]

(gT
s [t] · s)2

)

↪→ Non-linear optimization problem of lower dimension

Implementation:

Initial estimation via a Least Squares estimator (Grenier, 1983):

ŝ = arg min
s

1

N

N∑
t=1

(
|e[t, ϑ̂OLS]| −

√
2

π
· gT

s [t] · s
)2

=

√
π

2
·
(

N∑
t=1

gs[t] · gT
s [t]

)−1

·
(

N∑
t=1

gs[t] · | e[t, ϑ̂OLS]|
)

+

Refinement by the ML estimator using iterative optimization techniques.
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STAGE 3. Final AR/MA Projection Coefficient Estimation

ϑ̂ = arg min
ϑ

N∑
t=1

e2[t,ϑ]

(gT
s [t] · ŝ)2

FS-TAR case [Weighted Linear Least Squares (WLLS) estimation problem]:

ϑ̂ =

(
N∑

t=1

φAR[t] · φT
AR[t]

(gT
s [t] · ŝ)2

)−1

·
(

N∑
t=1

φAR[t] · x[t]

(gT
s [t] · ŝ)2

)

FS-TARMA case [Weighted Non-linear Least Squares (WNLS) estimation problem]:

Initial (suboptimum) P-A or 2SLS estimation (WLS versions)
+

refinement by the WNLS estimator using iterative optimization techniques.
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4. ASYMPTOTIC ANALYSIS FOR FS-TARMA ESTIMATORS

� Refers to the estimator properties as the number of observations tends to infinity

� Consistency: Probabilistic convergence of the estimator to its “true” (θo) value:

θ̂N
p−→ θo

� Asymptotic Normality: Approximation of the estimator distribution by a normal law:

θ̂N
A∼ N

(
θo

, 1
NP

)
,

(
1
NP : estimator covariance matrix

)

↪→ A physical interpretation:

“As the number of observations increases more information of the same kind is added”.

Question: How more and more observations concerning a general (non-periodic) non-
stationary phenomenon can be collected?

� A general non-stationary phenomenon takes place in a specific time interval, thus:

more observations (N −→ ∞) ⇐⇒ more dense observations (Ts −→ 0)
(Dahlhaus, 1997)
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Problem Formulation

� Difficulty: The “true” discrete-time system changes as N −→ ∞ via Ts −→ 0

↪→ The “true” parameter is considered as a sequence of “true” parameters {θo
N}:{

θo
N =

[
ϑo

N
T ... so

N
T
]T
}

: xN [t]+

na∑
i=1

ai[t,ϑ
o
N ] ·xN [t− i] = eN [t]+

nc∑
i=1

ci[t,ϑ
o
N ] ·eN [t− i]

eN [t] ∼ N (0, σ2
e [t, s

o
N ]), t = 1, . . . , N, N = 1, 2, 3, . . .

� Asymptotic considerations:
� Consistency: Probabilistic convergence of the distance between the estimator and its

“true” value ρ(θ̂
N
,θo

N
) to zero:

ρ(θ̂
N
,θo

N
)

p−→ 0 � θ̂
N
−→ θo

N
(large N )

p−→ indicating convergence
in probability

� Asymptotic Normality: Convergence of the normalized estimator distribution to the
standard normal law:

λTP−1
2(θo

N
)
√

N(θ̂
N
− θo

N
)

d−→ N (0, 1), ∀λ : λT · λ = 1 � θ̂
N

A∼ N (
θo

N
, 1

NP (θo
N
)
)

(large N )

1
NP (θo

N) : asymptotic covariance matrix
d−→: convergence in distribution
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Consistency Analysis

� It may be shown under general conditions concerning the FS-TARMA model stability,
invertibility and identifiability that:

ρ(ϑ̂
OLS

N ,ϑo
N)

p−→ 0, ρ(ϑ̂
WLS

N ,ϑo
N)

p−→ 0

ρ(θ̂
ML

N ,θo
N)

p−→ 0, ρ(θ̂
MS

N ,θo
N)

p−→ 0

Asymptotic Normality

� It may be shown under the same general conditions that:

P
−1

2
OLS(θo

N) · √N · (θ̂OLS

N − θo
N)

d−→ N (0, I)

P
−1

2
WLS(θo

N) · √N · (θ̂WLS

N − θo
N)

d−→ N (0, I)

P
−1

2
ML(θo

N) · √N · (θ̂ML

N − θo
N)

d−→ N (0, I)

P
−1

2
MS(θo

N) · √N · (θ̂MS

N − θo
N)

d−→ N (0, I)
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Cramèr-Rao Bound
� Imposes a lower bound on the asymptotic covariance matrix.

1

N
P (θo

N) ≥ [J(θo
N)]−1 =

⎡
⎣E

{[
∂

∂θ
L(θ|xN)

]
·
[

∂

∂θ
L(θ|xN)

]T
}
θo

N

⎤
⎦−1

=

[
E

{
∂2

∂θ ∂θT
L(θ|xN)

}
θo

N

]−1

Fisher’s Information Matrix (J(θo
N)):

J(θo
N) =

N∑
t=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

E

{[
∂

∂ϑ
e[t,ϑ]

]
·
[

∂

∂ϑ
e[t,ϑ]

]T
}
ϑo

N

(gT
s [t] · so

N)2︸ ︷︷ ︸
E
{

∂L
∂ϑ · ∂L

∂ϑT

} 0︸︷︷︸
E
{

∂L
∂ϑ · ∂L

∂sT

}

0︸︷︷︸
E
{

∂L
∂s · ∂L

∂ϑT

} 2 · gs[t] · gT
s [t]

(gT
s [t] · so

N)2︸ ︷︷ ︸
E
{

∂L
∂s · ∂L

∂sT

}

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

PML(θo
N
) = PMS(θo

N
) = [·J(θo

N
)]−1
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Monte Carlo study

FS-TAR(2,2)[3,3]

ba = [0, 1, 3], bs = [0, 2, 3]

1500 experiments (signal realizations), N=6000 sample long signals

Chebyshev II basis functions: G0[t] = 1, G1[t] = 4 t−1
N−1 − 2,

Gk[t] = G1[t] · Gk−1[t] − Gk−2[t], t = 1, . . . , N, n = 2, 3, . . . ,

Sample mean values ± 2 sample standard deviations (—), along with the respective
theoretical mean values and Cramèr-Rao bounds (. . .), and the theoretical asymp-
totic OLS standard deviations (.. .. ..)

FS-TARMA(2,2)[3,3,3]

ba = [0, 1, 3], bc = [0, 1, 2], bs = [0, 2, 3]

1500 experiments (signal realizations), N=6000 sample long signals

Sample mean values ± 2 sample standard deviations (—), along
with their respective theoretical counterparts (−)
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5. MODEL STRUCTURE ESTIMATION & VALIDATION

MODEL STRUCTURE ESTIMATION

“Estimation of the model orders and additional structural parameters
for a selected model class”

M ∆
= {na, nc} na, nc : AR/MA orders

MSP
∆
= {na, nc, κ} κ : smoothness constraint order

MFS
∆
= {na, nc,FAR,FMA,Fσ2

e
} F : functional subspace

General approach: minimization of the Bayessian Information Criterion (BIC)
or the negative log-likelihood function.

BIC =

[
N

2
· ln 2π +

1

2

N∑
t=1

(
ln(σ2

e [t]) +
e2[t]

σ2
e [t]

)]
︸ ︷︷ ︸

− lnL(xN)

+
ln N

2
· d

d: number of independently estimated model parameters
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A heuristic method
(Poulimenos and Fassois 2004)

PHASE I. Model Order Selection
Based upon initial “extended” and “complete” functional subspaces (ensuring subspace
adequacy) via minimization of theBIC:

{na, nc} = arg min
na,nc

BIC(M)

using trial and error techniques.

PHASE II. Functional Subspace Selection
Optimization of the initial, “extended”, subspaces by detecting “excess” basis func-
tions through either theBIC or theAPD criterion:

APD
∆
=

na∑
i=1

∆ai +

nc∑
i=1

∆ci + ∆s

∆ai, ∆ci, ∆s: normalized deviations of the current model parameters
from their initial model counterparts (Phase I result)

using backward procedures.
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Integer Optimization Scheme
(Poulimenos and Fassois 2003)

Minimization of the BIC is achieved via a “direct”, “hybrid”, two-phase optimization
scheme:

PHASE I. Coarse (“global”) optimization.
↪→ applied to the complete search space

aiming at locating promising regions.

↪→Approach: Genetic Algorithms

PHASE II. Fine (“local”) optimization.
↪→ operates in the neighborhood of each

Phase I result aiming at locating the
exact optimum point.

↪→ Approach: Backward Regression
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MODEL VALIDATION

The residual series is non-stationary. A test based upon the number of sign changes in the
residual series is applied.

(++)(−−−)(+)(−−)(+ + ++)(−)(++)(−−)

Let: z be the number of “runs” (groups with common sign)
z1 be the total number of positive residuals
z2 be the total number of negative residuals

The sign test examines whether a pattern is “unusual” for a zero-mean
uncorrelated series or not.

The mean and variance of the random variable z may be estimated as:

µ̂ =
2z1z2

z1 + z2
+ 1, σ̂2 =

2z1z2 · (2z1z2 − z1 − z2)

(z1 + z2)2 · (z1 + z2 − 1)
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For large samples, the tails of the distribution of z may be approximated by Gaussian curves.

� Lower tail statistic Z
 = z−µ̂+1/2
σ̂ ∼ lower tail of N (0, 1)

� Upper tail statistic Zu = z−µ̂−1/2
σ̂ ∼ upper tail of N (0, 1)

}
under H0

0

Z
l

Zα 0 Z
1−α

H
o
 accepted H

1
 accepted H

1
 accepted H

o
 accepted 

Z
u

α α 

Lower tail test Upper tail test 

f
N

(Z
l
) f

N
(Z

u
) H0: residual series uncorrelated

H1: residual series correlated

Risk level α: Probability of rejecting
H0 although it is true.

︸ ︷︷ ︸
if z≤µ̂

︸ ︷︷ ︸
if z>µ̂
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6. MODEL BASED ANALYSIS

The Impulse Response Function

It may readily obtained as: h[t, τ ] =

{
0, t < τ

ct−τ [t] −
∑t−τ

j=1 aj[t] · h[t − j, τ ], t ≥ τ

The Autocovariance Function

γ[t1, t2] =

min(t1,t2)∑
i=−∞

h̄[t1, i] · h̄[t2, i] =⇒ γ[t1, t2] =

min(t1,t2)∑
i=−∞

h[t1, i] · h[t2, i] · σ2
e [i]

(h̄[t, τ ]
∆
= h[t, τ ] · σe[τ ])

Time-frequency Distributions

“Frequency Response” H(ejωTs, t)
∆
=

response of the system to ejωTst

ejωTst

ω: frequency
j =

√−1

Ts: sampling period

H(ejωTs, t) =

∞∑
i=0

h[t, t − i] · e−jωTsi

STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS

26th
B

enelux
M

eeting
on

System
s

and
C

ontrol
B

ook
ofA

bstracts

247



PARAMETRIC TIME-DOMAIN METHODS FOR NON-STATIONARY RANDOM VIBRATION IDENTIFICATION 41

The Wigner-Ville distribution: SWV (ω, t) =

∞∑
τ=−∞

γ
[
t − τ

2
, t +

τ

2

]
· e−jωTsτ

The Melard-Tjøstheim distribution: SMT (ω, t) =
∣∣H̄(ejωTs, t)

∣∣2 =

∣∣∣∣∣
t∑

τ=−∞
h̄[t, τ ] · ejωTsτ

∣∣∣∣∣
2

The “Frozen” distribution: SF (ω, t) =

∣∣∣∣A[e−jωTs, t]

C[e−jωTs, t]

∣∣∣∣2 · σ2
e [t] A[e−jωTs, t] = A[B, t] for B = e−jωTs

� The “frozen” characteristics correspond to the characteristics that the system would
have if it were actually “frozen” at a specific time instant.

A frozen frequency response function (frf) may be defined as:

HF (ejωTs, t) =
A[e−jωTs, t]

C[e−jωTs, t]

Similarly frozen natural frequencies and damping ratios may be obtained as:

ωni[t] =

∣∣∣ln λi[t]
∣∣∣

Ts
(rad/time unit) , ζi[t] = − cos

(
arg

(
ln λi[t]

)) λi: designating the i-th
discrete-time “frozen” pole
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7. A COMPARATIVE STUDY BASED ON MONTE CARLO EXPERIMENTS

(Poulimenos and Fassois 2006)

THE PROBLEM: Modeling, analysis and prediction of non-stationary vibration.

The Underlying System

 

m3 

m2 

m1 

k3(t) 

k2(t) 

k1 

c3 

c2 

r(t) 

x1 

x2 

x3 

 

 

 Time-varying stiffnesses k2(t) and k3(t):

ki(t) = ki,0 + ki,1 · sin(2πt/Pi,1) + ki,2 · sin(2π/Pi,2)

Symbol Value

m1 0.5 kg

m2 1.5 kg

m3 1.0 kg
c2 0.5 N/(m/s)
c3 0.3 N/(m/s)
k1 300 N/m

k2(t) k2,0 = 100 (N/m), k2,1 = 60, k2,2 = 20 (N/m)
P2,1 = 170, P2,2 = 85 (s)

k3(t) k3,0 = 120 (N/m), k3,1 = 72, k3,2 = 24 (N/m)
P3,1 = 141.67, P3,2 = 94.44 (s)
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Identified Models

Model Class Identification Method Method Characteristics Identified Model

Unstructured ST-ARMA M = 301; m = 10; PE estimation ST-ARMA(6,3)

Parameter (Levenberg-Marquardt:

Evolution termination rule ||ϑ̂i − ϑ̂i−1|| < 10−6)

RML-TARMA λ = 0.978; init. covariance α = 104 RML-TARMA(6,3)

Stochastic SP-TARMA∗ ELS-like estimation; α = 104 SP-TARMA(6,3) κ = 2

Parameter ν̂ = 4.988 × 10−8

Evolution SP-TARMA (smoothed)∗ ” ”

Deterministic FS-TARMA (2SLS)† ni = 20; QR implementation of OLS FS-TARMA(6,3)[41,2,19]

Parameter FS-TARMA (2SLS-PE)† ” ”

Evolution (Levenberg-Marquardt)

FS-TARMA (RELS)† init. covariance α = 104 ”

∗ SP-TARMA(6, 3) models: αi[t] = 2 · αi[t − 1] − αi[t − 2] + wαi
[t], ci[t] = 2 · ci[t − 1] − ci[t − 2] + wci

[t]

† FS-TARMA(6, 3) models: trigonometric functional subspaces

G0[t] = 1, G2k−1[t] = sin

[
k π t

N−1

]
, G2k[t] = cos

[
k π t

N−1

]
, k = 1, 2, . . .

ba = [0, . . . , 34, 36, 38, 42, 44, 46, 48]
bc = [0, 2]
bs = [0, 1, 2, 4, 6, 7, 8, 10, 12, 13, 14, 16, 17, 18, 22, . . . , 26]
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Model-Based “Frozen” Vibration Analysis (1)

ST-ARMA(6,3) RML-TARMA(6,3)
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Model-Based “Frozen” Vibration Analysis (2)

SP-TARMA(6,3) SP-TARMA(6,3) (smoothed)
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Model-Based “Frozen” Vibration Analysis (3)

FS-TARMA(6,3) (2SLS) FS-TARMA(6,3) (RELS)
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Model-Based “Frozen” Vibration Analysis (4)

FS-TARMA(6,3) (2SLS-PE) Theoretical
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8. APPLICATION EXAMPLES

8.a Earthquake Ground Motion Modelling, Analysis and Synthesis

(Fouskitakis and Fassois 2002)

Power Spectral Density (STFT)

0 224 448 672 896
Time series index

1120

AIMS:

� Modelling and synthesis of the 1979 El Centro (California) accelerogram via FS-
TAR/TARMA (DPE-TARMA) modelling.

� Critical comparisons with RML-TARMA (UPE-TARMA) modelling.
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Earthquake Ground Motion Signal Modelling

• FS-TARMA modelling: P–A estimation method + non-linear PE (refinement).
• FS-TAR modelling: OLS estimation.
• Recursive TARMA modelling: Recursive Maximum Likelihood estimation.

FS-TARMA structure selection FS-TARMA/RML-TARMA one-step ahead predictions

Model RSS RSS/SSS(%) AIC BIC SPP†

FS-TAR(6)Haar
8 7,958 1.505 2.243 2.319 23

FS-TARMA(2, 4)Haar
[8,8] 7,698 1.455 2.207 2.286 23

RML-TARMA(4, 1)0.966 11,287 2.134 (2.531) (2.389) (224)
† Samples Per (estimated model) Parameter

FS-TAR
ba = [0, 2, 4, 17, 70, 71, 142, 146]

FS-TARMA
ba = [0, 2, 4, 17, 70, 71, 142, 146]
bc = [0, 2, 4, 17, 70, 71, 142, 146]
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Earthquake Ground Motion Signal Synthesis

• Based upon the estimated FS-TARMA (2,4)[8,8] / RML-TARMA(4,1) models.

0 224 448 672 896
Time series index

1120
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Model-based Synthesis Assessment

• In terms of critical signal characteristics like the Peak Ground Acceleration (PGA) and
the Root Mean Square Acceleration (RMSA):

PGA ∆
= max

t
|x[t]|, RMSA ∆

=

√√√√ 1

N

N∑
t=1

x2[t]

RESULTS:

� Accurate FS-TAR/TARMA model based modelling and synthesis.

� FS-TAR/TARMA models outperform their RML-TARMA counterparts in terms
of signal modelling, synthesis and representation parsimony.

� FS-TARMA modelling outperforms pure FS-TAR modelling in terms of accu-
racy, synthesis and representation parsimony.
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8.b Planar Manipulator Vibration Modelling and Analysis

(Petsounis and Fassois 2000)
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AIMS:

� Non-stationary random vibration modelling and analysis in a periodically varying
manipulator via FS-TARMA (DPE-TARMA) modelling.

� Critical comparisons with pure FS-TAR modelling and non-parametric STFT-
based analysis.
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Non-stationary Vibration Modelling

• FS-TARMA modelling: P–A estimation method + non-linear PE (refinement).
• FS-TAR modelling: OLS estimation.

↪→ Based upon trigonometric functional subspaces:

G0[t] = 1, G2k−1[t] = sin

[
k π t

N−1

]
, G2k[t] = cos

[
k π t

N−1

]
, k = 1, 2, . . .

FS-TAR FS-TARMA
ba = [0, 1, 2] ba = [0, 1, 2]

bc = [0, 1, 2]

FS-TARMA structure selection FS-TARMA(4, 5)[3,3] one-step ahead predictions
(◦: actual signal, ×: prediction, •: 95 % probability limits)
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Model Based Analysis

• Power Spectral Density and modal parameter extraction based upon the estimated
FS-TARMA(4, 5)[3,3] model.

Theoretical Power Spectral Density FS-TARMA(4, 5)[3,3] Power Spectral Density
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8.c Modelling and Analysis of a Bridge-Like Laboratory Structure

� Random excitation via an electromechanical shaker.

� Vertical accelerations measured via piezoelectric accelerometers.

� Data acquisition (DAQ) [Siglab 20-42].

� Band-pass filtering (4–60 Hz).

Beam:
2670(L) × 50(W) × 70(H) cm
weight: 13.2 kgr

Cylindrical mass:
52.5(R) × 75.0(H) cm
weight: 5.4 kgr
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Baseline modelling: “Frozen-configuration” representation

The underlying structural dynamics corresponding to various mass positions are identified
via exhaustive stationary experiments and subsequent analysis.

� Exhaustive ARMA modelling:{
xm[t] +

na∑
i=1

ai[m] · xm[t − i] = em[t] +

nc∑
i=1

ci[m] · em[t − i]; em[t] ∼ NID(0, σ2
em

); m = 1, . . . 120

}
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Structural Identification & Analysis Results

� AR/MA orders: TARMA(n, n) models, n = 2, . . . , 12

• BIC in the FS-TARMA case and (RSS) in the RML-TARMA and SP-TARMA cases.

Model Class Identification Method Method Characteristics Identified Model

Unstructured RML-TARMA λ = 0.9905 RML-TARMA(8, 8)

Parameter Evolution α = 104

Stochastic SP-TARMA ν = 2.757 × 10−11 SP-TARMA(8, 8) κ = 2

Parameter Evolution α = 104

Deterministic FS-TARMA Gauss-Newton FS-TARMA(8, 8)[11,15,15]

Parameter Evolution

• FS-TARMA model: trigonometric functional subspaces

G0[t] = 1, G2k−1[t] = sin

[
k π t

N−1

]
, G2k[t] = cos

[
k π t

N−1

]
, k = 1, 2, . . .

ba = [0, . . . , 10]
bc = [0, . . . , 14]
bs = [0, . . . , 6, 8, 9, 10, 12, 13, 14, 17, 19]
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Model-Based Time-Varying Power Spectral Density Estimates

(a) Baseline modelling (b) RML-TARMA(8, 8)

(c) SP-TARMA(8, 8)(κ=2) (d) FS-TARMA(8, 8)[11,15,15]
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Model-Based Natural Frequency Estimates
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Model-Based Antiresonant Frequency Estimates
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9. CONCLUDING REMARKS & OUTLOOK

1. A summary of parametric models and methods for non-stationary random vibration
identification were reviewed and classified as:

a. Unstructured Parameter Evolution (UPE) (RARMA models)
b. Stochastic Parameter Evolution (SPE) (SP-TARMA models)
c. Deterministic Parameter Evolution (DPE) (FS-TARMA models)

2. A framework for complete identification (parameter estimation, structure selection, model
validation) of TARMA models was presented – AIC/BIC criteria not always effective.

3. A framework for asymptotic analysis of FS-TARMA estimators was presented.

4. The methods’ performance characteristics were assessed via Monte Carlo experiments
– Representative practical applications were also presented.

5. Issues for future investigation on FS-TARMA model identification include:

i. algorithmic instability problem alleviation

ii. more flexible & fully automated basis function selection

iii. identification with short data records

iv. extensions to vector models and alternative estimation criteria
STOCHASTIC MECHANICAL SYSTEMS & AUTOMATION (SMSA) LABORATORY UNIVERSITY OF PATRAS
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Moritz Diehl

Nonlinear Dynamic Optimization in 
Control Engineering –

Algorithms and Applications

Moritz Diehl,
Optimization in Engineering Center (OPTEC)

K.U. Leuven, Belgium

Benelux Meeting on Systems and Control,

March 15, 2007
Moritz Diehl

Overview

�What is the Optimization in Engineering Center OPTEC?

�Dynamic Optimization Example: Control of Batch Reactors

�How to Solve Dynamic Optimization Problems?

�Three Challenging Applications:

• Robust Open-Loop Control of Batch Reactor 

• Periodic and Robust Optimization for „Flying Windmills“

• Model Predictive Control (MPC) of Kites and Engines

Moritz Diehl

OPTEC Aim: Connect Optimization Methods & Applicatio ns

Methods: New 
developments are 
inspired and driven by 
application needs

Applications: Smart 
problem formulations 
allow efficient solution 
(e.g. convexity)

Moritz Diehl

History of Optimization in Engineering Center

Founded as “K.U. Leuven Center of Excellence: Optimi zation in 
Engineering“

Five year project with 500.000 Euro per year, from 2005 t o 2010

Promoted by four engineering departments:
� Chemical Engineering
� Computer Science
� Electrical Engineering
� Mechanical Engineering

New positions: 
� 4-6 PhD
� 2-4 Postdoc
� 1 new professorship (located at ESAT) for „Principal Investigator“
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Moritz Diehl

Quarterly and Weekly OPTEC Lecture Series
�Quarterly „Simon Stevin Lecture on 
Optimization in Engineering“:

• Dec. 6: Larry Biegler , CMU Pittsburgh (past)
• Mar. XX: David Mayne , Imperial, London (tent.)
• July XX: Steven Wright , Wisconsin
• Oct 26: Manfred Morari , ETH Zurich

�„K.U. Leuven Seminar on Optimization in Engineering “ :
• Jan. 31: Mario Milanese (Torino): MPC of semi-active damping
• Feb. 8: Philippe Toint (Namur): large scale optimization methods
• Feb. 22: Peter Kuehl (Heidelberg): Robust optimal feedback control
• March 1: Yurii Nesterov (UCL)/ Florian Jarre (Duesseldorf): new 

optimization algorithms

Simon Stevin, 
1548-1620)

Moritz Diehl

Some OPTEC Workshops

�1st International Workshop on Modelling and Optimization of Power 
Generating Kites , January 30, 2007, Leuven

�one week Athens-course „Dynamic Process and System Optimization“
March 19-23, 2007, Leuven

�13th CFG07 Optimization Conference , September 17-21, 2007, 
Heidelberg

�2-day parameter estimation and experimental design workshop on 
October 3 & 4, 2007, Leuven

Moritz Diehl

Overview

�What is the Optimization in Engineering Center OPTEC?

�Dynamic Optimization Example: Control of Batch Reactors

�How to Solve Dynamic Optimization Problems?

�Three Challenging Applications:

• Robust Open-Loop Control of Batch Reactor 

• Periodic and Robust Optimization for „Flying Windmills“

• Model Predictive Control (MPC) of Kites and Engines

Control of Exothermic Batch Reactors

Cooperation between Heidelberg University and            
Warsaw University of Technology

Work of Peter Kühl (Heidelberg) 
with A. Milewska, E. Molga (Warsaw)
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Moritz Diehl

Batch Reactor in Warsaw [Peter Kuehl, Aleksandra Milewska]

Esterification of 2-Butanol (B) by propionic anhydride (A): 
exothermic reaction, fed-batch reactor with cooling jacket

Aim: complete conversion of B, avoid explosion!
Control: dosing rate of A 

Moritz Diehl

Safety Risk: Thermal Runaways

accumulation     - temperature rise     - thermal runaway

Try to avoid by requiring upper bounds on
• reactor temperature TR ,  and hypothetical
• adiabatic temperature  S that would result if all A reacts with B

Moritz Diehl

Differential (Algebraic) Equation Model

(1)

(2)

Moritz Diehl

Dynamic Optimization Problem for Batch Reactor

Constrained optimal control problem:

Generic optimal control problem:

minimize remaining B

subject to dosing rate and 
temperature constraints
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Moritz Diehl

Overview

�What is the Optimization in Engineering Center OPTEC?

�Dynamic Optimization Example: Control of Batch Reactors

�How to Solve Dynamic Optimization Problems?

�Three Challenging Applications:

• Robust Open-Loop Control of Batch Reactor 

• Periodic and Robust Optimization for „Flying Windmills“

• Model Predictive Control (MPC) of Kites and Engines

Moritz Diehl

Optimal Control Problem in Simplest Form

Moritz Diehl

First Approach: Single Shooting

Moritz Diehl

Nonlinear Program (NLP) in Single Shooting

�After control discretization, obtain NLP:

�Solve with NLP solver, e.g. Sequential Quadratic 

Programming (SQP)
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Moritz Diehl

Sequential Quadratic Programming (SQP)

Moritz Diehl

Toy Problem with One ODE for Illustration

Mildly nonlinear and unstable system.

Moritz Diehl

Single Shooting

Moritz Diehl

Single Shooting: First Iteration

B
ook

ofA
bstracts

26th
B

enelux
M

eeting
on

System
s

and
C

ontrol

258



Moritz Diehl

Single Shooting: Second Iteration

Moritz Diehl

Single Shooting: Third Iteration

Moritz Diehl

Single Shooting: 4th Iteration

Moritz Diehl

Single Shooting: 5th Iteration
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Moritz Diehl

Single Shooting: 6th Iteration

Moritz Diehl

Single Shooting: 7th Iteration (Solution)

Moritz Diehl

Single Shooting: Pros and Cons

Moritz Diehl

2nd Approach: Direct Multiple Shooting [Bock, Plitt 1981]
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Moritz Diehl

Nonlinear Program in Multiple Shooting

Moritz Diehl

SQP for Multiple Shooting

Summarize NLP:

Moritz Diehl

Toy Example: Multiple Shooting Initialization

Moritz Diehl

Multiple Shooting: First Iteration
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Moritz Diehl

Multiple Shooting: Second Iteration

Moritz Diehl

Multiple Shooting: 3 rd Iteration (already solution!)

Single shooting 
converged 
much slower!

Moritz Diehl

Multiple Shooting: Pros and Cons

Optimal control package MUSCOD-II (C/C++/Fortran) for large
ODE/DAE models continuously developed in Heidelberg and 
Leuven
(Leineweber, Schäfer, Diehl, Sager, Albersmeyer, Potschka, ..., 1999 - )

Moritz Diehl

The MUSCOD Developer Team in Heidelberg
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Moritz Diehl

Solution of Peter’s Batch Reactor Problem

Moritz Diehl

Experimental Results for Batch Reactor

� Mettler-Toledo test reactor R1

� batch time: 1 h

� end volume: ca. 2 l

Moritz Diehl

Experimental Results for Batch Reactor (Red)

large model plant 
mismatch

Safety critical!

How can we make 
Peter ‘s and 
Aleksandra‘s work 
safer?

Moritz Diehl

Overview

�What is the Optimization in Engineering Center OPTEC?

�Dynamic Optimization Example: Control of Batch Reactors

�How to Solve Dynamic Optimization Problems?

�Three Challenging Applications:

• Robust Open-Loop Control of Batch Reactor 

• Periodic and Robust Optimization for „Flying Windmills“

• Model Predictive Control (MPC) of Kites and Engines
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Moritz Diehl

Robust Worst Case Formulation

Make sure safety critical
constraints are satisfied for
all possible parameters p!

Semi-infinite optimization problem, difficult to tackle...

Moritz Diehl

Approximate Robust Formulation [Körkel, D., Bock, Kostina 04, 05] 

Intelligent safety margins (influenced by controls)

Fortunately, it is easy to show that up to first order:

~~

So we can approximate robust problem by:

Moritz Diehl

Numerical Issues for Robust Approach

� for optimization, need further derivatives of

� treat second order derivatives by internal numerical 
differentiation in ODE/DAE solver

� implemented in MUSCOD-II Robust -Framework [C. Kirches]

� use homotopy: start with nominal solution, increase 
slowly, employ warm starts 

Moritz Diehl

Estimated Parameter Uncertainties for Test Reactor

Standard
deviation

gamma

Tjacket 0.3 K 3.0

mcatalyst 0.5 g  (~10 %) 3.0

UA 10.0  W/(m2 K)
(~10 %)

2.0

uoffset 5.0 10-5 kg/s
(~10 % of upper
bound)

3.0

B
ook

ofA
bstracts

26th
B

enelux
M

eeting
on

System
s

and
C

ontrol

264



Moritz Diehl

Robust Optimization Result  and Experimental Test

Safety margin

Moritz Diehl

Comparison Nominal and Robust Optimization

Different solution structure. Model plant 
mismatch and runaway risk considerably 
reduced. Complete conversion.

Moritz Diehl

Overview

�What is the Optimization in Engineering Center OPTEC?

�Dynamic Optimization Example: Control of Batch Reactors

�How to Solve Dynamic Optimization Problems?

�Three Challenging Applications:

• Robust Open-Loop Control of Batch Reactor 

• Periodic and Robust Optimization for „Flying Windmills“

• Model Predictive Control (MPC) of Kites and Engines

Moritz Diehl

Conventional Wind Turbines

� Due to high speed, wing tips are 
most efficient part of wing

� High torques at wings and mast limit 
size and height of wind turbines

� But best winds are in high altitudes!

Could we construct a wind turbine 
with only wing tips and generator ?

26th
B

enelux
M

eeting
on

System
s

and
C

ontrol
B

ook
ofA

bstracts

265



Moritz Diehl

Conventional Wind Turbines

� Due to high speed, wing tips are 
most efficient part of wing

� High torques at wings and mast limit 
size and height of wind turbines

� But best winds are in high altitudes!

Could we construct a wind turbine 
with only wing tips and generator ?

Moritz Diehl

Crosswind Kite Power (Loyd 1980)

� use kite with high lift-to-drag-ratio
� use strong line, but no mast and 

basement
� automatic control keeps kites looping

But where could a generator be driven?

Moritz Diehl

New Power Generating Cycle
New cycle consists of two phases:
� Power generation phase:

• add slow downwind motion by 
prolonging line (1/3 of wind speed)

• generator at ground produces 
power due to large pulling force

� Retraction phase:
• change kite‘s angle of attack to 

reduce pulling force
• pull back line

Cycle produces same power as 
(hypothetical) turbine of same size!

Moritz Diehl

New Power Generating Cycle
New cycle consists of two phases:
� Power generation phase:

• add slow downwind motion by 
prolonging line (1/3 of wind speed)

• generator at ground produces 
power due to large pulling force

� Retraction phase:
• change kite‘s angle of attack to 

reduce pulling force
• pull back line

Cycle produces same average power as 
wind turbine of same wing size, but 
much larger units possible

(independently patented by Ockels, 
Ippolito/Milanese, D.)
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Moritz Diehl

Can stack kites, can use on sea

Moritz Diehl

Periodic Optimal Control (with Boris Houska)

forces at kite Control inputs:
� line length
� roll angle (as for toy kites)
� lift coefficient (pitch angle)

ODE Model with 12 states and 3 controls

Have to regard also cable elasticity

Moritz Diehl

Some Kite Parameters

e.g. 10 m x 50 m,
like Boeing wing, 
but much lighter 
material

standard wind velocity 
for nominal power of 
wind turbines

Moritz Diehl

Solution of Periodic Optimization Problem
Maximize mean power production:

by varying line thickness, period 
duration, controls, subject to 
periodicity and other constraints:
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Moritz Diehl

Visualization of Periodic Solution

Moritz Diehl

Prototype built by Partners in Torino and Delft

New cycle consists of two 
phases:

� Power generation phase:
• add slow downwind 

motion by prolonging line
(1/3 of wind speed)

• generator at ground
produces power due to large 
pulling force

� Pull back phase:
• change kite‘s angle of attack 

to reduce pulling force
• pull back line

� Cycle allows same power 
production as wind turbine of
same size!

Moritz Diehl

What about ‚dancing‘ kites ?

Moritz Diehl

� 2 x 500 m 2 airfoils
� kevlar line 1500 m,  diameter 8 cm
� wind speed 10 m/s

Optimization with ‚dancing‘ kites: 14 MW possible
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Moritz Diehl

Question: could kite also fly without feedback?

Stability just  by smart choice of open-loop controls?

Moritz Diehl

Linearization of Poincare Map determines stability

„Monodromy matrix“ = linearization of Poincare Map.

Stability � Spectral radius smaller than one.
Cons of Spectral radius:
• Nonsmooth criterion difficult for optimization
• uncertainty of parameters not taken into account

Moritz Diehl

Periodic Lyapunov Equations

THEOREM [Houska and D., 2007]:
Nonlinear system 

stable against perturbations if and only if

���� periodic Lyapunov Equation

with                     has finite solution.

Moritz Diehl

Orbit optimized for stability (using periodic Lyapu nov eq.)

Open-loop stability only possibly due to nonlinearity!

Long term simulation:
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Moritz Diehl

Overview

�What is the Optimization in Engineering Center OPTEC?

�Dynamic Optimization Example: Control of Batch Reactors

�How to Solve Dynamic Optimization Problems?

�Three Challenging Applications:

• Robust Open-Loop Control of Batch Reactor 

• Periodic and Robust Optimization for „Flying Windmills“

• Model Predictive Control (MPC) of Kites and Engines

Moritz Diehl

x0

x0

u0

u0

Principle of Model Predictive Control (MPC)

Moritz Diehl

Brain predicts and optimizes:
e.g. slow down before curve

Model Predictive Control When We Drive a Car

Always look a bit into the future!

Main challenge for MPC: fast and 
reliable real-time optimization!

Moritz Diehl

Nonlinear MPC Computation from 1998 to 2006

�1998: 5th order distillation model allows 
sampling times of only 5 minutes [Allgower, 
Findeisen, 1998]

�2001: 206th order distillation model, sampling 
times of 20 seconds [D. et al. ‚01]

�2006: 5th order engine model, sampling times 
of 10-20 milliseconds [Ferreau et al. ‘06], 

�5*60*1000 / 20  = 15 000 times faster , due to
Moore‘s law + Algorithm Development
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Moritz Diehl

Kite MPC Setup [Diploma A. Ilzhoefer]

Moritz Diehl

Kite MPC: Comparison with LTV Control

Moritz Diehl

Kite: Control after turn of wind direction

Moritz Diehl

EU Project PREDIMOT - Predictive Motor Control

� Goal: minimise 
fuel consumption 
and pollutant 
emissions, under 
varying motor 
demands

� Develop Linear 
and Nonlinear 
Model Predictive 
Control 
techniques
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Moritz Diehl

Diesel Engine Airpath Control in Linz, Austria

� Control objective: Track 
Mass Air Flow (MAF) and 
intake Manifold Pressure 
(MAP)

� Controls: Exhaust Gas 
Recirculation (EGR) and 
Variable Geometry of 
Turbocharger (VGT)

� Challenge for MPC: solve 
every 50 ms a complex 
quadratic program on slow 
dSPACE processor

Moritz Diehl

Real-World Experiments  [P. Ortner, J. Ferreau, 2007]

� Model Identification based on Data Series 
� State Estimation with Kalman Filter
� MPC Setup: predict 5 intervals of 50 ms
� Use novel Online Active Set Strategy
� Implement control system on dSPACE

MPC aggressive but effective. Computation fast enou gh!

Moritz Diehl

Summary: Nonlinear Dynamic Optimization

Open-Loop Optimization
(prone to model-plant-mismatch)

Robust Open-Loop
(no sensor feedback 
needed, simple)

Model Predictive Control
(feedback by fast online 
optimization)

Moritz Diehl

Two events of interest this year

�Workshop on NMPC Software and Applications
(NMPC-SOFAP), Loughborough, United Kingdom, 
April 19-20, 2007. 
(inv. speakers: Biegler, Findeisen, Kerrigan, Richalet, Schei)

�13th Czech-French-German Conference on
Optimization (CFG07), Heidelberg, Germany, 
September 17-21, 2007. 
(inv. speakers: Fletcher, Scherer, Trelat, Waechter,...) Traditionally 
strong in optimal control. 
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Moritz Diehl

For weekly information, 
join the OPTEC Mailing List: 
1) google „Listserv OPTEC“
2) subscribe as indicated

(New OPTEC Website at www.esat.kuleuven.be/~optec under construction)

Moritz Diehl

Thank you very much for your attention!

26th
B

enelux
M

eeting
on

System
s

and
C

ontrol
B

ook
ofA

bstracts

273



Book of Abstracts 26th Benelux Meeting on Systems and Control

274



26th Benelux Meeting on Systems and Control Book of Abstracts

Part 4

List of Participants

275



Book of Abstracts 26th Benelux Meeting on Systems and Control

276



26th Benelux Meeting on Systems and Control Book of Abstracts

Part 5

Organizational Comments

277



Book of Abstracts 26th Benelux Meeting on Systems and Control

278



26th Benelux Meeting on Systems and Control Book of Abstracts

Welcome

The Organizing Committee has the pleasure of welcoming
you to the 26th Benelux Meeting on Systems and Control, at
“CenterParcs De Vossemeren” in Lommel, Belgium.

Aim

The aim of the Benelux Meeting is to promote research ac-
tivities and to enhance cooperation between researchers in
Systems and Control. This is the twenty-sixth in a series of
annual conferences that are held alternately in Belgium and
The Netherlands.

Overview of the Scientific Program

1. Plenary lectures by invited speakers

• Graham C. Goodwin (University of Newcastle,
Australia)

– Sampling in Signal Processing
– Quantization in Signal Processing and

Control
– Sampling and Quantization in Modelling

and System Identification

• Spilios D. Fassois (University of Patras, Greece)

– Parametric Time Domain Methods for
Non-Stationary Random Vibration Iden-
tification: An Overview of Methods and
Applications

• Moritz Diehl (Katholieke Universiteit Leuven,
Belgium)

– Nonlinear Dynamic Optimization in Con-
trol Engineering – Algorithms and Appli-
cations

2. Contributed short lectures, see the list of sessions for
the titles and authors of these lectures.

Directions for speakers

For a contributed lecture the available time is 25 minutes.
Please leave a few minutes of this period for discussion and
room changes and adhere to the indicated schedule. In each
room overhead projectors and beamers will be available. Be
careful with this equipment, because the beamers are supplied
by some of the participating groups. When using a beamer,
you have to provide a notebook yourself and you have to start
your lecture with the notebook up and running and the external
video port switched on.

Organization

The Organizing Committee of the Benelux Meeting consists
of

D. Aeyels (Univ. of Ghent), G. Bastin (Univ.
catholique de Louvain), O.H. Bosgra (Delft
Univ. of Technology), R.F. Curtain (Univ. of
Groningen), B. de Jager (Eindhoven Univ. of
Technology), B. Demeulenaere (K.U.Leuven),
B.L.R. De Moor (K.U.Leuven), M. Gevers
(Univ. catholique de Louvain), P. Guillaume
(VUB), H. Nijmeijer (Eindhoven Univ. of Tech-
nology), R. Pintelon (VUB), J. Schoukens
(VUB), J.M. Schumacher (Tilburg Univ.),
I. Smets (K.U.Leuven), M. Steinbuch (Eind-
hoven Univ. of Technology), J. Swevers
(K.U.Leuven), P.M.J. Van den Hof (Delft Univ.
of Technology), A.J. van der Schaft (Univ. of
Twente), J. Van Impe (K.U.Leuven), G. van
Straten (Wageningen Univ.), S. Weiland (Eind-
hoven Univ. of Technology), H. Zwart (Univ. of
Twente).

This meeting has been organized by:

Jan De Caigny (K.U.Leuven, Div. PMA), Bram
Demeulenaere (K.U.Leuven, Div. PMA), Béa-
trice De Geest (K.U.Leuven, Dept of Chemical
Engineering) Bart De Moor (K.U.Leuven,
ESAT-SISTA), Patrick Guillaume (VUB,
Dept. MECH), Bart Motmans (K.U.Leuven,
ESAT-SISTA), Lieve Notré (K.U.Leuven,
Div. PMA), Ilse Pardon (K.U.Leuven, ESAT-
SISTA), Ann Pintelon (VUB, Dept. ELEC),
Rik Pintelon (VUB, Dept. ELEC), Goele
Pipeleers (K.U.Leuven, Div. PMA), Johan
Schoukens (VUB, Dept. ELEC), Ilse Smets
(K.U.Leuven, Dept of Chemical Engineering),
Jan Swevers (K.U.Leuven, Div. PMA), Bert
Stallaert (K.U.Leuven, Div. PMA), Ida Tassens
(K.U.Leuven, ESAT-SISTA), Jan Van Impe
(K.U.Leuven, Dept of Chemical Engineering)

The meeting is sponsored by ICCoS (Identification and Con-
trol of Complex Systems), a Scientific Research Network of
the Research Foundation - Flanders (FWO-Vlaanderen) and
supported by the Belgian Programme on Interuniversity Poles
of Attraction DYSCO (Dynamic Systems, Control and Opti-
mization), initiated by the Belgian State, Prime Minister’s
Office for Science.

Facilities

The facilities at the center include restaurants, bars, and recre-
ation and sports facilities. We refer to the reception desk of the
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center for detailed information about the use of these facili-
ties. Breakfast will be served in the “Market Grill Restaurant”,
from 7:00 until 9:30 (only for the people that registered with
accommodation). Lunches take place in the “Market Grill
Restaurant”, from 12:30 until 14:00. The dinner on Tuesday
takes place in the “Hammonds Restaurant”, from 19:00 until
21:00. The dinner on Wednesday takes place in the “Savanna
Restaurant”, from 19:00 until 21:00.

Best junior presentation award

Continuing a tradition begun in 1996, junior speakers at the
Benelux Meeting will contend for the Best Junior Presenta-
tion Award. As the name indicates, the prize honors the best
presentation at the Benelux Meeting by a junior speaker, i.e.,
a researcher working towards a PhD degree. The award is
given specifically for presentation technique rather than for
content, so in principle it would be possible that the winner
gave a beautiful presentation of irrelevant, trivial or even in-
correct results. This is of course not to say that content is
not important; however, the BJP Award is intended to help
remedy a lack of attention for presentation technique that has
been sometimes perceived.

The awarding of the prize proceeds as follows. The chairs
of sessions in which a junior speaker gives a presentation
will be asked to find three volunteers in the audience who
are willing to fill out an evaluation form. After the session,
the completed forms will be collected by the Prize Commis-
sioners who will then compute a ranking. The winner will be
announced immediately after the final lectures of the meet-
ing. The prize consists of a trophy that is made available by
DISC and that is to be kept by the winner for one year (until
the next Benelux Meeting). The winner will also get an award
certificate. This year’s Prize Commissioners are: Ilse Smets
and Jan Van Impe (Katholieke Universiteit Leuven) and Ton
van den Boom (Delft University of Technology).

Some detailed information concerning the prize competition
is provided below or the session chairs, for the volunteers in
the audience who will complete the evaluation forms, and for
the prize candidates.

For the session chairs

You will receive a set of envelopes corresponding to each of
the junior researchers who are giving a presentation during
your session, as well as a spare envelope. Each envelope con-
tains a set of evaluation forms. Please find three volunteers in
the audience (preferably not belonging to the research group
that the speaker comes from) who are willing to complete a
form. After the talk please collect the forms, check that they
are indeed completed, and put them back into the envelope.
Please hand all envelopes to one of the Prize Commissioners.

For the jurors

The effect of the BJP Award depends on the efforts of those
who volunteer as jurors; so your assistance is most appreci-
ated. Please tick one box in each line; take the leftmost box if
you agree with the statement on the left, the rightmost box if
the statement on the right seems adequate, or choose a box in
between to indicate an intermediate position. An attempt has
been made to order the questions in such a way that you may
already begin putting marks during the talk. The twelve cate-
gories appearing in the form are to be interpreted as follows.

Question 1 asks whether the speaker clearly sets out what the
talk is about and why the subject is of interest. Question 2 is
about the speaker’s use of English. Although full grammatical
correctness is not an absolute requisite for effective commu-
nication, errors such as misuse of words and wrong pronun-
ciation can be distracting and, therefore, should be counted
negatively. Questions 3 and 4 deal with the speaker’s ability
to make effective use of facilities; question 3 is about the ‘hu-
man’ facilities (voice, facial expression, gestures), question 4
about the technical equipment (transparencies, overhead pro-
jector, beamer). Question 5 asks whether the speaker is able
to make contact with the audience. Handling a question prop-
erly doesn’t necessarily imply a long answer, but rather refers
to an appropriate action by the speaker.

Questions 6 to 8 deal with several aspects of clarity. The main
points of the talks should not only be announced as such,
but the audience should also be given sufficient time to take
these points in (question 6). Talks usually have a hierarchical
structure in which main goals lead to subgoals; question 7
asks whether this structure was clear. If several transparencies
made you wonder about the purpose of what was written there,
then you’ll have to tick one of the boxes at the left end on line
7. The speaker should take into account that the attention span
of the audience is limited and that some listeners may have
lost the thread of the reasoning; at least every ten minutes
there should be a moment where everyone is enabled to catch
up, even when not all details of what was said before were
understood. This is the subject of question 8.

Question 9 asks whether the speaker made a confident im-
pression and appeared to give the talk as planned. A speaker
who puts on a slide and then pulls it away after two seconds
saying “oh well, this is not too important anyway” will get bad
marks here. In question 10 there should be low marks both
when the audience was overestimated and when it was un-
derestimated by the speaker. Since the forms will be returned
to the speaker, it will be useful if you underline ‘too high’ or
‘too low’ if and when appropriate.

Finally, questions 11 and 12 deal with the way that the talk is
concluded. The speaker should clearly summarize what was
achieved in the work described in the talk, and relate this to
the goals stated at the beginning of the presentation (question
11). The talk should be timed in such a way that it can be
completed without an increase of pace at the end, and with a
few minutes left for discussion. Running out of time, but also
finishing very early, are signs of inadequate time planning and
should result in low marks for question 12.

If you have any specific hints or suggestions for the speaker,
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please write these on the back side of the evaluation form. As
already noted, the forms will be returned to the speakers, and
they will be grateful for any help you can provide in improving
their presentations.

For the contestants

So, here’s your chance to boost your career and to amaze your
family, friends and colleagues with the shiny BJP Award that
makes Oscar and Emmy look pale in comparison. All you
have to do is to give a brilliant talk at the Benelux Meeting, ...
But seriously, a few comments are in order. First of all, what
counts in the first place is the scientific quality of the work
that you are doing, and this is not what the BJP Award is
for; the prize is for quality of presentation rather than for
quality of content. Secondly, the ranking system associated
with the prize is based on marks given by volunteers who
probably do not all use the same standards, and so there is an
unavoidable element of chance in the system. Therefore, the
prize shouldn’t be taken too seriously, and certainly should
not give rise to an atmosphere of fierce competition. For the
proud winner: congratulations, and please take good care of
the trophy since it will be awarded again next year. For all
the others: the envelope with your results will be available
immediately after the winner has been announced, in the same
room. Looking over your marks and reading the suggestions
that some jurors may have placed on the back side of the form
may give you some ideas of how to improve your presentation
technique; and then take another chance next year.

For all further information regarding the BJP Award, please
contact the Prize Commissioners: Ilse Smets, Jan Van Impe
or Ton van den Boom.

Meetings

The following meetings are scheduled:

• DISC bestuursvergadering; Tuesday, March 13, 21:00–
22:00, Seaside zaal.

• Lunch meeting Unit DISC; Wednesday, March 14,
12:30–14.00, Market Grill Restaurant.

• Dinner meeting of the Programme Committee of the
Graduate School in Systems and Control: Wednesday,
March 14, 19:00-21:00, Savanna Restaurant.

• DISC management team vergadering: Wednesday,
March 14, 21:00–22:00, Seaside zaal.

281



Book of Abstracts 26th Benelux Meeting on Systems and Control

282



26th Benelux Meeting on Systems and Control Book of Abstracts

Tu
es

da
y

M
ar

ch
13

09
:0

0
–

10
:4

0
C

on
fe

re
nc

e
C

en
tr

e
R

eg
is

tr
at

io
n

10
:4

0
–

10
:5

5
L

es
A

rc
ad

es
W

el
co

m
e

an
d

O
pe

ni
ng

L
es

A
rc

ad
es

11
:3

0
–

12
:3

0
Pl

en
ar

y
le

ct
ur

e:
"S

am
pl

in
g

in
Si

gn
al

P
ro

ce
ss

in
g"

G
.G

oo
dw

in

12
:3

0
–

14
:0

0
L

un
ch

(M
ar

ke
tG

ri
ll

R
es

ta
ur

an
t)

ro
om

L
es

A
rc

ad
es

B
lo

em
en

za
al

Im
pr

es
ar

io
za

al
W

es
te

rn
za

al
E

m
an

ue
lz

aa
l

Se
as

id
e

za
al

Tu
P

Tu
P0

1
Tu

P0
2

Tu
P0

3
Tu

P0
4

Tu
P0

5
Tu

P0
6

C
on

tr
ol

ap
pl

ic
at

io
ns

1
C

on
tr

ol
R

es
er

vo
ir

m
on

ito
ri

ng
&

co
nt

ro
l

Sy
st

em
th

eo
ry

1
C

he
m

ic
al

re
ac

to
rs

Sy
st

em
id

en
tifi

ca
tio

n
&

ex
pe

ri
m

en
td

es
ig

n
14

:0
0

–
14

:2
5

va
n

O
or

t
O

om
en

D
ou

m
a

To
th

G
in

s
L

at
ai

re
14

:2
5

–
14

:5
0

D
e

L
ae

t
va

n
H

el
vo

or
t

L
es

ke
ns

C
ol

lin
s

V
an

de
W

ou
w

er
B

ar
bé

14
:5

0
–

15
:1

5
Sm

its
A

an
ge

ne
nt

va
n

D
or

en
Pe

et
er

s
Sa

uv
ag

e
Ta

am
al

la
h

15
:1

5
–

15
:4

0
D

on
né

H
ab

et
s

Z
an

dv
lie

t
V

an
lu

yt
en

M
es

ba
h

V
an

D
er

lin
de

n
15

:4
0

–
16

:0
5

Sc
hi

tte
r

W
ei

va
n

E
ss

en
N

em
co

va
Si

m
eo

no
va

D
’h

ae
ne

16
:0

5
–

16
:3

5
B

re
ak

Tu
E

Tu
E

01
Tu

E
02

Tu
E

03
Tu

E
04

Tu
E

05
Tu

E
06

C
on

tr
ol

ap
pl

ic
at

io
ns

2
Tr

af
fic

,m
ot

io
n

co
nt

ro
l

B
io

/H
um

an
Sy

st
em

th
eo

ry
2

B
io

re
ac

to
rs

B
lin

d
id

en
tifi

ca
tio

n

16
:3

5
–

17
:0

0
va

n
H

ul
ze

n
va

n
A

st
D

ay
e

Fa
va

ch
e

D
ew

as
m

e
D

e
Si

tte
r

17
:0

0
–

17
:2

5
B

ru
ijn

en
M

ic
hi

el
s

B
on

je
an

Tu
na

D
av

id
D

ev
ri

en
dt

17
:2

5
–

17
:5

0
St

ol
te

B
as

ka
r

U
rb

ai
n

C
al

lie
r

W
in

ki
n

R
ey

nd
er

s
17

:5
0

–
18

:1
5

G
aj

du
se

k
Sc

ar
do

vi
Sh

i
Je

lts
em

a
Sb

ar
ci

og
B

oe
rl

ag
e

18
:1

5
–

18
:4

0
va

n
de

n
B

er
g

C
lo

os
te

rm
an

V
an

H
er

pe
Ju

ng
er

s
M

us
te

rs
R

ey
nd

er
s

19
:0

0
–

21
:0

0
D

in
ne

r(
H

am
m

on
ds

R
es

ta
ur

an
t)

21
:0

0
–

22
:0

0
B

es
tu

ur
sv

er
ga

de
ri

ng
D

IS
C

(S
ea

si
de

za
al

)

283



Book of Abstracts 26th Benelux Meeting on Systems and Control

W
ed

ne
sd

ay
M

ar
ch

14

L
es

A
rc

ad
es

08
:3

0
–

09
:3

0
Pl

en
ar

y
le

ct
ur

e:
"P

ar
am

et
ri

c
Ti

m
e

D
om

ai
n

M
et

ho
ds

fo
r

N
on

-S
ta

tio
na

ry
R

an
do

m
Vi

br
at

io
n

Id
en

tifi
ca

tio
n:

A
n

O
ve

rv
ie

w
of

M
et

ho
ds

an
d

A
pp

lic
at

io
ns

"
S.

Fa
ss

oi
s

09
:3

0
–

10
:0

0
B

re
ak

L
es

A
rc

ad
es

10
:0

0
–

11
:0

0
Pl

en
ar

y
le

ct
ur

e:
"Q

ua
nt

iz
at

io
n

in
Si

gn
al

P
ro

ce
ss

in
g

an
d

C
on

tr
ol

"
G

.G
oo

dw
in

11
:0

0
–

11
:1

5
B

re
ak

ro
om

L
es

A
rc

ad
es

B
lo

em
en

za
al

Im
pr

es
ar

io
za

al
W

es
te

rn
za

al
E

m
an

ue
lz

aa
l

Se
as

id
e

za
al

W
eM

W
eM

01
W

eM
02

W
eM

03
W

eM
04

W
eM

05
W

eM
06

C
on

tr
ol

ap
pl

ic
at

io
ns

3
Sp

ec
ia

ls
es

si
on

:
Tu

bu
la

r
re

ac
to

rs
G

am
e

th
eo

ry
B

io
-m

od
el

lin
g

Sy
st

em
id

en
tifi

ca
tio

n
"t

ar
ge

tr
ou

nd
-r

ob
in

"
ap

pl
ic

at
io

ns
11

:1
5

–
11

:4
0

G
er

ar
d

R
ol

ai
n

V
an

E
rd

eg
he

m
B

lo
nd

el
V

er
hu

ls
t

L
om

ba
er

ts
11

:4
0

–
12

:0
5

va
n

de
rM

eu
le

n
L

og
is

t
Tr

ot
te

m
an

t
D

ew
as

m
e

N
eu

s
12

:0
5

–
12

:3
0

St
al

la
er

t
V

an
de

re
yc

ke
n

C
ol

lin
s

C
ap

pu
yn

s
Fo

ub
er

t
12

:3
0

–
14

:0
0

L
un

ch
(M

ar
ke

tG
ri

ll
R

es
ta

ur
an

t)
L

un
ch

m
ee

tin
g

U
ni

tD
IS

C
W

eP
W

eP
01

W
eP

02
W

eP
03

W
eP

04
W

eP
05

W
eP

06
C

on
tr

ol
ap

pl
ic

at
io

ns
4

D
is

tr
ib

ut
ed

sy
st

em
s

O
pt

im
iz

at
io

n
Si

gn
al

pr
oc

es
si

ng
O

pt
im

al
co

nt
ro

l1
Id

en
tifi

ca
tio

n
in

pr
es

en
ce

of
no

n
lin

ea
r

di
st

or
tio

ns
14

:0
0

–
14

:2
5

va
n

E
ek

el
en

G
ro

sfi
ls

Pi
pe

le
er

s
B

ee
la

er
ts

de
n

H
am

er
L

au
w

er
s

14
:2

5
–

14
:5

0
va

n
H

el
vo

ir
t

W
at

ta
m

w
ar

H
av

er
be

ke
G

ill
ijn

s
Pi

pe
le

er
s

Io
ne

sc
u

14
:5

0
–

15
:1

5
D

el
w

ic
he

va
n

M
ou

ri
k

D
e

C
ai

gn
y

D
e

G
ro

ot
e

H
ad

iy
an

to
Sm

ol
de

rs
15

:1
5

–
15

:4
0

Jo
ki

c
N

ap
p

V
an

bi
er

vl
ie

t
M

ar
ko

vs
ky

H
ue

sm
an

V
an

de
rm

ot
15

:4
0

–
16

:0
5

B
al

in
i

E
lle

nb
ro

ek
C

am
in

o
D

eb
la

uw
e

E
ng

w
er

da
V

an
be

yl
en

16
:0

5
–

16
:3

5
B

re
ak

W
eE

W
eE

01
W

eE
02

W
eE

03
W

eE
04

W
eE

05
W

eE
06

C
on

tr
ol

ap
pl

ic
at

io
ns

5
M

is
ce

lla
ne

ou
s

N
um

er
ic

al
te

ch
ni

qu
es

N
on

lin
ea

r
dy

na
m

ic
s

Le
ar

ni
ng

1
Id

en
tifi

ca
tio

n
of

no
n

lin
ea

r
sy

st
em

s
16

:3
5

–
17

:0
0

V
an

de
rb

or
gh

t
Pe

tit
H

o
M

es
tr

om
H

ak
vo

or
t

Pa
du

ar
t

17
:0

0
–

17
:2

5
D

ec
ke

rs
va

n
de

rL
aa

n
de

K
er

ch
ov

e
D

e
Sm

et
va

n
de

W
ijd

ev
en

K
er

sc
he

n
17

:2
5

–
17

:5
0

V
an

D
am

m
e

N
au

s
Jo

ur
né

e
Sa

rl
et

te
va

n
K

am
pe

n
G

om
m

é
17

:5
0

–
18

:1
5

va
n

L
ie

ro
p

W
ar

ne
z

H
en

dr
ic

kx
B

us
on

iu
va

n
B

re
e

19
:0

0
–

21
:0

0
D

in
ne

r(
Sa

va
nn

a
R

es
ta

ur
an

t)
G

ra
du

at
e

Sc
ho

ol
D

in
ne

rM
ee

tin
g

21
:0

0
–

22
:0

0
D

IS
C

m
an

ag
em

en
tt

ea
m

ve
rg

ad
er

in
g

(S
ea

si
de

za
al

)

284



26th Benelux Meeting on Systems and Control Book of Abstracts

T
hu

rs
da

y
M

ar
ch

15

L
es

A
rc

ad
es

08
:3

0
–

09
:3

0
Pl

en
ar

y
le

ct
ur

e:
"N

on
lin

ea
r

D
yn

am
ic

O
pt

im
iz

at
io

n
in

C
on

tr
ol

E
ng

in
ee

ri
ng

–
A

lg
or

ith
m

s
an

d
A

pp
lic

at
io

ns
"

M
.D

ie
hl

09
:3

0
–

10
:0

0
B

re
ak

L
es

A
rc

ad
es

10
:0

0
–

11
:0

0
Pl

en
ar

y
le

ct
ur

e:
"S

am
pl

in
g

an
d

Q
ua

nt
iz

at
io

n
in

M
od

el
lin

g
an

d
Sy

st
em

Id
en

tifi
ca

tio
n"

G
.G

oo
dw

in
11

:0
0

–
11

:1
5

B
re

ak
ro

om
L

es
A

rc
ad

es
B

lo
em

en
za

al
Im

pr
es

ar
io

za
al

W
es

te
rn

za
al

E
m

an
ue

lz
aa

l
Se

as
id

e
za

al
T

hM
T

hM
01

T
hM

02
T

hM
03

T
hM

04
T

hM
05

T
hM

06
C

on
tr

ol
ap

pl
ic

at
io

ns
6

M
od

el
re

du
ct

io
n

M
P

C
1

N
on

lin
ea

r
co

nt
ro

ls
ys

te
m

s
Le

ar
ni

ng
2

St
at

e
es

tim
at

io
n

11
:1

5
–

11
:4

0
va

n
M

ou
ri

k
Sa

ha
B

ar
ja

s
B

la
nc

o
va

n
O

or
t

Sm
ol

de
rs

W
itt

er
s

11
:4

0
–

12
:0

5
va

n
O

ot
eg

he
m

Io
ne

sc
u

G
ál

ve
z-

C
ar

ill
o

So
nn

ev
el

dt
D

ef
ou

rn
y

G
of

fa
ux

12
:0

5
–

12
:3

0
L

ep
or

e
va

n
B

el
ze

n
Ta

ra
u

Jo
os

te
n

C
or

né
lu

ss
e

V
er

sc
he

ur
e

12
:3

0
–

14
:0

0
L

un
ch

(M
ar

ke
tG

ri
ll

R
es

ta
ur

an
t)

T
hP

T
hP

01
T

hP
02

T
hP

03
T

hP
04

T
hP

05
T

hP
06

C
on

tr
ol

ap
pl

ic
at

io
ns

7
C

ir
cu

its
/N

et
w

or
ks

M
P

C
2

LP
V

O
pt

im
al

co
nt

ro
l2

O
bs

er
ve

rs

14
:0

0
–

14
:2

5
M

er
ry

B
os

A
gu

de
lo

Ti
en

H
un

g
va

n
D

ijk
V

ri
es

14
:2

5
–

14
:5

0
Pa

ijm
an

s
Vo

ss
B

on
ill

a
W

ei
R

og
ge

G
of

fa
ux

14
:5

0
–

15
:1

5
va

n
de

L
oo

M
ey

ro
ne

in
c

te
rM

ee
r

Pa
ijm

an
s

de
W

ee
rd

t
L

en
de

k
L

es
A

rc
ad

es
15

:4
5

–
16

:1
5

B
es

tJ
un

io
rP

re
se

nt
at

io
n

A
w

ar
d

C
lo

si
ng

285



Book of Abstracts 26th Benelux Meeting on Systems and Control

286


