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Chapter 1

Introduction

1.1 Background

Atmospheric dispersion is concerned with the physical and chemical processes that airborne ma-
terials undergo from their emission into the atmosphere to their removal by deposition or rainfall.
These processes include the transport and mixing of contaminants, their chemical/radioactive trans-
formation, and their dilution and deposition.

Atmospheric dispersion is a very common phenomenon, which can be observed at different spa-
tial and temporal scales, from the local meandering of a smoke plume from a stack, to the global
transport of ashes from a volcanic eruption. Other examples of dispersion related problems include
toxic, chemical or nuclear releases, tropospheric ozone formation and transport, as well as urban or
industrial releases. The study of atmospheric dispersion, therefore, has significant implications on
a broad range of atmospheric pollution problems, from forecasting urban air quality to quantifying
sources and sinks of greenhouse gases.

However, predicting with accuracy the transport of pollutants emitted from a source is a very
challenging and complex problem. In fact, atmospheric dispersion is influenced by many factors
such as source characteristics, meteorological conditions and topographic characteristics of the
terrain. Additionally, during transport and mixing, the airborne material may undergo different
physical processes such as dilution, deposition and chemical transformations. Understanding the
complexity of these various processes is therefore essential in order to predict the impact on human
health and on the environment, and to determine the most efficient strategies to control and reduce
its most harmful consequences. A schematic representation of the various issues involved in the
multi-disciplinary study of atmospheric dispersion, from the emission of pollutants to air-quality
regulatory procedures is shown in Figure 1.1.

In this doctoral thesis the focus is mainly on the physical processes involved in the dispersion of
pollutants, namely transport, mixing and chemical transformations.

The large-scale transport of pollutants in the atmosphere is mainly governed by the mean flow
field, such as synoptic-scale circulation, or mesoscale phenomena (for instance sea-breezes and
mountain-valley flows). This mean flow causes the axis of the plume to be aligned with the mean
wind direction. However, the spread of the material is heavily influenced by the local properties
of the atmospheric flow, namely the instantaneous and chaotic fluctuations of the wind velocity
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Figure 1.1: Atmospheric dispersion is a multi-disciplinary issue. Transport of pollutants is in-
fluenced by local physical properties such as meteorological conditions and characteristics of the
terrain. During the transport, the airborne material undergoes different processes, from turbulent
mixing to chemical transformations and deposition. Atmospheric dispersion has significant im-
plications from a human perspective, which require local, national and international strategies to
prevent and mitigate possible negative effects on human health and the environment (adapted from
Jones, 2004).



1.2. Turbulent motion in the Atmospheric Boundary Layer

Figure 1.2: Atmospheric dispersion is a common phenomenon. However, the interaction be-
tween the airborne material and the atmospheric flow is a very complex process (photograph from
www.freefoto.com) .

known as turbulence.

Turbulence is a peculiar characteristic of the Atmospheric Boundary Layer (ABL), the lower layer
of the atmosphere just above the Earth’s surface. Its chaotic nature implies that the transport of
material is a stochastic (i.e. random) process, hence the final status of the system is strongly in-
fluenced by small perturbations in the initial conditions. For instance, particles of contaminant
that are released simultaneously can be rapidly separate by the small turbulent motions and subse-
quently follow completely diverging trajectories. This phenomenon is commonly experienced by
observing balloons simultaneously released into the air: balloons that are released from the same
point can be ultimately found hundreds of kilometers apart (Jones, 2004).

Atmospheric turbulence is also the main factor governing the distribution and concentration of
pollutants emitted in the ABL. For example, in the case of strong winds and energetic turbulent
mixing, pollutants are rapidly dispersed and diluted into the atmosphere. On the contrary, in light
wind conditions and weak turbulence, pollutants tend to accumulate near to their source, causing
air-pollution episodes commonly experienced in urban and industrialized areas. A typical example
of an industrial plume dispersing in the atmosphere is shown in Figure 1.2.

To understand and predict atmospheric dispersion it is therefore essential to study and analyze the
characteristics and the properties of the turbulent motion in the ABL.

1.2 Turbulent motion in the Atmospheric Boundary Layer

Turbulent motion in the ABL is generated by the interaction between the atmospheric flow and
the Earth’s surface. In particular, there are two distinct mechanisms for turbulence production in
the ABL: the difference in temperature between the ground and the overlying air (quantified by a
positive/negative surface heat flux) and the friction between air and the surface, which causes the
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Figure 1.3: a) Schematic illustration of the two main driving mechanisms for turbulence produc-
tion in the ABL. During sunny days and low wind speed conditions, large-scale motion known
as thermal convection is generated and the ABL is referred to as the Convective Boundary Layer
(CBL). b) Idealized representation of a plume dispersing in the CBL in the absolute (fixed) coordi-
nates system. The different effect of large- and small-scale turbulent eddies on the plume evolution
are illustrated. In the picture, an example of particle trajectory is also shown: in the Lagrangian
framework, dispersion is studied in a reference frame that moves with the particles. c¢) Idealized
representation of the same plume in the relative coordinate system, which is the coordinate system
of the plume’s center of mass: in this framework the large-scale motion is removed and only the
small-scale eddies contribute to the dispersion.
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wind speed to change with height (wind shear). The combination of these two driving mechanisms,
called thermal and mechanical forcing respectively, generates irregular movements of air that are
usually referred to as turbulent eddies. These eddies range in size from a few millimeters to the
entire depth of the ABL (1-2 Km) (Figure 1.3a).

The ABL is usually classified by the relative importance of the thermal and mechanical forcing.
In conditions of strong winds and weak solar insolation, wind shear is the main responsible for
the production of turbulence, and the ABL is said to be in neutral conditions. During nighttime,
the ABL is in stable conditions, because turbulence produced by the friction with the surface is
suppressed by the stratification of the air due to the cooling of the surface.

Finally, during sunny days with low wind speed, the heating of the surface generates a large-scale,
organized motion of warm air (updrafts) and cold air (downdrafts) known as thermal convection.
This motion is typically inhomogeneous and non-isotropic (i.e. it is dependent on the direction). In
particular, the area occupied by the updrafts is smaller (30-40 %) than that occupied by the down-
drafts (60-70 %). As a consequence, the vertical upward motion is stronger than the downward
one. Typical vertical velocities measured in the middle of the CBL are of the order of 2 m/s for
the positive vertical motion and less than 1 m/s for the subsidence motion. During convective (or
unstable) conditions the ABL is referred to as the Convective Boundary Layer (CBL).

Our research focuses mainly on the influence of turbulent motion on plume dispersion in the CBL.

1.3 Motivation of the work and research questions

1.3.1 Turbulent dispersion in the CBL

When a plume is emitted in the CBL, its shape, structure, and evolution are determined by the
interaction between the plume and the turbulent eddies. In particular, eddies that are much larger
than the plume size cause the plume to meander, which is the large-scale movement of the plume
as a whole and the sweeping of the plume’s center of mass. Turbulent eddies that are much smaller
than the plume size, on the contrary, are mainly responsible for the growth of the instantaneous
plume width, by causing an increasing entrainment of air into the body of the plume. The different
effect of large and small-scale turbulent eddies on the motion and spread of a dispersing plume is
illustrated in Figure 1.3b.

The non-homogeneity of the turbulent motions in the vertical direction has a great effect on the
behavior of a plume with respect to its release height. As mentioned earlier, the area occupied by
the updrafts is smaller than that occupied by the downdrafts. As a consequence, a plume that is
emitted from an elevated source, is more likely to be caught by a downdraft, and, consequently,
rapidly transported towards the surface. As a result, very high ground-concentrations are measured
near the emitting source. On the contrary, a plume emitted near the ground will be rapidly trans-
ported upwards by the thermals. This plume behavior was first experimentally observed in the
early 19070’s by Willis and Deardorff (see Section 1.4.3) by simulating the CBL with a water-tank
experiment, and has been more recently confirmed by numerous field campaigns and numerical
experiments.
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Dispersion in absolute and relative coordinate system

Large-scale turbulent eddies are the main responsible for the motion of the plume’s center of mass,
whereas small-scale eddies tend to mix the contaminant inside the plume and consequently increase
the plume size. Therefore the dispersion of a plume as seen from a fixed point of view, or absolute
coordinate system, is driven by the combined effect of large- and small-scale turbulent motions
(Figure 1.3b).

However, if we observed the plume from the point of view of its center of mass (or, equivalently, if
we had a measurement device placed on the plume’s center of mass), we would perceive the effect
of the small-scale eddies only. In other words, by studying dispersion in the coordinate system of
the plume’s center of mass, the so-called relative coordinate system, it is possible to separate the
different contributions of small- and large-scale motions on the plume evolution.

In the relative coordinate system, the (vertically) inhomogeneous meandering motion is removed,
and only the small homogeneous turbulent eddies contributes to the dispersion process. As a
result, the shape and structure of the plume becomes simpler (Figure 1.3c), and its evolution can
be described by means of well-known analytical tools (Gaussian models, see Section 1.4.3).

Dispersion in Eulerian and Lagrangian frameworks

A plume dispersing in the atmosphere can be conveniently described as an ensemble of particles
(for instance the molecules of pollutants) that move in the flow. Each particle follows a trajectory
that is influenced by the combination of the mean wind and the local turbulent properties of the
flow.

Usually, dispersion properties, such as the concentration of the pollutant, are calculated or mea-
sured at fixed points in space (that is in a fixed reference frame). For instance, the concentration
of a pollutant at a certain distance from the emitting source is calculated by measuring the number
of particles that have reached the measurement point at the same time. This approach, known as
Eulerian approach, is most commonly used in field experiments, as well as in laboratory experi-
ments or Eulerian numerical models (see Section 1.4.3).

Alternatively, it is possible to calculate the dispersion properties of the plume in a reference frame
that moves with the particles themselves. In other words, each particle is considered separately, and
each trajectory is followed singularly. This method, known as Lagrangian (or particle) approach,
is the most natural approach for theoretical investigation of turbulent dispersion (see Section 1.4.1)
because it allows us to relate the displacement of the particles to the properties of their turbulent
velocities. Additionally, the particle approach constitutes the basis for a class of mathematical
models known as Lagrangian models (see Section 1.4.3).

These two approaches (Eulerian and Lagrangian) are schematically shown in Figure 1.3b.

The main novelty of this doctoral research is the simultaneous investigation of dispersion in dif-
ferent frameworks. Consequently, new insight is gained on the physical process of dispersion in
turbulent flow such as the CBL. More precisely, plume dispersion is analyzed in both absolute
(fixed) and relative (to the plume center of mass) coordinate systems. Higher-order statistics are
calculated in order to investigate the plume variability (concentration fluctuations) and the sym-
metry (skewness) of the concentration distribution. These properties are related to the turbulence

6
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characteristics of the atmospheric CBL, such as the non-homogeneity of the (vertical) turbulent
motion and the effect of the boundary conditions (reflection at the surface and the top of the CBL).
Turbulent dispersion is also studied in both the Eulerian and the Lagrangian frameworks within the
same (numerical) experiment, in order to relate theoretical analysis to experimental (and numer-
ical) studies. By so doing, the validity of the relationship between dispersion characteristics and
turbulent velocity fluctuations (the so called Taylor’s theorem, see below) can be tested as well as
the relationship between their spatial correlation along-wind and the temporal correlation at a fixed
point (frozen-turbulence hypothesis).

1.3.2 Research questions

The main scientific objectives of this research are summarized as follows:

1) To analyze the dispersion properties from the point of view of a particle carried by the flow
(Lagrangian framework) and to relate these to the turbulent characteristics in the fixed (Eulerian)
framework.

2) To separate the different contributions of large- and small-scale turbulent motions by studying
dispersion in absolute and relative coordinate systems.

3) To study the variability and the structure of the plume concentration (such as the symmetry of
the scalar distribution along the plume center of mass) by calculating higher-order statistics (such
as the variance of the concentration and the skewness of the plume position) in absolute and relative
coordinate systems.

4) To investigate turbulent dispersion in a CBL driven by the combined effect of thermal and
mechanical forcing, in order to study the effect of wind shear on the plume spread.

5) To analyze the effect of turbulent motion on chemical transformations in a dispersing plume and
to study the dependence of the concentration fluctuations on the ratio between the time scale of the
turbulent motion to the time scale of chemical reaction.

1.4 Different approaches to studying atmospheric dispersion

The study of atmospheric dispersion is strictly related to the understanding of the turbulent mo-
tion. A systematic investigation of the effect of atmospheric properties on gas diffusion began
at the beginning of the 20-th century, mainly through theoretical studies and experimental field
campaigns. Nowadays, a broad range of tools and methodologies are available for investigating
turbulent dispersion. The most significant ones are described below.

1.4.1 Theoretical analysis

The most significant contribution to the theoretical investigation of turbulent dispersion is the sem-
inal work by Taylor (1921) who established the relationship between dispersion parameters (par-
ticles’ spread) and the turbulent characteristics of the flow (correlation of velocity fluctuations) in
the Lagrangian framework (Taylor’s theorem). The correlation coefficients were further related to
the turbulent spectra through Fourier analysis. This relationship was used to identify the eddies

7
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Figure 1.4: An example of a experimental measurement of plume dispersion (Ott and Jprgensen,
2001.)

that have the greatest influence on the dispersion process. Taylor’s works have been widely ap-
plied in studies of atmospheric dispersion in the ABL and they provided the basis for many later
developments.

Taylor’s theorem of turbulent dispersion will be investigated in Chapter 3.

1.4.2 Experimental observations

Field experiments are of extreme importance in atmospheric studies because they are a direct mea-
sure of the physical reality. An example of experimental measurement of plume dispersion is
shown in Figure 1.4. The most significant experimental campaigns for the study of atmospheric
dispersion are listed below.

The experimental campaign named “Project Prairie Grass” (Barad, 1958), was carried out in Ne-

braska in the summer of 1956 in a virtually flat terrain covered with natural prairie grass. Small
amounts of SO, were released from near ground level in both unstable and stable conditions. Ex-
tensive meteorological measurements were taken on-site during the trials. From the analysis of the
Prairie Grass experimental data, Pasquill (1961) defined different horizontal and vertical disper-
sion rates as a function of wind speed and atmospheric stability classes. This method (extended by
Gifford, 1960) became the established technique for estimating plume growth.
In the "CONVvective Diffusion Observed with Remote Sensors (CONDORS) experiment (Eberhard
etal., 1988; Briggs, 1993) extensive analysis was performed on the behavior of a plume emitted by
a continuous point source in the highly convective ABL. In particular remote-sensing measurement
devices such as radar and lidar were used to measure dispersion properties in three-dimensions.
Plumes from both surface and elevated releases were analyzed, confirming the different behaviors
of a plume with respect to the emission height, as shown earlier by the laboratory results by Dear-
dorff and Willis (see below).

8
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Figure 1.5: A vertical crosswind section of a plume dispersing the atmospheric CBL as measured
by a Lidar (Ott and Jgrgensen, 2001.).

Remote-sensing detectors have been widely used in atmospheric experimental research, because
they allow the detailed visualization and measurements of variables such as atmospheric compo-
sition, temperature and wind. When a lidar (acronym for LIght Detection And Ranging) is used
to analyze atmospheric dispersion, it transmits electromagnetic radiation through the plume, and
receives the portion of light scattered back from the plume particles. Recently (O#t and Jprgensen,
2001), a lidar was used to visualize two-dimensional vertical crosswind sections of a plume at a
certain distance from the emitting source. An example of these measurements is shown in Figure

1.5, where the complex and inhomogeneous structure of the plume is visible.

Experimental measurements of turbulent dispersion are usually carried out with respect to a fixed
reference system (Eulerian framework). However, it is also possible to measure dispersion prop-
erties in the Lagrangian framework, by following the trajectories of neutrally-buoyant balloons
released in the atmosphere (Gifford, 1955; Angell, 1964; Hanna, 1981). However, Lagrangian
measurements are extremely complex, due to the complicated experimental setting required in or-
der to trace the balloon trajectory, the small number of balloons used, and the short sampling time
(which rarely exceeds 30 minutes). As a consequence, experimental estimates of Lagrangian dis-
persion characteristics only have an accuracy of about 50% (Hanna, 1981).

Experimental observations, both in Eulerian and Lagrangian frameworks, have been used in this
doctoral research to thoroughly validate the results.

1.4.3 Physical and mathematical models

A model is an idealized representation of reality. It does not provide information on all the fea-
tures of the real physical system, but is used to study the issues of interest related to the problem
we wish to solve. Models are widely used either as a prediction tool for real-case scenario (such
as weather forecasts or air pollution assessment and control) or as an academic tool to validate
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scientific theories or investigate physical processes that are too complex to be observed in a field
experiment. In contrast to field measurements, in fact, theses models represents a very controlled
experiment, because the flow characteristics are prescribed through initial and boundary conditions
and their results do not depend on local features like terrain characteristics or local meteorological
conditions.

Generally, we can define two broad classes of models:

a) physical models - a scaled-down representation of reality,

b) mathematical models - a description of the system using mathematical relationships and equa-
tions.

a) Physical Models

Physical models are a scaled-down representation of the reality in a controlled laboratory environ-
ment. Two main experimental devices are used to simulate dispersion in a turbulent flow in either
a pure convective or neutral situation, namely water-tanks and wind tunnels.

Water-tanks

Water-tanks are devices in which water is used to simulate the atmospheric turbulent motion of
the CBL. Two kinds of water-tanks exist: convective water-tanks heated from below, and saline
water-tanks in which the flow motion is driven by the different density of salted water.
Water-tanks have been extensively used in the past to study dispersion. In a series of seminal
experiments in the 19070’s and 1980’s, Deardorff and Willis collected a thorough and extensive
dataset of measurements that provided the basis for understanding the behavior of a plume in
the CBL (Willis and Deardorff, 1976; Willis and Deardorff, 1978; Willis and Deardorff, 1981;
Deardorff and Willis, 1982; Deardorff and Willis, 1984; Deardorff and Willis, 1985). In particular,
by studying plumes emitted at different heights, the influence of the source height on the ground
concentration was investigated. It was shown that a plume emitted from an elevated release is
quickly transported downwards by the subsidence motion, due to the inhomogeneous structure of
the turbulent motion in the CBL.

Recently Hibberd (2000) and Weil et al. (2002) improved the measurement technique, calculated
higher-order plume statistics like concentration fluctuations, and extended the study of dispersion
to buoyant plumes.

Wind tunnels

Wind tunnels are a small-scale reproduction of the ABL in which a trace gas is emitted in a wind
field generated by a turbine. Wind tunnels are particularly suited to studying dispersion in nearly
neutral conditions, although thermal stratified facilities also exist. Wind tunnels are also particu-
larly used to study the distribution of pollutants on urban areas by modelling buildings and local
topography (for a general review see Fedorovich, 2004).

In the seminal work by Fackrell and Robins (1982) concentration fluctuations of a dispersing plume
in the neutral ABL were studied and it was found that they depend critically on the emitting source
size. Builtjes and Talmon (1987) have since studied the effect of turbulent fluctuations on chemical
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reactions by distinguish between large- and-small scale motions (called macro- and micro-mixing).

Results from both water-tanks experiments and wind tunnels have been extensively used in this
doctoral research as a validation of the results.

b) Mathematical Models

Mathematical models solve the mathematical equations that describe the physics and chemistry
governing the transport, mixing and transformations of pollutants in the atmosphere.

Dispersion models calculate the concentration of pollutant downwind of a source given detailed in-
formation on the source characteristics, the meteorological conditions, the topography of the area,
etcetera.

The quality of the model prediction is largely dependent on the accuracy of the description of the
physical and chemical processes that govern atmospheric dispersion. In particular, since pollutant
transport is driven by the combination of the mean flow and the turbulent mixing, a correct descrip-
tion of these physical processes is essential for a accurate prediction of atmospheric dispersion.
Mathematical models are classified according to their complexity and the grade of accuracy by
which they represent the physical reality. Broadly speaking, we can distinguish between steady-
state (Gaussian) models and complex models.

Steady-state models (Gaussian models)

Steady-state Gaussian-plume models are currently the most commonly used dispersion models to
estimate the impact of emission sources for air-quality regulatory purposes (Turner, 1994).

The term ”Gaussian” comes from the well-known Gaussian (or normal) distribution, which is used
to calculate the crosswind and vertical distribution of the pollutant at a certain distance downwind
the emitting source. This bell-shaped distribution is described by the following formula (in one
dimension):

(z—zo)z] (D)

c(z) = Lexp [_—2
V2moU 20

where Q is the rate of emission, U is the main wind speed, zo is the vertical position of the plume
center of mass, and © is the standard deviation of the concentration. The Gaussian formula is an
analytical solution of the equation for the diffusion of a pollutant (under some assumptions on the
flow characteristics). An illustration of a plume as simulated by a (two-dimensional) Gaussian
formulation is shown in Figure 1.6.

Gaussian models are based on several assumptions, the most relevant being (Ministry for the En-
vironment New Zealand, 2004):

1) During the transport from the source to the receptor point, the mass of pollutant is assumed to
remain constant, i.e. none of the material is removed through chemical reactions, gravitational fall,
or turbulent impact (although chemical transformations can be taken into account by a separate
module).
2) Gaussian models assume that the pollutant is transported in a straight line instantly. They do not
account for turning or rising wind caused by the topography or inhomogeneity of the terrain.
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Figure 1.6: An illustration of a plume as simulated by a two-dimensional Gaussian dispersion
model.

3) The meteorological conditions are assumed to persist unchanged over the time of transport
from source to receptor (steady-state condition). In other words, Gaussian models assume that
the atmosphere is uniform across the entire modelling domain, and that transport and dispersion
conditions exist unchanged long enough for the material to reach the receptor.

4) Gaussian-plume models break down’ during low wind speed or calm conditions due to the in-
verse wind speed dependence of the steady-state plume equation.

It is evident that these assumptions (particularly numbers 3 and 4) are significantly limiting if
Gaussian models are to be used to simulate dispersion in convective situations. As explained ear-
lier, in fact, in the CBL, the area occupied by the updraft is smaller than that occupied by the
downdrafts. This results in an inhomogeneous and non-Gaussian distribution of the vertical ve-
locity, which requires a more detailed description of the turbulent structure of the CBL. Moreover,
due to the change in wind speed with height near the surface, it is not possible to select a single
wind speed to be used in a Gaussian model for ground-level releases.

However, even with these limitations, this type of models can provide reasonable results when used
appropriately, and their errors and uncertainties are generally well understood. Moreover, their use
is relatively simple and computationally very inexpensive, and they can be run with very simple
input data developed from standard meteorological recordings (van Ulden and Holtslag, 1985).
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Complex dispersion models

Nowadays, models have been developed that are able to simulate the spatial and temporal vari-
ability of meteorological conditions (mean flow and turbulent mixing), which is one of the most
critical factors in the prediction of atmospheric dispersion. In general, we can distinguish between
two main classes of complex models: Eulerian (or grid-point) models and Lagrangian (or particle)
models. Pollutant concentration in an Eulerian model is represented by the spatial distribution on
a three-dimensional grid of points, whereas Lagrangian models simulate the trajectories of numer-
ous particles driven by the flow.

The three-dimensional meteorological field necessary to calculate either pollutant concentration or
particles’ trajectories is usually calculated by solving a system of mathematical equations describ-
ing the dynamics of the most relevant atmospheric variables, such as wind, temperature and hu-
midity. These models are usually referred to as prognostic models, because they provide a forecast
(or a prognosis) of the meteorological conditions given the initial status of the system (available
for instance from experimental measurements).

Another class of meteorological models includes the so-called diagnostic models, in which the
three-dimensional meteorological field is retrieved by interpolating the available experimental
measurements, without calculating its temporal evolution. Obviously, these models rely heavily
on the availability of data.

Finally, the so-called Lagrangian stochastic models directly formulate the particle position and ve-
locity in terms of stochastic differential equations that describe the turbulent motion of the ABL.
In this doctoral research, the meteorological field is simulated by a Large-Eddy Simulation (LES)
model, which is the best tool available at the current time to describe the turbulent motion in the
CBL (for a detailed description of the LES see Chapter 2). The dispersion of tracers emitted in
the simulated flow is calculated either by solving an equation for its concentration (the Eulerian
approach, used in Chapters 3, 5, and 6), or by calculating the trajectories of fictitious particles
(the Lagrangian approach adopted in Chapter 4). An example of a plume simulated by the LES is
shown in Figure 1.7.

1.5 OQOutline of the thesis

In close connection with the research questions addressed in Section 1.3.2, the structure and con-
tents of each Chapter of the thesis are briefly described below.

Chapter 2: Large-Eddy Simulation model: description, improvements and testing

Chapter 2 describes the way in which turbulent dispersion in the Atmospheric Boundary Layer can
be studied by means of numerical simulation. The model used in this research is described, with
the focus being on the modifications introduced into the code in order to compute the particles’
trajectories.
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Figure 1.7: Example of a plume dispersing in the CBL as simulated by a LES.

Chapter 3: Relating Eulerian and Lagrangian Statistics for the Turbulent Dispersion in the
Atmospheric Convective Boundary Layer

Atmospheric dispersion is studied by analyzing the behavior of a plume in two different frame-
works, the Eulerian one and the Lagrangian one. In the Eulerian framework, statistical properties
(such as mean concentration, variance etc.) are calculated at fixed positions. This approach is most
commonly used in field measurements and in laboratory experiments. In the Lagrangian frame-
work, the dispersion characteristics are calculated by tracking the trajectories of all the particles
and computing their relative distances. This is the most natural approach for theoretical investiga-
tion of turbulent dispersion. In Chapter 3, we discuss turbulent dispersion in both the Eulerian and
Lagrangian frameworks and we study the relationship between dispersion characteristics in the two
frameworks. This relationship is important in relating the theoretical analysis to the experimental
studies.

Chapter 4: Statistics of absolute and relative dispersion in the Atmospheric Convective
Boundary Layer

In Chapter 4 turbulent dispersion is analyzed in absolute and in relative coordinate system, which
is the reference system of the plume’s center of mass. By so doing, we are able to separate the
effect of the large-scale motion, which is inhomogeneous and non-Gaussian, from the small-scale
motion, which is homogeneous and isotropic. By calculating the relative concentration and the
position (more precisely the probability distribution function) of the plume center of mass, one is
able to retrieve the statistics of the absolute concentration. The study of higher-order statistics such
as the skewness of the position in absolute and relative coordinate systems, allows the structure and
variability of the plume concentration (such as the symmetry of the concentration distribution along
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the plume centerline) to be investigated.

Chapter 5: Dispersion of a passive tracer in buoyancy- and shear-driven boundary layers

In Chapter 5, the effects of different combinations of thermal and mechanical forcing on plume
dispersion are investigated. When the flow is forced by the combined effect of buoyancy and
shear, the characteristics of the turbulent field are different from either the pure convective or pure
shear flow. Although dispersion in either pure convective or neutral conditions has been widely
investigated in the past, less is known on the behavior of a plume dispersing in a CBL driven by
both buoyancy and shear. In this Chapter we show that wind shear reduces vertical dispersion
and enhances the horizontal plume spread. A parameterization for the shear contribution to the
horizontal and vertical dispersion is also proposed.

Chapter 6: The dispersion of chemically reactive species in the Atmospheric Boundary Layer

In this Chapter a review of different studies on the interaction between turbulent transport and
chemical reactions is included. Model results and experimental studies of turbulent reacting flows
in the atmospheric boundary layer are presented to show the modifications and control exerted by
turbulence on the reactivity as a function of the ratio of the time scale of turbulence to the time scale
of the chemical reaction (the Damkohler number). By studying the plume dispersion of a reactant
the dependence of concentration fluctuations on the Damkohler number has also been analyzed.

Chapters 3 to 6 inclusive have been also published, or submitted for publication, as independent
journal papers.
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Chapter 2

Large-Eddy Simulation model: description,
improvements and testing

This Chapter briefly describes the different numerical techniques currently used to simulate the
Atmospheric Boundary Layer. The model used in this work is then thoroughly described, with
focus being on the governing equations, the subgrid parameterization and the surface layer model.
Finally, the main modifications added to the code used in this research are described.

2.1 Simulation of turbulent flow in the Atmospheric Boundary
Layer

2.1.1 DNS, LES and RANS

As discussed in Chapter 1, the ABL is defined as the layer of air just above the Earth’s surface.
Within this layer, turbulent motion of air is generated by the combined effect of the friction against
the surface and the cooling/heating of the ground. Although no unique definition of turbulence
exists, Lumley and Panofsky (1964) pointed out the turbulence’s most significant characteristics:
1) Turbulence is stochastic: turbulent processes are described by non-linear equations, which are
highly sensitive to small differences in the initial conditions.

2) Turbulence is three dimensional and rotational.

3) Turbulence is dissipative: the turbulent energy is produced at large scales and is transported to-
wards the smallest scales of motion (a process called energy cascade), where it is finally dissipated
into heat.

4) Turbulence is characterized by large Reynolds number (i.e. large spatial dimension and small
viscosity).

The turbulent motions for an incompressible flow in a rotating reference system, can be described
by a system of non-linear equations for the conservation of mass and momentum: the continuity
equation and the Navier-Stokes equations, respectively.

The discretized version of these equations can, in principle, be solved numerically by computing
each equation on a defined number of points, the so-called numerical grid. As discussed by Stevens
and Lenschow (2001), problems associated with the cloud-free ABL involve scales spanning at
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Figure 2.1: Schematic representation of the temporal/spatial scales resolved by the three numerical
techniques (RANS, LES and DNS). The line represents a schematic example of energy spectrum
of the wind velocity; peaks in the spectrum show which scale contributes most to the turbulent
kinetic energy.

least 7 orders of magnitude; this implies that the system of equations describing the dynamics of
the entire ABL on all the scales of motion, involves so many degrees of freedom that it is impossi-
ble to be solved for any computer nowadays.

Three different approaches for the numerical simulation of turbulent flows can be distinguished,
depending on the spatial and time scales of the physical process being investigated: Direct Nu-
merical Simulation (DNS), Large-Eddy Simulation (LES) and Reynolds-Averaged Navier-Stokes
(RANS) models. A schematic representation of the different techniques in terms of the temporal
and spatial scales solved by the models, is shown in Figure 2.1.

A DNS explicitly solves the Navier-Stokes equations. Therefore, in a DNS, all eddies down to the
dissipation scale are simulated with accuracy but, as previously mentioned, due to the large span
of temporal and spatial scales, only turbulent flows with a low Reynolds number (typically around
103) can be simulated.

For higher Reynolds numbers (or larger spatial and temporal scales), a direct numerical solution
of the Navier-Stokes equations is not feasible; therefore both RANS and LES solve a system of
equations in which only scales of motion within a lower limit (as given by the grid size) and a up-
per limit (given by the size of the computational domain) are explicitly solved, whereas the small
scales motions are expressed as a function of the resolved variables.

RANS models are commonly used in the study of mesoscale phenomena, which have spatial
scales of the order of tenths/hundreds Km and temporal scales of hours/days. In these models, the
separation between resolved and parameterized scales is based on the presence of the so-called
spectral gap, which divides the mesoscale/synoptic scales from the turbulence scale. This means
that in a RANS there is no dynamical information about the turbulent scales, because all the degrees
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of freedom smaller than the size of the largest (energy-containing) turbulent eddies are averaged
over. It must be noted that the evidence of the gap is still a matter of discussion (Courtney and
Troen, 1990; Galmarini and Thunis, 1999; Jonker et al., 1999), and a net separation of scales is
well defined only for the vertical component of the wind.

The term Large Eddy Simulation (LES) was introduced by Leonard (1974). This technique is
nowadays regarded as one of the most powerful computational tools available for the study of the
ABL (Stevens and Lenschow, 2001).

By solving the governing equation with a LES, most of the energy (70 — 80%) of the turbulent
motion is solved explicitly. The so-called “large eddies” are those motion elements that carry most
of the kinetic energy, and are the largest contribution to the turbulent fluxes. These motions are
simulated using a three-dimensional time-dependent numerical integration scheme, which resolves
only the scales larger than the size of the numerical grid (A). In other words, a system of equations
is solved in which eddies of size less than O(A) are removed (or filtered) from the dynamics. Thus,
in LES, eddies significantly larger than A are solved explicitly, and their statistical and spectral
properties can be calculated in great detail.

When the system of equations is filtered, the resulting equations for the large-scale component of
the motion contain non-linear terms representing the effect of the small scales on the large ones;
these so-called sub-grid scale (SGS) components are not solved explicitly, but are represented as a
function of the resolved variables (see Section 2.3.3).

Although the LES has been showed to be the most advanced tool for the study of the ABL, it has
three principal weaknesses:

1) It is numerically expensive: a typical domain covers an area of 5 Km in each horizontal direc-
tion and 2 Km in the vertical one. In order to solve accurately the flow in the domain, a grid with
typically 10° points is required.

2) Most of the LES are applied only to idealized, horizontally homogeneous and flat domains. In
contrast to field measurements, the numerical simulation represents a very controlled experiment,
because the flow characteristics are prescribed through initial and boundary conditions. On the
other hand, the comparison with the observational data, which can be affected by the inhomogene-
ity of the ground or large-scale forcing, can be problematic.

3) Since the Navier-Stokes equations are solved numerically on a discrete grid, numerical and trun-
cation errors are introduced. Moreover, near the ground, where strong mean gradients are present
and the eddies are smaller than the numerical grid, the flow field is strongly affected by the SGS
model. However, Nieuwstadt et al. (1991) showed that even with a relatively coarse grid, when
the SGS Reynolds stress is a relatively small part of the total turbulence produced Reynolds stress
(like in the CBL), the results produced by LES are not dependent on the quality of the model. In
other words the statistics of the large-scales motions explicitly solved are not sensitive to errors in
the SGS effects (Stevens and Lenschow, 2001).

2.1.2 LES studies of turbulent dispersion in the Atmospheric Boundary Layer

LES studies of the ABL began in the 1970s with the seminal studies of Deardorff (Deardorff,
1970b; Deardorff, 1974). For the first time, the structure of the turbulent flow was analyzed in un-
precedented detail. In particular, the structure of the inhomogeneous turbulent motions of the CBL,
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characterized by large weak downdrafts surrounded by strong and narrow updrafts, was studied.
New scaling quantities, the convective velocity (w,) and the CBL height (z;), were also introduced
and successfully applied to scale observational data and numerical results. A high-resolution LES
performed by Schmidt and Schumann (1989) showed that the strongest updratfs, which have the
size of the CBL, can penetrate into the capping inversion and transport warm air from the free
troposphere into the CBL. This phenomenon, known as entrainment, is an important process for
the growth of the CBL.

The ability of the LES to reproduce fully the three-dimensional turbulent motion was applied suc-
cessfully to investigate many different atmospheric processes, from turbulence production and de-
cay to cloud formation. One of the most important applications of LES was the analysis of the
behavior of a plume of contaminants dispersing in the CBL. A brief list of the seminal works in-
vestigating different aspects of turbulent dispersion is reported below.

The first numerical simulation of a plume dispersing in the CBL was performed by Lamb (1978),
who showed that if the plume was released above the surface layer, it would be quickly caught
by the downdrafts and transported to the surface, due to the non-Gaussian characteristics of the
convective turbulent motion. As a result, the ground concentration would reach a maximum close
to the release point. This result, later confirmed by the experimental work by Willis and Deardorff
(1978), has been an important breakthrough in the study of air pollution, because it has shown the
inability of steady-state models to correctly predict dispersion in the CBL. Lately, Nieuwstadt and
de Valk (1987) extended the LES study of plume dispersion in the CBL to buoyant plumes.

Other LES studies of turbulent diffusion include the work by Moeng and Wyngaard (1984), who
showed that the transport of scalar in the CBL is asymmetric: a tracer released at the top of the CBL
(the so called top-down diffusion) is characterized by a different eddy diffusivity than a scalar re-
leased at the surface (bottom-up diffusion). Consequently, the bottom-up scalar can be transported
by large thermals directly from the source to the top of the CBL, without diffusion into the middle
of the CBL. As a result of this so called counter-gradient transport, the bottom-up diffusion is more
effective than the top-down diffusion.

The study of turbulent dispersion was extended to chemically reactive species by investigating the
influence of turbulence on chemical reactions. The first LES of an atmospheric boundary layer
with reactive species was carried out by Schumann (1989). He focused mainly on the segregation
of species caused by the coherent structures generated in the CBL, and showed that chemical trans-
formation proceeds at a slower rate in the CBL because of insufficient mixing. A complete review
of the studies of dispersion of chemically reactive species in the CBL can be found in Chapter 6.
The first LES study of the effect of wind shear on turbulent dispersion was carried out by Ma-
son (1992). In fact, when the flow is forced by the combined effect of buoyancy and wind shear,
the turbulent structure of the CBL is different than in either pure-convective or neutral conditions
(Sykes and Henn, 1989; Moeng and Sullivan, 1994). A systematic study of the effect of different
combinations of thermal and mechanical forcing on turbulent dispersion is presented in Chapter 5.
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2.2 Brief history of the Dutch Atmospheric LES

The Large-Eddy Simulation code used in this research (Dutch Atmospheric LES) was first used to
study the decay of turbulence in the CBL by Nieuwstadt and Brost (1986). Major improvements to
the code were added by Cuijpers and Duynkerke (1993), who adapted the LES for the study of the
specific characteristics of the atmospheric boundary layer. Their addition of a conservation equa-
tion for the total humidity, and the replacement of the potential temperature 6 with the liquid-water
potential temperature 0;, allowed clouds formation and evolution to be investigated.

The Dutch Atmospheric LES was first compared to other codes in the work by Nieuwstadt et al.
(1991). The results of a simulated dry CBL were compared and validated, and showed a very good
agreement with experimental measurements. This study proved that the turbulence statistics (up to
the third-order moments) calculated by the LES do not depend significatively on the SGS model
or numerics. Other LES intercomparisons were performed later, in particular for studies of cloudy
boundary layers. Later on, the code was used in the study of different atmospheric flows. A list of
the main results and studies carried out with the Dutch LES is reported below.

1) Turbulent dispersion.

The dispersion of a plume in the CBL has been extensively studied by Nieuwstadt and de Valk
(1987), van Haren and Nieuwstadt (1989) and Nieuwstadt (1992). In these works, a line source
of passive tracer was emitted in the simulated CBL and the dispersion parameters were calculated
and analyzed. The influence of large- and small-scale motions on dispersion was also analyzed by
decomposing the total dispersion in the meandering and relative diffusion components. In Meeder
(1998) and Meeder and Nieuwstadt (2000) turbulent dispersion of chemically reactive plumes in
the neutral ABL was investigated. The effect of turbulent mixing on chemistry was studied by
using a SGS model for the chemical reactions inside the numerical grid cell. The study showed
that the SGS mixing played an important role close to the source.

2) Cloudy Boundary Layers.

The investigation of cloudy boundary layers (in particular strato- and shallow-cumulus) was car-
ried out in many studies (Cuijpers and Duynkerke, 1993; Cuijpers, 1994; Siebesma and Cuijpers,
1995; Siebesma and Holtslag, 1996; van Zanten, 2000; Neggers, 2002; Siebesma et al., 2003;
Neggers et al., 2003). In these works, the convective turbulent motion induced by the clouds, en-
trainment process, and cloud size statistics, were thoroughly discussed, in order to understand the
main mechanisms of cloud formation and evolution, and to develop parameterizations to be used
in large scale models like the operational weather forecast models.

The Dutch LES was compared to several other codes in studies related to stratocumulus (Moeng
et al., 1996; Duynkerke et al., 1999; Stevens and Co-authors, 2004) or shallow cumulus (Brown
et al., 2002; Stevens et al., 2001; Siebesma et al., 2003). The effect of longwave radiative cooling
at the top of a smoke cloud on turbulence has been reported in a LES intercomparison study by
Bretherton et al. (1999).

In the study by Siebesma and J.Jonker (2000) it was shown that cloud geometric and morpholog-
ical properties (fractal boundaries) were nicely simulated by the Dutch LES, when compared to
observations (Lovejoy, 1982).
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The combined effect of ultraviolet radiation and turbulent mixing on chemistry in a cloud-topped
boundary layer, was investigated by Vila-Guerau de Arellano and Cuijpers (2000). The study
showed that the chemical sources and sinks in the cloud influence the vertical concentration pro-
files of the reactants.

3) Interaction between boundary layer and mesoscale.

From the study of the energy spectra Jonker et al. (1999) showed that the dominant contribution to
the variance of potential temperature and turbulent velocities originates from a scale of the order
of the boundary layer height. The energy spectra of passive scalars in the CBL behaves differently
from that of velocity or temperature. Depending on the boundary conditions of the scalar (the
surface flux and the entrainment flux), the spectrum is dominated by the largest scales of motion
(tenths of kilometers, i.e. mesoscale). Mesoscale fluctuations were also investigated by de Roode
et al. (2004), who used a LES to simulate a CBL in a very large domain (25.6 x 25.6 Km?). Their
results showed the need for a large domain size to allow the development of mesoscale fluctuations,
especially in the study of stratocumulus clouds.

4) Turbulent reacting flows.

The influence of turbulent transport on chemical reactions in a point source release was investi-
gated by Meeder (1998), who studied chemical reactions in point source releases. In the study
by Petersen et al. (1999), an irreversible binary reaction involving the bottom-up and top-down
diffusing scalars was investigated. Later, Vinuesa and Vila-Guerau de Arellano (2003) studied the
importance of the chemical terms for the fluxes and (co)-variances of reactants in a CBL by ex-
plicitly calculating these terms in the flux budget equation. In this study, it was shown that the
vertical profile of the turbulent flux of the reactant species departed from the linear profile, which
was characteristic for the flux of inert species emitted at the surface. Based on this result, Vinuesa
and Vila-Guerau de Arellano (2004) proposed a parameterization for the limitation of the chemical
reactivity in the CBL.

In the study by Jonker et al. (2004), the spectra of the variance of the concentration of chemically
reactive species in a CBL were studied. For a simple first-order reaction, it was found that the char-
acteristic length scale (defined by the position of spectral peak) demonstrated a clear dependence
on the reaction rate: an increase in the reaction rate lead to a significant decrease in the length scale
of the species.

5) CBL with wind shear.

The role of the wind shear in the development, growth and maintenance of the CBL was stud-
ied by Pino et al. (2003), who showed that the CBL growth is affected by both surface-flux and
entrainment-flux of heat and moisture. The analysis of the turbulent kinetic energy (TKE) budget
showed the important contribution of wind shear at the surface and in the entrainment zone. As a
consequence, the entrainment flux was enhanced, resulting in an increased growth of the boundary
layer.

6) Stable Boundary Layer.
In the study by Galmarini et al. (1998) the LES results for the turbulent structure of a weakly
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stable ABL were compared to a one-dimensional model. The results were shown to be in good
agreement with local-similarity theory and experimental data.

Recently (Beare et al., 2005), a bench-mark case was selected to evaluate and compare the perfor-
mances of 10 different LES models for the Stable Boundary Layer, as part of the GABLS (Global
energy and water cycle experiment Atmospheric Boundary Layer Study) initiative. Although the
results depended on the grid resolution and the subgrid models, they were generally in good agree-
ment with local-similarity theory and experimental data, providing an improved understanding of
the turbulent structure in the stable ABL.

The recent parallelization of the code allows a large number of grid points (up to 512x512x128)
to be used, in order to either simulate a very large domain or to study the turbulent motion with a
very fine resolution. The former is the approach used in Chapter 3, where a large domain is used
to calculate energy spectra and integral time- and length-scales. A very fine grid (10x10x10 m) is
used instead in Chapter 4 to analyze the effect of the internal mixing on concentration statistics for
a dispersing plume.

2.3 Description of the LES

2.3.1 The governing equations

The system of equations governing the thermodynamics of the atmospheric flow in the ABL can
be written in incompressible form (e.g. Moeng, 1998) as:
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where the Boussinesq approximation has been applied.

Equation (2.1) (also known as continuity equation), expresses the mass conservation, equations
(2.2) (known as Navier-Stokes equations, where u; = (u,v,w) is the wind speed), refer to the mo-
mentum conservation, and equations (2.3) and (2.4) are the conservation equations for the liquid
water potential temperature 0; and the total humidity g. Note that in all the simulations performed
in this research, a dry CBL was simulated, therefore 6; = 0. In (2.2) p is the density of the flow
and p is the pressure, §;; is the Kronecker delta, €;j is the alternating unit tensor, Q; the earth’s
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angular velocity in the j direction.

Finally, the terms Sg, and S, in equations (2.3-2.4) represent the source and the sinks of the vari-
able, like the (divergence of the) radiative flux for the potential temperature equation or the phase
changes for water.

An equation for the conservation of a scalar ¢ can be added to the system in the form

dc dc
Fri —ujgj +Se, (2.5)

where S, 1s a source/sink term representing, for example, chemical reactions.

2.3.2 The filtered equations

An exact numerical solution (DNS) of the system (2.1-2.5) is possible only for low Reynolds
numbers, because solving all the scales of motion in a three-dimensional grid would require a
number of grid points that would be far beyond the capability of any computer currently available.
In a LES, only the scales of motion larger than a filter size are explicitly resolved, whereas the
smaller ones need to be parameterized.

The filtering procedure is summarized by the following expression:

y=<y>+y, (2.6)

which describes how each variable y is decomposed into a resolved part < y > and a subgrid (or,
more precisely, subfiltered) part \|l". Different types of filters can be applied. In our particular case,
the numerical grid itself is used as a filter, so that the filter operator <> is coincident with the
volume average over the grid cell.

The filter operator is usually supposed to possess the following properties:

<Y >S>S=<y> (2.7)
oy I<y>
< B_x, >= o, (2.8)

It must be noticed that not all the forms of the filter fulfill conditions (2.7)-(2.8). However, Ghosal
and Moin (1995) showed that the error associated with the non fulfillment of condition (2.8) is of
the same order as the discretization error.

By applying the filter decomposition (2.6) to the equations (2.1)-(2.5), the system of governing
equations becomes:

d <u
Isuiz _ (2.9)
axi
0<u> o<u;j><u> <6;> o<m> 01
- di3g — 281 Q: — - Y 2.10
o N A T T
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n_n

0<8>  d<u;><f> 9<u; >

5 e 5, T <Sa> (2.11)
d<qg> d<u;><qg> 0<u,q >
9> _ oSuj><q> 9°H4 7, g o (2.12)
al‘ ax]' ax]'
d<c> d<u;><c> o<u;c >
AL R LR MY I (2.13)

ot ox j ox j

where 0 is the reference state potential temperature and the viscous dissipation term v% in the
Navier-Stokes equation is neglected after scale analysis (e.g. Stull, 1988). '
The new system of equations (2.9)-(2.13) appears similar to the original one (2.1)-(2.5), but new

"
o<u;y >
X

terms of the form —4—— appear due to the filtering process. These terms are referred to as
J

subgrid fluxes and they are new unknown variables in the system. As a consequence, they need to
be expressed as a function of known (resolved) quantities.
The term 7;; is the subgrid stress tensor defined as:

Ti=<uu;>— <wup><uj>—2/38; <e>, (2.14)

where < e >= 1/2(< wju; > — < u; >< u; >) is the subgrid Turbulent Kinetic Energy (TKE).
This form of the subgrid stress tensor is chosen in order to distinguish between isotropic and
anisotropic parts (Deardorff, 1974). The 2/3 < e > term is then added back into the pressure term
< 1 >, which now reads:

<p>
Po

< >= +2/3<e>. (2.15)

The pressure term < p > is determined by solving a Poisson equation (see Appendix B).

2.3.3 Sub-grid Scale model

A common way to calculate the SGS terms is by means of the so-called K-diffusion method, in
which the subgrid stress tensor and the subgrid fluxes are expressed as the product of an eddy
viscosity K (or eddy diffusivity) and the local gradient of the resolved variable:

TU - _Km( ox; + ax]‘ >

(2.16)
_ a<y>
< u;/\P// >= _Klll (a—x,> y

where W represents a generic scalar variable like temperature, moisture or chemical reactant. For
these quantities, the same eddy diffusivity is used.
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The eddy diffusivity coefficient K can be written as function of the subgrid turbulent kinetic energy
<e>=1/2<u;u; >, and a length-scale A.
An additional prognostic equation for < e > has then to be added to the system of equations:

0/ 0/
<e>+<uj> <e>:
ot ax,'
B 1 x £a<91> a<uj>+a<ui> 0 <u> n
N 2/ < e> “’60 0z " ax,- ij axj'
0 /< e> ce < e>
+$j <2Km o )— TR 2.17)

where the form of the dissipation term is found by integrating the three dimensional energy spec-
trum E (k) = oe/3k=5/ 3 from a filter wavenumber k¢ to infinity (van Zanten, 2000). The value of
the Kolmogorov constant o is 1.5, k is the wavenumber and € is the viscous dissipation.
The filter wavenumber is defined as

2n

e (2.18)

kf=

where ¢y = 2.5 (Cuijpers, 1990) and the length scale A is related to the grid size A defined as
R B
1/Ax+1/z(k)

where Ax is the grid size in the horizontal direction (Ax = Ay) and z(k) is the height of the k-th
level.
Finally, the dissipation constant is defined as

P <—oc> —0.7. (2.20)
Cf 2

(2.19)

From Equation (2.17), an expression for the eddy diffusivity coefficient is found by assuming that
the production (shear) term balances the dissipation (Deardorff, 1974), in the case of isotropic
turbulence. This leads to

Ky = cmhv/ < e >, (2.21)
where the constant ¢, is expressed as
-3/2
cf 3
== za =0.12. 222
Cm m (2 ) ( )

Similarly, the exchange coefficient for the scalar variables Ky, is derived by calculating the dissi-
pation rate of the potential temperature variance in the inertial subrange in the case of isotropic
turbulence, which leads to

Ky =cphv/< e >, (2.23)
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with

(S

_er(35) (3, T
=5 (4[3) (20() =3cp,. (2.24)

Recently, the length-scale A used in equations (2.21) and (2.23) was adjusted to take into account
the stable stratification at the top of the CBL (entrainment zone), where A becomes very small (see
van Zanten, 2000 for details).

2.3.4 Surface model

In order to calculate the subgrid fluxes (equation 2.16), the vertical gradients of the variables have
to be determined. In the mixed layer, the profiles of the variables are assumed to be linear, so that
they can be simply approximated by finite differences, for instance a<a—’;> = AfTD. In the surface
layer, in which the profiles are characterized by large gradients, the finite differences approximation
may lead to large errors, especially if the numerical grid is coarse. Moreover, the flow near the
ground must satisfy the boundary conditions given by the surface fluxes < w"y” >.

In the surface layer, the Monin-Obukhov similarity theory is then used. This assumes that the

gradient of the variable is scaled by the dimensionless height

C=z/L, (2.25)
where L = iﬁ’;‘; is the Monin-Obukhov length. The dimensional stability functions are defined as:
gw
kz oV
D = ——= 2.26
kz 0

@ = 2=V > 2.27)

Wi aZ

In equations (2.26)-(2.27) V = v/< u >2 4+ < v >2 is the horizontal wind speed, and  is a scalar
quantity like the potential temperature (0), total humidity (¢) or a chemical specie. The friction
velocity u, and y, are defined as:

W2 =\ <u'w! 2 < Vw2 (2.28)
< 115! >
g, = V¥V =~ (2.29)
U

Integrating equation (2.26) between zq (height at which V(z9) = 0) and a generic height z, leads to

V() = Ain = ()}, (2.30)
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where
REIIRE L (8
m L 0 C
represents the correction to the logarithmic profile due to non-neutral conditions (¥,,, = 0 in neutral
conditions).
Similarly from Equation (2.27):

<y(z) >=<y(z0) > +%{1n§0 ~ (1) + (D) (2.32)

In the LES, the stability functions are parameterized using the following relationships (Businger
etal., 1971; Dyer, 1974; Hogstrom, 1988):

(1—160)" Y% if £<0

dC (2.31)

D, =
1+5C if {>0
(1—160)""2  if {<0
D, =
1+5¢ if (>0
—1 -2
. 210 (L9 ) in (B985 — 20an ! (@,1) + 3 if {<0
le(Z) =
—5C if (>0
~1
21n (%) if {<0
b4
(7)) =
—5C if {>0
The friction velocity is calculated from equation (2.30):
wo=kv (I —w,(3)), (2.33)
20 L

whereas . is calculated from the prescribed values of the surface fluxes (bottom boundary condi-
tion):

< Wy >

Uy

v, = (2.34)

Surface values of the variables are calculated according to equations (2.30)-(2.32) using the value
of the variable at the first computational level (z = 1).

Finally, the vertical gradients are calculated from equations (2.26) and (2.27).

In the limit of free convection (u, = 0) the following relationships are used to calculate the tem-
perature and moisture profiles (Garratt, 1992):

o<y > -0 < W”\PN >g/3 (é) 2_4/3- (2.35)
0z €0
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2.4 Improvements to the code

For this research, two main improvements to the LES were implemented. The first was the modifi-
cation of some of the routines in the parallel version of the code, in order to use a non-equidistant
numerical grid. The second consisted in the introduction of a Lagrangian particle module to calcu-
late the trajectories of the particles released in the turbulent flow. These modifications are discussed
in detail in the following Sections.

2.4.1 Non-equidistant grid

As discussed in Section 2.1, the LES only solves scales of motion larger than the numerical grid.
Many studies (e.g. Nieuwstadt et al., 1991) showed that the statistical results (mean profiles of
variables, second and third-order moments), do not depend on the resolution of the numerical grid
for a well-mixed boundary layer. However, in regions where strong gradients are present, like near
the surface or in the entrainment zone, it is important to solve these gradients in the most accurate
way. Moreover, as pointed out by Schmidt and Schumann (1989), in the analysis of the energy
spectra, good agreement between theoretical analysis and numerical results is found only if the
numerical grid is fine enough to truly resolve at least a significant portion of the large-scale end of
the inertia range.

This means that the numerical grid must be fine enough to resolve the most relevant scales of
motion, and, at the same time, the numerical domain should be large enough to take into account
the largest scale of motion.

A compromise between these two limiting situations can be found if a non-equidistant grid is used,
with finer resolution in the regions where the eddies have a smaller length scale and the gradients
are sharper, typically near the surface and in the entrainment zone. On the other hand, in regions
like the middle of the CBL (where the characteristic eddy size is larger than the grid) and in the
free troposphere (which is usually a zone of little interest) a coarse grid is sufficient to solve the
most relevant scales of motion with sufficient detail.

A test to compare the performances of the model in the Surface Layer using a equidistant and a
non-equidistant grid was performed. The results are shown and discussed in the following Section.
The modifications introduced in the Poisson solver and in the advection numerical scheme are
described in Appendixes A and B.

Equidistant grid versus non-equidistant grid: sensitivity test

In order to find the best compromise between numerical accuracy and time/CPU consumption, two
simulations were performed: the first one (case EQUI) used a vertical grid of 128 points with a
very fine constant resolution of 10 m; the second one (case NON-EQUI) used a non-equidistant,
stretched grid whose first layer was 5 m deep and the successive ones, within the surface layer,
increased exponentially. Above the surface layer, a constant grid of 15 m was used. A schematic
plot of the numerical grids is shown in Figure 2.2.

The advantage of using a non-equidistant grid was twofold: it allowed us to use a finer grid in
the regions where the gradients are sharper, and, additionally, a vertical grid of 96 points was used
instead of 128 points (case EQUI)). This resulted in the equations being solved on a numerical grid
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Case EQUI NON-EQUI
Horizontal domain size (m) 10240 10240
N.=N, 256 256
Ax=Ay (m) 40 40
Vertical domain size (m) 1275 1400
N, 128 96
Az(1) 10 5
Az (z > 100 m) 10 15
w0y (K m/s) 0.1 0.1
u, (m/s) 2 2

Table 2.1: Initialization parameters and boundary conditions used in the simulations.

that was 25% smaller, with obvious advantages in computational time. Details of the initialization
parameters used in the simulations can be found in Table 2.1.

The numerical simulations were run for three hours, and the results were time and spatially (hori-
zontally) averaged over the third hour.

Mean profiles of the variables (wind, temperature and scalar), and the relative vertical fluxes were
compared. Moreover, second-order moments and the skewness of the vertical velocity were ana-
lyzed as well. No significant difference between the two simulations were found above the surface
layer, because in the region where the length scale of the turbulent eddies is larger than the numer-
ical grid, the results should not depend on the vertical resolution.

Attention was therefore turned to the performance of the model in the surface layer, where the use

of a non-equidistant grid may have a larger influence on the results. In order to compare the two
simulations, the profiles of the stability functions ®,, and ®; were analyzed as a function of the
dimensionless height z/L. In particular, the values of ®,, and ®;, were calculated by using equa-
tions (2.26) and (2.27), where the mean profiles calculated by the model were first interpolated
using a second order logarithmic function, and the vertical gradients were subsequently calculated
analytically.
Figures 2.3a) and 2.3c) show the stability functions for the momentum (®,,) and potential tem-
perature (®;,) as a function of the dimensionless height z/L, calculated for the two simulations.
In the Figure, the empirical functions for unstable conditions (Businger et al., 1971; Dyer, 1974;
Hogstrom, 1988), are also shown:

@, = (1—16¢)"1/4 (2.36)

@, = (1—16)" /2. (2.37)

Clearly, the use of the non-equidistant grid gives a profile of ®,, more similar to the theoretical
value than the equidistant grid, which, in the surface layer, has a coarser resolution. The difference
in the value of ®,, affects the profile of mean wind, as shown in Figure 2.3b). The value of the
wind speed at the first numerical grid cell reads 1.26 m/s for the non-equidistant grid (at 2.5 m, that

30



2.4. Improvements to the code

100
x*
*
890 — 90
| *
80 - x __ 80 i
740 *
70
*
*
60 590 80 i
\E/ x
- * 50
Ny
(ea]
2 455 x
T
20k . 40 i
330 *
30
*
225 x
20 20 i
x*
12.5 *
10
*
L 500 «
O *
NON—EQUI EQUI

Figure 2.2: Schematic representation of the non-equidistant (left) and equidistant (right) grids. The
lines represent the cell’s edges, and the stars the cell’s centers.

is half of the first numerical grid cell height) and 1.44 m/s for the equidistant grid (at 5 m). Since
the wind at the surface (z = z9 = 0.15 m) is constrained to 0, the finer numerical grid reproduces
the theoretical logarithmic wind profile more satisfactorily.

The profiles for the stability functions for the potential temperature (Figure 2.3¢) do not show
the same differences as for the wind, although a little improvement is found for z/L < 2 using the
non-equidistant grid. However, the mean profiles calculated using the different grids are in very
good agreement (Figure 2.3d). This is explained by the fact that the value of the temperature at the
surface (z = zq) is calculated by equation (2.32) rather than being constrained to a fixed value as
for the wind. In this case, therefore, the resolution of the numerical grid does not have such as a
big impact as for the wind profile.

2.4.2 Lagrangian Particle Module

As discussed in Chapter 1, the dispersion process can be equivalently studied in two different
frameworks: the Eulerian and the Lagrangian.

In the Eulerian framework, statistical properties are calculated in a fixed reference frame. This
approach is most commonly used in field experiments, as well as in laboratory experiments or
Eulerian numerical models.

In the Lagrangian framework, the statistical properties are calculated in a reference frame which
moves with the flow. This is the most natural approach for theoretical investigation of turbulent
dispersion (Taylor, 1921; Batchelor, 1949). In the Lagrangian framework, a plume dispersing in
the atmosphere is regarded as an ensemble of particles that move in the turbulent flow. Instead of
calculating the scalar concentration by means of equation (2.13), a large number of particles are
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Figure 2.3: a) Comparison of the stability function ®,, in the surface layer calculated with an
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line represents the parameterized formulas by Dyer (1974). b) Comparison of the vertical profile
of the mean horizontal wind V calculated with an equidistant (dashed line) and non-equidistant
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for the potential temperature 6.
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released in the simulated flow, and their trajectories are tracked. The concentration at any point is
derived then by simply counting the number of particles in a given volume.

In addition, by investigating the dispersion in the Lagrangian framework, one is able to study and
derive quantities like the Lagrangian time-scale, which is a critical parameter for both theoretical
and practical applications (see Chapter 3).

The LES provides at each time ¢ the three-dimensional velocity field (), (j = x,y,z). The position
in the direction j of the i’" particle at time # 4 At is then calculated according to

xXh(t 4 Ar) = x5 (1) + uf (1) A, (2.38)

where At is the time step, and uj- (t) is the velocity in the position of the particle, calculated by
linearly interpolating the values of the resolved (Eulerian) velocity at the eight closest grid points.
As pointed out by Weil et al. (2004), a more realistic calculation of the particles’ positions should
include in (2.38) the subgrid component of the velocity ui.’ , which is not directly available from the
LES. The value of u;’ could be computed by solving the Langevin equation using a Markov chain
process, as suggested by Gopalakrishnan and Avissar (2000), or by a simple random walk scheme
(Uliasz and Sorbjan, 1999). A different approach was used by Mason (1992), who added a random
vertical displacement to the motion of the particles close to the surface. Finally, Weil et al. (2004)
used an adaptation of Thomson’s (1987) Lagrangian Stochastic Model in which u;’ was specified
by a Gaussian PDF based on the subgrid stress tensor.

The subgrid velocity is particularly relevant in regions characterized by strong gradients, for exam-
ple near the surface, and may lead to errors in the calculation of ground concentration (Weil et al.,
2004). In our study, particles were released between z/z; = 0.12 and z/z; = 0.9, where the flow
was characterized by constant profiles of wind and potential temperature.

Quantities such as the Lagrangian time scale are only dependent on the velocity contributions of
the largest scales of motion (Degrazia et al., 1998), which are explicitly solved by the LES. This
is corroborated by previous studies by Wang et al. (1995) and by Gopalakrishnan and Avissar
(2000), who found no significant difference in the results if the velocity subgrid component was
taken into account. The subgrid velocity u;’ was therefore not included in our calculations.

A similar argument was used with respect to the choice of the interpolation method used to calcu-
late the Lagrangian velocities ”3‘ (¢) from the Eulerian (resolved) ones (Equation 2.38). Although
linear interpolation is used by many authors (Uliasz and Sorbjan, 1999; Mason, 1992), it can be
considered inadequate in some cases, because it may introduce numerical noise when a particle
crosses the grid-line boundaries (Yeung, 2002). Nevertheless, the error (imprecision) associated
with this process is only relevant at the smallest scales (i.e. scales equal or smaller than the numer-
ical grid). Since the Lagrangian statistics (both autocorrelations and integral scales) are associated
with the largest scale of motion, which are explicitly solved by the LES, we are confident that for
the atmospheric flow the results are rather independent of the interpolation scheme used.
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2.5 APPENDIX A: The Kappa scheme

As mentioned in Section 2.4 some routines in the parallel version of the LES needed to be mod-
ified to use a non-equidistant gird. The modification to the advection numerical scheme is now
discussed.

Referring to Figure 2.4 the one-dimensional advection term can be discretized (in the center of the
k-th cell) as follows:

(2.39)

awc’ w12 fie12
9z ¥~ Az ’

where ¢ is a generic scalar variable (temperature, moisture, passive scalar). The variables fi />
and f;_ ; refer to the fluxes at the edge of the numerical cell. Since a staggered numerical grid is
used by the model, the velocity are calculated at the edges of the cell, whereas the scalar variables
are calculated in the centers (see Figure 2.4). Therefore, we can write:

awc| S = Jee12 Wk iCrp1 2 = WiCk—1)2
dz Az Az '

The problem raises now how to compute the value of ¢y, /> and ¢;_, with sufficient accuracy.
Following Hirsch (1990) we can use a Taylor expansion formula to write:

Azs(k)\ 0 Azs(k)\ % 2
Ck—1/2=Ck—1+( / ))a—zlk—lﬂLK( i )) a—zglk—l, (2.41)

(2.40)

2 2

where K is a parameter depending on the accuracy (see below). The first- and second-order deriv-
atives can be calculated according to (see Figure 2.4):

aC Ck —Ck—1

a_Z|k71 - Az (k) +Azp(k—1) (2.42)
o, 1 Ck—Ck—1 Ck—1—Ck—2
o T R - 1) (e ) 249

By substituting equations (2.42) and (2.43) in (2.41) and after some manipulations, we obtain:

Azp(k—1)
Ck—1/2 = Ck—1+ ! .
Azp(k) 4 Azp(k—1)
Az, (k)+Azp, (k—1) Az, (k)+Azy, (k—1)
I+K 2Az;,(k 1-K 2A7, (k—1
(ck—ci1) T (e —er2) b (2.44)
which can be rewritten as
Azr(k—1
Ck—1/2 =Ck—1+ il ) D(cp—1 —cr-2), (2.45)

Azh(k) + Azh(k — 1)
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Figure 2.4: Scheme of the non-equidistant grid (in the vertical direction) used by the model.

where
1 — gAak)tAz, (k1) + K Amn(k) +Az, (k—1) B
& 2001 282(K) k k-1 (2.46)
2 2 Ck—1—Ck—2

is the flux limiter function. In case of equidistant grid (Azy = Az;,) equations (2.44) and (2.46)
become simply

1+K 1-K
Ck-1/2 = Ck-1+— (ck—cr—1)+ 1 (ck—1—cr2)=
1
=cr-1+ Eq)(ck—l —Cr-2) (2.47)
1-K 1+K — Cp—
@ — fB (G ) (2.48)
2 2 \Ck-1—Ck2

Similar expressions can be found for ¢ ;.
Equations (2.47)-(2.48) are at the basis of the numerical scheme known as higher-order upwind
scheme, or, simply Kappa scheme. As said previously, the order of accuracy depends on the value
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of the parameter K. For K = 1,—1 and % the scheme corresponds to a 2nd order central, 2nd order
upwind, and the 3rd order upwind biased discretization, respectively (Hundsdorfer et al., 1996).
In the present model, the value K = 1/3 is used.

One of the most important concern regarding a numerical scheme, especially when used for solving
the transport of tracers whose concentrations can be very small, is the positiveness. A scheme is
called positive if, for any non-negative initial solution c(y), the evolving solution ¢(¢) remains
non-negative for all # > #.

It can be shown (Hundsdorfer et al., 1996), that the Kappa scheme guarantees positiveness if the
flux limiter function @ satisfies the following conditions:

®=0if r<o0, 0<®<3, < 2r, (2.49)

where & = 2 and the slope ratio r is defined as:

Ck—Ck—1

Jdc Ck—Ck—1

Sk mwm
r= @’ = —as (2.50)
dz 1k=3/2 Az, (k—1)

There are many ways to define a limiter function satisfying conditions (2.49) (see for instance
Suratanakavikul and Marquis, 1999). The model utilizes the following flux limiter function by
Koren (1993):

2 1
D = max {O,min <2r, §r+ 5,2)] , (2.51)

which is shown to produce accurate results without loosing convergence (Suratanakavikul and
Marquis, 1999).
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2.6 APPENDIX B: The Poisson Solver

In this appendix the Poisson solver is described. As explained in Section 2.4.1, this subroutine
needed to be modified in order to use a non-equidistant numerical grid.

Introduction

The filtered Navier-Stokes equations can be written in the general form as (equation 2.10):

aul‘ . auil/lj

au; B a’Cij B on
ot N axj'

F ol on (2.52)

6,
+ ge_08i3 — 28382 jug —

where the angular brackets <> (representing the filter operator) are omitted for sake of clarity.
As explained before, the modified pressure reads

p

m= —
Po

+2/3e. (2.53)

Equations (2.52) can be split in two contributions according to :

duj  dp
> = a_x, + Rem. (2.54)

where Rem accounts for all the remaining terms in the r.h.s. of Equation (2.52) (advection, buoy-
ancy, rotation and subgrid stress) except for the pressure gradient.
By introducing a fictitious velocity u*, Equation (2.54) is decomposed as follows:

S5 = Rem
(2.55)
du _ out _ _p
ot ot ox;
Applying the divergence operator to the second equation of the system (2.55) we obtain:
ou du*
V(s - =-V? 2.56
( % o ) P (2.56)
which becomes, using the continuity equation (2.9),
au* 2
Vig ) = fuxyzn)=Vp, (2.57)

that is a form of the Poisson’s equation. Note that Vu™ # 0 because the fictitious velocity represents
all the remaining terms of the Navier-Stokes equation, whose divergence is not necessarily zero.

Assuming that the Rem term is known (Equation 2.55), we first calculate the pressure by solving
the Poisson’s equation (2.57). Once the pressure is known, we can finally solve for %—;‘ in equation

(2.55).
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Time discretization
The discretized form of the 1.h.s. of equation (2.54) reads (leap-frog method):

n+1 n—1
ui —u __9p

— R 258
A1 o, e, (2.58)

Similarly as above, a fictitious velocity u* can be introduced and the equation (2.58) can be split
into:

*_n—l
4 ZZ; = Rem
(2.59)
ul'-"‘rl —uf _9p
2At T ox?

which is the equivalent of the system (2.55).
By applying the divergence operator to (2.59) and making use of the continuity equation, we obtain

u*
V([ ) =v? 2.
(zm) 2 (2.60)

which is the equation we need to solve, namely the discretized form of the Poisson’s equation
(2.57).

Spatial discretization

By defining the quantity

uf

=t 2.61
u' = (2.61)

the discretized form of the Poisson’s equation (2.60) reads

V (u*) = V?p. (2.62)
Figure 2.4 shows the numerical grid used in the code, in the vertical direction. The scalar quantities
(temperature, humidity, scalar and pressure) are defined in the center of the cell, whereas the wind
velocities are defined at the edges, so that p(k) is not at the same level then w(k).

Moreover, referring to Figure 2.4, it can be noticed that, if a non-equidistant grid is used in the ver-
tical direction, the distance between two adjacent centers (Az;) does not coincide with the distance
between two edges (Azy).

In discretizing equation (2.62), we have to compute the velocity gradient (l.h.s.) and the pressure
Laplacian (r.h.s) at the same level, namely at the center of the cell. Therefore, the L.Lh.s. can be
written in the discrete (centered) form as

% sk I sk kK
Uil — U +Vj+1 Vi Wil — Wk

Vu* =
K Ax Ay Azp(k)

(2.63)
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whereas the pressure Laplacian (at the same level) is

3 [dp 1 [/ap d ]
2, 9 (9P _ 1 |9 _ (2
Vp_axj' (ax,-> M[(aX)H; (aX)i_; i
S0,
Ay [\9y/ %/ j-4]

*mfluc) [(3_p>k - (3_p)k

and pressure gradients at the cell’s edge (point i + 1/2) are defined as

Bl

a_pl | = DPisl=Di
ax H‘j

3_p| _ pi—Pi1
o0x i—% - A

A similar formula holds for the y component.
The vertical pressure gradient reads:

@| | — Pr1—p
oz lk+5 7 Az (k+1)

Pk—Pk—1

8_p| =
oz k—§ Az (k)
As a result, the discretized form of the Laplacian of the pressure reads
2 Pir1—2pitpi-1 Pj+1—2pj+pj-i
Vip= 2 2
(Ax) (Ay)

41 (pk+1—Pk_Pk—pk—1)
Azp(k) \Azy(k+1)  Az(k) )’

and the Poisson equation (2.62) becomes

G VY e
Ax Ay Azy (k)
Pi-1—2pi+piv1  Pj-1—2pj+Ppj+i
- +api—1+bpig+cpi+1,
(Ax)? (Ay)? !
where
1
a=————
Azy(k)Azy (k)
1
CcC =
Aoy By (k+ 1)
b=—(a+c).

(2.64)

(2.65)

(2.66)

(2.67)

(2.68)

(2.69)

(2.70)
(2.71)
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Poisson Solver in the LES code
In the code used in this study, the routine FILLPS.F first computes, from Equation (2.59), the sum

ur ur.lfl
oo M W p 272
W= oA T A e (2.72)

and then solves for the divergence Vu;* (equation 2.63).
This is followed by the routine SOLMPJ.F that extracts the pressure p solving the Poisson’s equa-
tion (2.68), given the value of Vu;* calculated by FILLPS.F, applying a FFT in the two peri-
odic directions (x and y), and solving a tridiagonal matrix in the vertical direction. The routine
TDERIVE.F computes the velocity tendency % = u,p, from Equation (2.54), namely
du; W . W pi—pi PPl Pe— D

a TN T e T T oA Ax Ay Azp(k)

(2.73)

where equation (2.72) has been used, and the pressure gradient has been discretized at the same
level of the velocity field.
Since by definition

Jdu; u?“ — u?fl
e e B B 2.74
ot 20t (2.74)
the routine TSTEP.F can finally calculate the velocity at the time step n+ 1
WPt = w200 +ul (2.75)
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Chapter 3

Relating Eulerian and Lagrangian Statistics

for the Turbulent Dispersion in the
Atmospheric CBL

3.1 Introduction

Atmospheric dispersion is a topic of great importance especially in relation to pollutant transport.
Two different approaches, known as the Eulerian and the Lagrangian frameworks, are used to de-
scribe this process.

In the Eulerian framework, statistical properties are calculated in a fixed reference frame. This
approach is most commonly used in field experiments, with surface or aircraft platforms, (Briggs,
1993; Lenschow and Stankov, 1986), as well as in laboratory experiments (Willis and Deardorff,
1976; Willis and Deardorff, 1981; Weil et al., 2002) or Eulerian numerical models (Lamb, 1978;
Henn and Sykes, 1992; Mason, 1992).

In the Lagrangian framework, the statistical properties are calculated in a reference frame which
moves with the flow. This is the most natural approach for theoretical investigation of turbu-
lent dispersion, as in the works by Taylor (1921) and Batchelor (1949), who established seminal
theoretical relationships between dispersion parameters and turbulent characteristics in flows char-
acterized by homogeneous turbulence. These relationships have been widely applied in studies of
atmospheric dispersion in the atmospheric boundary layer (ABL). Turbulence in the atmospheric
Convective Boundary Layer (CBL), however, is vertically inhomogeneous and the flow is gener-
ally characterized by large downdrafts of cold air surrounded by narrow strong updrafts of warm
air. As aresult, the vertical velocity is positively skewed, and the turbulent transport is asymmetric
(Wyngaard and Weil, 1991). Another relevant aspect in atmospheric dispersion is that the vertical
transport is confined between the surface and the inversion at the top of the CBL.

Previous theoretical analysis have been applied to inhomogeneous flows, in particular in the works
by de Baas et al. (1986), Georgopoulos and Seinfeld (1988) and Degrazia et al. (1998), who
related dispersion parameters and Lagrangian properties (like the integral time scale) to spectral

The content of this Chapter has been published on Journal of the Atmospheric Sciences (62, 2005) with J. Vila-
Guerau de Arellano, A.A.M. Holtslag and P.J.H. Builtjes as co-authors.
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characteristics of the atmospheric CBL.

Experimental measures of Lagrangian statistics in the CBL are very difficult to obtain. Experi-
ments with grid-generated isotropic turbulence (e.g. Sato and Yamamoto, 1987; Voth et al., 1998;
Ott and Mann, 2000) are only partly representative of the turbulent transport in the atmosphere.
Measurements of Lagrangian statistics in the atmosphere require the use of neutrally-buoyant bal-
loons (Gifford, 1955; Angell, 1964; Hanna, 1981). As pointed out by Hanna (1981), due to the
complicated experimental setting required in order to trace the balloon trajectory, the small num-
ber of balloons used, and the short sampling time (which rarely exceeds 30 minutes), experimental
estimates of the Lagrangian time scale have solely an accuracy of about 50%.

Another alternative method to calculate Lagrangian statistics is by means of numerical simula-
tions, that is, the trajectories of particles released in a numerically generated turbulent flow are
tracked in space and time. The most accurate approach is Direct Numerical Simulation (DNS) by
which the governing equations of the turbulent motion are directly solved numerically. Due to the
high number of degrees of freedom needed to solve all the scales of motion of turbulence, Yeung
and Pope (1989) and Squires and Eaton (1991) investigated Lagrangian properties of isotropic
turbulence only at low Reynolds numbers therefore making it difficult to extrapolate the results to
atmospheric applications.

Since Lagrangian statistics are strongly influenced by the large scales of motion (Wang et al.,
1995), a more suitable approach for studying Lagrangian statistics in the ABL is by Large Eddy
Simulation (LES). By simulating the atmospheric flow with LES, the largest energy-containing
scales of motion are solved directly and only the effect of the smallest (subgrid) scales are parame-
terized (e.g. Nieuwstadt et al., 1991). To our knowledge, only very few studies have investigated
Lagrangian statistics using LES: Wang et al. (1995) studied the ratio of the Lagrangian to the
Eulerian time scales and the particle mean-square dispersion in a simulated turbulent channel flow,
a highly idealized approximation of the neutral ABL. The Lagrangian statistics were only calcu-
lated for two different values of the Reynolds number (Re = 3200 and Re = 21900) and only at a
few selected levels within the Boundary Layer (BL). Uliasz and Sorbjan (1999) calculated vertical
profiles of Lagrangian time scales in the CBL but neither further investigation on other turbulence
properties (such as the energy spectra) nor direct application to dispersion characteristics were
made.

In our study, a LES is used to calculate Eulerian and Lagrangian statistics in the atmospheric CBL.
In contrast to field measurements, the numerical simulation represents a very controlled experi-
ment, because the flow characteristics are prescribed through initial and boundary conditions. In
addition, the use of a large numerical domain and a long integration time allow us to obtain reliable
statistics in both space and time.

Three main research issues are addressed in this study:

First, the turbulent characteristics of the flow are studied in the Eulerian framework by analyzing
the energy spectra and velocity autocorrelations. Spatial and temporal analysis are carried out in
order to derive length and time scales. These integral scales are usually related by Taylor’s hypoth-
esis of frozen turbulence. The LES results allow us to investigate the validity of Taylor’s hypothesis
in our numerically simulated CBL.

Second, Lagrangian statistics are calculated and the relationship between flow properties (autocor-
relations) and dispersion characteristics (particles’ displacements) is discussed through Taylor’s
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analysis of turbulent dispersion (Taylor, 1921).

Finally, the relationship between Eulerian and Lagrangian frameworks is studied by calculating
the ratio 3 between the Lagrangian and Eulerian time scales. This is relevant for improving the de-
scription of turbulent dispersion in the CBL and for relating theoretical approaches to experimental
studies. Currently used parameterizations derived either in previous field atmospheric experiments
(Hanna, 1981) or through theoretical analysis based on analytical spectra (Degrazia et al., 1998)
are validated against the LES results.

The outline of the Chapter is as follows. The theoretical background of the research is provided
in Section 3.2; in Section 3.3 the numerical experimental setup is described and definitions of the
calculated variables are given. The LES results for the Eulerian and Lagrangian statistics are then
presented and discussed in Sections 3.4 and 3.5 respectively. In Section 3.6 the application of these
statistics to atmospheric dispersion is examined. Finally in Section 3.7 the relationship between
the two frameworks is studied. The range of validity of existing parameterizations for the value of
the Lagrangian time and the ratio between Lagrangian and Eulerian time scales are also compared
with the LES results.

3.2 Theoretical background

Dispersion in the atmosphere is related to the displacement of particles from one other. Assuming
an ensemble of particles moving in the turbulent flow, the displacement in the j* direction, at a
time ¢ after the release, is defined as:

20 = (40 -20) (3.1)

where x;(t) is the position of the i particle and the overbar represents the average over all the
particles.
Following the classical analysis of Taylor (1921), this displacement is expressed as a function of
the properties of the turbulent flow according to

— Z,Zy

! _ 92 L /

x2(t) =20 0 R;(t)ddt’, (3.2)
where G is the (square root of the) velocity variance, and R?(’c) is the Lagrangian autocorrelation
function, defined as

' ()u'(t +7)
Ri(t) = # (3.3)

Here, u/j (1) = u'(t) — u',(r) is the velocity fluctuation of the i"" particle at time 7 and 7 is the time
lag.
Relationship (3.2) has two analytical limits for short and large times, respectively:

XP(t)=03"  1<<T} (3.4)
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X2 (1) =207T}1 t>>TF (3.5)
where the Lagrangian (integral) time scale TjL is defined as (e.g. Hinze, 1975)
Z (o)
T = . R (t)dr. (3.6)

There is a large uncertainty in the value of the Lagrangian time scale and its dependance to other
variables of the ABL. For instance, values reported in literature vary from vaw ~ 80 s (Hanna,
1981) to TVL ~ 10000 s (Gifford, 1987). Theoretical analysis of by Degrazia et al. (1998) relates
the Lagrangian time scale to flow characteristics (for details see Section 7):
<i

L
Tf~C
Gj

3.7
where the value of the constant (C ~ 0.17) is in agreement with the experimental results by Hanna
(1981) in the middle of the CBL.

Lagrangian statistics are seldom measured experimentally in the CBL, and TjL is normally inferred
from Eulerian statistics using the following relationship:

Th =B;TF, (3.8)

where TJ-E is the Eulerian integral time scale, and [3; is the ratio of the Lagrangian to Eulerian
time scales. Atmospheric measurements of f3; usually range between 3~4 (Gifford, 1955; Angell,
1964), whereas Hanna (1981) found a value of 3; = 1.6.

The value of 3; is dependent on the turbulence intensity i = 6,;/U (where U = U(z) is the mean
wind speed) by the relationship

C U

Bi=% =Co- (3.9)
where the value of the constant C ranges in literature from 0.35 to 0.8 (see, e.g., Wang et al., 1995),
with a theoretical value of 0.44 (Wandel and Kofoed-Hansen, 1962) and an experimentally mea-
sured value of 0.7 (Hanna, 1981). Numerical simulations by Wang et al. (1995) lead to C = 0.6.
LES allows us to calculate Eulerian and Lagrangian statistics for an atmospheric CBL within the
same numerical experiment. From the LES results, the autocorrelation function (3.3) is calculated
in both Eulerian and Lagrangian frameworks, and the integral scale (3.6) is derived. From the
computed particle trajectories, dispersion statistics (3.1) are calculated and related to the turbulent
characteristics of the flow through equation (3.2). By so doing, we investigate the influence of the
inhomogeneity of the flow and the presence of the CBL boundaries on atmospheric dispersion.
Finally, the values of the Lagrangian time scale and the ratio 3; (3.8) are compared with experi-
mental measurements and previous proposed parameterizations (equations 3.7 and (3.9).

3.3 Description of the numerical experiment

The LES code used here was the parallelized version of the one described by Cuijpers and Duynkerke
(1993) and Siebesma and Cuijpers (1995), in which a set of filtered prognostic equations for the

44



3.3. Description of the numerical experiment

dynamic variables (wind velocity, potential temperature, and turbulent kinetic energy) was solved
on a staggered numerical grid. The space and time integrations were computed with a Kappa
(Vreugdenhil and Koren, 1993) and leap-frog numerical schemes, respectively.

The numerical domain covered an area of 10.240 x 10.240 km?. A horizontal grid length of 40 m
was used (256 grid points in each horizontal direction). A non-uniform grid of 96 points was used
in the vertical direction, with the vertical grid resolution varying from 5 m near to the surface to 15
m above the surface layer.

The subgrid fluxes were closed by relating them to the gradient of the solved variable by means
of an exchange coefficient, which depended on the subgrid turbulent kinetic energy, and a length
scale, which was related to the grid size. By so doing the grid anisotropy was to a certain extent
implicitly taken into account by the subgrid closure.

The aspect ratio, that is, the ratio between the horizontal domain dimension to the CBL height z;,
was around 10 (with z; ~ 940 m). Lateral periodic boundary conditions wee imposed for all the
variables. A time step of 0.25 s. was used.

At the top of the CBL, an inversion strength of AG =5 K was imposed, which strongly limited
the vertical motion of the flow in the entrainment zone. As shown by Moeng and Rotunno (1990),
the turbulent flow near the top of the CBL is strongly influenced by the capping inversion; the
updrafts convert their kinetic energy into that of horizontal motion. Moreover, in this region, there
are fewer updrafts than in the middle of the CBL. As a result, the skewness of the vertical velocity
increases. The change of the turbulence structure due to the strong inversion has a large impact on
the particles’ vertical motion, as will be discussed later.

A geostrophic wind of 5m/s aligned in the x direction and a heat flux of 0.156 K.m/s were im-
posed as constant forcing and the simulation was run for an initialization period of 2 hours (i.e.
the period of CBL development needed to ensure that a (quasi-)stationary state is reached). After
this period, the gradients of the mean variables were independent on time, and the turbulent kinetic
energy had become constant. The average values of the convective velocity scale w, was 1.7m/s
and the shear/buoyancy ratio u, /w, was equal to 0.21 (where u, is the friction velocity). The value
of the stability parameter —z;/L was ~ 40. According to the classification used in Holtslag and
Nieuwstadt (1986) this simulated flow is mainly driven by convective turbulence.

3.3.1 Lagrangian particle model

After the initialization period, 1024 particles were released on a regular horizontal grid at 50 dif-
ferent levels (from z = 100 m to z = 850 m), that is, a total of 51200 particles. The horizontal
distance (x and y direction) between the initial position of each particle was 320 m, in order to
assure statistical independence. The position and velocity of each particle was recorded every 5
seconds for the following 5120 s. Here, it is important to point out that the Lagrangian statistics
(autocorrelations and integral scales) are mainly dependent on the contribution of the largest scale
of motion. For example, the integral scale is directly related to the peak of the energy spectra
(Hanna, 1981); therefore a long sampling time is required to completely solve the most relevant
scales of motion. Besides, tracking the particle using shorter time steps does not improve the re-
sults at smaller scales. In fact, since the horizontal grid size is 40 m and the mean wind speed is
5 m/s, each particle remains in the same numerical grid cell for an average time of 8 s. Scales
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of motion smaller than the grid size are therefore filtered out by the LES. A test performed by
tracking the particle every second did not show significant differences in the particle trajectories
and velocities.

The position in direction j of the i particle was calculated according to:

(14 Ar) = X5(1) + (1) At (3.10)

where At is the time step, and u’j (1) is the velocity of the particle calculated by interpolating linearly
the values of the resolved (Eulerian) velocity at the eight closest grid points. As pointed out by
Weil et al. (2004), for a more realistic calculation of the particles’ position, the subgrid component
of the velocity u?’ should be included in (3.10). The value of ”3', , which is not directly available
from the LES, could be computed by solving the Langevin equation using a Markov chain process,
as suggested by Gopalakrishnan and Avissar (2000) or by a simple random walk scheme (Uliasz
and Sorbjan, 1999). A different approach was used by Mason (1992), who added a random ver-
tical displacement to the motion of the particles close to the surface. Finally, Weil et al. (2004)
used an adaptation of Thomson’s (1987) Lagrangian Stochastic Model in which ug-’ is specified by
a Gaussian PDF based on the subgrid stress tensor.

The subgrid velocity is particularly relevant in regions characterized by strong gradients, like near
the surface, and may lead to errors in the calculation of ground concentration (Weil et al., 2004). In
our study, particles are released between z/z; = 0.12 and z/z; = 0.9, where the flow is characterized
by constant profiles of wind and potential temperature.

Moreover, as discussed earlier, a quantity such as the Lagrangian time scale is dependent on the ve-
locity contributions of the lower frequencies only, and therefore the velocity subgrid scales are not
very relevant. This is corroborated by previous studies by Wang et al. (1995) and by Gopalakrish-
nan and Avissar (2000), who found no significative difference in the results if the velocity subgrid
component was taken into account. Also, a simulation run with a finer grid (10 x 10 x 10 m) did
not show differences in the results at large scales, as discussed below. The subgrid velocity u;’ was
therefore not included in our calculations.

A similar argument is used with respect to the choice of the interpolation method to calculate the
Lagrangian velocities ui- (¢) from the Eulerian (resolved) ones (equation 3.10). Although the linear
interpolation is used by many authors (Uliasz and Sorbjan, 1999; Mason, 1992), it is inadequate as
it may introduce numerical noise when the particle cross the grid-line boundaries (Yeung, 2002).
Nevertheless, the error (imprecision) associated with this process is only relevant at the smallest
scales (i.e., scales equal or smaller than the numerical grid). Since the Lagrangian statistics (both
autocorrelations and integral scales) are associated with the largest scale of motion, which are ex-
plicitly solved by the LES, we are confident that for the atmospheric flow the results are rather
independent of the interpolation scheme used.

3.3.2 Definition of statistical variables

Autocorrelation functions and integral scales are calculated from the LES results in both the
Eulerian and Lagrangian frameworks.

In the Eulerian framework, both temporal (E;) and spatial (E,) analysis are performed. Temporal
analysis is the calculation of statistics from time series collected at fixed positions. Spatial analysis

46



3.3. Description of the numerical experiment

Es

Z e 7

Figure 3.1: Sketch of the different methods used in this study to calculate statistics. Eulerian
statistics are calculated both in space (Es) and in time (Et). Lagrangian statistics (L) are calculated
by following the particles’ trajectories.

is the calculation of statistics from data collected at different locations at fixed time (or averaged
over a certain time).

In the Lagrangian framework (L), statistics are calculated from the particles velocities calculated
by the LES according to (3.10). These different approaches are illustrated schematically in Fig-
ure 3.1. The theoretical definitions of the autocorrelation functions in the different frameworks is
reported in the appendix. From the autocorrelation, the integral length scales (A) and time scales
(T) are derived in both Eulerian and Lagrangian frameworks. There are two drawbacks in the
determination of the integral scales according to (3.6). First, if the sampling time is limited, the au-
tocorrelation may not approach to zero, a problem encountered by Hanna (1981) in his Lagrangian
field experiment. Second, if the autocorrelation shows oscillations around zero (e.g. Deardorff
and Willis, 1985) the value of the integral scale calculated by (3.6) is zero. This is the case for
wave-like signals, as shown by Csanady (1973).

The autocorrelation function for a pure stochastic motion has an exponential shape, that is, R(t) =
exp(—1/T), where T is the integral scale (Csanady, 1973). In this case, the integral scale calcu-
lated by (3.6) is equal to the time 7, required for the autocorrelation to drop to 1/e. Therefore,
the measurement of 7, is the method commonly used in the majority of the studies related to at-
mospheric flows (Hanna, 1981; Wang et al., 1995; Deardorff and Willis, 1985; Mason, 1989). As
will be discussed later, in the atmospheric CBL the shape of the autocorrelation for the vertical
velocity may differ from that of a simple exponential, and therefore the use of 7, as definition of
integral scale is not appropriate.

In our study the integral scales are defined according to (Lenschow and Stankov, 1986):

T = max (RéR(’C)dT)

R
A=max( gR(r)dr)

(3.11)
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Figure 3.2: Normalized energy spectra of the wind velocity components in the middle of the bound-
ary layer (z/z; = 0.5) calculated by spatial analysis (Es). For clarity, the spectra have been divided
by the factors shown near the curves. The following experimental data are also shown: * represents
Deardorff and Willis (1985), + represents Schmidt and Schumann (1989), and e repersents Kaiser
and Fedorovich (1999) the thin line represents the vertical velocity spectra for a simulation with a
very fine uniform numerical grid (10 x 10 x 10 m).

This definition gives the same result as (3.6) for an exponential autocorrelation, but it allows us to
calculate more adequately the results for wave-like motion, like the vertical motion of a particle in
the atmospheric CBL.

3.4 Eulerian statistics

Eulerian statistics are calculated in a fixed framework. Eulerian length and time scales have already
been investigated in a large number of studies, both experimentally and numerically (e.g Caughey
and Palmer, 1979; Hanna, 1981; Lamb, 1982; Deardorff and Willis, 1985; Lenschow and Stankov,
1986; Mason, 1989). However, there is an essential difference between field experiments and
numerical studies. Field experiments (e.g Hanna, 1981) usually provide temporal analysis (i.e.
statistics derived by the analysis of time series collected at fixed positions), whereas in numerical
(e.g Mason, 1989) or laboratory experiments (e.g Deardorff and Willis, 1985) data is collected at
different locations at a fixed time (or averaged over a certain time); that is, spatial analysis is used.

48



3.4. Eulerian statistics

These two analysis are usually related by Taylor’s hypothesis of frozen turbulence (Tennekes and
Lumley, 1972), which is always assumed but seldom validated. Here we analyze both time and
spatial statistics in the Eulerian framework and evaluate the relationship between them.

3.4.1 Spatial analysis

One-dimensional spectra of the wind velocity components were obtained by Fourier transforming
the LES results along the mean wind direction and then averaging these over all parallel lines. Each
of these spectra was obtained from the model output every 10 minutes and then time averaged.
Figure 3.2 shows the normalized energy spectra for the wind velocity components calculated in
the middle of the BL (z/z; = 0.50). The LES results agree with the tank experiments by Deardorff
and Willis (1985), the numerical results by Schmidt and Schumann (1989), and the wind tunnel
data by Kaiser and Fedorovich (1999). As the Figure shows, the numerical domain is sufficiently
large to solve all the relevant scales of motion. In fact, the vertical profile of the velocity variances
calculated as integral of the spectra (not shown) are in agreement with previous experimental and
numerical studies (Willis and Deardorff, 1974; Lenschow et al., 1980; Dosio et al., 2003).

At short scales (k/z; > 20), the slope of the spectra departs from the theoretical slope k—5/3. This is
a consequence of the finite numerical grid, as explained by Pasquill (1974). However, as mentioned
earlier, the autocorrelation (and therefore the length scale), depends mainly on the larger scales,
which are solved by the model. To investigate the dependence of the results on the smaller scale of
motion, we performed a simulation using a very fine uniform numerical grid (10m x 10m x 10 m);
the result (shown only for the vertical velocity) shows that, as expected, the shape (slope) of the
spectrum at short scales is improved, but at large scales (k/z; < 20) the shape of the spectrum and
the magnitude and position of the spectral peak (which is proportional to the integral scale) are not
modified. As was also pointed out by Schmidt and Schumann (1989), simulations with a different
set of coefficients in the subgrid parameterization of their model showed a slight improvement in
the spectra, but both the results at large scales and the agreement with measurements were not
altered significantly.

Due to the scatter, it is not easy to estimate the wavelength A; of the spectral peak. For the
horizontal velocity, both A, andA, are generally in agreement with the relationship by Caughey
(1982):

Ay =0.15;, (3.12)

However, at heights z/z; > 0.8, we found larger values for the wavelength, A, , = 1.8z; atz/z; = 0.9
and A, = 1.9z; at z/z; = 1, respectively. For the vertical velocity, the vertical profile of A,, follows
the curve,

Ay /zi = 1.8[1 —exp(—8z/z;) — 0.0003 exp(8.5z/zi)], (3.13)

which is similar to the expression suggested by Caughey and Palmer (1979), as shown by Figure
3.4a where the vertical profile of A,,/z; is also compared with the atmospheric data by Caughey
and Palmer (1979) and Graf and Schumann (1992), and the wind tunnel data by Kaiser and Fe-
dorovich (1999).

Figure 3.3 shows the autocorrelation function for the three wind components calculated at three

49



Chapter 3. Relating Eulerian and Lagrangian Statistics for the Turbulent Dispersion in the Atmospheric CBL

1.0
¥ a)
L\
\
R z/2=0.1 _
~ 0.5 \\\\
N— \ T
0: ‘\ \\
- ‘\‘ A \\\ _
o, ~ <
~ A \\\\
0.0 0 o B O Tt lmemmimimimemc.is.q
A A - T T - —-—-=-=--
1.0R
\
B b)
\
z/2=0.5 _|
\
—~ 05_ \
N \ i
x \6\.\
- \
\\é " —
\\o 4
- SO TR 4
0.0 %_ L e e SRkl =
1 + 1 1
1.0 \
\ c) |
A
e z2/2=0.8 _
~ 0.5F A
— \
~— \.\\ T
x i OO
o MO A —
\ ~
'\. [ ] +A \\‘§~
0.0F  ° <vlase I TTEmeemmmmmmimimmma]
Ty T— e ——_——
+
1 + 1 1
0.0 0.5 1.0 1.5 2.0

Figure 3.3: Eulerian autocorrelation function RE(r) calculated according to (3.29) at different
heights as a function of the normalized space lag r/z;. The continuous line is the # component, the
dashed line is the v component, and the dashed-dotted line is the w component. The following ex-
perimental data are also shown: A and ¢ represent Mason (1989) (u component and w component,
respectively) and + and e represent Deardorff and Willis (1985) (u component and w component,
respectively).

50



3.4. Eulerian statistics

z/z

0.1 1.0 0.0 0.1 02 03 04 05
A/ z Nz

Figure 3.4: a) The continuous line is the vertical profile of the normalized length scale A,, (wave-
length of the spectral peak) for the vertical velocity. The following experimental data are also
shown: + represents Caughey and Palmer (1979), x represents Kaiser and Fedorovich (1999), and
e represents Graf and Schumann (1992). The dashed line is the parameterized curve (3.13). b)
Vertical profiles of the Eulerian length scale A ; (normalized by the CBL height) calculated accord-
ing to (3.11). The continuous line is the u component, the dashed line is the v component, and
the dashed-dotted line is the w component. The following experimental data are also shown: *
represents Khanna and Brasseur (1998), e represents Mason (1989), and ¢ represents Deardorff
and Willis (1985).

different heights (z/z; = 0.1, z/z; = 0.5, z/z; = 0.8). The results are in agreement with the ex-
perimental data by Deardorff and Willis (1985) and numerical experiment by Mason (1989). In
the middle of the boundary layer, the autocorrelation function for w does not differ significantly
from the autocorrelation functions for # and v. Near the surface layer and near the inversion, on
the contrary, the autocorrelation function for the vertical velocity decays more rapidly than for the
horizontal components.
This is corroborated by the vertical profiles of length scales A; (3.11), shown in Figure 3.4b. Al-
though a direct comparison is not possible due to the different definition of the length scale, our
LES results agree with previous numerical studies (Mason, 1989; Khanna and Brasseur, 1998)
and laboratory experiments (Deardorff and Willis, 1985). The length scales remain approximately
constant (with a variation of about 10% from the mean value) between z/z; = 0.2 and z/z; = 0.7.
Lenschow and Stankov (1986) also showed that the profiles of the horizontal length scales remain
constant with height.

In the region below z/z; < 0.2 and in the entrainment zone, the length scales differ significantly
from their mean value in the bulk of the CBL. In particular the vertical length scales decrease with

51



Chapter 3. Relating Eulerian and Lagrangian Statistics for the Turbulent Dispersion in the Atmospheric CBL

=
~
= 10 E -
n
D E
1074; -
F S,/ 1000
1075; -
1076 Lol Lol Ll L
0.01 0.10 1.00 10.00 100.00

nz,/w.

Figure 3.5: Normalized energy spectra of the wind velocity components in the middle of the bound-
ary layer (z/z; = 0.5) calculated by temporal analysis (Et). For clarity, the spectra have been divided
by the factors shown near the curves. The atmospheric data by Caughey and Palmer (1979) are
also shown (x).

height whereas the horizontal ones increase. As shown by previous studies (Mason, 1989; Moeng
and Rotunno, 1990; Khanna and Brasseur, 1998), the flow near the inversion zone is characterized
by more isolated and discrete eddies, rather than large downdrafts surrounded by narrow updrafts
as in the middle of the CBL. Although the size of the eddies (updrafts) remains mostly constant
with height, near the top of the CBL there are fewer updrafts than at lower levels. This leads to
a increase in the skewness of the vertical velocity in the inversion zone, as shown by Moeng and
Rotunno (1990). They also showed that in a CBL characterized by a strong inversion the updrafts
convert part of their kinetic energy into that of horizontal velocity field; as a result, vertical motion
is converted into horizontal.

The results of Lenschow and Stankov (1986) show that the horizontal length scale maintains a
more constant profile near the top of the CBL, and the vertical length scale continues growing with
height. Their results were obtained as average of measurements for different boundary layers, with
values of the shear/buoyancy ratio u,/w, varying from 0.18 to 0.46 and the stability parameter
—z;/L varying from 7.5 to 54. 1t is therefore possible that wind shear influenced the results in
some cases. As shown by Carruthers and Hunt (1986), the values of the length scales depend
on the atmospheric stability of the upper layer. Mason (1989) also observed that the results by
Lenschow and Stankov (1986) near the top of the CBL could have been influenced by the presence
of large scale motion in the stable layer above the inversion.
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Figure 3.6: Eulerian autocorrelation function RF (1) calculated according to (3.26) at different
heights as a function of the non dimensional time lag #.. The continuous line is the u component,
the dashed line is the v component, and the dashed-dotted line is the w component.
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Figure 3.7: Vertical profiles of the Eulerian time scale TJ-E calculated according to (3.11). The
continuous line is the u component, the dashed line is the v component, and the dashed-dotted
line is the w component. In the Figure, the Eulerian time scale for the vertical wind component
calculated according to (??) is also shown (*).

3.4.2 Temporal analysis

Time series for the three velocity components were collected at 1024 points uniformly distributed
in the horizontal domain for each vertical level. Spectra were subsequently calculated and averaged
over the points (horizontal space average over the whole domain).

Figure 3.5 shows the energy spectra for the wind velocity components calculated in the middle of
the CBL (z/z; = 0.5). In spite of the large scatter in the observations, our results agree qualitatively
with the atmospheric data by Caughey and Palmer (1979) (although they show spectra only at
z/zi =0.9). As explained earlier, also in this case the fall of the spectra from the theoretical slope
at small scales (large frequencies) is a consequence of the time step used, but it does not influence
the values of the autocorrelations and time scales.

The autocorrelations for the three wind components at different heights are shown in Figure 3.6 and
the vertical profiles of time scales T].E calculated according to (3.11) are shown in Figure 3.7. Both
the autocorrelation and the integral-scale profiles have similar values and vertical shape to the ones
calculated through spatial analysis (Figures 3.3 and 3.4). Atmospheric measurement of Eulerian
integral time scales for convective conditions (—z;/L ranging from -20 to -375) are reported by
Hanna (1981), although no vertical profiles are shown. In his work, averaged values of TE ~ 44 s

54



3.4. Eulerian statistics

and T.F ~ 55 s are reported, and they agree with the LES results.
Here, it is worth mentioning that the integral scales can be also calculated directly from the spectra.
In fact, assuming an autocorrelation with an exponential shape Hanna (1981) showed that

T, (3.14)

where T, is the period at which spectral peak occurs. Although a precise determination of the
spectral peak is difficult, relationship (3.14) is generally well satisfied for all the wind components.
For instance, values of the integral scales calculated at z/z; = 0.5 according to (3.14) are TX = 56
s, TE =34 sand TEF = 53 s. In Figure 3.7 the vertical profile of T,Z calculated according to (3.14)
is plotted, showing that the agreement is very satisfactory. However, as pointed out by Hanna
(1981), the determination of the integral scale from the autocorrelation function is preferable, as it
leads to more accurate results.

3.4.3 Validation of Taylor’s hypothesis of frozen turbulence in atmospheric
flows

As mentioned earlier, field experiments usually measure variables that evolve with time. In lab-
oratory experiments and numerical simulations, on the other hand, spatial analysis is often used.
The two frameworks are related by Taylor’s hypothesis of frozen turbulence. Following Pasquill
(1974), Taylor’s hypothesis is applied to autocorrelations and spectra as follows:

R(t)=R(x)  if x=Ut (3.15)

US(n) = S(k) if n=Uk (3.16)
This in turn leads to the relationship between Eulerian length and time scales,
UTE =2F (3.17)

where U is the (height dependent) mean wind in the x direction (along which data is collected).
As explained earlier, in the simulated strongly convective CBL the wind profile is mostly constant
between z/z; = 0.1 and z/z; = 0.9. The length scales AF and time scales T¥ are calculated from
both autocorrelation functions and spectra through equations (3.11) and (3.14) respectively. To our
knowledge, this is the first time that length and time scales are calculated with two independent
methods within the same experiment, allowing a direct validation of relation (3.17). The vertical

profile of the ratio % ;—i, calculated by combining the results shown in Figure 3.4 and Figure 3.7, is
close to one for all the wind components, which shows that Taylor’s hypothesis (relationships 3.15

and 3.16) holds in the simulated CBL. Only in the regions very close to the surface (z/z; < 0.05)
and at the top of the CBL (z/z; > 0.95), where a strong wind shear is present, the ratio %;—i is

slightly different than 1, being 1.2 and 0.8 respectively.
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Figure 3.8: Mean plume height (plume centerline) of particles released at three different heights
(z/zi = 0.2,0.5,0.85 respectively) and example of an individual trajectory (vertical position as
function of time) of a particle released at z/z; = 0.5.

3.5 Lagrangian statistics

Lagrangian statistics were calculated by following, both in space and in time, the particles released
at different positions in the simulated CBL. In Figure 3.8, an example of particle trajectory (i.e.
vertical position as function of the non dimensional time 7, = (z;/w.)t) is shown. The particle
is released in the middle of the boundary layer (z/z; = 0.5) and is rapidly caught by the thermals
which transport it in a wave-like motion between the boundaries of the CBL. This motion is typical
of meandering plumes in a strongly convective boundary later.

In the same picture, the mean plume height (plume centerline) of particles released at three dif-
ferent heights (z/z; = 0.2,0.5,0.85 respectively) is also shown. The vertical motion at short times
after the release (7, < 1) is largely dependent on the release height. As shown, particles released at
z/zi = 0.2 are caught by the updrafts and rise very quickly, whereas particles released at z/z; = 0.8
descend more slowly and remain in the upper part of the CBL for a long time. The difference in the
particles’ motions at short times is related to the different vertical structure of the turbulent flow
at different heights of the CBL and to the conversion of vertical motion into horizontal due to the
strong inversion at the top of the CBL, as explained earlier.

At longer times (. > 2), all particles are (on average) in the middle of the CBL and therefore they
have a similar behavior, moving in a periodic motion between the boundaries of the CBL.

In short, the vertical inhomogeneity of the flow influences the particle motion at short times,
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Figure 3.9: Lagrangian energy spectra of the vertical velocity for a particle released in the middle
of the boundary layer.

whereas the presence of the CBL boundaries affects the particles’ motion at longer time. As will
be discussed later, these two effects have a direct influence on the shape of the autocorrelation and
consequently on the values of the Lagrangian time scale.

Figure 3.9 shows the spectra of the vertical velocity for a particle released in the middle of the
CBL. As explained by Corssin (1963), the Lagrangian spectra in the inertial subrange follows a
n—2 slope. With respect to the Eulerian one, the peak shifts towards smaller frequencies, as shown
by Hanna (1981). The value of the spectral peak frequency with respect to the one calculated in
the Eulerian framework will be discussed later.

Lagrangian autocorrelations calculated using (3.30) are shown in Figure 3.10 as a function of the
dimensionless time #,. To have statistically sound results, they are presented as average over par-
ticles released at three different heights: particles released below z/z; = 0.25 (10240 particles),
particles released between z/z; = 0.25 and zs/z; = 0.75 (30720 particles) and particles released
above 0.75 (10240 particles).

There is a noticeable difference between the autocorrelation for the horizontal (v) and the vertical
(w) wind component. The horizontal autocorrelation (Figure 3.10a) closely follows an exponential
decay (i.e. at z/z; = 0.5 R(t) = exp(—1/200)), characteristic of a Markov process. The shape of
the autocorrelation is independent of the height of the release, but it is clear that the integral of the
autocorrelation for particle released above z/z; = 0.75 is slightly larger than the one for particles
released in the middle of the CBL.

The vertical autocorrelation departs from an exponential function. The shapes of the autocorre-
lation of particles released below z/z; = 0.25 or between z/z; = 0.25 and z/z; = 0.75 are quite
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Figure 3.10: a) Lagrangian autocorrelation for the horizontal (v) motion for particles released
at different heights. The function R(t) = exp(—1/200) is also shown (dashed-dotted line). b)
Lagrangian autocorrelation for the vertical (w) motion for particles released at different heights.
Equation (3.18) is also shown (dashed-dotted line).

similar and peculiar. Both have a strong minimum (at z, = 1 and 1.4, respectively), and they reach
constant value close to zero at larger times. This particular shape of the autocorrelation is found
for periodic (or wave-like) motions, as explained by Csanady (1973). In the CBL, the particles’
vertical motion is limited by the bottom and the top boundaries, and the particles move periodi-
cally within the CBL, as shown in Figure 3.8. This autocorrelation is analytically reproduced by
combining a stochastic motion (characterized by an exponential autocorrelation) and a wave-like
motion (characterized by a sinusoidal autocorrelation). The resulting autocorrelation has a shape
similar to the analytical function (Csanady, 1973),
L —mT m

R*(t)=e [cos(n’c) - cos(nt)| . (3.18)
As Figure 3.10b shows, the function (3.18) with m = 0.9 and n = 1.5 fits the LES results accurately
for the release at z/z; = 0.5.

As mentioned previously, experimental measurements of Lagrangian statistics in the CBL are
extremely rare. In his study, Hanna (1981) calculates the integral time arbitrarily assuming that 77,
corresponds to the time lag at which R(7) first drops to 0.37, therefore implicitly assuming an ex-
ponential shape for R(t). However, he pointed out that the autocorrelation curves do not approach
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zero at the largest time lags available. This may implicate that his dataset (30 minutes record) was
too short to show the negative behavior of the autocorrelation function at large times.

In their study of synoptic scale Lagrangian autocorrelation function, Daoud et al. (2002) analyzed
a large database of modelled 10-day atmospheric trajectories, and they showed indeed an auto-
correlation function whose shape is similar to that in our study (although in their case, it is the
horizontal velocity autocorrelation). They also relate this shape to wave-like motion of the particle
in the atmosphere.

Numerical investigations of Lagrangian statistics in turbulent flow are reported by Wang et al.
(1995) and Yeung and Pope (1989). The latter performed a DNS of isotropic turbulence at relatively
low Reynolds number (< 100); therefore their study s not directly comparable with atmospheric
turbulence. Wang et al. (1995) performed a LES of a turbulent channel flow at Reynolds number
of 21900, which can be regarded as an idealization of a neutral atmospheric boundary layer. In our
opinion, particles released in a neutral BL have a different behavior compared to a pure-convective
CBL. As shown by Dosio et al. (2003), a tracer released in a near neutral BL is transported hori-
zontally rather than vertically; the vertical dispersion is reduced whereas the horizontal dispersion
is enhanced. Therefore, the vertical wave-like motion, which leads to the negative-shaped autocor-
relation, is largely reduced in a neutral BL.

In fact, as Figure 3.10b shows, the shape of the autocorrelation for particles released above z/z; =
0.75 (where the turbulence characteristics are different than in the bulk of the CBL) is much more
close to an exponential shape, especially at short time. At longer time (z. > 2) when the particles
are in the middle of the CBL the autocorrelation shows the negative minimum (but smaller than
the other cases), and finally it reaches zero.

From the autocorrelation function the following function is calculated:

z

t
TH(r) = . R%(t)dt (3.19)

By definition (3.6), the Lagrangian time TjL is therefore the limit for large times of TjL(t).
Figure 3.11 shows the function TjL(t) for the horizontal and vertical motion as a function of z,. For

the horizontal motion, T.*(¢) grows constantly until it reaches a (fairly) constant asymptotic value.
This asymptote represents the Lagrangian time (3.6) and it has a value T.F = 230s for particles
released between z/z; = 0.25 and z/z; = 0.75. The time at which the autocorrelation drops to 1/e
is T, = 200s. Such small discrepancy is due to statistical errors related to the small fluctuations
around zero for large time lags (2 < tx < 4) (Figure 3.10a). In fact, as shown in Figure 3.10a, the
analytical function R(t) = exp(—1/200) fits very well the autocorrelation calculated by the LES.
The Lagrangian time for particles released above z/z; = 0.75 has a larger value (T.F = 310s), as
explained previously.

For the vertical motion, the curve T(z) follows closely the one for the horizontal motion for
short times (¢, < 0.5) before reaching a maximum and finally dropping to zero. The value and
the position of the maximum depend on the release height, being 7L = 175s for particles released
below z/z; = 0.75 and T.; = 100s for particles released above z/z; = 0.75.

It is therefore clear that in the atmospheric CBL the Lagrangian properties at short times depend on
the release height, due to the turbulence vertical structure. Moreover, a peculiar difference exists at
large times between vertical and horizontal direction, due to the limitation by the lower and upper
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Figure 3.11: Integral of the autocorrelation (3.19) for the horizontal (a) and vertical (b) wind
components for particles released at two different heights (Continuous line: z/z; = 0.5, dashed
line: z/z; = 0.85).

boundaries to the vertical motion. These effects have a large influence on the autocorrelation shape
and the value of the Lagrangian time, as shown. This difference between horizontal and vertical
motion has also a great effect on the particle displacement (dispersion), as it will be discussed in
the next Section.

3.6 Horizontal and vertical dispersion

In this Section, the relationship between the flow properties and the dispersion characteristics is
analyzed. In particular, dispersion characteristics are calculated in both Eulerian and Lagrangian
frameworks. Taylor’s relation (equation 5.14) relates the autocorrelation R(t) to the particles’

displacement x/jz(t) (3.1); both these quantities are calculated in the Lagrangian framework. As
pointed out by Blackadar (1998), for practical applications the Lagrangian quantity is often re-
placed with the Eulerian one (5)29_. The latter refers to the standard deviation of the position of all

the particles that lie at distance X = Ut downwind the source, whereas x/jz(t) refers to all the parti-
cles that have travelled a time ¢ since leaving the source. Some of them will be situated closer and
some further from the source than the distance X. In practical application, the Eulerian quantity
G)%j is calculated (measured) instead of the Lagrangian x/j2 (t), assuming that the difference is not
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very great.

By using the LES results, we calculate both G)%], and x/jz(t) and compare them with Taylor’s re-
lationship (5.14). To calculate the Eulerian dispersion, particle are tracked as function of space,
instead of time, and G)%j is calculated at intervals equal to the grid size from the initial position.
The results are shown in Figures 3.12-3.13 and discussed below.

3.6.1 Horizontal dispersion

For the horizontal motion (Figure 3.12) Taylor’s theory is satisfactorily fulfilled. The Lagrangian

displacement y'* (¢) is similar to the Eulerian dispersion parameter (53, and both agree with previous
studies and laboratory measurements (Lamb, 1978, Willis and Deardorff, 1981). Equation (3.2)
follows closely the displacement curves, and it shows the expected limits at short and long times,
respectively 6, and ZGV(TVLI)I/ 2. This satisfactory agreement is closely related to the exponential
shape of the autocorrelation (Figure 3.10), leading to a constant limit at long times for the value of
the Lagrangian integral time (Figure 3.11).

3.6.2 Vertical dispersion

The results for the vertical dispersion are shown in Figure 3.13. It is first important to notice that

also in this case, the Lagrangian displacement 7’ 2 (t) and the Eulerian dispersion parameter G% are

very similar, which implies that, for practical purposes using Eulerian dispersion parameters in-
stead of the Lagrangian one does not lead to large errors. This is related to the fact that Taylor’s
hypothesis of frozen turbulence holds in the simulated CBL, as shown before. As a result, disper-
sion statistics calculated for particles that travelled a time ¢ after the release are equivalent to those
calculated for particles that lie at distance X = U /¢ from the source.

However, for the vertical motion the comparison between the particle displacement and Taylor re-
lationship (3.2) is less satisfactory and requires a more detailed analysis and discussion. Since the
shape of the vertical autocorrelation function and the Lagrangian time depend on the particle re-
lease height, the results are presented separately for particles released below and above z/z; = 0.75.

Particles released below z/z; = 0.75

The vertical displacement (3.1) calculated from the particle trajectories agrees with previous ex-
periments (Lamb, 1978) and reaches a constant limit of z'2(¢) ~ 0.3, characteristic of an ensemble
of particles uniformly mixed within the CBL. Equation (3.2), on the other hand, agrees with the
displacement and previous experiments only at short times (z, < 0.7). This time is of the same
order of magnitude as the turnover time and corresponds to the period when the particles, just after
being released, are still unaffected by the CBL boundaries. In other words, the particles are in a
regime of “free motion”.

As Figure 3.13b shows, at longer times equation (3.2) reaches a constant limit of about 0.5. This
limit is due to the peculiar shape of the autocorrelation for vertical motion for ¢, > 2, which leads
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Figure 3.12: Normalized horizontal dispersion parameters as a function of the dimensionless time
t«. The continuous lines are the Eulerian displacements y'_z(t) (3.1), the dotted lines are the Eulerian
dispersion parameters Gy, and the dashed line represent Taylor’s theory (5.14). a) Horizontal dis-
persion for particles release below z/z; = 0.25. Data (¢) from the numerical experiment by Lamb
(1978) are also shown. b) Same as a), but for particles released between z/z; = 0.25 and z/z; = 0.75.

The water-tank data (e) from Willis and Deardorff (1981) are also shown. ¢) Same as a) for parti-
cles released above z/z; = 0.75.
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Figure 3.13: Normalized vertical dispersion parameters as function of the dimensionless time ..
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dispersion parameters 6, and the dashed line represent Taylor’s theory (3.2). a) Vertical dispersion
ed-dotted line represent expression
(3.2) calculated using the function TL/(t). Data (¢) from the numerical experiment by Lamb (1978)
are also shown. b) Same as a), but for particles released between z/z; = 0.25 and z/z; = 0.75.
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The water-tank data (e) from Willis and Deardorff (1981) are
particles released above z/z; = 0.75.
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Figure 3.14: Time scale TL/(t) (equation 3.21) for particles released at z/z; = 0.5 (continuous line)
and za/z; = 0.85 (dashed line).

to Tt = lim, . T.L(¢) ~ 0 (see Figure 3.11b). As a result, equation (3.2) becomes

_z,zZy z

t
K2(1) ~ RE(t)drdt' = TE(!)dt' = const (3.20)
0 0 0

As mentioned earlier, Taylor’s diffusion theory was developed for homogeneous turbulence, whereas
the CBL is characterized by vertically inhomogeneous turbulence. Moreover, the vertical motion is
bounded by the CBL boundaries and in strongly convective conditions the particles are transported
in a wave-like motion as shown in Figure 3.8. Therefore we consider it more appropriate to make
a distinction between free and bounded motion, as discussed later.

Particles released above z/z; = 0.75

The displacement of particles released above z/z; = 0.75 is strongly affected by the turbulent struc-
ture in the upper part of the CBL. As discussed previously, the turbulence structure near the top
of the CBL is different than in the lower layers, due to the strong capping inversion, and vertical
motion is converted into horizontal. As a result, at short times, when the particles have not reached
yet the middle of the CBL, the vertical displacement is diminished. At longer times (¢, > 3) the
particles are well mixed within the entire CBL and the displacement (3.1) reaches the constant
limit of about 0.3 as explained earlier. However, also in this case, equation (3.2) overestimates this
limit at longer times (Figure 3.13c).
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Distinction between free and bounded motion

A more adequate interpretation of the LES results with respect to expression (3.2) is obtained if the
two regimes (free motion and bounded motion) are considered separately, in other words, when a
distinction is made between shorter and longer times after the release.

As previously shown, the period of time in which the particles are in a regime of free motion
(before being affected by the CBL boundaries) is of the same order of magnitude as the turnover
time. If 1o is the time at which the function TL(¢) reaches its maximum value, then T,k (ty) = T
according to (3.11). A new time scale is defined as:

T, (t) = TE(r) 1<t
3.21)
T,(t) =0 1>t

The function 7 (¢) is shown in Figure 3.14 for particles released at z/z; = 0.5 and z/z; = 0.85.
This function is consistent with the two limits (for shorter and longer times) that the function 7.5 (z)
must fulfill.

If we now recalculate (3.2) using the new function Tli(t), the result agrees more satisfactorily with

the experiments and the particle displacement z2, as shown in Figure3.13.

3.7 Relationship between Eulerian and Lagrangian frameworks

In this Section, we derive relationships between the Lagrangian and Eulerian frameworks from the
LES results for the autocorrelation functions and spectra.

3.7.1 Integral Lagrangian time scale

Figures 3.15a and 3.15¢ show the vertical profiles of time scales TjL calculated from the autocor-
relation functions according to (3.11). Both the horizontal and the vertical Lagrangian time scales
are almost constant with height for z/z; < 0.7. The vertically averaged values below z/z; < 0.7
are TL' =220 s and T} = 180 s respectively. As explained earlier, the Lagrangian time scale can
also be calculated directly from the spectra, using an expression similar to (??). By using this
method, averaged values of TVL =235 s and va = 210 s are found, which shows that the two ways
of determining TJ-L are equivalent. However, the determination of the integral time by the spectral
technique leads to greater uncertainties due to the difficulty to locate precisely the spectral peak.

Our results are in agreement with the measurements by Phillips and Panofsky (1982) (L ~ 190
s). Other previous experimental studies show a large uncertainty in the value of the Lagrangian
time. For instance, atmospheric measurements range from 70 — 80s (Hanna, 1981) to 10*s (Gif-
ford, 1982). The numerical studies by Wang et al. (1995) and by Uliasz and Sorbjan (1999) do
not provide a direct value of the calculated integral time scale. As pointed out by Hanna (1981),
atmospheric measurements are influenced by the complexity of the experimental setup and the
short sampling time. Moreover, the results depend on different meteorological conditions during
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Figure 3.15: a) Vertical profiles of horizontal Lagrangian time scale as calculated by LES (contin-
uous line) and parameterized according to (3.23) (dashed line). b) Ratio between the horizontal
Lagrangian and Eulerian time scales as calculated by LES (continuous line) and parameterized
according to (3.25) (dashed line). ¢) Same as a), but for the vertical wind component. d) Same as

b), but for the vertical wind component.
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3.7. Relationship between Eulerian and Lagrangian frameworks

the measurement campaign. The LES results, on the contrary, are obtained from a more controlled
experiment and from a longer time series of data.
The value of the Lagrangian time scale is commonly parameterized as a function of CBL Eulerian
characteristics (Angell, 1964). In particular, TjL is related to the wavelength of the spectral peak A ;
according to (Degrazia et al., 1998)
VA
7L Y21 3.22

J 16 © j ( )
By substituting in (3.22) the values of A; calculated by the LES (expressions 3.12 and 3.13) the
following relationships are found:

TE =017 (3.23)

Gy

TL = 0.2;—l [1 —exp(—8z/z;) —0.0003exp(8.5z/z;)] - (3.24)
w

As shown by Degrazia et al. (1998), equations (3.23) and (3.24) agree with the atmospheric
measurements by Hanna (1981) in the middle of the CBL. In Figures 3.15a and 3.15¢ expressions
(3.23) and (3.24) are compared with the LES results. Both parameterizations are able to reproduce
the LES results correctly for heights below z/z; = 0.7.

Above z/z; = 0.7 the LES results show an increase of 7. with height (Figure 3.15a). This is
consistent with the calculation of the integral time scale from the spectral peak, which shows an
averaged (above z/z; = 0.7) value of TVL = 260 s. As discussed in Section 4a, the value of the
wavelength A; calculated by the LES is A, , = 1.8z; at z/z; = 0.9 and A, = 1.9z; at z/z; = 1.
If these values are used in (3.22), a better agreement is found between the LES results and the
parameterization.

3.7.2 Value of the ratio f3;

Figures 3.15b and 3.15d show the ratio ; of the Lagrangian to Eulerian time scales for the hor-
izontal and vertical wind components. For the horizontal wind component, 3, varies between 4
and 6, with a vertically averaged value of B, = 5. The irregular vertical profile of B, is due to
fluctuations in the autocorrelation function (Figure 3.10a). For the vertical wind component, the
values of B,, calculated by the LES has a vertically averaged value of 4. Values in literature range
form 1.8 (Hanna, 1981) to 4 (Angell, 1964).
The value of f; is usually related to the intensity of turbulence i = 6;/U by (3.9), as explained
previously. In Figure 3.15b the following parameterization proposed by Hanna (1981) is also
shown:

B = C2 = 0.72. (3.25)

Gj Gj

As it can be seen, despite the fluctuations, the parameterization is in satisfactory agreement with
the LES results.
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As shown in Figure 3.15d, the parameterization (3.25) for the vertical component agrees with
the LES results only for z/z; < 0.7. Other values of the constant C range in the literature from
0.35 to 0.8 as reported by Pasquill (1974). Theoretical analysis by Wandel and Kofoed-Hansen
(1962) leads to C = 0.44 whereas the numerical simulation by Wang et al. (1995) gives a value
of C = 0.6. To illustrate the dependence of the parameterization on the value of the constant C,
expression (3.25) is shown in Figure 3.15d for two values of the constant, respectively C = 0.4 and
C =0.7. As stated by Hanna (1981) the value C = 0.7 gives the best fit for the overall dataset,
whereas the value C = 0.4 fits the experimental data for high wind speed better, and it is in better
agreement with the LES results for z/z; > 0.7

3.8 Conclusions

Eulerian and Lagrangian statistics were calculated by means of a LES. A large numerical domain
and a long integration time were used in order to obtain reliable statistics both in space and in time.
The flow characteristics were studied by analyzing the energy spectra and velocity autocorrelations
in both the Eulerian and Lagrangian frameworks.

Three main research issues were studied. First, Eulerian statistics were calculated by means of
spatial and temporal analysis. The two frameworks are related by Taylor’s hypothesis of frozen
turbulence. Characteristic length and temporal scales were derived by means of two different
methods, namely through the analysis of the autocorrelation function and the spectral peak, allow-
ing a direct validation of Taylor’s hypothesis, the results of which were satisfied in the simulated
CBL.

Second, the relationship between flow properties (autocorrelations) and dispersion characteristics
(particles’ displacements) was discussed through Taylor’s analysis of turbulent dispersion. Results
showed that for the horizontal velocity, the autocorrelation had an exponential shape, characteristic
of a stochastic motion. As a result, horizontal dispersion was satisfactorily described by Taylor’s
diffusion theory. On the contrary, the autocorrelation function for the vertical velocity had a more
complicated shape, due to the vertical inhomogeneity of the turbulent flow. Moreover, the particle
vertical motion is confined between the CBL boundaries. As a result, particles move following a
wave-like motion and the value of the integral scale was zero. Taylor’s analysis correctly predicted
the particles’ displacement at short times, but overestimated the asymptotic limit at longer times.
The use of a different method to calculate the Lagrangian integral time (3.11), allowed us to distin-
guish better between free and bounded motion, and a better agreement between Taylor’s relation-
ship and particle vertical displacement was found.

This study was completed by verifying the equivalence between Lagrangian particles’ displace-

ment x/j2 and the Eulerian dispersion parameter Gj%j. The comparison showed that, for practical
purposes, using Eulerian dispersion parameters instead of the Lagrangian one does not lead to
large errors. This is related to the fact that Taylor’s hypothesis of frozen turbulence holds in the
simulated CBL.

Finally, the relationship between Lagrangian and Eulerian framework was investigated through the
calculation of the Lagrangian integral scales and the ratio . Vertical profile of TJL showed that the
integral scales remain constant at heights z/z; = 0.7. The difference in the turbulence characteris-
tics near to the inversion, influenced the particles’ motion, which is transformed from vertical into
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horizontal. This affected the values of the integral scales in the upper layers of the CBL, where the
horizontal time scale increased, whereas the vertical time scale was reduced. Currently used para-
meterizations for the ratio B, derived either in previous field atmospheric experiments or through
theoretical analysis, were compared with the LES results, showing a satisfactory agreement. The
present study indicates the need of further investigation on the values of time and length scales
near the inversion zone (z/z; > 0.7) of the CBL, and their implication on atmospheric dispersion.
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3.9 APPENDIX A: Definition of statistics

3.9.1 Eulerian statistics

Time series of Eulerian velocities u#; are measured at different fixed positions (1024 points uni-
formly horizontally distributed for each vertical layer). The Eulerian autocorrelation function is
calculated according to (Daoud et al., 2002)

o [y — 2 (e j —Tar 4 )

. 1/2 .
N— _ N— _
[Zzz1j(”t - ”t)z] |:Et=1](ut+j - Mz+j)2

RE(7) = (3.26)

]1/2’

where T = jAr is the time lag, and N is the number of time steps At. The mean velocities are
defined according to

_ Zﬁ\,’:lju,/
u; = — (327)
N—j
N—j N
o Jug o XUy
ﬁt—l—j _ ==l t'+j _ Jj+1 (3.28)

N—j N—j

The autocorrelation is then spatially averaged over all the fixed measurement positions.

Spatial autocorrelation is calculated from the velocities u; measured at different positions along the
wind direction (recorded every 10 minutes) as follows:

N

E(}") _ i:lj [(ui _ﬁi)(uiJrj _ﬁl+J):| (329)

-] (e - 2]

where r = jAx is the space lag and Ax is the grid size. Autocorrelations calculated according to
(3.29) have been subsequently averaged over all the parallel lines and over time.

3.9.2 Lagrangian statistics

In the Lagrangian framework, the autocorrelation function is calculated using the particle velocities
u'(t) derived according to (3.10). At each time 7y + T (where 1y is the release time and 7 is the time
lag) the Lagrangian autocorrelation R (t) is calculated following Wang et al. (1995) as

< [u'(to)— < u'(to) >] [ (to +T)— < u(tg+7T) >] >

Ly —
B = < [ui(ty)— < ui(ty) >]* >12< [ul(to+71)— < ui(tg+1) >]* >1/2

(3.30)

where the average (indicated by <>) is made over all the particles released at the same height.
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Chapter 4

Statistics of absolute and relative dispersion
in the Atmospheric Convective Boundary
Layer

4.1 Introduction

To understand and predict the dispersion of compounds in the Atmospheric Boundary Layer, it is
very important to determine with great accuracy concentration statistics such as mean, variance
and skewness.

In fact, the variance of the plume distribution is a direct measure of the plume spread (dispersion
parameter), whereas concentration fluctuations quantify the variability of the compound distribu-
tion. Concentration fluctuations are a consequence of the turbulent mixing that generates complex
and inhomogeneous distribution of the compound within the plume, and they can be of the same
order of the mean concentration, even at large distances from the emission source (Fackrell and
Robins, 1982; Deardorff and Willis, 1984; Sykes and Henn, 1992).

Third-order moments such as the skewness of the plume position, provide information on the struc-
ture and the shape of the plume, and quantify the asymmetry of the concentration distribution with
respect to its mean position. In the Convective Boundary Layer (CBL), the main responsible of
this asymmetric concentration distribution is the inhomogeneous and non-Gaussian large-scale tur-
bulent motion. Moreover, a further contribution to the skewness of the plume shape is given by
the reflection of the plume at the CBL boundaries, which tends to accumulate the scalar near the
surface and in the entrainment zone at the top of the CBL.

Briefly, turbulence in the CBL is characterized by eddies with a large range of temporal and spatial
scales, from the Kolmogorov scale (10~% m) to the entire depth of the CBL (10° m). By relating
the length scale / of the turbulent eddies to a characteristic length scale of the plume G, (the plume
width in a coordinate system relative to the centerline instantaneous position), Yee and Wilson
(2000) proposed three regimes that characterize the growth and structure of the plume. If 6, << [,
typically close to the source, the larger eddies cause the plume meandering, which is the large-

The content of this Chapter has been submitted for publication on Journal of atmospheric Sciences with J. Vila-
Guerau de Arellano as co-author
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scale motion of the plume as a whole and the sweeping of the plume centerline. This large-scale
motion is highly inhomogeneous and characterized by a vertical velocity that is positively skewed.
In addition, the vertical motion is constrained by a rigid surface at the ground and a more perme-
able one (depending on the inversion strength) at the entrainment zone, at the top of the CBL.
When 6, ~ [, the scalar concentration is affected by the increasing entrainment of air into the body
of the plume. This process is known as relative diffusion and it is the main responsible for the
growth of the instantaneous plume width.

Finally, when G, > [ the turbulent eddies are mainly responsible of the internal (in-plume) mix-
ing of contaminant. This internal mixing is quantified by the relative concentration fluctuation
intensity i., (defined as the ratio of the standard deviation to the mean concentration in relative
coordinates), which is the main contribution to the production of concentration fluctuation at large
distances from the source, where the meandering component becomes small.

To distinguish and quantify the different contributions of large-scale (meandering) and small-scale
motion (relative diffusion) on the evolution of a dispersing plume, it is useful to calculate second-
and third-order moments in two different coordinate systems. By analyzing dispersion in absolute
framework, which is the coordinate system defined relative to a fixed point (e.g. the source loca-
tion), the statistical properties of the scalar concentration are influenced by the full spectrum of
turbulent eddies. As a result, the (square of the) plume spread ¢ is the sum of the meandering
and the relative diffusion. In the relative framework, the coordinate system moves with the instan-
taneous plume centerline position. In this framework, therefore, the (vertically) inhomogeneous
meandering motion is removed, and consequently the concentration statistics are only dependent
on the small turbulent eddies (! << ©,), which are homogeneous and isotropic.

Although there is not a clear physical separation between “large” and “small” scales, the mean-
dering component and the relative diffusion were assumed to be statistically independent in the
pioneer study by Gifford (1959), who developed an analytical model for the calculation of higher-
order concentration statistics as a function of two independent terms: the Probability Distribution
Function (PDF) of the plume centerline position and the PDF of the concentration in relative coor-
dinates.

Gifford’s analysis provided the basis for later studies (Yee et al., 1994; Yee and Wilson, 2000; Luhar
et al., 2000; Reynolds, 2000; Franzese, 2003), which incorporated in-plume fluctuations (that were
neglected in Gifford’s model) by specifying the PDF of the relative concentration, and took into
account the inhomogeneous and skewed turbulence structure of the CBL by calculating the posi-
tion of the plume centerline from one-particle Lagrangian model trajectories. In all these studies,
the intensity of relative concentration fluctuations is the key variable for the determination of the
relative concentration PDF, but neither observational nor numerical data in the atmospheric CBL
is currently available for an appropriate estimation of i.,.

Measurements of dispersion statistics (PDFs) in absolute and relative frameworks have been re-
cently discussed by Munro et al. (2003a) and Munro et al. (2003b) who analyzed seven different
datasets of Lidar measurements. Unfortunately, measurements were only available in the horizon-
tal (crosswind) direction at a fixed height. As a result, the vertical non-Gaussian inhomogeneous
structure of the plume could not be analyzed. Moreover, the plume centerline could have been
wrongly estimated, in particular under convective conditions, when the instantaneous plume cen-
terline was above the line of sight of the Lidar.
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In the study by Ott and Jprgensen (2001) a Lidar was used to obtain vertical cross sections of a
dispersing plume at 100 m from the source. Mean and variances of absolute and relative concen-
trations were calculated, but only vertically and horizontally averaged results were presented.

In our study, a Large-Eddy Simulation (hereafter LES) is used to analyze the dispersion of a pas-
sive scalar in absolute and relative coordinate systems. More explicitly, we first calculate the mean
concentration, concentration fluctuations, dispersion parameters and skewness of the vertical posi-
tion in both reference coordinate systems. To the best of our knowledge, this is the first time that
a complete three dimensional field of concentration statistics of a dispersing plume is analyzed in
both frameworks in the atmospheric CBL.

Second, we calculate the PDF of the plume centerline and the PDF of the relative concentration.
These results are further analyzed and related in terms of the skewness of the centerline position
and the intensity of relative concentration fluctuation, which are critical variables in the formula-
tion of operational models. Third, following Gifford’s analysis and by using the estimated PDFs,
we derive concentration statistics that are finally compared with the ones directly calculated by the
LES.

The Chapter is structured as follows: the theoretical background is exposed in Section 4.2. In Sec-
tion 4.3 the numerical model and the experimental setup are described. The results are presented
and discussed in Section 4.4. Finally, conclusions and remarks are discussed in Section 4.5.

4.2 Theoretical background

Let ¢ = ¢(x,y,z,t) be the instantaneous concentration of a scalar at the downwind position x from
the source. By definition, the n — th moment of concentration in a fixed (absolute) reference frame

reads:
Z

o)

c(x,y,z) = . " pe(clx,y,z)de, 4.1)

where p. is the concentration PDF.

At each time 7 and any downwind distance x, let (y,,,z,) be the position of the plume centerline. It
is now possible to define the system of coordinates relative to the instantaneous plume centerline
position as:

Yr =Yr(Ym) =Y —Vm
4.2
{ Zr =2 (2m) = 2—2m- (4.2)

Consequently, for each downwind position x, the concentration field relative to the plume centerline
coordinate system is defined as:

Cr(xuyrazrat) :C(xaym + YrsZm +Zrat)~ (4.3)

Similarly to Equation (4.1), the n — th moment of the relative concentration can be calculated as:
z

o5

X, yryzr) = . " per(c|x,yr, 2 )de, (4.4)
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where p,, is the PDF of the concentration in the reference frame of the plume centroid.
Assuming that the meandering and relative diffusion contributions are statistically independent,
Gifford (1959) related the absolute concentration PDF to the relative concentration PDF by:

ZZ

pC(C|x7Y>Z) = pcr(C’xa)’hZr)pm<x7ymazm)d}’mdzm> 4.5)

where p,, is the PDF of the instantaneous plume centroid position.
By substituting Equations (4.5) and (4.4) into (4.1) we obtain:
ZZ

c_"(x,y,z) = a@cy))hzr)pm(x»ymaZm)d)’mdzmy (4.6)

which relates the absolute and the relative concentration statistics.

By simulating the plume dispersion with a LES, in this paper we investigate the validity of Equa-
tion (4.6). In particular, we calculate and discuss the PDFs of both the plume centerline (p,,;) and
the relative concentration (p.,). These results are first used to test the validity of current parame-
terizations for p,, and p... These PDFs are subsequently used to derive higher-order moments by
calculating the r.h.s of Equation (4.6). These results are finally compared with the statistics directly
calculated by the concentration fields (1.h.s of Equation4.6).

4.3 Numerical Setup

4.3.1 Model description

The LES code used here is the parallelized version of the one described by Cuijpers and Duynkerke

(1993) and Siebesma and Cuijpers (1995), in which a set of filtered prognostic equations for the

dynamic variables (wind velocity, potential temperature, turbulent kinetic energy) is solved on a

staggered numerical grid. The space and time integrations are computed with a Kappa (Vreugden-

hil and Koren, 1993) and leap-frog numerical schemes respectively.

The subgrid fluxes are closed by relating them to the gradient of the solved variable by means of an

exchange coefficient, which depended on the subgrid turbulent kinetic energy, and a length scale,

which is related to the grid size.

A conservation equation for the passive tracer is added to the governing set of equations. It reads
dJc oc  duc

where ¢ is the mean (filtered) scalar concentration, u; is the mean wind and u;c/ is the subgrid flux.
The horizontal numerical domain covers an area of 5.120 x 5.120 km?. In order to be able to solve
the small scales of motion a very fine grid is used, with a resolution of 10 m in all the directions
(512 grid points in each horizontal direction and 128 in the vertical).

The aspect ratio, that is, the ratio between the horizontal domain dimension to the CBL height
Zi, 1s around 6.6 (with z; ~ 780 m). Lateral periodic boundary conditions are imposed for all the
variables. However, as soon as the scalar reaches the lateral boundaries the simulation is ended, as
the plume statistics become meaningless. A time step of 0.25 s. is used.
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4.3.2 Flow characteristics

At the top of the CBL, an inversion strength of A® = 5 K is imposed, A geostrophic wind of 2m /s
aligned in the x-direction and a heat flux of 0.1 K.m/s are prescribed as constant forcing (lateral
and surface boundary conditions). The simulation is run for an initialization period of 2 hours (i.e.
the period of CBL development needed to ensure that a (quasi)stationary state is reached). After
this period, the gradients of the mean variables are independent on time and the turbulent kinetic
energy has become constant. The average values of the convective velocity scale w, is 1.38 m/s
and the shear/buoyancy ratio u, /w, is equal to 0.14 (where u, is the friction velocity). The value
of the stability parameter —z;/L is ~ 136. According to the classification used in Holtslag and
Nieuwstadt (1986) this simulated flow is mainly driven by convective turbulence.

4.3.3 Plume concentration calculation

After the initialization period, an instantaneous line source (ILS) of scalar (non-buoyant tracer) is
emitted along the x axis at z;/z; = 0.28. The line source measures one grid spacing both in the
vertical and in the horizontal (y) direction. The line source can be equivalently interpreted in terms
of a continuous point source (CPS), by using the relationship 7 = x/# as explained by Willis and
Deardorff (1981) and Nieuwstadt and de Valk (1987). As the numerical grid moves with the mean
wind along the x direction, this relationship transforms the numerical x coordinate in the physical
elapsed time after the release of the scalar. The line source after a certain time ¢ is therefore
equivalent to the time evolution of the concentration pattern of a scalar released from a CPS at a
certain distance x = ut.

In order to obtain statistically sound results, nine different realizations are performed, in which the
horizontal position of the instantaneous release is changed. The results are subsequently ensemble-
averaged over the different realizations.

4.3.4 Definition of statistical parameters

Figure 4.1 shows a vertical cross section of an idealized instantaneous line source ¢(x, z) at a certain
time ¢ after the release. As explained in the previous Section, the spatial coordinate x is equivalent
to the physical time ¢ due to the equivalence between ILS and CPS. As a result, all the statistics
can be interpreted as a function of the downwind distance x = u/t.

Let z be the instantaneous (vertical) position of a particle in the plume. The instantaneous center-
line position z,,, and the mean plume height 7 are defined as follows:

R
dyd
Ly = |;‘ZC yaz
cdydz
R
czdV
cdV’

and 4.8)

%

4.9)

where dV = dxdydz.
From these mean quantities, the fluctuation of the absolute (Z), relative (z,.) and centerline (z),)
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Figure 4.1: Idealized instantaneous line source dispersing in the simulated CBL. The spatial co-
ordinate x is equivalent to the physical time r = u/x for the equivalence between ILS and CPS. In
the figure, the vertical position z, the mean plume height 7 and the instantaneous plume centerline
position z,, are shown together with their respective instantaneous fluctuations (7 and z,). Note
that z. = z,. The relative coordinate system is defined with respect to the instantaneous plume
centerline position z,,.

positions are calculated as follows:

7=7z-% (4.10)
4 =Z7—Zm=2r 4.11)
z;ﬂ =Zm—2 4.12)

The absolute vertical dispersion parameters G, is defined according to Nieuwstadt (1992) as fol-
lows:

R
12
av
o2 = KT (4.13)
cdV

The absolute dispersion G, is decomposed into meandering (G,,) and relative dispersion (G;,)
according to:

o2 =03, + 02, (4.14)
where:
R 2cav
o2, = _échV and (4.15)
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R
2
AV
2 _ grcdv 4.16
GZ}’ CdV ( )

Similarly, the third-order moments of the vertical position are defined as:

R
PR (4.17)
— d
a3 = fcdV (4.18)

73) = Fr<Y (4.19)

Similar expressions to (4.8-4.19) hold for the horizontal position y.
The absolute and relative concentration fluctuations are derived using:
R

—)2d
G%(t7yaz) = M and
Ly
R (4.20)
’ (cr —¢7)%dx
o, (t,yr2) = ———", (4.21)
Ly
where t = x/u, Ly is the domain size, and ¢ is
; d
cdx
c(y,z,t) = . (4.22)
Ly
A similar expression holds for ¢;.
From the instantaneous centerline position, the PDF p,,, and p,, are derived as:
Pym(t, Y)Yy, = probiyy, < ym(x,1) <yp,+dy,} (4.23)
Pan(t,2) Az, = prob{z, < zm(x,1) <z, +dz,}, (4.24)

where the horizontal and vertical increments (dy), and dz,,) are defined by the numerical grid size
(10 m).

4.4 Results and discussion

4.4.1 Dispersion in absolute coordinate system

The plume statistics (first-, second- and third-order moments) in the absolute coordinate system
are now discussed. As explained earlier, the statistical properties of the scalar concentration in the
absolute coordinates system are influenced by both meandering and relative diffusion.
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t.

Figure 4.2: a) Normalized vertically-integrated mean concentration as a function of the dimension-
less time #,. b) Normalized cross-integrated mean concentration. In the picture, the normalized
mean plume height Z/z; (continuous line) and the position of the maximum concentration (dashed
line) are also shown. ¢) Normalized horizontal (Gy) and vertical (0;) dispersion parameters. The
following experimental and numerical data are also shown: Willis and Deardorff (1978) (A); Hib-
berd (2000) (*); Nieuwstadt (1992) (o). d) Skewness of the vertical plume position S, = 7’3/ Gg. In
the picture, the data by Luhar et al. (2000) are also shown ().
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Mean concentration, variance and skewness

Figures 4.2a and 4.2b show the vertically-integrated and crosswind-integrated concentrations as a
function of the normalized distance ¢, defined as

fo= = By (4.25)

iUz

Figure 4.2a shows that, in the horizontal plane, the mean concentration has a Gaussian shape. The
centerline position, also shown in the picture, moves slightly with time due to the presence of a
small wind in the crosswind (y) direction.
The crosswind-integrated concentration is shown in Figure 4.2b, where both the plume mean height
position Z and the position of the maximum concentration are also shown. The value of 7 calcu-
lated by the LES overestimates slightly the water-tank results by Willis and Deardorff (1978) (not
shown), probably because of the small difference in the initial plume position (z;/z; = 0.28 in our
study compared with z;/z; = 0.25 in Willis and Deardorff, 1978). The ground-level maximum
occurs at ¢, = 0.65, in close agreement with the water-tank experiment. The elevated maximum,
due to the fast rise of the plume caught by the updrafts, occurs at ¢, = 1.7, and the correspondent
surface minimum is present around #, = 1.75. At larger distances (¢, ~ 2.6), the position of the
maximum concentration descends below the plume mean position Z, meaning that the plume is not
perfectly well-mixed yet. This result is in agreement with the data by Willis and Deardorff (1978)
and Deardorff and Willis (1982), who stated that the well-mixed condition in achieved only at very
large distances from the source (¢, = 6).
The total horizontal and vertical dispersion parameters (G, and G;), are shown in Figure 4.2¢, where
they are compared with laboratory data (Willis and Deardorff, 1978; Hibberd, 2000) and other LES
results (Nieuwstadt, 1992), showing a satisfactory agreement. The vertical dispersion G, reaches
an asymptotic limit around 0.29 when the plume is vertically confined between the ground an the
top of the CBL. The horizontal dispersion parameter, on the contrary, follows closely Taylor’s re-
lation of turbulent dispersion, that is, Gy, o< 7 at short times, and Gy, o t1/2 at longer times.
The skewness of the vertical position is defined as

/13
S, =", (4.26)

Q| N
[N}

where 7/3 is calculated according to equation (4.17). In a flow characterized by the inhomogeneity
of the turbulence, the skewness quantifies the asymmetry of the plume with respect to its mean
position (first-order moment).

The evolution of S, is shown in Figure 4.2d. The skewness is positive between 0 < ¢, < 1.4. In
fact, since the CBL is characterized by a positively skewed vertical velocity, the plume is more
likely to be caught by a downdraft and, consequently, it is transported towards the surface. As a
result, the plume is more likely to be below its mean position Z, as shown by the maximum plume
concentration, which is closer to the ground than the plume mean height (Figure 4.2b). Because,
by definition, the average of the instantaneous plume position must coincide with z, this means that
the tail of the PDF of the plume position has to be highly positive. As a consequence, the value of
the skewness S is positive.

79



Chapter 4. Statistics of absolute and relative dispersion in the Atmospheric Convective Boundary Layer

For 1.4 <t, < 2.6 the skewness has a negative value. As Figure 4.2b shows, the plume is caught by
an updraft, and a elevated maximum is present at distances 1.2 < t, < 2.2. It is now more probable
that the plume lies above its mean position. The skewness, therefore, must have a negative value.
At t, = 2.6 the skewness becomes slightly positive, correspondingly to the descent of the plume
maximum concentration. As explained early, only at large distances the plume is well mixed and
S, approaches zero. The evolution of S, is in very good agreement with the data by Luhar et al.
(2000), calculated from his Lagrangian particle model.

Concentration fluctuations

Figures 4.3a shows the horizontal cross section of the concentration fluctuation intensity i, = %
near the ground (z/z; = 0.007). Figure 4.3b shows the contour of i in the plume mean horizon-
tal position (y/z; = 0). The LES results agree with previous experimental and numerical studies
(Deardorff and Willis, 1984; Luhar et al., 2000; Weil et al., 2002). As expected, the concentration
fluctuation is larger at the edges of the plume, and it has the smallest values near the plume cen-
troid. It is noteworthy that even at relatively large distances (z,. = 2) the fluctuation concentration
is of the same order that the mean concentration.

The concentration fluctuation intensity along the plume mean horizontal position (y) at ground is
shown in Figure 4.3c. Our results agree generally with all the previous studies and are in very
good agreement with the water-tank experiment by Weil et al. (2002). The results show that i,
decreases rapidly with distance from the source, and it reaches an asymptotic limit of about 0.35.
However, there is still a large uncertainty on the value of i. at short distances. The numerical results
by Franzese (2003) (not reported here) show a minimum at z, = 0.4 and a maximum at z, = 1.2,
which are not present in our results. Franzese (2003) explained the presence of the maximum as a
combination of two different effects: the decay of i, (in the plume’s centerline) with distance from
the source, and the growth of i. with distance from the centerline at any fixed position from the
source. At any distance ¢, from the source, the value of the ground concentration (and consequently
the value of i) depends strongly on the plume spread 6, and the position of the plume mean height
Z. Since in the work by Franzese (2003) the value of Z overestimates the experimental results,
especially between 0.5 < ¢, < 2, the edge of the plume is located close to the ground. Since G
reaches its maximum value at the plume’s edges, as a result the value of i, may be overestimated.

Also the water-tank experiments by Deardorff and Willis (1984) show a relative maximum of i,
around z, = 1.4, but they doubted about the validity of their data. If the "anomalous” maximum
in the data by Deardorff and Willis (1984) is excluded (as suggested by the same authors) a good
agreement is found among all the experimental data and the LES results. The LES results by Henn
and Sykes (1992) are in contrast with the other results at short distance (¢, < 2) probably due to the
low vertical resolution (40 m) and the relative high ratio between the the source size and the eddy
dimension.

4.4.2 Meandering component

In this Section the plume meandering is discussed by analyzing the second- and third-order mo-
ments, and the PDF of the plume instantaneous centerline position. An example of trajectories of
the plume centerline position z,, is shown in Figure 4.4a. Close to the source (¢, < 0.8), the shape
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Figure 4.3: a) Horizontal cross section of the concentration fluctuation intensity i, at ground
(z/zi = 0.007). b) Vertical cross section of i in the plume mean horizontal position y. ¢) Concen-
tration fluctuation intensity along the plume mean horizontal position (y) at ground. The following
experimental and numerical data are also shown: Weil et al. (2002) (x); Deardorff and Willis
(1984) (O and A); Henn and Sykes (1992) ().
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Figure 4.4: a) Example of trajectories of the plume instantaneous centerline position z,,,. The plume
mean height position Z is also shown. b) Normalized horizontal (Gy,,) and vertical (6,,) variances
of the plume centerline position (meandering)r. The laboratory data by Hibberd (2000) (*) and
the LES data by Nieuwstadt (1992) (¢) are also shown. c) Skewness of the vertical meandering
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of the ensemble of trajectories is similar to the mean cross-integrated concentration (Figure 4.2b),
because meandering is the main contribution to the plume motion when the plume size is smaller
than the characteristic turbulent length-scale. The spread of the instantaneous plume centerline
position reaches its maximum around ¢z, = 0.5, and then it slowly diminishes. Far from the source,
when the plume is vertically confined between the CBL boundaries, the instantaneous plume posi-
tion becomes similar to the mean plume height zZ,which has reached the asymptotic value of 0.5.
The second-order moment of the horizontal and vertical centerline position (0, and G,) calcu-
lated by the LES (equation 4.15) agrees satisfactorily with previous laboratory experiments and
numerical simulation (Figure 4.4b). As explained, G,,, reaches a maximum value around ¢, = 0.5,
and then it decays quickly to a very small value when the plume vertical motion is limited by the
boundaries and z,,, ~ Z. In the horizontal direction, the plume motion is not limited and the me-
andering component Gy, is in agreement with the theoretical analysis by Csanady as reported by
Weil et al. (2002)

Oy, = Ot at short distances

(4.27)
de?, .
7 =0 atlong distances,
which implies that G, approaches a constant value at large distances.
The evolution of the skewness of the instantaneous centerline (vertical) position
73
Som = '"T, (4.28)
o)
zm

is shown in Figure 4.4c. The skewness of the meandering position provides information on the
distribution of the plume as transported by the large-scale turbulent motions. As pointed out by
Luhar et al. (2000), there are no currently available data to validate the evolution of S,,,. The LES
results provide an estimation of the downwind variation of the meandering skewness and they can
be useful to derive a suitable parameterization.

Close to the source, meandering is the main contribution to plume dispersion, because the plume
size 6, is smaller than the turbulent length scale /. Therefore the concentration distribution is
mainly affected by the large-scale motions. As a result, at t, < 0.5 the meandering skewness is
very similar to the total skewness S, (Figure 4.2d).

The meandering skewness follows closely the motion of the plume carried by the large-scale ed-
dies, because, by definition, the meandering represents the contribution of the large scale motion
to the plume total dispersion. In particular, S, is positive when the plume is transported down-
ward by the subsidence motion (7, < 1 and ¢, > 2.4), and it becomes negative when the plume is
transported upward by the thermals, as shown by the position of the maximum concentration in
Figure 4.2b. The meandering skewness has a different behavior than the total skewness at distances
t, > 0.5. For example, at t, = 1.1, S, is negative, whereas S is still positive. This difference will
be further discussed below, when the third-order moment of the relative diffusion is discussed.

In the numerical model by Luhar et al. (2000), the meandering skewness S, was assumed equal
to the total one S,. As explained, this assumption is valid only at very short distances form the
sources (7, < 0.5) when dispersion is dominated by meandering.
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Figure 4.5: PDF of the plume centerline instantaneous position (py,, and p,,, calculated by the LES
according to equation 4.24 at different distances from the source (¢, = 0.5,1.2,3). The Gaussian

parameterization (4.29) is also shown (dashd line).
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The evolution of the meandering skewness is closely related to the value of the PDF of the
plume’s centerline position. From the instantaneous centerline position (v, (x,?),zn(x,?)) (equa-
tion 4.8), the PDFs of the plume centerline p, and p,,, are calculated at any downstream distance.
The results are shown in Figure 4.5 at selected distances from the source (¢, = 0.5,1.2,3), where
the PDF are shown as a function of the normalized relative position (z,, —Z) /6., (and equivalently
for the horizontal PDF).

The horizontal PDF p,,, is well reproduced by the Gaussian function

1 y2
Pym = —F/—=_—€xXp | — -,
y V2TGy, 265,"

which is commonly used as parameterization for the plume horizontal mean position PDF (Yee and
Wilson, 2000; Luhar et al., 2000; Franzese, 2003) based on the water-tank experiment by Willis
and Deardorff (1978). This result is explained by the homogeneity of the horizontal motion in the
atmospheric CBL.

The LES results for the p,,, are shown in Figures 4.5b, 4.5d, and 4.5f respectively. As previously
discussed, when the meandering skewness was analyzed, three different shapes of the PDF can be
distinguished: at short distances from the source, when the plume is transported by the downdratft,
the PDF is positively skewed (Figure 4.5b). At larger distances (. = 1.2, Figure 4.5d), the plume
is transported upwards by the thermal motions. Therefore it is now more likely that the plume
instantaneous centerline lies above its mean value. As a result, p_, becomes negatively skewed.
Finally, the PDF becomes once again positively skewed (¢, = 3 Figure 4.2f). It must be noticed that
for a uniformly well-mixed plume, the PDF would have a Gaussian shape, centered on the plume
mean position. Our LES results are consistent with the water-tank data by Willis and Deardorff
(1978), who showed that the well-mixed condition is reached only at very large distances from the
source (t, > 6).

Although out of the scope of this work, finding a suitable parameterization for the PDF of the
vertical plume position would be of great practical interest, because it would allow the estimation of
concentration statistics through Gifford’s formula (4.6) without the need of calculating the position
of the plume centerline by means of a LES or Lagrangian stochastic models. As the LES results
show, the shape of p,, is highly complex, and it may depend on different factors such as the
turbulent characteristics of the CBL, plume characteristics (such as 6., and S,,,), distance from
the source, and height of the release.

(4.29)

4.4.3 Dispersion in relative coordinate system
Mean concentration, variance and skewness

Figures 4.6a and 4.6b show the normalized vertically- and cross-integrated mean concentration in
the relative coordinate system. The vertically integrated concentration (Figure 4.6a) has a Gaussian
shape similar to the one in absolute coordinates (Figure 4.2a), as expected. In the relative coordi-
nates system, the concentration pattern is always aligned along the line y, = 0, which is the position
of the centerline. The crosswind-integrated concentration is shown in Figure 4.6b. Moreover, to
allow a direct comparison, vertical cross sections of averaged absolute and relative concentrations
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Figure 4.6: a) Normalized vertically-integrated relative concentration as a function of the dimen-
sionless time #,. b) Normalized cross-integrated relative concentration. In the picture, the position
of the maximum concentration (dashed line) are also shown. ¢) Normalized horizontal (c,,) and
vertical (0.,) relative diffusion parameters. The following experimental and numerical data are
also shown: Hibberd (2000) (*); Nieuwstadt (1992) (¢). d) Skewness of the vertical relative plume
position S, = 7.3/ Gg’r. In the picture, the data by Luhar et al. (2000) are also shown (x).
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Figure 4.7: Vertical cross-sections of averaged concentration in absolute (a, c, e, and g) and rel-
ative coordinates system (b, d, f, and h) at different distances from the source (¢, = 0.5,1,2,3
respectively).

at different distances from the sources (z. = 0.5, 1,2, 3 respectively) are shown in Figure 4.7.

Since in the relative coordinate system the meandering, which characterized the large-scale in-
homogeneous and skewed motion, has been removed, one expects that the relative concentration
has a more homogeneous and Gaussian distribution. This is evident especially close to the source
(t. < 1), where the plume is still very narrow (6, << [) and it has not reached the boundaries
yet. For instance, at ., = 0.5, the scalar distribution in absolute coordinate is vertically highly in-
homogeneous. The distribution is skewed, and the maximum concentration is located close to the
ground (Figure 4.7a). In relative coordinates, on the contrary, the plume is very narrow and it shows
a Gaussian distribution both in the horizontal and vertical direction (Figure 4.7b). Att, =1 the
plume in relative coordinates has reached the CBL boundaries and it still shows a quasi-Gaussian
distribution (Figure 4.7d), but the maximum concentration is somehow below the plume centerline
(Figure 4.6b). This deviation form the Gaussian distribution is an effect of the reflection of the
plume by the ground, which occurs at #,, = 0.5 (Figure 4.2b), and causes the relative concentration
to be positively skewed (see below).
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At larger distances (¢, > 1.2), the maximum lies above the relative mean height. Both the absolute
and relative concentration present an elevated maximum around z, = 2 caused by the reflection with
the CBL top after the plume was transported upward by the thermals (Figures 4.7¢ and 4.7f). It is
noteworthy that the relative concentration shows a distribution very similar to the absolute concen-
tration (figs. 4.7g and 4.7h). Since at large distances from the source the meandering component
becomes small, the relative diffusion is the main contribution to the plume dispersion as shown
by Figure 4.6c, where the vertical and horizontal relative dispersion parameters are shown. As a
result, the concentration distribution in absolute coordinates is influenced mainly by the in-plume,
small-scale motions, and the absolute concentration is very similar to the relative concentration for
t > 1.5.

This result is corroborated by the analysis of the skewness of the vertical relative plume position
Sz = z,3 / GZ,, shown in Figure 4.6d. Generally the relative skewness has a little value, because
the relative concentration distribution is affected mainly by the small-scale motion, which is ho-
mogeneous and Gaussian. These small asymmetries in the relative concentration distribution are
due solely to the reflections by the CBL boundaries. The reflection by the ground is the cause of
the small positive value of S, at distances between 0.5 < ¢, < 1.5. At larger distances (¢, > 1.5),
the relative skewness becomes negative due to the reflection by the CBL top, and S, becomes very
similar to total skewness S;. This result is explained by the fact that the meandering contribution
becomes very small at ¢, > 1.5 and consequently z/3 ~ z/3. The numerical data by Luhar et al.
(2000) overestimate significantly the LES results, especially close to the source. In their work,
Luhar et al. (2000) assumed the following balancing relationship between the meandering and
relative third-order moment:

73 =73 +73. (4.30)
From the definition of the third moments (equations 4.17, 4.18 and 4.19), it can be shown that
3 =73 473 3202 4+ 322 ? = 73,422 — 3262 4 32wzl 2. (4.31)

The different terms in equation (4.31) are shown in Figure 4.8 as a function of #,. As explained,
close to the source (7, < 0.5), the total dispersion is dominated by the meandering, because the
plume is very narrow. As a result, z. ~ 0 and 73 ~ zm3. Far from the source (t, > 1.5), the
meandering contribution becomes small because the instantaneous plume centerline position zy,
approaches its mean value 7 (Figure 4.4a). As a result, z), ~ 0 and 7’3 ~ z/3. Figure 4.8 shows that
the non-linear cross-terms —3z(5 and 3z,7.% do not balance themselves, and their contribution is
very important especially at distances between 0.4 <1, < 1.5. These cross-terms are significant as a
result of the reflection of the plume by the ground and the top of the CBL. A physical interpretation
of the cross-terms and their influence on the relative concentration is discussed thoroughly in the
next Section.

Concentration fluctuations

Figures 4.9a and 4.9b show the contour of the relative concentration fluctuation intensity i., = %

in the plume mean height (z) and in the plume mean horizontal position (y) respectively. To our
knowledge, this is the first time that complete horizontal and vertical two-dimensional fields of
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Figure 4.8: Evolution of the third-order moments of the total (continuous line), meandering (dashed
line) and relative (dashed dotted line) vertical plume position. In the Figure, the sum of the the
non-linear cross-terms —3262 and 3z,,7/2 is also shown as dashed dotted dotted line. Note that,
for clarity, all the terms have been divided by the factor 10°.

relative concentration fluctuations are shown. In their study, Fackrell and Robins (1982) showed
relative intensity of fluctuation concentration calculated as the maximum r.m.s. of concentration
(6) divided by the maximum mean concentration (¢) at any downstream position. This approach is
valid in neutral conditions, when the plume centerline coincides with the position of the maximum
concentration. As shown earlier, in the CBL these two heights are different, and i, may be differ-
ent than %

The horizontal cross section of relative concentration fluctuation (Figure 4.9a) has a shape similar
to the one in absolute coordinates (Figure 4.3a), because the horizontal motion is homogeneous and
Gaussian in both the reference coordinate systems. The vertical cross section (Figure 4.9b) shows
a pattern similar to the relative mean concentration (Figure 4.6b): at short distances i, spreads
uniformly until it is influenced by the boundaries, around 7, = 1.

The value of i, in the plume centerline (y,7) is shown in Figure 4.9c. Very close to the source,
O, 1s zero because the plume is so narrow that the only the very small eddies can generate in-
plume fluctuation. As a result, ¢,(t) ~ ¢,. As the plume grows, the mixing process is driven by an
increasing number of eddies, and 6., grows consequently. The intensity of relative concentration
fluctuations reaches a maximum of i, = 1.4 around 0.5 < ¢, < 1 when the plume size is of the same
order of the turbulent length scale and all the turbulent eddies participate to the internal mixing. At
larger distances, i, slowly decreases with the distances from the source. At very large distance,
for an ideally well-mixed condition, the scalar concentration must be close to its mean value, so
that 6., is relatively small.

In the previous studies by Yee et al. (1994) and Yee and Wilson (2000), the value of i, was as-
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t.

Figure 4.9: a) Horizontal cross section of the relative concentration fluctuation intensity i, in the
plume mean position Z. b) Vertical cross section of i., in the plume mean horizontal position y. ¢)
Relative concentration fluctuation intensity along the plume mean position (y,z). The numerical
data by Luhar et al. (2000) are also shown (*).
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Figure 4.10: PDF of relative concentration in the mean plume position (y,z) at different distance
from the source (#,=0.1,0.5,1.5,2.5 respectively). In the Figure the parameterization (4.33) is also
shown as a dashed line.

sumed to be constant in a crosswind cross-section of the instantaneous plume at any distance,
because their model was develop to be used in homogeneous and isotropic turbulence.

In the study by Luhar et al. (2000), the value of i., was parameterized in order to obtain the best
fit of the total calculated concentration fluctuation i.. The values of i., calculated by Luhar et al.
(2000) are also shown in Figure 4.9c. Although the general shape is similar, the parameteriza-
tions predict the maximum at larger distances from the source than the LES results. It must be
noticed that whereas the LES results are obtained by direct calculation of i, the parameterization
is explicitly calculated in order to obtain the best fit of the results for the total intensity i..

PDF of relative concentration
The PDF of the relative concentration is calculated from the evolution of ¢, as:
Der(Clte,yr,2r)dc = prob{c < ¢, < c+dc}, (4.32)

where the concentration increment dc is taken equal to one hundredth of the maximum concentra-
tion. Figure 4.10 shows the PDF calculated in the plume mean position (y,z) at different distance
from the source (,=0.1,0.5,1.5,2.5 respectively). The LES results show that p., has mainly two
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characteristics shapes: an unimodal type with the mode at non-zero value of c,, and an exponen-
tial type (or unimodal with the mode at ¢, = 0 (fig. 4.10b). As expected, the former type is the
most probable in the plume centerline, as shown by Munro et al. (2003a), because the relative
concentration in the mean plume position is very often different than zero. On the contrary, far
from the centerline, small concentrations are more probable, and consequently the PDF shows an
exponential shape. However, the LES results shows that at distances between 0.5 < t, < 1 p., has
an exponential shape also in the plume centerline (Figure 4.10b). This may be explained by the
fact that the at distances between 0.5 < ¢, < 1.5, when dispersion is dominated by meandering,
the plume instantaneous vertical position z,, is very unlikely to coincide with its mean position Z
(Figure 4.4a). As a result the time evolution of the relative concentration ¢, is highly intermittent.
When the instantaneous plume position z, is closer to its mean value (¢, > 1.5, Figure 4.4a) the
PDF of relative concentration is once again unimodal with the mode at non-zero (Figures 4.10c
and 4.10d).

The LES results are compared with the following Gamma parameterization (Yee and Wilson, 2000;

Luhar et al., 2000):
A e\ M1 Ac
er(Cl, ¥, 2, ) = 1 | = = 4.33
Per(Cltes ¥,2, Yms Zm) =T (q) exz?( Cr) (4.33)

where A = 1/i2,. As shown in Figure 4.10, parameterization (4.33) is able to reproduce correctly
the shape of p., at any distances from the source. Since the parameterization depends heavily on
the value of the intensity of relative concentration fluctuation i.,, the agreement between the LES
results and relationship (4.33) demonstrates the accuracy of the calculation of i,

4.4.4 Validation of Gifford formula

As explained in Section 4.2, the absolute and relative mean concentrations (and higher-order mo-
ments) are related by Gifford’s formula (4.6). In his study, Gifford (1959) pointed out that possible
statistical variations in the shape of ¢} are not taken into account, since ¢, should approach its av-
erage value if the sampling time is long enough. However, equation (4.6) is strictly true only if the
plume is not affected by the boundary conditions. When the plume is reflected by the boundaries,
in fact, the shape of the relative concentration is changed and, as a consequence, equation (4.6) has
to be modified, as will be shown.

In order to visualize the physical process, one can consider the time evolution of the plume at a
fixed distance from the source, as illustrated schematically in Figure 4.11a. The centerline position
zm(t) shows the instantaneous vertical motion of the plume in the absolute coordinate system. If
the plume is transported by a downdraft and reaches the ground (for instance between t; <t < fp
and 73 <t < t4 in the Figure), it is reflected by the surface and the concentration is enhanced as
illustrated by the shaded area in the Figure. In the relative coordinate system (Figure 4.11b) the
relative concentration has a Gaussian distribution centered on the plume centerline only when the
plume is not affected by the boundaries (for instance between fy <t < t; and #, <t < t3 in the Fig-
ure). If the plume reaches the ground and it is reflected, the relative concentration is modified and
its distribution is skewed as illustrated by the shaded areas in Figure 4.11b. Since the concentration
is higher, the plume spread must be smaller, as illustrated by the fact the relative concentration be-
tween 1] <t < tp is narrower than between #y < t < 1. Therefore, the instantaneous relative plume
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Figure 4.11: a) Time evolution of an idealized plume at a certain fixed position downwind the
source in the absolute coordinate system. the continuous line z,(¢) represents the instantaneous
plume centerline position. the shaded areas between #; <t < 1, and t3 < t < t4 represent the
concentration reflected by the surface. b) Same as a) but in the coordinate system relative to
the plume position z,,(¢) (relative coordinate system). The continuous solid line at z, = 0 is the
plume centerline (corresponding to z,,(¢) in absolute coordinates. The shaded areas represent the
concentration reflected by the surface. The dashed line represent the path of integration z; — z,, ().

width 7/2(t) between t; < t < t, does not coincide with its mean value Gfr. This is the reason why

the cross terms —32(5; and 3z,,7.2 in equation (4.31) do not balance themselves.
The absolute mean concentration at the height z = z; is related to the relative mean concentration
by the equation:

c(z1) = cr(z1 —zm(2)) (4.34)

by the definition of the relative coordinate system. The r.h.s of equation (4.34) implies that one has
to integrate the relative concentration along the path z; — z,,(¢), which is illustrated by the dashed
line in Figure 4.11b. By considering a finite sampling time, one can write:

ey I B AU S COL R o 4.35
(z1) r(21 —zm(1)) J_Zl N ;; N, N ;r(zl)p(zl)v (4.35)
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where N is the number of the samplings #;, N, is the number of times that the integration path

21 — zm(t) encounters the height z; (illustrated by the points A,B,C, and D in Figure 4.11b), cr(z,-)l is
the relative concentration locally averaged over the points A,B,C, and D, and finally p(z;) = N;,/N
is the PDF of the plume centerline in the position z;.

It is evident that equation (4.35) is equivalent to Gifford’s formula (4.6) only if the local average

ml coincides with the mean relative concentration m This is true only if the relative con-
centration ¢, varies little with time, i.e. the plume is not perturbed by the CBL boundaries.

The importance of the effect of the boundaries on the calculation of the absolute mean concen-
tration is illustrated in Figure 4.12 where Gifford’s formula (4.6) is directly applied to the LES
results. Figure 4.12a shows the cross-wind integrated absolute mean concentration calculated di-
rectly from the LES results as a function of the dimensionless time #, (note that this figure is the
same than Figure 4.2b). Figure 4.12b shows the cross-wind integrated absolute mean concentration
calculated through Gifford’s formula (4.6) from the relative mean concentration ¢, and the PDF of
the plume centerline p,,. It is evident that Gifford’s formula gives a satisfactory result for distances
t. < 0.4, before the impact of the plume on the surface. For ¢z, > 0.4, Gifford’s formula repro-
duces correctly the general plume behavior but it underestimates sensibly the mean concentration,
especially close to the ground (z/z; < 0.2). As explained previously, this result is due to the use in
equation (4.6) of the mean relative concentration ¢, instead of the more correct local average ¢,
Since the calculation of the local average requires the knowledge of the time evolution of the rela-
tive concentration, it is evident that its direct calculation for use in equation (4.6) is unsuitable for
practical use. However, a more practical way to compute the absolute mean concentration can be
found, in which instead of ¢, a parameterization of ¢, is used that takes into account the skewness
of the relative plume position. This methodology is explained in the next Section.

Parameterization of the relative mean concentration

In their model for isotropic dispersion Yee et al. (1994) assumed for ¢, a simple circular symmet-
ric Gaussian, both in y and z. Both Luhar et al. (2000) and Franzese (2003), on the contrary,
distinguished between horizontal and vertical motion, by assuming:

_ 0
Cr = Epyrpzra (4.36)

where Q is the amount of contaminant emitted per unit time, and py, and p,, are the PDF of mean
particle positions relative to the plume centerline. In the horizontal direction a simple Gaussian
relationship is assumed:

N2
—M] . (4.37)

1
= ———ex
Pyr /—znsy 4 [ 2S§

The Gaussian parameterizations (4.37) fits closely the values of ¢, calculated by the LES normal-
ized by its value in the plume centerline (z = z;;) (not shown).

For the vertical PDF, both Luhar et al. (2000) and Franzese (2003) assumed a Gaussian form
with multiple reflections due to the CBL boundaries. Moreover, Luhar et al. (2000) incorpo-
rated the skewness of the relative position by assuming the same closure procedure used in Luhar
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Figure 4.12: a) Normalized cross-integrated mean concentration as a function of the dimensionless
time ¢, as calculated by the LES. The position of the maximum concentration is also shown (dashed
line). b) Normalized cross-integrated mean concentration as calculated by Gifford’s formula (4.6)
using the relative mean concentration ¢,. c¢) Normalized cross-integrated mean concentration as
calculated by Gifford’s formula (4.6) using the parameterization (4.39) for the relative mean con-
centration. d) Absolute mean concentration at ground in the plume horizontal mean position (y) as
calculated by the LES (continuous line); as calculated by using Gifford’s formula with the relative
mean concentration ¢, (dashed-dotted-line); as calculated by using Gifford’s formula with the pa-
rameterization (4.39) (dashed line). The water-tank data by Willis and Deardorff (1978) are also
shown (*). 95



Chapter 4. Statistics of absolute and relative dispersion in the Atmospheric Convective Boundary Layer

et al. (1996) for the vertical velocity PDF. As a result, the parameterization for the vertical relative
position PDF reads:

2 N =2
aj (z—zm+2nz; —7;)
Pzr = E 2 TG {exp [_ 262
v J

j=1ln=—-N

+exp

_(—Z—Zm+2nZi—Z_j)2] }

20?
(4.38)

where N is the number of reflections (3 in this work), and the other parameters are defined as Luhar
et al. (2000):
U= Szrfcl/‘Ser
2= —S;f02/[S|
o1 = oiray/lar(1+ f?)]
~ 1/2
Oy = O,r al/[az(l +f2)] /
ay=1—[r/(4+1]"% )2
a=1—a;
-2
r=|(1 +Jf2)3§zr /13 +£2)%77
f= 2/3|Szr|l/
In our work, the same parameterization is used, in which the relative skewness S, is replaced by:

1/2

S, = G% (z/ﬁ — 3762 + 3zmz',2> - (f_g[cg - %icgm]. (4.39)
zr r 2

By so doing, the instantaneous variability of the relative concentration is taken into account by

means of the cross terms. Expression (4.39) is similar to the parameterization for the relative

skewness used by Luhar et al. (2000), but in their formulation the value of the skewness S, was

assumed equal to the meandering one S,,,, which is valid only close to the source, as discussed

previously.

It must be noticed that since the parameterization (4.38) already includes reflections, the relative

dispersion parameter G, is parameterized similarly to Franzese (2003):

_ at?

T [1+ (ar2/b)2/3] e

where the parameters a = 1/2(0.4w?/z;) and b = 100 are chosen in a way that &, ~ G, close to
the source and G, o< ¢ at large distances.

If parameterization (4.39) is used in Gifford’s formula (4.6), the resulting absolute mean concen-
tration is more similar to the value of ¢ directly calculated by the LES, as shown in Figure 4.12c.
In particular, it is evident that the position of the maximum concentration (indicated in the figure
by the dashed line) is better reproduced, especially at short distances (¢, < 1) where the reflection
by the ground occurs. The importance of calculating correctly the position of the maximum con-
centration is corroborated by analyzing the evolution of the ground concentration shown in Figure
4.12d. The value of ¢ at ground calculated directly by the LES (continuous line) agrees satisfacto-
rily with the water-tank data by Willis and Deardorff (1978). If the relative concentration ¢, is used
directly in Gifford’s formula (4.6), the resulting absolute ground concentration (dashed-dotted line)
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underestimates sensibly the LES results. If parameterization (4.39) is used instead, the resulting
absolute ground concentration (dashed line) is closer to the LES results. Discrepancies still exist
especially at distances 0.5 < t, < 1, which may indicate the need for a better parameterization of
the relative concentration. Discrepancies between the calculated mean concentration and the LES
results are also noticeable near the top of the CBL. This result is explained by the fact that a simple
parameterization like equation (4.38) does not consider the difference between the reflection at
ground and in the inversion zone. When the plume reaches the ground it is simply reflected by the
surface, because no deposition is taken into account in the model. The entrainment zone, on the
contrary, does not act like a simple reflecting barrier, because the structure of the turbulence in that
area is very complex and the plume can be transported even beyond z;. This effect is evident at
distances t, > 1.5, when the position of the maximum concentration calculated by using parame-
terization (4.39) (Figure 4.12c¢) is underestimated when compared to the one directed calculated by
the LES (Figure 4.12a). In this case, the direct use of the relative concentration ¢, gives a better
results (Figure 4.12b).

4.5 Conclusions

By means of Large Eddy Simulation (LES), plume dispersion in the atmospheric Convective
Boundary Layer (CBL) was studied in two reference systems: the absolute coordinate system, and
the coordinate systems relative to the plume’s instantaneous center of mass. By so doing, it was
possible to separate the different contributions of small- and large-scale motions on the plume’s
evolution. In the relative coordinate system, in fact, the (vertically) inhomogeneous meandering
motion was removed, and only the small homogeneous turbulent eddies contributed to the disper-
sion process.

The evolution, shape, and symmetry of the scalar distribution was first analyzed by calculating the
mean plume position, the dispersion parameters (variance), and the skewness of the plume posi-
tion in both the coordinate systems. In particular, the analysis of the third-order moments showed
that the structure and the symmetry of the scalar distribution was affected by both the turbulent
characteristics of the CBL (inhomogeneity of the vertical large-scale motion), and the presence of
the boundary conditions (surface and top of the CBL). In fact, the skewness of the plume’s center-
line position was mainly influenced by the meandering of the plume as it was transported by the
updrafts and dowdrafts. On the contrary, the skewness of the relative position was mainly affected
only by the reflection of the plume by the CBL boundaries, because in the relative coordinate sys-
tem the large-scale motion was removed. However, it is noteworthy that the third-order moment of
the absolute position is not balanced by the sum of the meandering and relative diffusion contribu-
tions, but non-linear cross terms generated by the reflection of the plume by the boundaries have
to be taken into account.

Mean concentrations and concentration fluctuations were also studied in absolute and relative co-
ordinate systems. In particular, the internal (in-plume) mixing of the scalar within the plume was
analyzed by calculating the intensity of relative concentration fluctuation i... The evolution of i,
was used in the parameterization of the probability distribution function (PDF) of the relative con-
centration, showing a very good agreement with the LES results.

Finally, the validity of Gifford’s formula, which relates the absolute concentration’s high-order
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moments to the relative concentration and the PDF of the plume’s centerline, was studied. It was
found that, due to the presence of the CBL boundaries, Gifford’s formula is not able to correctly
reproduce the value of the absolute mean concentration, especially near to the ground. This re-
sult was explained in terms of the effect of the reflection of the plume by the boundaries, which
causes the relative concentration to depart from a Gaussian distribution and to become skewed. As
a result, the need of using a local average for the calculation of the relative mean concentration in
Gifford’s formula was shown. Alternatively, the results were improved by using a parameteriza-
tion for the relative mean concentration that takes into account the skewness of the relative plume
position.

However, the present study indicates the need of further investigation for the effect of the CBL
boundaries on dispersion. In particular, the evolution, the structure, and the shape of the rela-
tive concentration need to be further analyzed in order to find a suitable parameterization for the
locally-averaged relative concentration, to be used in Gifford’s formula when the plume is affected
by the CBL boundaries.
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Chapter 5

Dispersion of a passive tracer in buoyancy-
and shear-driven boundary layers

5.1 Introduction

Atmospheric dispersion is a process governed by the turbulent characteristics of the Atmospheric
Boundary Layer (ABL). The structure of the ABL during convective conditions (Convective Bound-
ary Layer, hereafter CBL) is strongly influenced by the combination of the thermal (buoyancy) and
the mechanical forcing (wind shear). In very unstable conditions (—z;/L > 10 where z; is the height
of the CBL and L the Monin-Obukhov length) buoyancy is the main driving mechanism for the tur-
bulence production through the whole layer, and the flow field is characterized by large subsidence
motions of cold air (downdrafts) surrounded by narrow strong updrafts of warm air. The effect of
this asymmetric turbulent structure on dispersion was widely investigated by means of laboratory
experiments (Willis and Deardorff, 1976; Willis and Deardorff, 1981; Deardorff and Willis, 1985
and Weil et al., 2002), field campaigns (Briggs, 1993) and numerical simulations using fine-scale
models which resolved explicitly the most relevant scales of the CBL (Lamb, 1982; Henn and
Sykes, 1992; Nieuwstadt and de Valk, 1987; Nieuwstadt, 1992; Liu and Leung, 2001).

In contrast with this flow, the structure of the CBL in conditions of weaker stability (—z;/L < 10),
when the flow is forced by the combined effect of buoyancy and shear, was studied recently and
the formation of two-dimensional roll structures aligned with the wind was observed. The turbu-
lent field was classified according to scaling parameters such as the shear-buoyancy ratio u, /w,
(where u, is the friction velocity and w, = (%z,-w’ ') 1/3 is the convective velocity scale) and it was
found to be different from either the pure convective or pure shear flow, as shown for example by
Moeng and Sullivan (1994) and Sykes and Henn (1989). Here, g is the acceleration of gravity, 0 is
the potential temperature, w is the vertical velocity, primes indicate perturbations, and an overbar
indicates averaging.

However, less is known about the dispersion in this situation of weak and moderate convection
(—zi/L < 10) as pointed out by Weil (1988). Only a few studies (Mason, 1992; Gopalakrish-
nan and Avissar, 2000; Luhar, 2002; Fedorovich and Thditer, 2002) have investigated dispersion

The content of this Chapter has been published in Journal of Applied Meteorology (42, 8, 1116-1130, 2003) with
J. Vila-Guerau de Arellano, A.A.M. Holtslag and P.J.H. Builtjes as co-authors.
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in a convective boundary layer driven by both shear and buoyancy. In those works, results from
(mainly) stochastic models and wind tunnel experiments were presented, and only Mason (1992)
used a Large-Eddy Simulation model to investigate the evolution of the dispersion parameters. In
his study, however, a clear systematic relationship between the properties of the turbulent flow and
the dispersion characteristics under various stability regimes was missing.

Here we use a Large-Eddy Simulation (LES) to generate CBLs with different combinations of
surface heat flux and geostrophic wind. The simulated CBLs range from pure convective to near-
neutral conditions, and they are classified according to scaling parameters such as u,/w, and
—z;/L. The dispersion characteristics of a plume of passive scalar released at different heights
are studied as a function of these dimensionless parameters. In addition, the effect of the increas-
ing wind shear on the plume meandering and the concentration fluctuations is discussed in relation
to the different stability regimes.

Once the dispersion process is described in terms of the scaling parameters, we propose para-
meterizations for the dispersion parameters G, and o, for flows driven by the combined effect of
buoyancy and shear. In conditions of weak convection, in fact, the understanding of the dispersion
process still presents large uncertainties (Weil, 1988) and suitable parameterizations of the disper-
sion parameters are therefore needed.

In Section 5.2 we describe the numerical code used and the classification of the various simu-
lated CBLs. The LES results for the flow structure and dispersion characteristics are thoroughly
discussed in Section 5.3, where they are validated for the pure convective cases, for which ex-
tensive datasets are available. The effect of increasing wind shear on the flow dynamics (velocity
variances) and dispersion statistics is then studied in Section 5.4. The parameterizations for the dis-
persion parameters in buoyancy- and shear-driven boundary layers (BLs) are proposed in Section
5.5 and validated against the LES results. Symbols are listed and defined in the Appendix.

5.2 Description of the numerical experiment

The LES code used in this work is described by Cuijpers and Duynkerke (1993) and Siebesma and
Cuijpers (1995), in which a set of filtered prognostic equations for the dynamic variables (wind
velocity, potential temperature, turbulent kinetic energy) is solved on a staggered numerical grid.
The subgrid fluxes are closed by relating them to the gradient of the solved variable by means of
an exchange coefficient. A conservation equation for the passive tracer is added to the governing
set of equations. It reads

W _ 0y oy

o Yox, Tox

(5.1)

where Y is the mean (filtered) scalar concentration, #; is the mean wind and u;\u/ is the subgrid flux.
The space and time integrations are computed with a Kappa (Vreugdenhil and Koren, 1993) and
a Runga-Kutta numerical schemes respectively. Lateral periodic boundary conditions are imposed
for all the variables. However, as soon as the scalar reaches the lateral boundaries the simulation is
ended, as the plume statistics becomes meaningless. A time step of 1 s. is used.

Four different values of the geostrophic wind (0.5, 5, 10, 15 m/s) and three different surface heat
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Cases Ug(ms™') —z/L u./w. S,

Bl 0.5 7.5x10* 002 0

B2 0.5 1.8x10*  0.03 0

B3 0.5 5.8x10° 004 0

B4 5 100 0.15 0.17
B5 5 41 021 027
SB1 5 18 0.27 0.74
SB2 10 7.8 0.34 0.88
S1 10 4.0 046 2.1
S2 15 3.4 047 1.6
NN 15 1.9 0.59 3.1

Table 5.1: Classification of the different simulated cases. For the definition of the dimensionless
shear S, see equation (5.31).

fluxes (0.052, 0.1, 0.156 mK /s) are prescribed in order to generate CBLs with different combina-
tions of thermal and mechanical forcing.
The numerical domain covers an area of 10 Km x 10 km solved with a horizontal grid length of
62.5 m. A grid of 40 points is used in the vertical direction; the vertical grid spacing (25 m, 30
m and 50 m) is modified, depending on the case being investigated, on the basis of the different
initial conditions (surface heat flux). The CBL height is computed analyzing the vertical profile of
a inert tracer continuously released by means of a constant surface flux. The value of the roughness
length zp is set to 0.15 m for all the cases. The aspect ratio, that is, the ratio between the horizontal
domain dimension to the CBL height, varies from 6.6 for the most convective case (z; ~ 1500 m)
to 12 for the near-neutral one (z; ~ 800 m).
An initialization period (i.e., the period of CBL development) of 4 hours is needed to insure that
a (quasi)stationary state is reached for all the simulated flows. The simulated wind profiles are
characterized by shear at the bottom and at the top of the BL. Moreover, for high values of the
geostrophic wind, a change of the wind direction with height is observed.
The simulated CBLs are classified according to the values of the shear-buoyancy ratio u. /w.
When u, /w, > 0.35, two-dimensional roll structures appear in the velocity fields aligned with
the mean wind direction, as shown by the numerical simulation of Sykes and Henn (1989). This
change in the turbulent pattern can influence the diffusion process because of the disruption of the
horizontal turbulence’s isotropy and the increase of the horizontal velocity variances.
To complete this classification, the stability parameter —z;/L is used, following Holtslag and
Nieuwstadt (1986), to define the four simulated BL archetypes used in this study: pure-convective
BL (cases B1 trough B5: —z;/L > 40, u./w, < 0.2), shear-buoyancy-driven BL (cases SB1 and
SB2: u, /w, =0.25 and u,./w, = 0.35, respectively), shear-driven BL (cases S1 and S2, —z;/L ~ 4,
u, /w, ~ 0.46) and near-neutral BL (case NN, —z;/L ~ 2 u, /w, = 0.58). The initial conditions and
the dimensionless parameters for the simulated cases are summarized in Table 5.1.

An instantaneous line source (ILS) of scalar (non-buoyant tracer) is emitted along the x axis at
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two different heights (z;/z; = 0.078 and z;/z; = 0.48, where z; is the release height) after a well
mixed boundary layer has been established (i.e. at the beginning of the fifth hour of simulation).
These two emission heights are selected to study the diffusion process from both a “near-ground”
(i.e. in the surface layer, z; < 0.1z;) and an “elevated” release.

The line source measured two grid spacings in the vertical direction and one grid spacing in the
horizontal (y) direction. The line source can be equivalently interpreted in terms of a continuous
point source (CPS) by using the relationship t = x/u as explained by Willis and Deardorff (1981)
and Nieuwstadt and de Valk (1987). As the numerical grid moves with the mean wind along the x
direction, this relationship transforms the numerical x coordinate in the physical elapsed time after
the release of the scalar. The line source after a certain time ¢ is equivalent to the time evolution of
the concentration pattern of a scalar released from a CPS at a certain distance x = ut.

For each simulated case, three different realizations are performed, in which the horizontal position
of the instantaneous release was changed. The results are subsequently ensemble-averaged over
the different realizations and the above-mentioned CBL classification.

In order to analyze the dispersion characteristics of the plumes in the various flows, it is convenient
to introduce the statistical parameters used in our study.

The vertical and horizontal dispersion parameters 6, and o), are defined according to Nieuwstadt
(1992) as follows:

R
)
o2 = ¢ dZ\)/ WV and (5.2)
C

R
5\2
2 _cy—y)dv
o, = 5.3
y v (5.3)
where c is the space-dependent concentration, dV = dxdydz, and 7 and y are the mean plume height
and the mean plume horizontal position, respectively, defined according to

czdV
7=R— 4
Z v and 5.4)
R dV
_ cy
= 5.5
y dV (5.5)

The spatial integration along the x coordinate is equivalent to the physical time integration, due to
the equivalence between ILS and CPS discussed earlier.

Because in many experimental studies (e.g., the water-tank experiments of Willis and Deardorff,
1976; Willis and Deardorff, 1981) the vertical dispersion parameter is calculated as the displace-
ment from the source height, rather than from the mean plume height, we computed also this
vertical dispersion parameter G/Z defined as

R 2
62— M (5.6)

< cdV
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Figure 5.1: Dimensionless vertical profiles of the velocity variances for the pure-convective cases
B1-B5. The LES results and standard deviation are represented by continuous line and horizontal
bars respectively. The following data from laboratory experiments and field campaigns are shown:
e Willis and Deardorff (1974); x Lenschow et al. (1980); /A Deardorff and Willis (1985); [] aver-
age of field measurements of Caughey and Palmer (1979) as reported by Schmidt and Schumann
(1989). The LES results for the SB1-SB2 cases (u,/w ~ 0.3) are also shown as dashed line.

The dimensionless crosswind-integrated concentration Cy, is calculated (Nieuwstadt and de Valk,
1987) by
R
Zi . cdxdy
C,=-R—— 5.7
Y cdV .7)

Last, from the concentration’s time series, the concentration fluctuation is derived using

Y(e—2pd
cC—C t
o= (5.8)

where t = x/u, At = 1 hour, and the time-averaged concentration

R
cdt
At

Cc=

(5.9)

5.3 Dispersion in a pure-convective boundary layer

In this Section, we discuss the dynamics and the dispersion characteristics simulated by means
of LES under pure convective conditions (averaged over the cases B1-B5, u, < 0.3). They are
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presented not only in order to confirm the correct behavior of the model by comparing them with
available laboratory and atmospheric experiments, but also as a reference point for the simulations
when shear is introduced.

We first analyze the vertical profiles of the velocity variances as they provide direct information
on the flow structure and are directly related to the dispersion parameters. The diffusion charac-
teristics (plume spread and ground concentrations) are next discussed and are compared with the
experimental data. Various commonly used parameterizations (interpolations of laboratory or nu-
merical results) designed for buoyancy-driven boundary layers are further compared with the LES
results.

5.3.1 Velocity variances

Figure 5.1 shows the profiles of vertical and horizontal velocity variances scaled with the convec-
tive velocity scale w2. The velocity variances are calculated as space (cross horizontal) and time
(one hour) average of the velocity fluctuations. Various experimental data (laboratory and field
campaign) are also shown for comparison (Willis and Deardorff, 1974; Lenschow et al., 1980;
Deardorff and Willis, 1985; Caughey and Palmer, 1979). Although the scatter in the measure-
ments is large, the LES results are in reasonable agreement. A maximum value of < w? > /w2 of
around 0.42 is found at z/z; = 0.4, in agreement with previous numerical simulations (Schmidt and
Schumann, 1989; Moeng and Sullivan, 1994; Henn and Sykes, 1992; Nieuwstadt et al., 1991, not
shown in the Figures). On the other hand, although both the calculated profiles of horizontal vari-
ances, < u® > / w% and < v2 > / wi, are in close accord with the data of Willis and Deardorff (1974)
and Lenschow et al. (1980), they significantly underestimate the Minnesota and Ashchurch data
by Caughey and Palmer (1979) and the water-tank data by Deardorff and Willis (1985) (Figures
5.1band 5.1c). Our LES data however are in agreement with other numerical simulations (Schmidt
and Schumann, 1989; Moeng and Sullivan, 1994; Henn and Sykes, 1992; Nieuwstadt et al., 1991).
Moreover, in the very recent water-tank experiment by Weil et al. (2002), from the least-square fit
of the horizontal dispersion data (for a plume released at z;/z; = 0.15) they extrapolated a value of
G,/ wy = (< v? > /w?)!/2 =0.51 in agreement with our numerical simulation results.

As suggested by Schmidt and Schumann (1989), in a pure CBL, buoyancy is the main production
term of vertical variance, whereas the horizontal variance, driven by pressure fluctuations, is really
only important near the surface. In their opinion the data by Deardorff and Willis (1985) were
influenced by shear caused by the horizontal inhomogeneities in the surface heat flux. Also, the
data by Caughey and Palmer (1979) may have been influenced by surface shear. In fact, we note
that the variances calculated by the LES for the SB cases (u,/w, = 0.3, also shown in Figure 5.1)
are in better agreement with their results.

5.3.2 Mean plume height and dispersion parameters
Near-ground release

Figures 5.2 shows the dispersion characteristics (mean plume height, vertical and horizontal dis-
persion parameter) for a near-ground release (z;/z; = 0.078). The dimensionless space (time) is
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Figure 5.2: a) Mean plume height in a pure convective boundary layer (cases B1-B5) for a near-
ground release as function of the dimensionless distance (time) X defined by equation (5.10). The
LES results and standard deviations are represented with solid line and vertical bars, respectively.
The following laboratory experiments and field data are shown: e Willis and Deardorff (1976); x
Weil et al. (2002); o Briggs (1993). b) Vertical dispersion parameter as calculated from the LES
results by equation (5.2) (c,) and (5.6) (G/Z). The laboratory experiments by Willis and Deardorff
(1976) (o) and Briggs (1993) (¢) are also shown. The dashed line represents equation (5.11). The
dashed-dotted line represents the meandering component calculated by the LES compared with
the water-tank data by Weil et al. (2002) (A). c) Horizontal dispersion parameter as calculated by
the LES (solid line) and parameterized according to equation (5.14) (dashed line). The following
laboratory experiments and field data are shown: e Willis and Deardorff (1976); x Weil et al.
(2002). The dashed-dotted line represents the meandering component calculated by LES compared
with the water-tank data by Weil et al. (2002) (A).
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defined as:

Although the scatter in the CONDORS data (Briggs, 1993) is large, the mean plume height calcu-
lated by the LES (Figure 5.2a) is in satisfactory agreement with the experiments (in particular with
the water-tank results).

In Figure 5.2b, the LES results for the vertical dispersion parameter, as calculated by both equa-
tions (5.2) and (5.6) are shown. As mentioned earlier, the two differ in that one uses the release
height whereas the other uses the mean plume height in the definition of the vertical dispersion
parameter. The LES results are compared with the laboratory data by Willis and Deardorff (1976)
and the CONDORS data by Briggs (1993), and they are found to be in good agreement with the
experimental data in both cases.

For short times (X < 1) the model results fit well with the expression

!

%2 _ 0.50x0/5, (5.11)
<j

which is very similar to that proposed by Lamb (1982), who suggested %Z = 0.5X%, for X < 6 /5
in case of near-ground release (z5/z; < 0.1).

The LES results for the horizontal dispersion parameter (Figures 5.2¢) are in very good agreement
with the laboratory data for X < 2. Several parameterizations (extrapolation of numerical results
or experimental campaign) were proposed in the literature. The numerical results by Lamb (1982)
suggested

2=3X X<}
(5.12)
Oy _ 1y2/3 1
2=1x23 <X <3,
whereas Briggs (1985) suggested
0.6X
SR - (5.13)

i (14+2X)12

as best fit to many different experimental data (both surface and elevated release). As suggested by
Briggs (1985), equation (5.13) might be regarded as the limiting minimum value for the horizontal
dispersion parameter for the CBL, with higher values expected in presence of wind shear. In the
same Figure, we depict the following relationship derived from experimental data (Gryning et al.,
1987):

Sy _ G,/zit G,/ w.X

a (L+1/2L)12 (14 & Z)i2

(5.14)

which is in excellent agreement with the LES results. The Lagrangian time 7, is parameterized
following Luhar (2002) as:
Oy

T, = 1.7(2)2 5L < 300s, (5.15)
Wy Wy
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5.3. Dispersion in a pure-convective boundary layer

and it is in agreement with the experimental values of Weil et al. (2002).

Although all the equations (5.12), (5.13), and (5.14) fit the LES results within the standard devi-
ation, we consider that equation (5.14) is the one that includes explicitly the dependence of the
dispersion parameters on the turbulence, rather than empirical constants either derived by statisti-
cal theory or extrapolated by experimental data.

Last, we discuss the decomposition of the (vertical) dispersion parameters into two components,
the meandering (m;,) and the relative dispersions (s;) as proposed by Nieuwstadt (1992):

o2 =m:+s7 (5.16)

The meandering part describes the contribution of the large-scale turbulent eddy motion, and the
relative dispersions quantifies the increasing size of the plume due to small-scale mixing. They are
defined as follows:

R
2 (Zl —Z)ZCCZV

mz = —RW (5.17)
R 2edV
ﬁ=lﬁ%%§—, (5.18)

where the local plume height z; is defined as

R
B l;‘zcdydz

= 5.19
<l Cdde ’ ( )

Similar expressions hold for the horizontal components.

Although Nieuwstadt (1992) already studied the differentiation between meandering and relative
diffusion, his results were influenced by the small domain used that limited the horizontal scale
of motion. Moreover no data (either field campaign nor laboratory studies) were available at that
time for the comparison. The meandering components calculated by the LES agrees well with the
numerical simulation by Nieuwstadt (1992), the laboratory data, and the theoretical analysis by
Csanady as reported by Weil et al. (2002)

my =0, X <<T,
(5.20)

dm%
o0 X>>T,

which implies that m,, approaches a constant value at large distances.

Elevated release

In Figure 5.3, the dispersion statistics for the plume emitted from an elevated release (z;/z; = 0.48)
are shown. The LES results show a satisfactory agreement with laboratory and experimental data.
In Figure 5.3b only 6, [equation (5.2)] is shown as the mean plume height does not differ too much

107



Chapter 5. Dispersion of a passive tracer in buoyancy- and shear-driven boundary layers

0 1 2 3 4
X

Figure 5.3: As Figure 5.2 but for the elevated emission. The laboratory data by Willis and Deardorff
(1981) are shown as e; For the mean plume height (a) the CONDORS data (¢) are used as they
appeared in van Haren and Nieuwstadt (1989). The parameterizations are represented with dashed
lines [in (b) equation (5.21); in (c) equation (5.14)].
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5.3. Dispersion in a pure-convective boundary layer

Figure 5.4: Crosswind-integrated ground concentrations for a near-ground release (a) and an el-
evated release (b) in the pure-convective cases B1-B5. The LES results are represented with the
continuous line. The following laboratory data are shown: in (a) e Willis and Deardorff (1976); ¢
Weil et al. (2002). In (b) e Willis and Deardorff (1981). The numerical results by Lamb (1982)
are also shown (¢). For both the release height the empirical formula by Briggs (1985) is shown as
dashed line [equation (5.24)].

(~ 15%) from the initial release height (Figure 5.3a), and in consequence G, ~ G/Z.
The best fit for the LES results at short times is the following relationship:

% _0.50x (5.21)
<i

which is in good agreement with the parameterization suggested by Lamb (1982) for X < 2/3 for

elevated releases: 2 = 0.5X.

The results for the horizontal dispersion parameter are shown in Figure 5.3c. They are very similar

to the experimental data obtained by Willis and Deardorff (1981) up to X = 2.

Some further considerations can be addressed by comparing the horizontal dispersion results for
the near-ground release (Figure 5.2c) with the elevated release (Figure 5.3c). As pointed out by
Briggs (1985) and confirmed by our LES results, the horizontal spread at short distances (X < 1)
for a near-ground release grows faster than that of the elevated release. This is due to the conversion
of vertical motion into horizontal at the base of the updrafts and the downdrafts near the surface.
In spite of these differences, equation (5.14) reproduces correctly (within the standard deviation)
the horizontal spread for both the releases (near-ground and elevated).

On the contrary, at large distances the LES results have the same values independent of the release
height. This result is explained by the fact that the plume released near the ground is rapidly raised
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up by the updrafts and is above the surface layer at distances X > 0.3. Because the vertical profile
of <v? > /w? remains constant above the surface layer (Figure 5.1c), one expects similar values of
the horizontal parameter for both the near-ground and the elevated release. This is consistent with
the analysis of Briggs (1993), who shows that the empirical fit of CONDORS data for the near-
ground release approaches that for the elevated release as time increases. Lamb (1982) suggested
the same empirical formulation for G, /zi both for near-ground and elevated releases, for X > 1:

% _ Ly (5.22)
Zi 3

which agrees well with our LES results.

5.3.3 Non dimensional crosswind-integrated ground concentrations

Figure 5.4 shows the normalized crosswind-integrated ground concentrations [C, calculated by
means of equation (5.7) at z=0] for the near-ground and the elevated release. The cross section of
the normalized crosswind-integrated concentrations (contours of Cy as function of height) will be
shown in the following Section (Figures 5.8a and 5.9a). For the near-ground release, the pattern
generally agrees with the laboratory results of Willis and Deardorff (1976) and other numerical
simulations (Nieuwstadt and de Valk, 1987; Lamb, 1978). The maximum occurs at X = 0.25 in
close agreement with the water-tank experiment, and although the LES results slightly overestimate
the data by Willis and Deardorff (1976) and Weil et al. (2002) for 0.25 < X < 1, they reproduce
correctly the slope which follows the expression

C, =0.9x73/2, (5.23)

suggested by Nieuwstadt (1990) and by Briggs (1993) as the best fit for the Prairie Grass and CON-
DORS experimental data, respectively.
The surface minimum due to the fast rise of the plume caught by the updrafts occurs at X = 1.8,
close to that observed by Willis and Deardorff (1976) and the value Cy, = 0.8 at X = 1.5 suggested
by Briggs (1993).
Several parameterizations exist that are used to predict the ground concentrations. From the lab-
oratory results of Willis and Deardorff (1976) and Willis and Deardorff (1981), Briggs (1985)
extrapolated the empirical curve

0.9x/9/27,11/2 1

2y Y% 1 0.4x9/22, 0171413 * 14 3x/-3/27172

Cy = (5.24)

+50x7-9/2

where Z; = z;/z;. This formula reproduces correctly the X —3/2 tendency for 0.2 < X < 1. In ad-
dition, it predicts a surface minimum corresponding to the lifting of the tracer in the upper half of
the CBL and finally it approaches the uniform vertical mixing asymptote Cy, = 1 at large distances.
Following Gryning et al. (1987), in order to fit our LES results the curve is shifted towards higher
values of X substituting X’ = 0.8X.

For the elevated release (Figure 5.4b), we note that the surface maximum occurs at X = 1.1,
whereas both Willis and Deardorff (1981) and Nieuwstadt and de Valk (1987) give C, = 1.7 at
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X = 0.8. This suggests that the plume calculated by our LES reaches the ground later than the
laboratory experiment. Our results agree with previous numerical simulations by Lamb (1982),
Henn and Sykes (1992), and Liu and Leung (2001), whereas in the CONDORS data discussed by
Briggs (1993) the location of the maximum is unclear (before or after X = 1). Willis and Deardorff
(1981) and Nieuwstadt and de Valk (1987) show that the plume lifts off rapidly and the ground
concentration reaches a surface minimum around X = 2.5. The LES predicts that the tracer re-
mains near the surface at longer distances from the source, with the minimum occurring at X = 3.5
(as it can be seen in Figure 5.9a in which the crosswind-integrated concentrations are shown), in
agreement with Lamb (1982) and Henn and Sykes (1992). The faster lifting off in the water-tank
may be explained by a small positive buoyancy acquired by the droplets used in their experiment,
as suggested by Willis and Deardorff (1981).

Although we are aware that a complete validation of a numerical model would require a much
wider and deeper comparison with experimental data, in this Section we showed that the LES re-
sults are in good agreement with available experimental data, previous numerical studies, and the
fitting expressions derived from field campaigns. Therefore we are confident that the LES is able
to simulate dispersion under conditions of pure convection.

5.4 Dispersion in a buoyancy- and shear-driven boundary layer

We now discuss the results for the CBL driven by both buoyancy and shear. From here on, all the
results are scaled by the velocity scale:

w = w2 +5u. (5.25)

m =

This expression was proposed firstly by ? (?) on the scaling of the turbulent kinetic energy equa-
tion, and it was modified by Moeng and Sullivan (1994) on the basis of their numerical simulation
results. The velocity scale w,, takes into account both the characteristic velocity scales for convec-
tive and shear driven flows as well as providing a suitable scaling for the second-order moments of
turbulence (Moeng and Sullivan, 1994).

we similarly define the new dimensionless distance (time) as follows:

x, — mx _Wm, (5.26)
Zu <j

5.4.1 Velocity variances

As in the previous Section, we first discuss the LES results for the dynamic variables and then
analyze the plume dispersion characteristics. The increasing wind shear modifies the turbulent
flow structure, and this modification is reflected by the profiles of velocity variances. As pointed
out previously, the dispersion parameters are directly proportional to the velocity variances. As a
consequence, a correct calculation of these variables is essential to understand and parameterize
the behavior of the dispersion characteristics under different flow regimes.

As pointed out by previous studies (Sykes and Henn, 1989; Moeng and Sullivan, 1994), buoyancy
and shear act differently on the turbulence’s structure. The interaction between these two mech-
anisms results in the disruption of the horizontal isotropy of the flow. According to Moeng and
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Figure 5.5: Dimensionless vertical profiles of the velocity variances calculated by the LES are
shown for all the cases: continuous line (pure buoyancy cases: B1-B5); dashed line (shear-
buoyancy cases: SB1-SB2); dotted-dashed line (shear cases: S1-S2); dashed-dotted-dotted-dotted
line (near neutral case: NN). For comparison, the numerical results of Moeng and Sullivan (1994)
for their SB1 case (u./ws ~ 0.6) are also shown (¢).

Sullivan (1994), in a CBL driven by both shear and buoyancy the turbulent pattern is peculiarly
different from either a pure-convective or a neutral situation. In fact, the shear near the ground cre-
ates small streaky structures which are lifted up by buoyancy and merged to form two dimensional
rolls in the middle of the CBL.

The effect of shear in the u and v wind components is clearly noticeable in Figure 5.5, in which
the profiles of the velocity (fluctuations) variances are shown for the run classified according to in-
creasing wind shear (see Section 5.2). Numerical simulations (Sykes and Henn, 1989; Moeng and
Sullivan, 1994) and wind-tunnel measurements (Fedorovich et al., 2001, not shown) show similar
profiles of < u?> > and < v? > characterized by the presence of maxima at the bottom and at top of
the CBL. In these regions, in fact, the energy is transferred from the vertical to the horizontal scale,
because the thermals are influenced by the shear and the presence of the boundaries. As shown
in Figure 5.5a, another important feature is the reduction of the vertical velocity variance by the
increasing of wind.
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5.4.2 Mean plume height and dispersion parameters
Near-ground release

Figure 5.6 shows the statistics of the dispersion process (mean plume height, vertical and horizontal
dispersion parameter) for the near-ground source for all the simulated CBLs, averaged according
to the classification discussed above. As pointed out by Mason (1992) and Gopalakrishnan and
Avissar (2000), the mean effect of the increasing wind speed is the reduction of the vertical mixing.
This reduction is related to the decrease in the value of the vertical velocity variances profiles,
discussed previously.
The mean plume height and the vertical spread (Figures 5.6a and 5.6b) show similar characteristics.
As the wind speed increases, the tracer is lifted up more slowly as it is advected horizontally by
the wind. As explained previously, the presence of the ground reduces the vertical motion so
that the vertical spread grows slowly for the near-ground releases. For the near-neutral case (NN;
—z;/L = 1.8) the buoyancy is too weak to lift up the tracer and, in consequence, it remains close to
the surface. The vertical spread grows almost linearly up to a distance of X,,, = 1, and only at very
large distances does it slowly reaches an asymptotic limit as the tracer is spread all over the layer.
For short distances (X, < 1), the growth of cslZ /zi is consistent with the neutral limit proposed by
Briggs (1985)
% _ 064" —0.64" X, ~0.28X,,, (5.27)
Zi <j Wi
which is also shown in the Figure. The growth of G/Z /zi for the intermediate cases (SB and S1-S2)
lies between the two extreme situations, pure buoyancy and near-neutral, in agreement with other
numerical results by Mason (1992) and Gopalakrishnan and Avissar (2000). A parameterization
which encompasses all the cases, from pure buoyancy to neutral situation will be presented and
discussed in the next Section.
In Figure 5.6¢ the results for the horizontal spread (cy/z;) are shown. As the wind shear increases,
the horizontal spread is enhanced and, in the near-neutral cases, its value can double that for the
pure-convective cases, in agreement with the research conducted by Mason (1992) and Luhar
(2002).
To determine the importance of the shear contribution, we can study the effect of wind shear on
the horizontal dispersion by decomposing (Venkatram, 1988)
2 2

_ 2
Gy = Oy, + Oy,

(5.28)
where Gy, refers to the buoyancy-generated dispersion and G, is the contribution due to the change
in the wind direction with height (shear-generated dispersion). A parameterization for the shear
contribution was proposed by Luhar (2002) for coastal fumigation models. In the next Section we
will use that approach to develop a parameterization for the horizontal dispersion in a buoyancy-

and shear-driven boundary layer and it will be compared with the LES results.

Elevated release

Figure 5.7a shows the mean plume height for all the simulated cases for an elevated release. The
pure-buoyancy (B1-B5) and the shear-buoyancy cases (SB1-SB2) show a very similar pattern,
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Figure 5.6: (a) Mean plume height, vertical dispersion parameter (b) and horizontal dispersion
parameter (c) for a near-ground release for all the cases as calculated by the LES as function of the
dimensionless distance (time) X,, defined by equation (5.26). In b) the long-dashed line represents
the neutral limit [equation (5.27)].
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Figure 5.7: As Figure 5.6 but for an elevated release. In (b) the long-dashed line represents the
neutral limit [equation (5.29)].
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whereas in the shear cases (S1-S2) the minimum in the mean plume height is reached at further
distances away from the sources (X,, = 1.7), because the tracer is advected horizontally by the
wind and simultaneously transported downward. Moreover, in the near-neutral case the mean
plume height does not show a sensible displacement from its initial value, as the tracer is scarcely
influenced by the thermal forcing.

The vertical and horizontal dispersion parameters are shown in Figure 5.7b and 5.7¢ respectively.
They have the same general behaviors as previously discussed for the near-ground release for all
the cases. The vertical spread for short times (X, < 0.5) is generally consistent with the Taylor’s
law

t )
% 6, L =051, (5.29)
1 1 w

as shown for the near-neutral case.
The horizontal spread is enhanced, and far enough away from the source (X,, > 1), its value is
similar to that for the near-ground release, as discussed previously for the pure-convective cases.

5.4.3 Crosswind-integrated and ground concentrations
Near-ground release

Figures 5.8a-d show the crosswind-integrated concentrations (Cy) for the near-ground release. The
relative ground concentrations are shown in Figure 5.8e. C, is strongly affected by the relative
importance of buoyancy and shear. In fact, as the shear-buoyancy ratio increases the tracer is ad-
vected horizontally for a longer time before being lifted up by the thermals. In the shear-buoyancy
case (SB), the pattern is somewhat similar to the pure convective BL; an elevated maximum is
present at X, = 2 but the surface minimum is now extended to X, = 3.5. In the shear cases (S1
and S2, Figure 5.8c) the tracer is transported by the wind for a long time before being lifted up by
the weak buoyancy. A surface minimum is present at X,, = 3, but the relative elevated maximum
is not evident. In the near-neutral case (NN), the wind is so dominant that it keeps the tracer close
to the ground even at large distance from the source.

This behavior has an important effect on the ground concentrations, as shown by Figure 5.8e. All
the simulated cases show a similar concentration maximum at X,, = 0.25. In fact, at very short
distances (X, < 0.2), the plume is still in the surface layer, as shown by Figure 5.6a. In this region
the vertical structure of turbulence is similar in all the cases, as shown by the value of the vertical
velocity variance close to the surface (Figure 5.5a). The vertical dispersion parameter (Figure 5.6b)
also shows similar value in all the stability regimes for X,,, < 2.

At greater distances form the source (X, > 0.2), the different contribution of thermal and me-
chanical turbulence strongly modifies the vertical dispersion (as shown in Figure 5.6b) and, as a
consequence, the ground concentration, which increases markedly with the wind speed. Finally,
a common asymptotic value is reached around X,,, = 4 when the tracer is uniformly spread within
the mixed layer.
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Figure 5.8: a-d): Normalized crosswind-integrated concentrations (Cy) for a near-ground release.
Contour lines are shown every 0.1 for C, > 1 and every 0.15 for Cy, < 1. (¢) Ground concentrations
(Cy at z=0) for all the simulated cases.
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Figure 5.9: Same as Figure 5.8, but for the elevated release.
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1.5 ' ' '

Figure 5.10: The ratio of meandering to relative-dispersion (m;/s;) calculated by the LES for all
the simulated cases for the near-ground (a) and the elevated release (b).

Elevated release

Figure 5.9 shows the crosswind-integrated and ground concentrations for the elevated release.
As for the near-ground release, the increasing wind and the simultaneous reducing of the buoy-
ancy affect the plume dispersion, which show different behaviors according to the increasing
shear/buoyancy ratio.

The shear-buoyancy cases (SB1-SB2) show the same general pattern as the pure buoyancy condi-
tion, but the elevated minimum that was visible for the pure-convective cases (X, = 1, z/z; = 0.75,
Figure 5.9a) is now no longer present (Figure 5.9b) and the maximum ground concentration is
shifted to a greater distance from the source (X, ~ 1.3, see Figure 5.9¢). The buoyant force starts
raising the plume at X,,, = 2.5, and a ground minimum is visible around X,, = 3.4. In the shear
situation (cases S1-S2) the ground maximum is shifted further towards large distances (X, = 1.8)
and no surface minimum is found, proving that the buoyancy is unable to raise the tracer after it
has reached the ground. In the near-neutral regime, the plume show a typical Gaussian behavior,
the tracer remains elevated even at large distances and no surface maxima is present.
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Figure 5.11: Relative concentration fluctuation intensity on the plume centerline at ground level is
shown for the near-ground (a) and the elevated release (b) for all the simulated cases. The following
experimental data are also shown: ¢: Weil et al. (2002); x: Deardorff and Willis (1984); e: Henn
and Sykes (1992).

5.4.4 Meandering and relative dispersion in a buoyancy- and shear-driven
boundary layers

As shown previously, the vertical dispersion parameter can be represented as the sum of the mean-
dering and relative diffusion components, according to equation (5.16). The results in a pure CBL
have already been discussed by Nieuwstadt (1992) but the investigation of the relative importance
of meandering and relative dispersion in case of weak convection is still missing.

In Figure 5.10 the ratio between the meandering component and the relative diffusion (m;/s;) is
shown as function of the distance from the source X,, for all the simulated cases. As shown by
Nieuwstadt (1992) the meandering is important especially at short distances, where the plume mo-
tion is governed by the thermals. After reaching a maximum, the meandering component rapidly
decreases, because the plume motion starts being affected by the surface and the inversion zone
(CBL top). It finally reaches a constant value when the tracer is uniformly mixed. This general
pattern is confirmed by our results as shown in the Figure.

For a near-ground release (Figure 5.10a), we note that the contribution of the meandering to the
vertical spread is always less important than the relative diffusion. The meandering is reduced by
the increasing wind shear especially at short distances (X, < 1). This is explained by the presence
of the ground which limits the vertical motion; as the wind increases and the buoyancy diminishes,
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the tracer remains close to the surface for a longer time before being lifted up, and so the vertical
motion (meandering) remains limited.

For the elevated release (Figure 5.10b), the plume motion in the pure-convective flow is dominated
by the meandering at short distances (m;/s, > 1), in agreement with the results of Nieuwstadt
(1992). As the wind increases, it reduces the vertical motion but for X, < 0.75 the meandering
still remains the principal contribution to the vertical spread; in fact, as discussed previously, the
wind profile shows a strong shear only near the ground, that means that in the middle of the BL the
buoyancy force is still the main driving process in the plume dispersion.

5.4.5 Concentration fluctuations

The study of the concentration fluctuations has a great importance in the atmospheric dispersion
problems as they can be of the same order of magnitude as the mean concentrations. The valuation
of the concentration uncertainty was investigated in the past either in convective conditions or in
neutral flows by laboratory experiments (Fackrell and Robins, 1982; Deardorff and Willis, 1984
and Weil et al., 2002) and numerical simulations (Henn and Sykes, 1992 and Sykes and Henn,
1992). From the concentration fields calculated by the LES, the value of the concentration fluc-
tuations intensity are explicitly calculated [equation (5.8)] and is compared with the experimental
results. It is unfortunate that, because the fluctuations intensity depends strongly on the source size
(Fackrell and Robins, 1982) and, moreover, the results in the literature for the neutral scale were
scaled with different length and velocity scales, only a qualitative comparison is carried out.

The relative concentration fluctuation intensities 6. /¢ on the plume centerline at ground level are
shown in Figure 5.11a and in Figure 5.11b for the near-ground and the elevated release, respec-
tively.

The LES results for the near-ground release (Figure 5.11a) in the pure convective cases (B1-B5)
show that the concentration fluctuation int