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A decision model for chemical control of aphids in winter wheat 
with quantification of risk. 
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ABSTRACT 
Rossing, W.A.H., 1986. A decision model for chemical control of aphids 
in winter wheat with quantification of risk. Kwantitatieve Methoden, 
27 (1988) 95- 114. 

Application of pesticides reduces expected yield loss as well as 
variation in yield loss due to aphids in winter wheat. However, 
chemical treatment imposes a burden on farm budget and farm environ­
ment. Thus optimization of number and timing of applications is called 
for. In this study a stochastic prograiTilling model is presented which 
optimises number and timing of chemical treatments of aphids with 
respect to an economic objective and a risk objective. loss associated 
with chemical treatment at different points in time is calculated with 
simple models based on field experience and laboratory work. Variation 
in loss is calculated by introducing temperature as a random variable. 
Results show that the resulting strategies using the risk objective in 
most cases do not differ from those calculated with the economic 
objective. 
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1. INTRODUCTION 

Modern agriculture relies on the input of chemicals to protect 
crops from excessive losses by insect pests and fungal diseases. 
Decision strategies of farmers range from prophylactic application of 
pesticides, so called calendar spraying, to selective treatment of 
organisms after population numbers have exceeded a threshold value. 
The latter strategy, called supervised pest control, requires know­
ledge of the way yield loss is caused by the pest or disease in order 
to determine the threshold value. 

If a farmer sprays prophylactically, he excludes any uncertainty. A 
farmer who uses field information in his decision accepts uncertainty. 
This uncertainty can be ascribed to three sources: the accuracy of his 
(1nind-)model on how crop and pests interact, his estimation of the 
present state of the crop, and the future progress of weather-related 

variables, such as temperature and rainfall. 
Dutch research has contributed to the knowledge on interactions 

between crop and pests. Mathematical models of crop growth and deve­
lopment, dynamics of pests and diseases, and interactions of hanmful 
organisms with the crop are suitable tools for integration of informa­
tion (De Wit et !!·· 1978; Zadoks, 1979; Rabbinge et !!., 1983). 

In this paper it is assumed that these models accurately describe 
the crop-pest system. As sources of uncertainty remain the error in 
input variables and the future progress of weather-related variables. 
A decision model is presented which takes account of uncertainty in 
future values of temperature. The model is to be regarded as prelimi­
nary and it will be refined in the future. The ultimate aim of the 
exercise is to identify sources of variation that greatly contribute 
to uncertainty in the outcome of a spraying decision, thus indicating 
gaps in our knowledge as well as showing the flexibility of the 
modelled system. 

In the section to follow, a decision problem is described in terms 
of five components. These components are then used to develop a 
decision support system for chemical control of aphids in winter 
wheat. 
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2. DESCRIPTION OF A DECISION PROBLEM 

Dannenbring and Starr (1981) distinguish five components in any 
decision problem: 
1. the objective that has to be met. The aim of intervention in the 

crop-pest system may for example be maximisation of yield in mone­
tary or volumetric units, minimisation of energy input or maximisa­
tion of net returns. 

2. the decision alternatives which describe the ~ays in which a deci­
sion maker can intervene in the system. E.g. buy or sell an item at 
a specific date, spray or do not spray. 

3. uncontrollable events. The decision is affected by events which are 
beyond the control of the decision maker. These may also be called 
random variables. Examples are price of grain, price of pesticides 
and fertilizer, realization of weather-related variables. 

4. outcome. Combination of the initial state of the system, a decision 
alternative and an uncontrollable event results in an outcome. In 
the case of A decision alternatives and B uncontrollable events the 
outcomes can be represented by a AxB matrix. 

5. decision criterion. This is defined as a logical or rational method 
selecting the decision alternative that best meets the objective. 
In order to be able to select among the decision alternatives, the 
decision criterion must be capable of transforming the outcome in 
such a way that it is comparable to the objective. 

The choice of the decision criterion is influenced by the knowledge 
available on the uncontrollable event that will happen in the future. 

3. DECISION MODEL FOR CEREAL APHID CONTROL IN WINTER WHEAT 

3.1 Biological aspects 

In Dutch wheat fields, aphids appear some time in June when the 
crop is flowering. They come from other grass species or from roses. 
The aphids insert their mouthparts into the plant and withdraw assimi­
lates from them. This causes a reduction in grain yield. Another cause 
of yield-reduction is honeydew, a solution containing mainly sugars. 
excreted by the aphids. Deposited on a leaf it interferes with the 
photosynthesis. Also it seems to accelerate senescence of the leaf. 



Aphid numbers increase rapidly, the rate depending on temperature 
and development stage of the crop. At later development stages the 
quality of the crop as a source of food declines, resulting in less 
off-spring per aphid and emigration of winged individuals. Aphid 
populations are affected by fungi and other insects • Their effect is 
pronounced later in the season as their population build-up lags 
behind the aphids'. The injurious presence of aphids in winter wheat 
covers a period of seven weeks. 

3.2 Description of the decision problem 

3.2.1 Objective 
With regard to objectives for pest control Norton and Mumford 

(1983) distinguish two types of farmers: investors and insurers. 
Investment implies that the expected costs of crop protection should 
not exceed the expected benefits. Insurance can not be evaluated by 
such an objective criterion: only the farmer can say how much he is 
willing to spend in order not to have nightmares of devastating aphid 
outbreaks. This distinction suggests that an optimal policy for 
investment is fundamentally different from one for insurance. 

In this study random factors are incorporated in an investment 
objective. The decision objective is: 
a. the timing of aphicide application has to be such that the expected 

total loss is minimal over the time-interval [l,T] where T stands 
for the length of the planning horizon in days, and 

b. the probability of total loss exceeding a maximum level, does not 
exceed a maximum probability. 

Total loss is composed of damage by aphids and costs of chemical 
treatment. 
The objective indicates that information is needed on the probability 
distribution of total loss. 

3.2.2 Decision alternatives 
The decision alternatives considered here are to treat and not to 

treat. A decision can be made once a day during the time interval 
[l,T], representing the growing season. If a farmer treats, an instan­
taneous death of 90% of the aphid population is assumed. The cost of 
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treatn~nt is 100 Dfl/ha. If no treatment is carried out, no treatment 
costs are incurred and the population is not affected. 

Some simplifying assumptions are introduced: 1. aphids do not 
appear before flowering, 2. farmers decide on treatment only once a 
week, and 3. if a decision to treat is made, the application is 
carried out on the first day of a decision stage, which is defined as 
the length of time between two decisions. Assumption 1 represents the 
common situation in the Netherlands, assumption 2 may eventually be 
changed. 

The effect of a decision alternative can be defined more formally. 
Let M1(.) be the function describing the management result in terms of 
percentage kill, M2(.) the function doing the same in terms of mone­
tary units and en a variable expressing the management action at the 
beginning of decision stage n ( n=l,2, ••• ,N with N the number of 
decision stages) with 

en = 0 := no treatment 
en = 1 := treatment 

then M1(C
0

) and M2(Cn) describe the effect of the decision alterna­
tives in percentage kill of the target organism and in Dfl/ha respec­
tively. 

3.2.3 Uncontrollable events 
Temperature, treated as the daily average of hourly observations, 

was introduced into the model as an uncontrollable factor. It affects 
the relative growth rate of the aphid population in an indirect 
manner, by way of crop development stage. 

Temperature is modelled as a variate obeying a first order Markov 
process with normally distributed disturbance: 

where t := daynumber, with t=1 on the first day of the planning 
horizon. t=1,2, ••• ,R where R is the last day of the 
planning period. 

It ·= temperature on day t 
Pt := autocorrelation coefficient for temperature on day 

t-1 and day t 
~t := normally distributed random variable 



E(.) :=expectation operator 

The expected temperatures are subtracted to enable calculation of the 
distribution parameters of ~t: 

(2) E(~t) = 0 
o2(~t) = o2(lt) - Pzt o2(lt-l) 

The variance of lt and Pt was calculated from historic data (30 and 15 
years respectively) supplied by the KNMI (Royal Dutch Meteorological 
Institute). 

3.2.4 Outcome 
The outcome of the decision process is expressed as loss in Dfl/ha. 

It consists of the costs of the decision alternative and the loss due 
to yield reduction by aphids. 

At the beginning of decision stage n two types of loss have to be 

calculated: loss already accumulated in the past (Pn) and loss that may 
accumulate in the future (fn). F is underlined to indicate its stochas­

tic character, which is due to the uncontrollable factor temperature. 

P
0 

is deterministic as temperature in the past is known. Added, Pn and 

fn constitute in• total loss at the beginning of decision stage n: 

(3) 

Two indices are used to designate time, t and n. The index t 
describes the number of days elapsed since the start of the planning 
horizon. The index n describes the number of decision stages, with n=1 
at the start of the planning horizon.The length of a decision stage in 
days is represented by the variable g. 

The. two types of losses were calculated by means of an adapted 
version of the aphid model used in the Dutch advisory system EPIPRE 
(Rabbinge and Rijsdijk, 1983; Zadoks, 1984). The model consists of 
three elements: 
- the state vector Xn(A,D,P) defines the state of the system at the 

beginning of decision stage n and is made up of 3 state variables: the 
number of aphids A, the development stage of the crop D and the total 
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loss incurred during the preceding n-1 decision stages, P. Indexing of 
these variables was omitted for reasons of typographical clarity. 
- the vector of decisions at the start of decision stage n, en, is 

one-dimensional and consists of the control action Cn;Q ('do not 
treat') or cn;1 ('treat'). 
- the transformation function Z (X 1,C

0
) describes the development of -n n-

the system from state Xn_1 and de~ision en to state !n during decision 
stage n: X ; Z (X 1,C

0
) -n -n n-

The transformation function consists of models describing three 
processes: crop development, aphid population dynamics and accumulation 
of loss. 

3.2.4.1 crop development 
Dt, the crop development at the start of day t, is described by a 

temperature sum equation. This was calculated from the literature by 
Van Keulen (pers. comm.}: 

t 

(4) Qt = min ( t ( 0.0011 1.-l + 0.0002 ), 1 ) 
t=1 

and o0 = o 

Qt (dimension: day degree) is a random variable as temperature It is 
assumed to be stochastic. Qt is initialised as 0 at flowering of the 
crop. The maximum value of Qt is 1, which is reached when the crop is 
ripe. 

3.2.4.2 aphid population dynamics 
The number of aphids in the population increases exponentially with 

time. 

where A :=aphid density (number/tiller) 
R(Qt) :=relative growth rate, dependent on development stage Ot 

(day .. 1) 

t :=time from onset of flowering (day) 



The relative growth rate R(Qt) is a function of development stage on 
day t, Qt: 

( 6) 

This describes the observation that population numbers initially 
increase exponentially. The number of aphids per tiller is found by 
integrating the rate equation (5): 

t 

{7a) At = A0 exp( E R(Q~) ) 
t=l 
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where At stands for aphid density at the start of day t. A0 represents 
the observed number of aphids on t=O. 

To account for the carrying capacity of a tiller, an upper limit of 
80 aphids per tiller is introduced: 

t 

(7b) At = min( A0 exp( E R(Q
1

) ) , 80 ) 
r=l 

Equation 7b describes the population increase if no treatment is 
carried out. 

3.2.4.3 accumulation of loss 
Here damage is defined as grain yield reduction in volumetric units 

(kg/ha) and loss as damage expressed in monetary units (Dfl/ha). First 
damage is calculated. The rate of accumulation of damage is a function 
of aphid density and development stage: 

where S:= damage (kg/ha/day) and max(O,x) is indicated by x+. 

As the model is solved with time-steps of one day, ~t=l and 

~S:it-it-1• 
The structure of this relation is based on two facts of experience: 
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Figure 1. Empirical relation between crop development Dt and daily 

increase In loss per aphid. 
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1. aphids present during or soon after flowering (Dt=O) cause the 
higher damage; 

2. aphids present after Dt=0.75 do not cause any damage. 
Parameters of the parabola (figure 1) were estimated from experimental 
work (Rabbinge and Coster, 1984). 

Total damage per decision stage is calculated by substituting 
relations 7b in equation 8 and integrating the result over the days in 
the decision period. This is described in relation 9. 

l(n) !15 
{9) s E ( !1~) -n t=b(n) 

l(n) t 
R(~), 80))( 8.0- 14.3 Qt 2 ))+ E (min( A0 exp( E 

1=b(n) 1=1 

number of aph1ds damage per aph1d 

where sn ·= loss by aphids incurred in decision stage n (kg/ha) 

A a ·= density of aphids on t=O (aphids/tiller) 
b(n) ·= first day of decision stage n (g(n-1) ) 
1 ( n) ·= last day of decision stage n (gn - 1) 



This model is used to calculate future loss in (cf. equation 3) at the 
start of decision stage n. 

(10) in = q 
N 
E 

i=n 

loss due to 
aphids 

loss due to 

management decisions 

and q = 0.5 where q := price of 1 kg wheat (Dfl/kg). 

The first term represents the monetary loss due to aphids and is 
stochastic, the second term represents monetary loss due to applica­
tion of a chemical and is deterministic. 

Losses already incurred at the onset of decision stage n, P
0 

(cf. 
equation 3), are calculated from the number of aphids and the crop 
development at the start of each of the previous decision stages. The 
number of aphids and the development stage of the crop between two 
observations are found by interpolation. For aphid numbers an exponen­
tial interpolation is used, for crop development stage a linear 
interpolation. 

(11) 

where the prime indicates the different method of calculation of A and 
D, compared to equation 10. 

Total loss at the start of decision stage n, 1n• can now be calcu­
lated by adding past and future losses Pn and fn: 

(12) p + 
n 

3.2.5 Decision criterion 

< 
n N 

The decision criterion constitutes a means of choosing the decision 
series that best meets the objective. The objective, described in 

section 3.2.1, can be formalised as: 
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Solve for every j=1,2, ... ,N the following problem: 

(13) 

(14) 

minE(L.) -J 

L. = 
-J 

F. 
-J 

where Lmax and a are parameters which should be specified by 
the decision maker. 

Note that (13) and (14) represents the investment criterion, (15) the 
risk constraint and (16) the decision alternatives. 

As usual in chance constraint optimization first the set of feas)­
ble solutions is determined by applying the chance constraint and next 
the objective function is minimised. 

3.3 Solution heuristic 

No attempt was made to solve the optin1ization problem analytically 
as the transformation function consists of oversimplified relations, 
which can be replaced later on by more realistic models. Instead the 
probability ~istribution of lj was simulated in a Monte Carlo ap­
proach. This type of mathematical simulation is not to be confused 
with dynamic si~lation methods (e.g. De Wit and Goudriaan, 1978). In 
a Monte Carlo approach the input distribution is sampled, the sample 
is fed through the model and the resulting output is considered to be 
a sample of the output distribution. The output sample may be analyzed 
with standard statistical methods. In dynamic simulation system 
behaviour at a certain level of integration is explained by descrip­
tive models of elements and their interaction at a lower level. 

Here the aim of Monte Carlo simulation is estimation of the criti­
cal level probability P( lj <!:. Lmax ). A crude Monte Carlo method 
(Han~rsley and Handscombe, 1964) was used which involves generating 
pseudo-random numbers from the distribution of temperature characte­
rised by equations 1 and 2, for every te { 1,T). Given the state of the 



system at the onset of decision stage 1 and a series of decisions 
c1,c2, .•. ,CN, the progress of crop development, number of aphids and 
loss was calculated using the relations described in the previous 
section. This was repeated a total of 300 times, yielding as many 
values for total loss hj· The sample size was considered sufficient as 
averages and variances did not vary more than 5% when sampling was 

repeated. The fraction of values greater than or equal to Lmax was 
calculated, which is an unbiased estimator of the critical level 

probability P( hj ~ Lmax ). 
The procedure was repeated with different series of decisions 

c1,c2, ..• ,CN. In the reruns, initial status of the crop and progress 
of temperature were identical to those of the initial run. Thus 

maximum resolution with respect to effect of different control stra­
tegies was obtained. 

For j=l, there are 2N possible decision series containing O,l, ... ,N 

spraying decisions. The computational effort was limited to 

(~)+(~)+(~)+(~)+(:) as more than 4 treatments against cereal aphids 
never occur in the Netherlands. 

In this way, decision series satisfying the chance constraint were 
identified. From th~se the optimal series was selected by calculating 
the objective function equation 13. Theoretically two or more series 
nlight yield the same minimal value for E(L.). If a unique solution is 

~ 
wanted, constraints not part of this model have to be introduced. 

The decision problem is solved with rolling planning horizon, i.e. 
the optimal series for j=1 is calculated and the first decision is 
implemented. At the beginning of the next decision stage (j=2) the 
optimal decision series for the remaining N-1 decision stages is 
identified, given the new status of the system. Again, only the first 
decision is implemented, etcetera. Thus, risk associated with a 
decision dimin·ishes as more information becomes available. 

3.4 Results 

The optimal policy for a hypothetical aphid infestation is shown in 
table 1 . The planning horizon is divided into decision stages of 7 
days, starting on Julian day 165. The initial state of the system is: 
D=O (flowering), A=0.17 aphids/tiller, P1=o Dfl/ha. Critical level 
probability and expected loss are calculated for all decision series. 
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Table 2 lists the more impot·tant results. The decision series b-e and 
h-1 satisfy the risk constraint P( 11 ~ 350 ) ~ 0.10. Series c from 
this set involves minimal expected loss. The optimal decision for 
decision stage j=1 is not to treat, as summarized in table 1. 

decision stage j 

Julian number l st day 165 172 179 186 193 

crop develop!llent 0 0.13 0.26 0.35 0.51 
field observations 

no. aphids I tiller 0.17 1.76 0.25 0.05 0.14 
(Hillers with aphids) (6%) (50~) (lOS) (U) (5%) 

optimal decision 0 

lmax - P j (Dfl/ha) 350 328 223 122 120 

Table 1. Control of an aphid infestation In winter wheat In a hypo­

thetical season according to the decision model described In 

the text. The planning period starts at flll'rlerlng (0•0) In 14 

June {daynumber 165). The chance constraint is P( h.j a lmaxl ~ 

0.10, with lll\3x •350 Dfl/ha. 

200 207 

0.64 o. 79 

0.49 0.05 
(20%) (11) 

117 116 

The state of the system at the onset of decision stage j=2 is 
characterized by 0=0.13 and A=1.76, both observed in the field, and 
P2=22 Dfl/ha, which was calculated. A number of relevant decision 
series are listed in table 3. The optimal' series in this case is f, 

indicating that treatment is necessary. Thus, the concept of a ro11ing 
planning horizon involves analysis of the decision problem every time 
Rew information becomes available. 



decision series P(f1 ~ 350) E(f1) 
(Dfl/ha) 

0000000 1.00 771 

1000000 0.00 203 

0100000 0.00 188 

0010000 0.00 219 

0001000 0.00 251 

0000100 0.65 367 

0000010 1.00 619 

1100000 0.00 214 

1010000 0.00 214 

1001000 0.00 215 

0110000 0.00 220 

0101000 0.00 224 

Table 2. Probability distribution characteristics of a nunber of 

decision series at the onset of the first decision stage of 

the planning horizon, starting on daynuniler 165 (14 June) 

with o~o. Aa0.17 and P(O. length of the decision stage is 

7 days. A decision series consists of a series of decisions 

to spray (1) or not to spray ( 0) at the start of consecutive­

tlve decision stages. 

decision series P(fz ;:; 328) E(fz) -
Dfl ha 

000000 1.00 2207 
100000 0.90 426 
010000 1.00 569 
001000 1.00 734 
000100 1.00 1207 
1 1 0 0 0 0 0.00 247 
1 0 1 0 0 0 0.04 275 
1 0 0 1 0 0 0.15 309 
0 1 1 0 0 0 0.53 332 
0 1 0 1 0 0 1.00 382 
010010 1.00 496 

Table 3. Probab1lity distribution characteristics of a nurrber of 

decision series at the onset of the second decision stage of 

the planning horizon, starting on daynunber 172 (21 June) 

with 0=0.13, A~l.76 and P
2

=22. 
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In figure 2 a-d the effect of temperature variation on the probabi­
lity distribution of future loss £1 is shown for three decision series 
on three flowering dates, at A=0.80 aphids/tiller. If only one treat­
ment is carried out costs exceeding 275 Dfl/ha have a greater proba­
bility of occurrence at early flowering than at late flowering (fig. 
2a, 2b). Early in the season temperature averages are lower than 
later, causing crops that flower early to develop more slowly as 
compared to later flowering crops. Therefore aphids are present during 
a longer period of time, with higher damage as a result. When treating 
twice (fig. 2c and 2d) aphid numbers are kept lower, consequently the 
variation in loss is less and the average loss is smaller than with 
one treatment only. 

Figure 2. Effect of starting date and decision series on cowplesr.ent of 

probability distribution of future loss £.1. In each case A~o.ao 

aphids/tiller and 0•0, Starting dates ~~re daynUIIbers 153 (--), 

165 (--- -) and 172 (----- ---), respectively. F011r decision series 

are eva 1 uated: 
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- figure 2b 

- figure 2c 

- figure 2d. 
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Figure 3. Optinldl policy for different combinations of development 

stage and aphid density at the start of the first decision stage of the 

planning horizon (daynumber 165), calculated with objective II: 

mlni!Wm E( !:.1 ) subject to P( !:.
1 

~ lmax ) li a 

Cl''. ,CH 

where ua0.10 and lllldX•250 (fig, 3a), lllldXa350 (fig. 3b) and llllaXa400 

(f1g. Jc). T: to treat 1s optimal; HT: not to treat 1s optillldl. 

If the risk constraint can not be ret (Indicated with an asterisk) 

'treat' results 1n the least e.11pected costs. 

0.1 0.2 O.J 0.1 0.2 

5 NT 
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The sensitivity of the optimal decision to Lmax is shown in figure 
3 a-c for day 165, with a:O.lO. If Lmax=250 the risk constraint can not 
be met in a number of aphid density - crop development stage combina­
tions. When following the expected loss criterion, to treat is optimal. 

Compared to Lmax=350 and Lmax=400, Lmax=250 results in more treatments, 
which is to be expected as treatment reduces the variation in loss. In 
figure 4 the objective is minimal expected loss. Here the risk con­
straint may be assumed to be present with Lmax approaching infinity. 
Thus, from figures 3b, 3c and 4 it is concluded that optimal decisions 
are not affected by Lmax values exceeding 350. The same conclusion was 
found to apply to the remaining decision stages. 
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Figure 4. Optillldl policy for different coflbinations of crop development 

and aphid density on daynumber 165. The criterion for optimization was 

Plinimal expected loss !:r T: to treat is opti111al; NT: not to treat is 

optimal. 
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The sensitivity of the optimal decisions to the objective can be 
evaluated by comparing figures 3, 4 and 5 in which three objectives 
were employed: 
objective I minimise expected loss (figure 4); 
objective II : minimise expected loss, under the constraint of a 

maximal critical probability level (figure 3}; 
objective III: spray only if the critical probability level is 

exceeded in case no spraying is carried out 
(figure 5). 

The first objective represents a risk-neutral attitude. In the second 
one traditional economic c~nsiderations are included. In the third 
objective the decision maker is assumed to postpone use of pesticides 
until a risk threshold is exceeded, which may be termed an ecological 
consideration. There is a clear difference between the strategies 
satisfying objective III and those satisfying I and II. When consi­
dering risk as in objectiv~ III, considerably less treatment is carried 
q~;. 



Figure 5. Optimal pol icy for different combinations of development 

stage and aphid oens1ty at the start of the first decision stage of the 

planning horizon (daynumber 165), calculated with objective Ill; 

where a=O.lO and Lllldx~250 (fig. 3a), Lllldx•350 (fig. 3b) and Lmax"400 

(fig. 3c). T: to treat is optimal; NT: not to treat is optimal. 

If the risk constraint can not be met (indicated with an asterisk) 

'treat' results in the least expected costs. 
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3.5 Discussion 

0.3 

In this paper chemical control of aphids in winter wheat was formu­
lated as a stochastic optimization problem with a terminal value con­
straint. The trend in the results agrees with the expectation: 
loosening the risk constraint and excluding the minimal expected loss 
requirement results in later treatment. 

The figures for loss were calculated with simple models, and 
approximate reality only roughly. Although unsuitable for 
implementation purposes. they serve to illustrate a purpose. Improve­
ments can be made by replacing the submodels for loss by more 
realistic simulation models. Subsequent sensitivity analysis will 
indicate the simplifications that may be carried out without affecting 
the optimal decisions. 

Temperature was introduced as a random variable. Other sources of 
variation, e.g. sampling error and accessibility of a field in connec­
tion with precipitation, need to be investigated to identify variables 
that have a major contribution to uncertainty in the outcome of a 
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treatment. In the model presented here, variation in temperature did 
not have a pronounced effect on optimal decisions. 

Reviews on modelling in agricultural management (Anderson, 1972; 
Shoemaker, 1981) highlight the merits of dynamic programming or 
similar recursive methods compared to exhau~tive search by simulation 
when faced with multistage decision problems. These techniques can 
handle non-linear and discontinuous transfo.nnation functions to 
determine the optimal series of decisions in an efficient manner. 
Measures of risk can be incorporated by imposing penalties on undesi­
rable values of the value-function. For purposes of explicitly cal­
culating risk in the sense proposed here, however, they are not 
suitable due to their recursive character. Therefore in this study an 
exhaustive search method was chosen. The major drawback of this method 
is its inefficiency. Per run only one initial value of the state 
vector can be considered, whereas in dynamic programming a single 
computation results in optimal policies for a range pf initial values. 
When considering to incorporate more state or random variables this 
inefficiency may prove to be inhibitive. 

Gonedes and Lieber (1974) describe an inventory decision problem 
with a structure analogous to the one described in this paper. They 
were able to transform the problem to a deterministic equivalent and 
solve it numerically. Thornton and Dent (1984a, 1984b) numerically 
calculated the probability distribution of loss caused by a disease of 
wheat. They used utility functions to account for a farmer's risk 
attitude. 

The results of this type of exercise are useful for identifying 
critical elements of the decision systen1, thus directing research to 
missing links. If used as a management game a farmer may compare his 
decisions to the ones best meeting his objectives. Deviations can be 
traced back to differences in actual and stated objectives or diffe­
rences in actual and perceived effects of random factors. 
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