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1

The significance of technology cannot be asserted in terms of its engineering characteristics alone. Too
often, the non-engineering issues, such as soclo-economic aspects and ecological aspects, are not
thoroughly addressed during technological development - resulting in products which cannot be propery

merged with its intended environment.
This dissertation.

2

Since an agricultural environmant is in general less structured than an industrial environment, a higher
level of robotic performance is required for agricultural automation than for industrlal automation.
Implementation of industrial robotics will therefore always lead the implementation of agricultural robotics.

This dissertation.

3

A number of practical problems still exist with the implementation of the parabolic Hough transform for
localisation of a cow’s teats In an edge enhanced image; with three-dimensional scene description based
on stereo images; and with the use of two-dimensional camera models for sterso correlation. These
techniques have however been demonstrated to possess all the characteristics required by the machine
perception subsystem for a mitking robot.

This dissertation.

4

The leadership spectrum ranges from autocmcy'to delegation. Only the manager who can adapt to
different situations, by being able to operate across the whole spectrum - i.e. knowing when to breathe
down whose neck and when to leave whom alone - can be assured of continued success.

Because of rapid developments in electronics and computer technology, aspects of engineering system
design are often neglected in the belief that poor system performance can later easily be corrected by
means of monitors and controllers. This represents a fundamentally wrong approach to system design,
which all too often leads to very expensive system failures.
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When teaching system dasign principles to students, carea must be taken not to intrcduce computer-akied
techniques too soon, because it can Inhibit the understanding of basic principles, and the development
of engineering judgement capabilities.

7

In primitive society, communication was mainly by word of mouth; and only the most important
information was transferred from one generation to the next. In modemn society this inherent filter action
has however been lost, because technological developments allow dissemination of information on a very
large scale. The result is an information explosion (constituting a form of pollution) - which can only be
circumvented through increased emphasis on the use of techniques such as artificial intelligence, to filter
and control the flow of information.

Early populations generally lived in harmony with their natural environments. As soon as their Impact on
the environment became too harsh, the environment responded by having il effects upon their health
and well-being. In modem society, this natural control system Is however increasingly being disturbed,
because equal emphasis Is not placed on technological developments for enabling man to satisfy needs
beyond those associated with survival, and on technological developments for enabling the environment
to cope with increased volumes of resldues.

High atmospheric concentrations of carbon dloxlde are a reality of the 1990's - with nhumerous negative
ecological effects. Since the photosynthetic process Is a nett consumer of CO,, large-scale international
incentives should be devised to promote the cultivation of "CO_-hungry” plants.

10

It is better to solve a well defined problem haliway, than to solve a half defined problem in full,
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GOUWS, J. {1993): The Systematic Development of a Machine Visicn Based Milking Robot. Ph.D,
dissertation, Wageningen Agricultural University, The Netheriands. xvi + 180 pages; 50 figures; 26 tables;
469 refarences; 5 chapters; 8 appendixes; summaries in English, Dutch, and Afrikaans.

Agriculture involves unique Interactions between man, machines, and various elements from nature.
Thaerefore the implementation of advanced technology In agricutture holds different challenges than In
other sectors of the economy. This dissertation stems from research into the application of advanced
technology in dairying - focusing on the systematic analysis and synthesis of concepts for a robotic
milking machine for cows. The main subsystems of the milking robot are identified as a machine
perceplion subsystem and a mechanical manipulator subsystem. The machine perception subsystem
caonsists of one or more sensors and a signal processor; while the manipulator subsystem typically
consists of a robot arm; a robot hand; actuators; and a controller, After the evaluation of different
sensor concepts in terms of a defined set of technical performance requirements, televigion cameras
are choseh as a suitable sensor concept for a milking robot. Therefore the signal processor Is only
concerned with image processing techniques. The primary task of the milking robot’s image processor
is to derive a computerized description of the spatial positions of the endpoints of a cow’s four teats, in
terms of a pre-defined frame of reference (called the world coordinates). This process is called scene
description; and hased on extensive experimental results, three-dimensional scene description - making
use of a stereo-vislon set-up - is shown to be feasible for application as part of a milking robot. Different
processes are Involved in stereo machine vision - such as data reduction, with the minimum loss of
image Information (for which the Sobel edge enhancement operator is used); the accurate localisation
of target abjects in the two stereo images (for which the parabolic Hough transform is used); and
corretation of features in the two stereo images. These aspects are all addressed for the milking robot,
by means of concept analysis, trade-oifs, and experimental verification. From a trade-off, based on a set
of performance requirements for the manipulator subsystem, a cartesian robot arm is chosen as a
suitable configuration for the milking robot; while sealed direct current servo motors are chesen as a
sultable actuator concept. A robot arm and #ts actuators are designed by means of computer-aided
design techniques; and computer simulation resuits are presented for the dynamic response of the arm
and its actuators. A suitable robot hand is also designed - based on systematic trade-offs for different
parts of a robot hand. From an analysis of tha desired controller functions, and of different control
concepts, It is concluded that a positional controller, making use of on-line obstruction avoidance,
is required for the milking robot. Because this research project involved systematic concept exploration,
there are still some details to be sorted out in a follow-up development phase. The basic principles of
a machine vision based milking robet are however established; and the work In this dissertation
represents a suitable baseline for further development.

Key identifiers: agricuitural automation; automated dalrying; edge enhancement; image processing;
machine vision; milking robot; parabolic Hough transform; robotics; sensor-based robotics, Sobel edge
enhancament operalor; stereo correlation; stereo machine vision; systematic concept exploration;
technical performance requirements; trade-off studias.
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The Implemantation of advanced technotogy in
agriculture, poses different challenges than in
other sectors of the economy. Reasons for this
include the fact that an agricuitural environment
is in general less structured than, for example
an Industrial environment; and becausa
agriculture involves unique interactions between
mah, machines, and various elemaents from
nature. Tha specific challenges posed by the
application of advanced technology in
dalirying gave rise to this research project.

At the start of this research project, it was
conciuded that attaching teatcups 10 a cow’s
teals was the most Important activity to be
automated before completely automated
dairying could become a reality. For this
purpose a milking robot is required - consisting
of a machine perception subsystem (one or
more sensors and a slgnal processor), and a
manipulater subsystem (robot arm, robot
hand, actuators, and a controller). There are a
number of research institutions where the
development of milking robots are in advanced
stages alteady. (An overview of the state-of-the-
art is presented in this dissertation) The
reasons why specific system configurations
were chosen, are however not always clear
from the available literature. Therefore the focus
of this research is on the systematic analysis
and synthesis of concepts for a robotic
milking machine for cows.

Before the analysis and synthesis of a milking
robot, a number of introductory topics are first
addressed in the dissertation. These include: the
required level of robotic performance for the
implementation of a miking robot; some
Important changes required to a dairying
environment In order to accommodats milking
robots; effects of miking robots on mik
production levals; effects on animal health;
effects on the socio-economic system; and
effects on the environment,

Different concepts for the sensors, the signal
processor, the robot amm, the robot hand, the
actuators, and the controller, are kientified,
analyzed, and evaluated in the dissertation. In
order to evaluate and compare the concepts, a

number of technical performance requirements
are identifled for sach segment of the milking
robot. Based on the performance parameters,
trade-offs are performed, from which the best
combination of concepts Is chosen. The milking
robot configuration suggested in this
dissertation Is unique in the sense that it is
based on a gystematic definition of
performance requirements, a systematic
kdontification and analysis of concepts, and
research and development of spacific
technical issues regarding the chosen
concepis.

In the dissertation, a balance is malntalined
between reporting on the feaslble and the
unfeasible concepts. Extensive experimental
results obtafined with an experimental machine
perception subsystem are presented; and a
detalled design of, and computer simulation
results for the manipulator subsystem are also
Included.

From a trade-off study, television cameras are
chosen as the best sensor cancept to satlisfy
the performance requirements deflned for a
milking robot's main sensor. Because of this
sensor cholce, the signal processor Is only-
concemed with machine vision and with image
processing technlques. The primary task of the
milking robot's Image processor Is defined as
deriving a computerized description of the
spatlal positions of the endpoints of a cow's
four teats, in terms of world coordinates. This
process s called scene description. It Is shown
experimentally that two-dimensional scene
description, by viewing the udder from below
with one camera, is not a feasible concept for
the milking robat, singe there is too little colour
contrast between the teats and the udder of
mast cows. The teats can therefore not be
distinguished from the udder.

Three-dimensional scene description - making
use of a stereo-vision set-up - Is shown to be
feasible; and extensive experimental results are
presented. Before a cow's teats can be
locatised in terms of three-dimensional world
coordinates, by means of scene description,
they must first be Jocalised accuratefy in the
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stereo images of the udder (i.e. in terms of two-
dimensional Image coordinates). The first step
in this process Is to reduce the massive amount
of data contained In a grey-scale Image, to a
more manageable amount of useful Information,
This can be done by means of edge
enhancement. For the milking robot, the Sobel
edge enhancement operator is chosen - based
on a qualitative analysis of different operators,
and based on the results obtained by other
researchers in this regard.

Since the edge enhanced images of cows' teats
(viewed from the side) resemble parabolas, the
parabolic Hough transform Is investigated
experimentally for localising a cow's teats in
terms of mage coordinates. This technique Is
suitable for the detection of multiple parabolas
(of any orlentation) in an image, and can
therefore calculate the image coordinates of a
cow's four teat endpoints. The parabolic Hough
transform Is Insensitive for gaps in an edge
enhanced image; and good results are obtained
- both for the teats in images of an artificial
cow's udder, and in images of different real
cows’ udders.

Stereo comelation (i.e. matching Image points in
two stereo images) Is one of the most difficult
tasks in sterec machine vision. For the milking
robot, this task is however somewhat simplified,
because of the a prior knowledge that there are
only four teats In each image. A stereo
correlation method for objects not necessarlly
appearing In the same order in the two images,
Is proposed, and evaluated experimentally inthe
dissertation. The proposed method {based on
two-dimensional camera models) renders good
results - provided that no occlusion of teats
occur,

A number of practical problems still exist with
the implementation of the parabolic Hough
transform for localisation of a cow's teats in an
edge enhanced image; with three-dimensional
scene description based on stereo images; and
with the use of two-dimensional camera models
for stereo cormelation. These techniquss are
however demonstrated to possess all the
characteristics required for successful imple-

mentation of a machine perception subsystem
for a mitking robot.

Although robotic  technology s already
developed to such an extent that an existing
manipulator could possibly be used as part of
a milking robot, a custom-made manipuiator will
much better satisfy the peculiar requirements of
a dairying environment. A cartesian robot arm
{.e. an arm with independent movement of its
endpoint's x-, y-, and z-coordinates), is chosen
as a sultable robot arm configuration for the
milking robot application; while direct current
servo motors (provided that they are sealed, to
prevent water and dirt from entering) are shown
to be a suitable actuator concept. A robot arm
and the actuators are designed in one of the
appendixes; and its dynamic response is
verlfied by means of computer simulations. The
design of a sultable robot hand - incorporating
two scissor-action fingers - is also presented,

From an analysis of the desired controller
functions, of different control concepts, and of
the milking robot’s environment, it Is concluded
that a positional controller, making use of
on-line obstruction avoidance, is required for
the milking robot.

Because this research project involved
systematic concept exploration, there are still
some detalls to be sorted out In the next
development phase. The baslc principles of a
machine vision based milking robot are however
now well established; and the work in this
dissertation represents a sultable basaline, from
where further development can commence. In
this spirit, suggestions for further work, required
in order to Iimplement an advanced
development model of the proposed milking
robot, are also presented In the dissertation,

A number of aspects addressed in the
dissertation are elucldated In the appendixes.
The second last appendix comtains a list of
subjects, and appropriate literature references,
related to this research - in order to facilitate
future research In related fields; while an
extensive list of literature references Is Included
in the last appendix.
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In de landbouw geeft de Invoering van
geavancesrde technologledn andere
uitdagingen dan in overige sectoren van onze
ecanomle. Reden hiervoor is ondermeer dat een
landbouwkundige omgseving in het algemeen
minder gestructureard Is dan een industridle
omgeving. Bovendien bestaan er in de
landbouw unieke Interacties tussen mens,
machine en verschillende eiementen uit de
natuurijke omgeving. De specifieke uitdagingen
die samehangen met de toepassing van
geavanceerde technieken In de melkveehouderi]
vormden aanleiding voor dit onderzoek.

HMet langs automatische weg aanbrengen van de
tepelbekers blj melkkoeien is de nog
ontbrekende schakel in de praktische realisatie
van de volledig geautomatiseerde mefkveehou-
deri}, Daarvoor is een automatisch melksysteem
(AMS) nodig. Dit bestaat In de kem uit een
perceptiedeel (te weten &8n of meerdere
sensoren en een sighaalverwerkingsgedeelte),
en een manipulatordesl (robotarm, robothand
en -vingers, actuator en een besturings-
systeem). Op sen aantal (onderzoek)ingtituten
is de ontwikkeling van een AMS In esn meer of
minder ver gevorderd stadium. In dit proefschrift
wordt de huidige stand van zaken wesrgegeven.
Uit de literatuur wordt niet duldelijk waarom
voor bepaalde systeem-configuraties wordt
gekozen. Daarom ligt in dit onderzoek het
zwaartepunt op de systematische analyze en
synthese van mogelijke concepten voor een
AMS, Daartoe wordt in de inleiding van dit
proefschrift eerst kot aandacht besteed aan
een aantal relevante aspecten terzake van de
noodzakelijke ontwikkelingsgraad van de
rabotica; wijzigingen In de structuur van de
melkveehouderij die nodig zijn voor de
implementatie van een AMS; mogelijke effecten
op de melkproductie en de dieregezondheid;
sociaal-economische aspecten en mogefifke
milieu-effecten.

In dit proefschrift worden verschillende
uitvoeringsvormen van sensoren, signaalver-
werkingssystemen, robotelementen en
besturingssystemen nader bekeken. Om de
verschiflende ultvoeringsvormen te kunnen
evalueren wordt eerst voor elk onderschelden
subsysteemn een aantal technische -elsen
gedefinieerd. Tegen de agtergrond daarvan

worden dan de verschillande, mogelijke
concepten becordeeld. Tenslotte wordt met
behulp van een afwegingsmethode op een
systematische wijze de optimale combinatie
samengestekd. Op deze wilze ontstaat een
ontwerpvoorstel voor een AMS dat uniek is.
Immers, er wordt ultgegaan van een volstrekt
systematische wijze gedefinleerd programma
van eisen, evenzo geidentificeerde en
geanalyseerde concepten en - ten slotte en
daarmee samenhangend - het onderzoek en de
ontwikkeling van kenmerkende technlsche
elementen.

In dit proafschrift wordt met betrekking tot de
rapportage een evenwicht gehandhaafd tussen
bruikbare en minder bruikbare concepten. Er
wordt een overzicht gegeven van de veelheid
van (experimentele) resultaten die varkregen zijn
met een experimentee!, gemachaniseerd
perceptiesubsysteem. Verder worden een in
detail uitgewerkt manipulatorsubsysteem en de
computersimulaties hiermee, besproken.

Uit de methodologische ontwerpstudie komt
naar voren dat &&n of meerdere televisie-
camera's het beste voidoe(tyn aan de
ontwerpeisen zoals die gadefinieerd zljn voor de
hoofdsensor van het AMS. Daarom Is de
signaalverwerking dan ook afgestemd op het
toepassen van digitale beeldverwerking. De
hoofdtaak van het beeldverwerkingsgedesite
kan worden omschreven als zijnde het
vaststellen van rulmtelijke coordinaten, waaruit
de positie van de uiteinden van de tepels kan
worden berekend. Dit proces wordt "scene
description®, ofwel beschrijving van de opname-
omgeving genoaemd. Er kan worden aangatoond
dat tweedimensionale "scene description®, door
met een camera opnamen te maken van de
onderkant van de uler, niet voldoet. Er is
onvoldoende (kleur) contrast tussen de spanen
en de uler, waardoor het onderscheiden
vermogen te geiing Is. Driedimensionale
beeldopnametechnieken - waarbij gebruik wordt
gemaakt van stereo-opstellingen - zijn wel
brulkbaar.

De experimentele resultaten worden op
uitgebrelde wijze beschreven. Voordat de
speenposities kunnen worden vasgelegd in een
driedimensionaal codrdinatenstelsel, moeten
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deze serst hauwkeurlg worden gelokaliseerd in
de tweedimensionale stereo-opnamen van de
uler, (d.w.2. in de vorm van tweedimenslonale
beetdcoBrdinaten). De cerste stap van dit
proces bestaat ult het verkleinen van de grote
hoevedlheld grijswaarden gegevens tot meer
handzame Informatie. Dit kan gebeuren door
het 2.9. opscherpen van de beelden. Voor het
AMS wordt gebruik gemaakt van het z.g. Sobel
fiter, Deze Iz gekozen op grond van een
kwalitatiove analyse van mogelijke operatoren
en op grond van hestudering van de
onderzoekresultaten van anderen.

Aangezlen de aldus verkregen afbeeldingen van
de spenen (van opzij gezien) een parabolisch
vedoop hebben, wordt de Hough transformatle
nader onderzocht als middel voor localisering
van de speenposities. Deze technlek is geschikt
voor het vaststellen van multiple parabole
functies (In elke richting) van een afbeelding en
derhalve voor het berekenen van de
beeldcoGrdinaten van de uiteinden van de
spanen. De Hough transformatie Is ongevoellg
voor gaten In beelden die opgescherpt zijn.
Zowel de experimenten met een kunstuler
alsoock die met echte uiers gaven goede
resultaten,

Stereocorrelatie (dw.z. de comelatie tussen
overeenkomstige punten van stereo-
gfbeeldingen) is &n van de moellijkste
elementen In de driadimensionaie
beeldverwerking. Blj de ontwikkeling van het
AMS ligt dit wat genvoudiger, or Is immers de a
priol kennis dat er vier spenen In een
afbeelding zanwezlg moeten 2Zijn. In dit
proefschrift wordt bet gebrulk van een sterec-
correlatiemethode voorgesteld voor oblectendie
niet noodzakelljkerwijze in dezelfde volgorde op
twee afbeeldingen voorkomen. De voorgestelde
mathode, (die gebaseerd Is op tweedimensio-
nale cameramodetlen} levert goede resultaten
op, mits alle vier spenen op belde heelden
Zichtbaar zljn. '

Er blljven echter nog steeds enkele praktische
problemen bestaan zowe! bij de Implementatie
van de Hough transformatie voor het lokaliseren
van de speenposities in een opgascherpt beeld,
alsook bi] driedimensionale beeldbeschrijving,
gebaseerd op sterec-opnamen en bi] het
toopassen van tweedimensionale
cameramodelleninstereo-comelatie-technieken.

Er wordt nigttemin aangetoond dat al deze
technieken de karakteristieke eigenschappen
bezitten, die nodig zijn voor een succesvolle
implementatie van een machinaal perceptie-
subsysteem voor een mefkrobot.

Hoewel de robottechnologle zover s
ontwikksld, dat een bastaande manipulator zou
kunnen worden gebrulkt in een AMS, zal sen
speciaal aan de iIn de melkveehouderi
heersende omstandigheden aangepaste
manipulator, beter voidoen, Een Cantesiaanse
robotarm (dw.z. een arm met onafhankelijke
bewegingen van de eindpunten in een x-, y- en
z codrdinatenstelsel), Is gekozen als zijnde een
goschikte robotarmconfiguratie in het AMS.
Voor de beweging wordt gebrulk gemaakt van
waterdichte gslijkstroom-servomotoren. Een
ontwerp van sen dergelijke robotarm wordt
besproken In Appendix F. Door middel van
simulaties is de dynamische respons
onderzocht. Eveneens wordt het ontwerp van
een robothand met vingers weergegeven.

Uit de analyze van het programma van elgen
van de gewenste regelaar (tegen de
achtergrond van de werkomgeving van het
AMS) komt naar voren dat ean positieregelaar,
waarbi] gebrulk gemaakt wordt van een on-line
besturing om obstakeis te vermijden, vereist is.

Omdat dit onderzoek zich met name richt op
een systematische verienning van de mogelijke
concepten, blijven er nog enige detallaspecien
over, die ondsrdesl mosten zZijn van studles In
een volgende ontwikkelingsfase. Echter, de
basisprincipes van een melkrobot, die
gebaseerd is op een beeldverwerkingssysteem,
zlin welomschreven. Het werk in deze
dissertatie bledt een bruikbare basls van waaruit
de verdera ontwikkeling kan beginnen. Tegen
deze achtergronden worden aanbevelingen
gedaan voor de implementatie van een
geavanceerd expatimenteel model van een
dergelijke metkrobot.

Een aantal aspecten waamaar in dit proefschrift
wordt gereferserd, wordt In de bijgevosgde
appendices nader toegelicht. De voorlaatste
bevat een uitgebrekde lijst met trefwoorden en
onderwerpen die verband houden mst
dergelijke onderzoek, waardoor toekomstig
werk kan worden vergemakkelijkt.
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Impletmentering van gevorderde tegnologie in
die landhou bied ander uitdagings as in ander
sektore van dle ekonomie. Redes hiervoor is
onder andere die feit dat 'n landbou-omgewing
in die algemeen minder gestruktureerd Is as
byvoorbeeld 'n industriéle omgewing; en omdat
landbou unieke interaksles tussen die mens,
masfiens, en verskeie natuurelemente behels.
‘Die spesifieke ultdagings wat spruit ult die
toepassing van gevorderde tegnologie In
melkboerdery, het aanleiding gegee tot hierdie
navorsingsprojek.

Kort na die aanvang van hierdie
navorsingsprojek is die aanhegting van ’'n
melkmagjien se speenhulge aan ’'n koei se
spene geidentifiseer as die belangrikste
aktiwiteit wat geoutomatiseer moset word
voordat tan volle gecutomatisearde
melkboerdery 'n realitelt kan word. Vir hierdie
doel word 'n melkoutomaat (of robotiese
melkmasjien) benodig - bestaande uit 'n
masjienpersepsle substelsel {een of meer
sensors, en 'n seinverwerker), en 'n
manipuleerder substelsel (robotarm,
robothand, aktueerders, en 'n beheerder). Daar
Is 'n aantal navorsingsinstellings wat reeds in
gevorderde stadiums van  melkoutomaat-
ontwikkeling is. ('n Oorsig van die huidige stand
van die tegnologle word In die prosfskrif
aangebied.) Die redes waarom bepaalde
stelselkonfigurasies gekies ls, is egter nie altyd
duidelik ult die besklkbare literatuur nle. Daarom
is die fokus van hlerdie navorsing gerig op dle
sistematiese analise en sintege van konsepte
vir 'n melkoutomaat vir koele.

Voor die analise en sintese van 'n
melkoutomaat, word 'n aantal aspekte eers
kortliks ter inleiding bespreek in die proefskaif.
Dit sluit in: die benodigde viak van robotiese
ontwikkeling vir die Implementering van 'n
melkoutomaat; wysigings benodig in 'n melkery-
omgewing ten einde melkoutomate te kan
akkomodeer; effekte van melkoutomate op
melkproduksie; effekte op dieregesondheid;
effekte op die sosio-ekonomiese stelsel; en
effelte op die omgewing.

Verskifende konsepte vir die sensors, die
seinverwerker, die robotarm, die robothand, die
aktueerders, en die beheerder word In die
proefskrif geidentifiseer, en gedvalueer. Ten

einde die verskillende konsepte te kan evaluser
en te vergelyk, word 'n aantal tegniese
werkverrigtingsparameters vir elke segment
van die melkoutomaat gedefiniSer, waarteen die
verskillende konsepte gemeet word. Op grond
van dle werkvemigtingsparameters word daar vir
elke segment van die melkoutomaat 'n
afspeelstudie gedoen, en word 'n geskikte
kombinasie wvan konsepte gekies. Die
melkoutomaat konfigurasie wat in hierdie
proefskrif voorgestel word, is uniek in di& sin
dat dit gebaseer is 0p 'n sistematiese definisie
van werkverrigtingsparameters, 'n
sistematiese identifikasie en analise van
konsepte, en navorsing en ontwikkeling van
apusifiecke tegniese aspekte ten opsigte van
die gekose konsepte.

In die proofskrif word 'n balans gehandhaaf
tussen dié konsepte wat werkbaar bevind is, en
dié wat nie werkbaar bevind is nle. 'n Wye
verskeidenheid eksperimentele resuitate - socos
vorkry met behulp van ’n eksperimentele
masjienpersepsie substelsel - word aangebied.
Verder word 'n gedetaileerde ontwerp, en
resultate van rekenaarsimulasies ten opsigte van
die manipulserder-substelsel ook aangehied.

Deur middel van ’'n afspeelstudie word daar
bevind dat een of meer televisiekameras die
mees geskikte is om die gedefinierde
warkvarrigtingsparameters van dle
melkoutomaat se hoofsensor te bevredig. Dit
impliseer dat masjlenvisie die aangewese
konsep is, en dat beeldverwerking die hoofrol
spee! In die seinverwerker. Die primére funksie
van die melkoutomaat se heeldverwerker is om
‘n rekenaar-beskrywing af te lel van die
ruimtelike posisies van 'n koel se spene. DI
proses word toneoibeskrywing genoem. Daar
word eksperimenteel aangetoon dat twee-
dimensionele toneelbeskrywing - waar 'n koei se
uler en spene van onder af beskou word deur
middel van een kamera - nie 'n werkbare
konsep vir die melkoutomaat is nie. Die
belangrikste rede hiervoor is die gebrekkige
Keurkontras tussen die uler en die spene van
die meeste kosle - wat veroorsaak dat die
spene nie van die uler onderskel kan word nig.

Daar word eksperimenteel aangetoon dat drie-
dimensionele toneelbeskrywing - waar 'n koel se
uier van die kant af beskou word met twee
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kameras - 'n werkbare konsep Is. Voordat 'n
koei se spene egter in terme van drie-
dimensionele wéreldkoGrdinate gelokaliseer kan
word deur middel van sterso-visie, moet die
spene eers akkuraat gelokaliseer word In die
twee beelde (maw. In terme van twee-
dimensionele beeldkodrdinate). Dis eerste stap
In hierdle proses Is om dle groot hoeveelhsld
data wat in 'n grysviak-beeld vervat word, te
verwerk na 'n maldiker hanteerbare hoeveelheld
inligting. Dit kan gedoen word deur middel van
randverskerping. Vir dle melkoutomaat word
die Sobel randverskerpingsoperator gekies -
op grond van 'n analise van verskillende
operators; en op grond van ander navorsers se
resultate.

Aangesien die twee-dimensionele beelde van
kocle se spene {(van die kamt af gesion)
parabolies is, word die paraboliese Hough
transformasie eksperimenteel ondersoek vir
lokalisering van die speenpunte in terme van
beeldkodrdinate. Hierdie tegniek Is geskik vir
deteksle van meervoudige parabole {met enige
oriéntasle) in 'n beeld. Die Hough transformasie
{s nie sensitief vir gapings in 'n randverskerpte
beeld nie; en goele eksperimantele resultate
word behaal - beide vir lokallsering van spene in
randbeelde van 'n kunsuier, en in randbeelde
van werklike uiers.

Stereokorrelasie (m.a.w. korrelasie van
ooreenstemmende punte in stereo-beeide) s
een van die moellikste take In sterec-
masjienvisie. ‘'n Eenvoudige tegniek vir
stereckorrelasie van voorwerpe wat nle
noodwendig in dieselfde volgorde In die twee
beelde verskyn nie, word In dle proefskrif
voorgestel en eksperimenteel geverifider. Die
voorgesieide metode (gebaseer op twee-
dimensionele kameramodelle) lewer goeis
resultate - mits alvier spene sigbaar is in beide
beside.

'n Aantal praktiese probleme bestaan steeds
met die implementering van die paraboliese
Hough transformasie vir iokallsering van ‘n koel
s@ spene in 'n randverskerpte beeld; met drie-
dimensionele toneelbeskrywing gebaseer op
stereo beelde; en met die gebruik van twee-
dimensionele kameramodelle vir stereo-
korrelasie. Daar word egter in die proefskrif
aangetoon dat hierdle tegnieke oor al die
nodige elenskappe beskik om dit geskik te

maak vir gebruik as deel van 'n melkoutomaat.

Alhoewel robottegnologle alreeds In so 'n mate
ontwikkel is dat 'n bestaande manipuleerder
moontllk gebruik kan word as deel van 'n
melkoutomaat, sal 'n doelgemaakte
manipulesrder die unieke vereistes van 'n
melkery-omgewing baie beter bevredig. As
wegspringpunt vir die ontwikkeling van die
manipuleerder-substelsel, word 'n kartesiese
robotarm gekias op grond van 'n afspeslstudie;
en gelykstroom servomotors word as 'n
geskikte aktueerdertipe gekies, (Ten einde te
voldoen aan omgewingsvereistes, sal versedlde
motors gebrulk word.) Die volledige ontwerp
van 'n kartesiese robotarm en sy aktuearders,
word in ‘n aanhangsel aangebied; en die
dinamigse gedrag daarvan word deur middel
van rekenaarsimulasies geverififer. Na 'n
analise van verskillende konsepte, word 'n
robothand, met twes vingers wat 'n skar
beweging uitvoer, gekies as 'n geskikte konsep
vir die melkoutomaat; en die ontwerp van die
hand word ook getoon.

Uit 'n analise wvan die verlangde
beheerderfunksles, van verskillende
heheerderkonsepte, en van die metkoutomaat
se omgewing, word 'n posisiebeheerder - wat
gebrulkmaak van Intydse obstruksie-
vermyding -gekies vir die melkoutomaat.

Aangesien hierdle navorsingsprojek  die
sistematiese ontleding van konsepte behels, -
Is daar steeds detailaspekte wat uitgesorteer sal
moet word, in 'n volgende ontwikkelingsfase
van die melkoutomaat. Dle basiese beginssls
van 'n masjienvisie-gebaseerde melkoutomaat is
agter behoorlik gevestlg; en dle werk in hierdie
proefskrif verteenwoordig 'n geskikte basisiyn
vanwaar verdere ontwikkelingswerk kan begin.
In hierdie gees word enkele voorstelle vir
verdere werk ook In die proefskrif aangebied.

Sommige aspskte wat in die proefskrif
aangespreek word, word in die aanhangsels
verder toegelig. Die tweede-laaste aanhangsel
bevat ’'n lys van onderwerpe, en
lteratuurverwysings, wat verband hou met
hierdie navorsing - ten einde toekomstige
navorsing In verwante velde te vergemakilk. 'n
Uitgebrelde lys van literatuurverwyslngs woed In
die laaste aanhangsel ingesluit.
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1.1 BACKGROUND

Implementation of acdvanced technology in
agriculture holds different challenges than
implementation of advanced technology in other
sectors of the sconomy. Reasons for this
Include the fact that an agricultural environment
is In general less structured than an industrial
environment for example; and because
agriculture involves unigue interactions between
man, machines, and various elements from
nature. The specific challengas posed by the
application of advanced technology In
dairylng gave rise to this research project. This
decislon was reinforced by the following:

a. Dairy farming Is labour intensive, on a
seven-days-per-week basls. In the course
of economic development in any country,
there is a migration of labour from the
primary sectors of the economy (agriculture
and mining) to the higher sectors - refer to
SINGELMANN (1978) for statistics. The first
agricultural operations which are affected
by this migration of labour, are the labour
intensive ones - such as dairying. The
labour needs caused by this migration, can
however be overcome through the
enhancement and replacement of human
workers by technological elements.

b. Besides being sensitive to changes In the
labour structure, dairy farming also requires
substantlal management attention from the
farmer/dairy manager. By means of
advanced sensor and computer systems,
the amount of direct observation and
information processing required from the
farmer ¢an be reduced - and can also be
done at times which are not necessarily
dictated by the milking schedule.

¢. Two French agriculiural economists (BYE &
CHANARON (1986)) undertook a study
cancerning the economic prospects of
technology in agriculture. From thelr study
it was concluded that dairy tarming was

one of the most important areas for future
application of advanced technology.

At the start of this research project, it was
concluded that attaching teatcups to a cow’s
teals was the most important activity to be
automated before completely automated
dairying could become a reality. (This aspect is
addressed In more detall In Section 2.2)
Theretore the focus of this research falls on the
development of robotic milking machines for
cows.

12 GOALS OF THIS RESEARCH

There are a number of groups - mainly in
Europe - which are actively busy with research
and development on robotic milking machines.
(An overview of the state-of-the-art Is presented
in Section 2.7.} Although some are in advanced
stages of development already, the grounds on
which speciic system configurations were
chosen, are not very clear from the available
literature (which Is rather scarce though). This
study therefare aims at the following:

a. To systematically define appropriate
performance parameters for a robotic
milking machine.

b. To systematically Identify, analyze,
compare, and trade-off different concepts
for the development of a robotic milking
machine's subsystems.

¢. To make academic as well as practical
contributions in the engineering field of
sensor-based robotics. This should be
done by researching, and solving some of
the outstanding technical issues regarding
the chosen milking robot configuration,

1.3 PURPOSE AND SCOPE OF THE
DISSERTATION

The purpose of this dissertation is to present a
discussion and an evaluation of the actions
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taken in order to satisfy the defined goals of this
research project. This dissertation does not only
contribute to the better understanding of
machine perception, and robotics; but also of
soms of the implications of merging englneering
theory and equipment, with the agricultural
sector as the field of application.

During the discussion of the milking robot,
concepts which were found not sultable (or
perhaps only partially suitable), are also
Included. This infonmation is considered very
important for future research In this field.

Since agricultural engineering uses results fram
a wide variety of fields, it was impossible to
cover all areas to the same depth In the
dissertation. It was however an alm to maintain
a balance in this regard, and to compile the
dissertation such that it can act as a primer for
further research In specific areas - in order to
fully reafize the potential of robotic milking
machines.

1.4 COMPILATION AND LAY-OUT
OF THE DISSERTATION

Chapter 1 contains a general introduction to the
dissertation; the goals of the research; and the
purpose, compilation and lay-out of the
dissertation.

In Chapter 2 a systematic analysis is performed
of the tasks and the assoclated equipment
necessary to automate the milking of a cow.
From this analysis, a miking robot and its
subsystems are defined. The chapter also
addresses the level of robotic performance
required for the implementation of a milking
robot; some important changes required to a
dalrying environment in order to accommodate
milking robots; some important consequences
of milking robots; comments on the life cycle
cost of a milking robot; and a summary of the
state-of-the-art regarding milking robots.

In Chapter 3. the machine perception
subsystem of a milking robot Is addressed. For
each of its twa main segments (sengorg and
signal processor) technlcal performance
parameters are defined, and different concepts
are Identifled and analyzed. After different
trade-offs it was decided to focus on slereo
machine vision as the basls for the milking
robot's machine perception subsystem. The
chapter contains experimental results obtained
from Investigating different rmachine vision

concepts,

In Chapter 4, the mechanical manipulator of a
milking robot is addressed. For each of its four
main segments (robot arm, robot hand,
actuators, and controller), technical
performance parameters are defined, and
different concepts are identified and analyzed.
From trade-offs it was decided to focus on a
cartesian robot arm, with electrical actuators.
Although an experimental manipulator
subsystam was not constructed as part of this
project, detalled designs and computer
simulations are presented.

Chapter 5 contains a summary of the results
obtained, and the conclusions reached;
suggestions for further work regarding the
robotlc milking of cows; and the overall
conclusions.

Appendix A contains details of the experimental
machine perception subsystem used for this
research project.

Appendix B contains an overview of data
reduction techniques suitable for the signal
processor of the miking robot's machine
perception subsystem. This appendix focuses
on techniques for reducing sensor data, while
maintalning the information content. For an
Imags processing system, this is done by
enhancing the edges in the image, and
discarding the rest of tha data.

Appendix C describes and lllustrates (by means
of examplas) the Hough transform for detecting
and localising curves such as parabolas in edge
enhanced images. This technique is used In
Chapter 3 for detecting cows' teats in edge
enhanced images.

Since this research covers a number of different
areas, Appendix D contains a brief "dictionary of
terms”. Some of the explanations might diffet
somewhat from those found in the literature or
in common use. This Is done in order to adapt
to the specific context in which the terms are
used in the dissentation.

Appendix E contains brief summaries of the
different computer programs which were
developed and used during this research
project. (The program listings - which are
obtalnable from the author - are not included,
since it would make the dissertation too bulky.)

Appendix F contains the constructional delails
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of the mechanical design for the manipulator
subsystem of the milking robot. (The appendix
is thus a close companion of Chapter 4.)

Appendix G contains a bibliography - classified
according to subjects relevant for this research
ptoject. Under each subject title, only the
surhames of the authors and the dates of the
relevant publications are given. Full details are
contained in Appendix H.

Appendix H contains the complete details of all
the references cited (by means of the authors’
sumames and the publication dates) in the
dissertation and In the bibliography.

1.5 GENERAL CONTEXT OF
MILKING ROBOTS

Figure 1.1 summarises the general context of

Milking Robots. When the diagram Is read top-
down, It represents the analytical epproach, by
which a system is divided into subsystems, and
the subsystems are further divided unti
manageable entities (such as those shown on
the lowest loval of the diagram) are reached.
When the dlagram is read hottom-up, &
represents the systemns approach, by which a
system s considered in consecutive higher
layers of its intended environment.

For the detalled design of a system, the
analytical approach is necessary; but In order to
ascentain that the system can be merged with
Rs intended environment, the systems approach
Is necessary. Since the two approaches are
complementary, Chapter 2 addresses aspects of
the milking robot in its environment, while the
topics on the lowest level In Figure 1.1 are
addressed in detail in Chapters 3 and 4.
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2.1 INTRODUCTION

As a first step in the Investigation into the use of
advanced technology in dalrying, the actions
necessary in order to automate the process of
milking a cow are identified. The identified tasks
are then matched with available equipment -
where possible. A miking robot Is then
conceptualized in order to perform those tasks
for which no existing equipment can be used.
From this investigation, the major subsystems
for a milking robot are defined.

The level of robotic performance required for
the implementation of a miking robot Is
discussed In Section 2.3; while Section 24
indicates Important changes required to a
dairying environment in order to accommodate
milking robots.

Some important consequences of milking
robots - e.g. potentlal effects on production
levels, on animal health, on the soclo-economic
system, and on the environment - are presented
in Section 2.5; whilea comments on the life cycle
cost of a mitking robot are made in Section 2.6.

Before the conclusion of Chapter 2, the state-of-
the-art regarding milking robots Is summarlzed
In Section 2.7,

22 AUTOMATED MILKING OF
cows

The following strategy was followed during this
rasearch project for the identification of needs
in the field of automated milking of cows:

a. Identify and analyze the primary tasks
which have to be performed In order to
extract milk {other than by a calf) from a
cow.

b. Identify existing equipment which can be

used to perform the tasks identified.

c. Identity tagks which cannot be performed
by existing equipment, and conceptualize
appropriate equipment

d. Develop new equipment and systems
where necessary, and integrate these with
existing equipment, in order to form a
system to reduce the direct involvement of
humans in the process of mitking cows.

2.2.1 IDENTIFICATION OF REQUIRED
EQUIPMENT FOR THE REALIZATION OF A
ROBOTIC MILKING MACHINE

This sectlon presents detalls of an investigation
which was undertaken at the beginning of the
rasearch project, in order to identify tasks and
carresponding equipment for automated milidng
of cows. The discussion covers the first three
steps of the above strategy, while the fourth
step of the strategy is addressed In Chapters 3
and 4 of the dissertation.

{Although the discusslon in this section contains
weoll-known information, the intention was to
provide a well structured methodclogy by which
dairying tasks could be allocated to different
technological elements, in order to automate

dairying.}

8. Acow's entry Into the mitking point, can be
automated in several ways:

i. By milking her on every vislt to an
automatic feeding station - ag. as
discussed by ROSSING et al (1985).

ii. By using an automated sefection gate
at a point through which the cows
often move, e.g. on thelr way to drink
water - refer to METZ-STEFANOWSKA
et al (1989) and KETELAAR-DE
LAUWERE (1989). .

ji, By caling a cow to the stall at
pre-programmed times, by means of
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an electronic signalling device attached
to her ear - o WIERENGA &
HCPSTER (1987).

Identification of the cow can be automated
by an electronic identification system - of
which there are several available
commercially. (Refer to Electronic
Identification of Animals in Appendix G for
a list of literature on the subject.)

Stimulation (for improved letdown of the.
milk through secration of the hormone
oxytocin - DE VILLIERS (1978)), and
cleaning of the udder before milking, can
be automated by means of rotating brushes
and by spraying water onto the udder (a.q.
LUSIS & GARANCH (1987) and FARMERS
WEEKLY (1990)).

It should be possible to use a machine
perception system (sensors and a signal
processor) for confirmation that a cow's
udder is present within the working space
{l.e. recognition}.

It should also be possible to use a machine
perception system for localisation of a
cow’s four teats, within a pre-defined frame
of reference.

A machine perception system should also
be suitable for inspectlon of 8 cow’s udder
and teats, In order to ascertain that they
are clean and healthy. (Inspection can
elther be an Integral part of the system's
functions, or the sgystem can store
Information which can later be Inspected by
& human operator - at a convenient time.)

It should be possible to attach the four
teatcups to the teats by means of a
mechanical manipulator - based on the teat
positions derived by means of the machine
perception system.

Withdrawal of the milk from the cow’s
udder Is achieved by the pulsating suction
of a miking machine - MATON &
DAELEMANS (1976), and CASTLE &
WATKINS {1879). (The stimulation of the
cow's udder at this stage, by applying high
frequency vacuum pulses on the teatliners,
Is also a possibillty - e.g. WORSTORFF et
al (1987).)

Monitoring and noting of parameters

such as mitk yield and udder health can be
petformed by incorporating varlous sensors
Into the teatcup. (Examples of such
sensors are discussed by WHEELER &
GRAHAM (1986a), ORDOLFF (1987), and
TOTH & ESZEKI (1987).)

J- Removal of the teatcups from the teats,
once the mitk flow rate has dropped below
a certain threshold can be effected by an
automatic vacuum release system, which
allows the teatcups to drop off when the
mik flow rate drops below a pre-set
threshold. (ARTMANN & SCHILLINGMANN
(1920) present brief detalls of some
mechanisms to take care of the teatcups
once they have dropped off.)

k. Rinsing and disinfecting of the teatcups
and of the teats can be automated by
means of spraying water and a disinfectant
onto it after the cow has been milked.

. A cow's exit from the milking point, can be
automated by means of an automated gate,
and electrically charged chalns, lowered
onto the cow's back when she must leave.
(WIERENGA & HOPSTER (1987) had found
in experiments with such a system that
cows quickly learned to respond to the
noise of the moving chains, without the

" chalns even touching them.)

From the abave investigation it became clear
that there were two categories of dairying tasks,
still requiring further development of appropriate
tachnological elements In order to realize fully
automated milking of cows:

a. Therecognition, localisation, and inspection
of the cow’s teats; and

b. Atachment of the miking machine’s
teatcups to the teats.

it was hypothesized that the technological
elements required for these two categories of
tasks are a machine parception system and a
mechanical manipulator system - which can be
combined to form a milking robot.

2,22 THE SUBSYSTEMS OF A MILKING
ROBOT

A high level and general definition of a milking
robotl is: ‘An apparatus to recognize, locate,
and inspect the toats of a cow; and to attach a
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MACHINE PERCEPTION SUBSYSTEM

MANIPULATOR SUBSYSTEM

Physical posttion of Measured position of Physical position of
cow's feat cow's teaf robot hand with
teatcup
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Signal « Actuators
Sensors - 9 . Controller » Robot arm
= Processo « Robot hand
‘2_ Maasured position of
robot hand with
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Maasured position of Oskys? Measured position of
robot hand with teatcup - LET A3 robot hand with
from machine perception ky+hy=1 teatcup - from on-
subsystormn board sansors

FIGURE 2.1: Generalized blockdiagram repregentation of a milking robot

milking machine to the cow's teats” A
generalized servomechanism blockdiagram
representing a milking robot consisting of a
machine perception subsystem and a
manipulator subsystem, is shown in Figure 2.1.
(The system as shawn in Figure 2.1 can be
tailored to sult specific requirements - e.g. by
choosing different values of k, and k, within the
ranges shown in the figure.)

2221 THE MACHINE PERCEPTION
SUBSYSTEM

For the milking robot, the machine percaption
subsystem is defined to consist of one or morg
sensors and a signal processor. The sensors,
aimed at the cow's teats, provide rough data
concerning the teat positions, to the signal
processor. This data is processed by the signal
processor, such that the teat positions (within
cenain tolerances) can be derived, and
provided to the manipulators position
controller. Different sensors, sensing

mechanisms, and signal processing principles
for this purpose are discussed in Chapter 3.

(Statistical data obtained from lactation curves,
the number of days into the lactation period,
and previous teat positions can be used to
complement the data derived from the sensors
and the signal processor, but It is not
considered as a suitable perception technique
an its own. More is said about this issue in
Saction 2.3 below.)

2222 THE MANIPULATOR SUBSYSTEM

The manipulator subsystem is used for
attaching the teatcups to the cow's teats. This
subsystem typically consists of a controller,
actualors, a robot arm, and a robot hand (or
and effector}. The controller's actions are based
on the position reference values generated by
the machine perception subsystem; and on
position feedback values generated by different
sensors - refar to Figure 2.1. The ditferent
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segments of the manipulator are discussed In
mote detail in Chapter 4.

2.3 LEVEL OF ROBOTIC
PERFORMANCE REQUIRED FOR
IMPLEMENTATION OF A MILKING
ROBOT

2.3.1 COMMON LIMITATIONS OF ROBOTIC
SYSTEMS

The three dimensional localisation of a cow's
teats, and the attaching of a milking machine’s
teatcups to the teats, Involve various practical
problems, which are only addressed in the
design of the most advanced robotic systems.
A common practice in the design of industrial
robots is to adapt the environmant to the robot.
This Is not always possible in an agricultural
environment,

Many industrial robots only make use of
two-dimensional observations in  speclally
adapted environments. Consider the sonting of
objects for example: The target objects’ slzes
and shapes are known beforehand, and the
objects move at a known speed along a
constrained trajectory. The objects can thus be
located two-dimensionally by making use of ohe
sensor, while the third dimension of object
position is known from the system
configuration. (Examples are: manipulation of
spare parts on a conveyer belt - ASEA (1983);
and candling, sorting and packing of eggs -
BOURELY et al (1986).) Simltar constraints can
obviously not be designed into a robotic milking
system’s environment.

Ancther technique often used, is to make use of
stored Information about target objects. Since
the sizes, shapes, and positions of a cow's teats
differ for various cows, and even vary from day
to day for the same cow, the use of a priori
information has definite limitations in the milking
robot case. Gascoigne-Melotte Is one company
who Implemented this technlque In an
experimental milking robot. FARMERS WEEKLY
(1990} describes a problem experienced during
a demonstration of this system: "In one case the
different interval batwesn milkings meant that
the cow's teats had changed their relative
paositions, So the memorised co-ordinates were
now wrong and a human hand had to help with
the final guiding.”

Yat another technique which is often used, is to
observe a stationary target object

two-dimensionally, The manipulator then moves
towards the target, until a tactile sensor senses
that the manipulator has reached the object -
©.9. the automatlc fruit picking robots discussed
by COPPOCK (1883) and by D’ESNON et al
{1986). The construction of a teatcup Is
necessarily such that the teat must move into it.
Tactile sensors can therefore not be used in
exactly the same roll as It is used in the case of
the fruit picking robot. Furtharmore, two-
dimenslonal observation of an object requires
contrast between the object and its
background. This Is a problem when viewing a
cow's teats and udder from below - as
discussed In more detall In Section 3.4.3.1.

2.3.2 ROBOTIC LEVELS

NEUHEUSER (1989) defines four “levels of
robotisation” (based on the robot’s level of
performance):

a. Preliminary stages of robots, which are
remotely controlled oparator-driven
manipulators. THRING (1983) calls these
mechanisms tefechirs, which literally means
remote hands.

b. First-geperation robots, programmed (or
data-base-driven) to operate in simplified
environmental conditions, and to perform
simple repotitive tasks. THRING (1983) calls
these machines senseless robots, which
will try to camy out thelr tasks, even if the
target object is not there, or if something
gets in the way. Examples are.glven by
HWANG & SISTLER (1985), and KUTZ et al
(1986) (transplanting of seediings); and
GELBGRAS et al (1984) (automated

welding and spray painting).

c. Second-generation robots, operating In well
structured environments, with the abillity to
adapt its movements as a result of simple
sensory observations. Examples are the
manipulation of spare parts on a conveyer
belt - ASEA (1983); and the candling,
sorting, and packing of eggs - BOURLEY et
al (1986).

d. Third-generation _ robots, operating in
natural environmental condltions, making
use of high-performance perception
systems. Examples are given by KEY &
ELFORD (1983) (a sheep-shearing robot);
and by GERRISH & SURBROOK (1983)
and CROWLEY (1985) {mobile robots).
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2.3.3 MILKING ROBOT REQUIREMENTS

- Telechirs are obviously not suitable for the full
automation of dalrylng, because of the need for
an operator. Attempts to derive position
reference values for a milking robot purely from
stared data regarding a cow’s teat positions,
represent first-genaration rabotics; and such
systems are not suitable for the full automation
of dairying. bacause of its inability to cope with
environmental uncertainties and changes.
Sacond-generation robots are also not sultable
for the full automation of dalrying either,
because of the need for a structured
environment, and the fimited sensory abilitles.
Third-generation robots cari play a role in the
full automation of dailrylng, because of its
adaptability to the environment by means of the
machine perception systems used. It should
however be clear that these systems make use
of advanced equipment, and that thay require
extensive design effort.

In order to fully utilise the adaptabillity of third-
generation robots, the milking robot concept
envisaged for this project is:

a. The machine perception subsystem must
be able to localise a cow’s teats in real-
time. Limited cow movemants should thus
not prevent the system from operating.

b. The machine perception subsystem must
not be disturbed by one or mare teatcups
already attached to a cow's teats - l.e. once
onhe or more teatcups had been attached,
the perception systern must still be able to
localise tha remaining teats in real-time.

c. The manipulator subsystem must be fast
enough to attach a teatcup to the teat of a
cow - aven if she moves around (within
certain limits).

d. The teatcups must be held in a retainer
rack which can move towards the cow, and
from where they can be taken by the
manipulator to be attached to the teats.
Once milking is completed, the vacuum
release system (Section 2.2.1.j) can let the
teatcups drop back into the module, and
the module can move out of the way again.

2.4 REQUIRED CHANGES TO THE
MILKING ROBOT'S ENVIRONMENT

There Is a direct relationship between the

amount of environmental uncentainties which
can be handled by a robotic system, and Its
“intelligence” and sensing abilities. In designing
a rcbot which can attach teatcups to a cow’s
teats, both the robot's abilities and the
uncertainties in the dairying environment will
require intensive design attention, In order to
match each other. This section focuses on
some aspects of a dairying environmant where
changes can largsely enhance the feasibility of
robotic milking.

2.4.1 GENERAL CHANGES REQUIRED

Since the sensor and the manlpulator of a
mitking robot are precision products, care
should be taken to fimit dirt, dust, and water In
the vicinity of these elements. This requires
special care with the placement of the sensor
and the manipulator, and with the design of the
stall's lay-out.

Autormated entry of the cows into the stall
requites special attention In order to ensure that
each cow is regularly milked. (Refer to the
discussion in Section 2.2.1.a above.)

A speclal system for handling the teatcups
before its manipulation by the robot, and after
milking the cow is required - refer to 2.3.3.d
ahova. '

In an automated dairying system, large amounts
of information has to be gathered, processed,
Interpteted, and stored. A master computerised
control system, connected to other systems via
a communication network, will be required in
order to ascertain that there Is coordination in
the execution of tasks such as automatic
feeding; health monitoring; preduction
maonitoring; robotic milking; and data logging.
(Logging and processing of data is of special
importance, in order to ascertain that each cow
Is regularly milked.)

2.4.2 CONSTRUCTION OF THE STALL

In order to attach a milking machine to a cow
by means of a robotic system, the cow's udder
must be within a well-defined region of the stall;
and the cow must stand as still as possible.
(The faster the senslng speed of the perception
subsystem and the reaction speed of the
manipulator, the less rigid will the requirement
be that the cow must stand still.} One or more
of the different mechanisms avallable to centre
a cow in the stall and to limit her movements
{e.g. moving stall sides - MONTALESCOT &
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MECHINEAL (1987); or a floor which is arching
upwards between the cow's hind legs, or
restraining bars which are moved in between
the legs and the udder while the cow stands in
the stall - FARMERS WEEKLY (1990)) will thus
have to be Implemented. A stall with a moving
front end (e.g. MONTALESCOT & MECHINEAU
{1987)), will also have to be used to provide for
cows of various lengths.

2.4.3 CONSTRUCTION OF THE MILKING
MACHINE

Some cows have very large udders, with teats
far apart and protruding to the sides. In such
cases the pipes of the milking machine’s cluster
{connecting the different teatcups) are often not
long enough. When a human milker attaches a
milking machine to such a cow, he has to
manipulate the teats with his one hand, In order
to reach it with the teatcup in his other hand.
Since such manipulation is nat included as part
of tha milking robot’s functions, this problam
must be solved in another way.

A possible solution Is to redesign the milking
machina in order to have four unconnected
teatcups - each with its own vacuum- and milk
carrying pipes. Besides the easier rohotic
manipulation of the teatcups of such a
redesigned milking machine, the milking
machine could also be adapted to be used as
an Individual quarter milking machine (refer to
the definition in Appendix D).

In order to allow for a robotic system’'s
inaccuracies In the positioning of teatcups
relative to a cow's teats, teatcups with wider-
than-normal mouths are used by the company
Gascoigne-Melotte. Once the teat has dipped
into the teatcup, the brim is inflated by means
of air, in order to trap the teat in the centre. This
scheme allows for differences of up to 30 mm
between the teat and teatcup centreline -
FARMERS WEEKLY (1990). Since positional
accuracy of a milking robot is an important
issue - as discussed in Chapters 3 and 4 - wider
teatcup openings definitely enhance the
feasibllity of robotic milking.

2.4.4 LIMITATIONS ON UDDER SHAPES
AND SIZES

Ancther option to overcome the problem of
excessive udder sizes and teats which are far
apart and protruding, is to eliminate such cows
from the herd, by means of a selection and
breeding program. Good results obtained with

selection and brgeding for easier robotlc
milking, were reported by POLITIEK (1987).

2.5 CONSEQUENCES OF ROBOTIC
MILKING MACHINES

2.5.1 INFLUENCE ON MILK PRODUCTION
LEVELS

When milking with a robotic milker, it will be
possible to milk all the cows in the herd more
than the conventlonal twice per day. ROSSING
et al (1985) and IPEMA et al (1987)
conceptualized the installation of a milking robot
in an automatic feading station. In order to
investigate the feasibllity of this concept, a
milking machine was installed next to a feeding
hox, and operated manuailly on a 24 hour per
day basls. The following resuits were recorded:

4. Cows visited the feeding station voluntary
on average 3,9 times per day, and could be
milked on every visit.

b. The higher milking rate resutted in an
average increase In milk praduction of 14%,
over the full lactation period (compared
with the control group).

¢. A mass Increase in the order of 10%
occurred in milkfat and protein preduction,
over the full lactation period (compared
with the control group).

d. No negative effects on reproduction
performance of the cows, or on teat and
udder health, were racorded.

6. No negative effects were recorded
regarding milk quality.

GRIMM & RABOLD (1987) recorded milk
production increases cf up to 20% when cows
were milked four or more times per day. The
use of miking robots make this milking
fraquency possible.

From the abovementioned results obtained by
other researchers, it s evident that the use of
milking robots can result in significant increases
in mik production levels. Increased total
production is however not necessarily desirable
- due to over-production and quotas in many
countries. If the same milk production volumes
can however be reached with less animals, the
advantages are obvious.
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2.5.2 INFLUENCE ON ANIMAL HEALTH

When advanced technology such as miking
robots, is Implementad as part of an animal
production system, one of the most important
questions i concerned with its influence on
animal health. Since little direct feedback can be
obtained from the animals, regarding a specific
system’s influence on them, the desigher must
take full responsibility for this aspect. The
analysis of the man-machine interface is a very
important part in the design of systems to be
used by human operators (e.g. KEIRN &
AUNON (1990); SHERIDAN & FERRELL (1974);

SINGLETON (1978); and WICKENS et al .

(1989)). In similar fashion, machine-animal
interface aspects should be rated very important
In the wvalue system when systems are
conceptualized and designed for the automation
of animal production.

Remote sensing and automatic animal
identification form the basis for a robotic milking
system. This requires an electronic receiver/
transmitter ("transponder”) to be attached to tha
animal. Although the electromagnetic radiation
asseclated with such devices apparently have
no negative effects on animals, differences of
oplinion still exist as to the long-term effects of
such devices on body tissue. Only an in-depth
investigation - which is beyond the scope of this
research however - can answer this question.

Attaching transponders to animals Is done in
various ways - e.g. implanted capsules, oras an
eartag, or on a strap around the animal's neck,
or on a strap around its body. it is sometimes
noted that animals continuously move their
ears, because the eartags hinder them. In other
cases the transponder’s neck bard hurts the
animal’s nheck., Since automatic animal
identification is essential for robatic milking, the
above aspects represent indirect hegative
consequences of milking robots - which must
he prevented.

Stress Is an important aspect influencing a dairy
cow's production, and her health. GIESECKE
(1983, p.23) correlates cow stress and the
occurrence of mastitis: "The stress exposure of
cow and udder [...] eventually terminate in
mastitis [...] In many cases, the close
interaction with human milkers cause stress for
dairy cows. SEABROOK (1972) carried out
some work in which It was shown that a cow's
stress level and milk vield are related to the
cowman’s personality. Specifically, an introvert
personality appears more suitable for successful

milking and herd husbandry. With automated
dalrying, the amount of interaction between the
cows and the cowman Is reduced, which will
iead to less human induced animal stress; and
thus to Increased milk production, and %o
Improved animal and udder haalth. On the cther
side of the coin howevar, Is the possible
increased stress levels due to a cow's
intaraction with machings such as a feeding
station, a milking machine, and a milking robot.
From available literature it seems that this
aspact has not yet received much research
attention. It will definitely have to be addressed
In future research - possibly along the lines of
the man-machine Interface studies mentioned
above.

Although less interaction between a cowman
and his animals can lead to decreased stress
levels for the animals, # also resuits in
decreased human monttoring of the animals,
which can have negative effects on animal
health. However, the data gathered by means of
different sensors can be processed faster, and
more consistently by means of the automated
system’s computer. Furthermore, the sensors
and processors of an automated system should
be avallable continuously - which is not the
case with human monitoring of the animals.

Mastitis control is probably cne of the most
important tasks in modern dairying. With more
regular milking of the cows, and with automatic
mastitls detection, udder health can be well
monitorad in a robetic miking system. A major
cause of mastitis is an udder not being milked
out completely, and the subsequent long time
before the next milking. With more regular
mitking, this problem should be reduced.

Increased production levels cause farger and
heavier udders. This can in turn cause hip and
leg problems with some cows - due to the
heavy loads which have to be carried for the
long periods between milkings. With the more
regular milking which Is possible when using
milking robots, the problem of heavy udders
can be considerably reduced.

From the above discussion, it can be concluded
that the use of advanced technological elements
in animal production systems can have both
negative and positive effects on animal health,
The potential negative effects can however be
avoided by the designer through adequate
design techniques, and by the farmer through
adequate management practices; while the
positive effects can he very advantageous to
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both the farmer and his animals. MONCASTER
& PARSON (1887) summarise it as follows:
“Since there Is more time for cowmen to attend
to the cows, greater opportunity to monitor their
performance and state of health automatically,
and also the possibility of tailoring the milking
process to suit the needs of Individual animals,
welfare of the cows could be improved.”

2.5.3 SCCIO-ECONOMIC EFFECTS

The significance of automation cannot be
asserted in terms of its engineering
characteristics alone. Therefore some of the
socio-economic effects of robotic miking
machines are briefly discusead in this section.

An often heard argument agalnst the
implementation of agricultural robotics is the
possible negative influence on the number of
jobs available. As far back as 1968, IRVING's
ressarch had however indicated that
appropriately managed automation increase the
gross domestic product of a country. That in
tum contributes to the creation of more jobs,
and to economic growth. KRUTZ (1883) quotes
figures from the (American) Soclety of
Manufacturing Engineers (SME), forecasting that
about twenty thousand Americans could lose
their jobs In the 1980's due to robots. On the
other hand, an estimated seventy- to one
hundred thousand new job opportunities could
be created by the robotics industry at the same
time.

An Important aspect in the use of advanced
technology In agriculture, Is the improverment of
working conditions for farm workers. NITZAN
{1985) considers avoldance of tasks which are
undesirable for humans as the most important
driver for automation. In the dairying context,
the use of miking robots can relleve people
from monotonous tasks (e.g. repetitive attaching
of milking machines to cows), continuous hard
work {e.g. seven days per week, all-year round
milking of cows), and dangerous work (e.g.
handling bad tempered cows).

FALKENA (1979) considered the consistent use
of technology as one of the main factors
making high levels of agricultural productivity
(ratio of yleld to input costs) possible - with &
gignificant Influence on the macrc-economy.
Productivity is often linked only with the skills,
attitudes, and knowledge of workers. Although
people play a central role, all the production
factors (natural resources, human resources,

money, entrepreneurship, and technology)
must be used well, in order to optimize
productivity.

2.5.4 ENVIRONMENTAL EFFECTS

In the Netherlands for example, disposal of
animal waste Is a major problem, having a large
impact on the environment. If the required milk
production volumes can be reached with less
animals, less animal waste will be produced;
and the use of milking robots will thus have an
indirect positive influence on the environment.

2.6 COMMENTS ON LIFE CYCLE
COST AND ECONOMIC IMPLICA-
TIONS OF MILKING ROBOTS

From a commercial viewpoint, and in order to
ascertain the feasibility of milking robots, it is
important to compare Its life cycle cost with that
of conventional milking machines. However, a
pure cost comparison will not provide the full
picturs, for tha following reasons:

a. There are diffgrences in the functions and
in the technological complexity of the two
systems. The two systems are therefore

eppropriate for differently developed
socleties.

b. There are differences in the direct and
indirect costs and savings for the two
systems. {Refer to POTTER (1983) for the
importance of this lssue when deciding to
automate a process or not.)

In order to restrict the scope of the research,
and to maintain focus on the exploration of
technical concepts, it was decided not to
perform exdensive investigations into a milking
robot's e cycle cost, or its economic
implications - such as that presented by ECKL
(1988), NIJSSEN et al (1988), and MONCASTER
& PARSON (1987). Suffice it to quota the
following conclusion reached by the latter: “For
herd slzes of 40 cows or more, the humbers of
automatic milking units required are between a
quarter to half of the number of stalls required
in a comwentional miking system. Thus,
although the fully automatic systern requires
components which are more sxpensive to buy,
run and maintain than those of conventional
milking systems, the total costs for a given herd
size are not markedly different.”
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2.7 OVERVIEW OF THE STATE-OF-
THE-ART IN MILKING ROBOTS

In this section, an overview is glven of the state-
of-the-art regarding milking robots - based on a
Iterature survey. There are a number of
research institutions and companies (from the
available literature, they seem to be mainly in
Europe} which are actively involved In the
development of different milking robot concepts.
Becauss of the commercial value of such
developments, most of this work is howsver not
yet made public; and therefore the literature on
the subject is rather scarce.

By making use of information presented by
ARTMANN & SCHILLINGMANN  (1990);
ORDOLFF (1983); KLOMP ot al (1990);
MARCHANT et al (1987); ROSSING (1988,
1969); and SWORMINK (1991), the summary in
Table 2.1 could be compiled. From the available
Iterature it seems that the milking robot
developments in the Netherlands are currently
the most advanced. Although SWORMINK
(1991) states that it will still be some years
before milking robots can be bought from the
focal comer shop®, several developers are
confidert that they are on the right track with
their work,

TABLE 2.1; Summary of the state-of-the-art regarding milking robots
DEVELOPMENT CENTRE SENSOR CONCEPT ROBOT ARM CONCEPT
AFRC, Silsoe, United | CONCEPT 1: (according to Pneumatically actuated robot
Kingdom ROSSING (1989)) arm, with two rotating wrists

- Two ultrasonic sensors for and one linearty moving axis
localisation of teats (accuracy (spherical arm) - with an
about 60 mmy} accuracy In the corder of 5

- Cone shaped teatcups, with mm
tactile sensors Al four teatcups taken

simultaneously to the udder
FT__ 2. (according 1o

ARTMANN & SCHILLINGMANN

(1990))

- Tactle sensors for coarse
localisation of the cow; and
data base of teat positions

- Array of light beams for fine
locallsation of teats

Bundesforschungsanstalt | CONCEPT 1: Electrically actuated robot

fir Landwirtschaft,
Braunschweig-
Vilkenrode, Germany

- Aray of ultrasonic sensors
for coarse localisation of
teats

- Two ultrasonic sensors for
fine localisation of teats

CONCEPT 2:

Laser diode and one television
camera for localisation of teats
(mounted on robot arm)

arm, with four degrees of
freedom: three linearly
maoving axes (cartesian arm),
which can also rotate about
its vertical axis

Teatcups consecutively taken
to the udder
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DEVELOPMENT CENTRE

SENSOR CONCEPT

ROBOT ARM CONCEPY

CEMAGREF, Antony,
France

Scanned laser diode and one
television camera for coarse
localisation of teats

Array of light bsams on the
teatcup, for fine localisation
of teats

Separate robot arm for each
teatcup

Electrically actuated robot
arms

Divelsdorf,
Germany

Otterberg,

Data base of teat positions,
for approximate localisation
of teats

One scanned ultrasonic
sensor for coarse localisation
of teats

Array of light beams for fine
localisation of teats

Electrically actuated robot
arm, with three linearly
moving axes (carteslan arm)
Adapted industrial robot am
Teatcups consecutively taken

to the udder

Gascolgne-Melotte, The
Netherands

Positioning of the cow in the
stall, by means of moving
stall sides and -front

Data base of teat positions,
and wider-than-normal
teatcup openings

Electrically actuated robot
arm, with two linsarly moving
axes, and one rotating wrist
(cylindrical arm)

Al four teatcups taken
simultanecusly to the udder
(in a module) ]
Teatcup positions in the
horizontal plane are
Individually controllable In the
maodule

Teatcups approach the udder
from behind, and move In
between the hind legs

Prolion, The Netherands;

inter alia in co-operation

with:

- IMAG, Wageningen,
The Netherlands

- Manus Holand,
Zutphen, The
Netherands

- Delt Universtty of
Technology, The
Netherands

Two ultrasonic sensors for
coarse localisation of teats
One rotating ultrasonic
sensor for fine locallsation of
teats

Electrically actuated robot
arm, with three rotating wrists
{articulated arm)

Al four teatcups taken
simultaneously 1o the udder
Teatcups attached from the
side of the cow

From the information in Table 2.1 it is clear that
there are at least as many milking robot

identificatlon,
and trade-off of different

systematic
comparison,

analysis,

concepts as there are developers. From the
literature, it is howsver not clear what the exact
requirements are which each developer has
used as the driver In order to choose his
specific concept. Nor is it always clear why one
concept was preferred over another. Therefore
the goals of this research project - as identified
in Chapter 1 - are centred around the
systematic definition of performance
parameters for a robotic miking machine; the

concepts for a robotic miking machine’s
subsystems; and research and development
of chosen concepts.

2.8 CONCLUSIONS

From an investigation of the tagks performed by
a human, when milking a cow, the technological
developments required in order to automate this
process were identified. From this investigation
it was concluded that the main outstanding
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activity in order to completely automate the
milking of cows, is the developrment of a milking
robot - consisting of a machine perception
subsystem for localising the teats, and a
manipulator subsystem for attaching the mitking
machine to the teats.

From tha discussion in Section 2.3 on the level
of robotic performance required for the
Implementation of a milking robot, it was
concluded that a third-generation robot -
making use of a high-performance perception
system in order to adapt to the environment - Is
required for locating a cow's teats, and for
attaching teatcups to them. Such robots
however make use of advanced equipment, and
they require extensive design effort - as will
become avident in the next two chapters.

A number of changes to a dairying environment,
which will greatly enhance the feasibility of
robotic milking, were addressed in Section 2.4.
General aspects addressed included the placing
of the sensor and the manipulator; automated
entry of the cows into the stall; handling the
teatcups before the robot attaches it, and after
milking; restriction of the cow’s movements; and
the need for an extensive Information
management system, to coordinate the
execution of different automated dairying tasks.
Changes to the construction of a milking
machine - such as a miking machine with
longer-than-normal pipes attached to the
featcups; and teatcups with wider-than-normal
mouths - will also enhance the feasibllity of
robatlc milking. The issue of selecting and
breeding cows for easler robotic milking, was
also briefly addressed in Section 2.4,

Some Important potential consequences of
milking rcbots - including effects on production
levels; effects on animal health; effects on the
socio-geonomic system; and effects on the
environment - werp presented in Section 2.5.
Different researchers recordad increased milk
production levels when milking cows more than
the conventional twice per day. Since a robotic
milker can increase the milking frequency, it can
lead to better productivity {g.g. the same
production from less cows); less animal waste

to ba handled; and to lighter lcads In the cows'
udders. Automated milking leads to less
interaction between a cowman and his animals.
This can lead to decreased stress lavels for the
animals, but it also results in a decreased
human monitoring of the animals. The
automated system is however pat of a
computerized information management system,
by which the data gathered by means of
different sensors can be processaed faster, more
consistently, and probably continuously. An
Important social advantage of robotic milking Is
tha improvement of working conditions for farm
workers; while increased agricultural
productivity has economic advantages over a
wide front.

In order to focus on the exploration of technical
concepts, it was decided not to perform
extensive investigations into a milking robot’s
life cycle cost, or ks economic Implications.
Section 2.6 was therefore restricted to some
reasons why milking robots and conventional
milking machines should not be compared one-
to-one on economic grounds; and to providing
some literature references containing detalled
studies of the economic implications of robotic
miking.

Based on a literature-survey on the state-of-the-
arnt regarding milking robots, It seems that there
are at least six main centres in Europe whare
specific miking robot configurations are at
different stages of research and development.
({For each of these there is a maln developer, in
collaboration with different universities, research
institutions, and companies.) Since it was not
clear from the available literature which
decision-criteria and concepts were considered
by the different developers, it was decided to
systematically address these issues in this
research project. The = milking robot
configuration presented in this disseration is
therefore unique in the sense that it is based on
a systematic definition of performance
requirements, a systematic identification,
analysis, and trade-off of concepts, and
rescarch and development regarding the
chosen concepts. The detalls of this process
are presented in the following chapters.
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3.1 INTRODUCTION

3.1.1 BACKGROQUND ON MACHINE
PERCEPTION ‘

Machine perception can broadly be defined as
the process whereby a computer derives
information about a scene, based on signals
from one or more sensors. The primary function
of a miking robot’s machine perception
subsystem s to determine a cow's teat
positions, in real-time, with respect to a fixed
frame of refarence. Recognition (in the sense of
distinguishing different objects In the scene} and
inspection of the cow's teats are secondary
functions of the machine perception subsystem.

Machine {or computer) perception consists of
two main processes, namely:

a. Featyre trangformation, which involves the
conversion of physical features in & scene or
an environment (such as light intensity,
temperature, force, etc.) to electrical signals,
by means of sensors.

b. Signal progessing, for data reduction, data
analysis (e.g. object locallsation in terms of
the sensor’s frame of reference - so-called
sansorcoordinales),andscens/environment
dascription (e.g. object localisation in terms
of a specifically defined fixed frame of
reference - so-calied world coordinates),

The effective design of a machine perception
system is based on the optimal Implementation
of the abovemesntionad two processes. (Referto
SANDERSON & PERRY (1983, p.858), and to
NITZAN (1985, p.6) for more detailed
discussions of these processes) The
implementation of these processes for a spacific
application, does not only Involve the correct
cholce of sensors and of signal processing
techniques, but also requires a well structured
information Interpretation system.

3.1.2 PURPOSE AND SCOPE OF CHAPTER

Different concepts for the sensors, and the
signal processor of the machine perception
subsystern for a milking robot, are identified,
analyzed, and evaluated in this chapter. In
order to evaluate and compare the concepts, a
number of technical performance requirements
are Identified for each of the segments; while
each concept is then evaluated against its
requirements. From this evaluation, a
combination of concepts is chosen, in order to
design a sultable machine perception
subsystem for a robotlc milking machine.

In the presentation of research results, a
balance should be maintained between
reporting on aspects and schemes which did
not work, and reporting on those which did
work. (This approach provides [mportant
guidelines for future researchers In the same
field.) This chapter therefore contalns analyticat
discusslons of numerous machine perception
concepts. Explanations are pressnted regarding
those concepts which were found unfeasible for
the milking robot; while experimental resuits
obtained with the feasible concepts, are
presented.

3.2 ANALYSIS OF THE MAIN
SENSOR FOR A MILKING ROBOT

3.2.1 TECHNICAL PERFORMANCE
REQUIREMENTS FOR THE SENSOR

In this section a number of technical
performance requirements which must be
satisfied by the sensor of a milking robot, are
defined and compared with each other in order
to determine their relative importance. The
parameters defined are necessatlly based on
the author's own experience in the fields of
systemn design and dairying. The defined
parameters are the most Important ones, and
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are not intended to be the alpha and the omega
of milking robot requirements. Also note that life
cycle cost and acquisition schedule are not
included in this discussion, since the focus is on
the axploration of technical ability.

The sensor cannot meet the requirements listed
in this saection, on its own, but it depends ontha
signal processor to do so. However, the
sensor's sensitivity and resolution, as well as the
type and amount of information that can be
gathered by It, play a very important role In the
machine perception process.

The different requirements against which the
sensor concepts are evaluated, influence each
other. Although the requirements can thus not
be considered in isolation, the aim is to
decoupte them as far as possible, and to
analyze the <sensor concepts against one
requirement at a time.

3.2.1.1 DEFINITION OF PERFORMANCE
REQUIREMENTS

The most important technical performance
requirements which must be satisfied by the
sensor of a milking robot, are:

& Becognitipn of oblects. The first tasks
performed by a human milker whan a cow
enters the stall to be milked, Is to confirm
that the udder is present within the working
space; and to distinguish the udder and
teats from other objects - such as pipes -
within the working space. With a human
milker, detection and distinction take place
automatically, but these functions
(collectively called recognition here), must
be designed into a milking robot's machine
perceptton system. (The main reason for
considering this aspect to be very important,
Is for the milking robot to distinguish
between teats and milking machine pipes
and teatcups, once one or more teatcups
had been attached.)

b. Localisation of objects. The main purpose of
the machine perception subsystem of a

mitking robot is the accurate localisation of
the cow’s teats, in order to provide position
reference values for the manipulator
subsystem of the milking robot. (As indicated
in Figure 2.1, the machine perception
subsystem could possibly also be used to
help with localisation of the robot hand. This
option will however not be investigated
during this research.)

¢. Inspection of objects. An important human
function to be taken over by the milking

rohot, Is inspection of the udder and teats,
In order to ascerialn that they are without
ulcers or cuts on the teat surface. This can
either be an Integral parnt of the system's
functions, or the system can store
Information which can later be Inspected by
a human operator - at a convenient time.
{Inspection of the milking machine and the
manipulator can also be included.)

d. Sensor simplicity. In order to ascertaln
simple operation, low cost, high reliability,

and easy maintenance of the machine
perception subsystem, tha sensor's
operating principle must be as simple as
possible. Furthermore, the data generated by
the sensor should not require a very
complex signal processor.

e. Environmental compatibllity. The milking
environment (especially when milking in a

feading box - as discussed in Chapter 2) can
he adverse. For this reason the sensor must
be water-, dust-, dirt-, and shock resistant; or
it must be mounted such as to ascerain
these tralts.

f. Sensing speed. The machine perception
subsystem must perform real-tims
observations In order to enable the system
to attach the mitking machine to the teats.
Therefore the sensor must have the abifity to
transform scene features to electrical signals
in realtime. The compiexity of the data
generated by the sensor, and of the signal
processing required, also determine sensing

speed.

0. Interfacing. In order to minimize cost and
overall system complexity, the sensor's
interfacing with the signal processor and
data storage units must be as stmple as
possible,

3212 WEIGHTING  QF PERFORMANCE
REQIUIREMENTS

in Table 3.1 the differant technical performance
parametors for the sensors (as defined In
Section 3.2.1.1) are compared with each other,
in order to determine their refative importance -
indicated by the weight factor. (Remember that
life cycle cost and development schedule are
not used as performance parameters here,
since the focus is on the technical
appropriateness of the different concepts.) In
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Table 3.1, 21 pairs of performance parameters
are compared with each other. For each pair of
parameters, a tolal rating of 10 Is allocated.
That allows for six levels of relative importance
{(10+0;9+1; 8+2; 7+3; 6+4; 5+5). If parameter
A Is considered Just as important as parameter
B, then each is allocated 5. If A Is slightly more
Important than B, then A is allocated &, while B
gets 4; etc.

The comparison is done celt by call in each
column (staying helow the diagonal). In each
cell, the parameter listed at the top of the
column is compared with the parameter listed
left of the specific row. (For example, In the
second column {first numerical column) of Table
3.1, Recognition of Objects is compared with
the other six defined performance parameters;

while in the third column, Localisation of
Objects is compared with the last five
parameters; etc.) Depending on the percetved
impontance of the parameter listed at the top of
the column, relative to the one listed left of the
specific row, a number between 0 and 10 is
allocated in the specific cefl. The mirror images
of the cells (i.e. above the diagonal) get the 10’s
complement of the numbers allocated below the
diagonal. After all the pairs have been
compared and rated (and the mirror images
allocated the 10's complements), the ratings
within each columnh are added to provide the
total rating for each of the parameters listed at
the top of the columns. These ratings are then
rounded, and expressed as percentages (called
the welght).

Recog- Locall- Inspection Sensor Erwiron- Sensing Interfacing
nition sation simplicity mental spoad
compatibility
Recognition - ] 6 a 5 8 2
Localisation 4 - 2 2 4 3 1
Inspection 4 8 - 4 7 5 2
Sensor 7 8 [:] - -] & 5
simplicity
Environmental 5 -} 3 2 - 4 1
compatibility
Sansing speed 4 7 5 4 ;] - 1
Interfacing 8 9 8 5 2] 9 -
Sum of 32 44 30 20 39 32 12
components '
‘Weight (%} 15 21 14 9 19 16 ]

3.2.2 IDENTIFICATION OF SENSOR
CONCEPTS

There is a large number of sensor concepts
which are commonly used in the fleld of rabotic
control. (Referta SANDERSON & PERRY (1983)
for a broad discussion of this topic) The
primary function of the main sensor (or sensors)
in the machine perception subsystem of a
milking robot, is to provide information about
the scene containing the cow’s udder, to the
signal processor, in order that the cow’s teat

positions can be datermined. This section
contains discussions of sensors which can
possibly fulfll this task.

3.2.2.1 TELEVISION CAMERA

In the human sensory system, two thirds of the
roughly three millon information carrying fibres
connected to the brain, come from the eyes -
YOUNG (1973, p.23) and WOOLDRIDGE (1963,
p-34). 1t Is therefore clear that the eyes are the
most important human sensing organs. With
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two eyes (or one moving eye), three-
dimensional object localisation is possible. Of all
the human senses, vision proves the bast for
perceiving the presence of chbjects, for object
recognition, and for inspection (typically through
image features such as shape and texture), For
these reasons, a television camera (as part of a
machine vision system) I8 very popular for
machine parception applications.

3.222 ARBAY QF LIGHT BEAMS

One or more light rays aligned with light
dstectors can be used to detect the presence
or absence of gbjects within a certain space.
ORDOLFF {1283) describes the use of such a
system In order to detect the presence of a cow
in the stall, and to find the front of her udder.

This technique is rather simplie 1o Implement,
but its scope In machine perception
applications is limited, because it merely detects
the presence or absence of objects. It does not
have the abilty to derive extensive information
about the scene (e.g. for inspection purposes).

An extension of the technique Is the use of
structured light, which is commoniy used to
augment machine vision. By Bluminating a
scene with a single light stripe or with patterns
of orthogonal light stripes, and by studying the
resulting light pattems in an Image of the scene,
a lot of scene information can be derived.
Various discussions of this technique are
presented In the |iterature - 8.g. LE MOIGNE &
WAXMAN (1988); MITICHE & AGGARWAL
(1983); SATO et al (1982); SHIRAI (1972);
SHIRAI & TSUJI (1972); and STOCKMAN et al
(1988).

3.22.3 ULTRASONIC SENSOR

Ultrasonic sensors are widely used for ranging
applications - making it suitable for localisation
of objects. While it can also be used for
low-level recognition of objects, 1t is not suitable
for the detail characterisation of image features
(inspection of objects). A problem with
ultrasonic sensors is the scattering of vltrasonic
energy away from the recelver, when the object
plane Is not perpendicular to the acoustic beam
- refer 1o BROWN (1985, p.181), JARVIS (1983,
p.135), and GREENLEAF (1983).

Based on extensive research, ACAMPORA &
WINTERS (1989) concluded "[..] that the
approach [of ultrasonic sensing) offers promise
as a complement to or replacement for a

conventional optical system [...].* From their
research it is evident however that ultrasonic
maching perception systems are not yet on the
same level of development as optical systems.

3.2.2.4 TACTILE SENSOR

Tactile sensors are mainly used to detect the
presence of objects by touching them:; or to
measure distributions of forces over a surface.
it is commonly used in feedback loops for the
contr! of robot hands - e.g. D'ESNON et al
(1986), HARMON (1982), JACOBSEN et al
{1988), and TZAFESTAS (1988). Very little scene
features can however ba detected by this type
of sensor.

3.2.25 INFRAR N :

An infrared sensor forms an image of a scens,
based on the amount of infrared light (heat)
emitted by each object In the scene. Only
limited image features (for inspection of objects)
can be detected by this type of sensor.

Infrared sensors are often used in miltary
applications, where the target is normally the
only large heat source in the area. For example,
the infrared Image produced by the exhaust
plume of a fighter aircraft is unique, when
viewed against a clear sky as background. For
military applications, the required localisation
accuracy is typically In the order of a few
matres.

For a milking robot, high accuracy is required;
and the targets (four teats) are close together,
and In the vicinity of cther heat sources (e.g.
the cow's body and udder). ORDOLFF (1983)
found that absolute temperature could not be
used for detection of a cow’s teats by means of
Infrared imaging, since temperatures differed to
a large extent from one cow to another. Neither
could temperature differences (between teats
and udder, and between udder and body) be
used, because it was Impossible to find typical
differences.

3.2.26 MINL R A

Miniature radar, and Hdar (the light equivalent of
radar) are often used for ranging applications -
e.g. in military systems. (Laser beams are often
used for lidar ranging. Lasers normally have
very high energy densities, which might be
dangerous for humans and animatls - especlally
for the eyes. Therefore so-called eye-safe lasers
must be used in these applications.) Radar and

Chapter 3: Machine Perception for a Robotic Milking Machine
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lidar are very similar to the ultrasonic sensor
which was discussed In Section 3.2,2.3 above.
Both also have the problem that the energy
incident on the target is reflected in many
different directions. (Refer to YOUNG (1973) for
a discussion of miniature radar in machine
perception applications; or to SKOLNIK (1962)
for a general discussion of radar principles.)

3.2.3 ANALYSIS OF SENSOR CONCEPTS

This section contalns a qualitative as well ag a
quantitative analysis of the different sansor
concepts identifled in Section 3.2.2. (CROSS
(1989) and STARKEY (1988} describe similar
analysis and trade-off procedures.) The
foliowing points are very important regarding
the analysis technique used:

a. Itis by no means claimed that the tachnique
used can provide absolutely accurate
answers. 1t mainly serves to Iindicate trends;
to ensure that adequate thought was glven
to the required performance parameters; and
to ensure that different concepts are
measured against the same standards.

b. The choice of a sensor concept Is based on
the speclfic technical performance
requirements defined in Section 3.2.1.1; and
does not hold for any machine perception
system in general.

The ability of each concept to meet the
requirements signified by the performance
parameters defined in Section 3.2.1, is analyzed
In Tables 3.2a through 3.2f. Based on the

qualitative analysis presented In the third
column of the table, for each performance
parameter, the concept is rated with a value
between 0 and 5 - as shown in the fourth
column of the table. The following ratings are
used:

0: the concept Is completely Inadequate to
satisfy the requirements;

1: the concept is a very poor solution to
satisfy the requirements;

2: the concept is a poor solution to satisfy
the requirements;

3: the concept is a reasonable / tolerable
solution to satisfy the requirements;

4: the concept Is a good solution to satisfy
the requirements;

£: the concept Is an ideal solution to satisfy
the requirements.

The second column of each table cantains the
weight - as allocated to sach performance
parameter in Table 3.1. The last column of each
table contains the weighted ratings, which are
the ratings in column 4, weighted by the
parameter weights in column 2. The weighted
rating = weight x (rating/5). (In this formuta, the
rating Is divided by the maximum rating 5, in
order to normalize the answers.)

In order to remove possible bias of the author
towards certain concepts, another engineer with
extensive experience in such trade-off studies,
was asked to repeat the complete trade-off
process independently. The two sets of restilts
wera very similar, and were combined to form
the resuits shown in Table 3.2.
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1 2 3 4 5
Perfurmance parameter Waeight Cualitative Analyzis of Television Cameras as Sensor Concept for & Milking Robot Quantitative Analysis
[%]
Rating Weighted
{0-5) rating
Recognition of objecis 15 A television camera forms grey-evel or colour images of objects in a scene. With a suitable Image processor, the 4 . 12
presence or absence of objects within a working space can be detected, and objects can be distinguished from
one another.
Localisation of objects 21 Television camaras provide images which are suitable for use by an knage processor for two- or three-dimensional & 17
localization of objects (mono or stereo perception). The computational load for localisation calculations can be
rather heavy, but appropriate computer architecture can solve this problem.
Inspection of abjects 14 A television camera provides Images from which a suitable image processor can derive object characteristics 5 14
{inspection}. Imagas can also be recorded for later inspection by a human operator.
Sensor simplicity 9 A television carmera is a passive device (i.e. it does not tranamit any signals or energy tawards the target scens), 4 7
Although it is a complex device, its operating principles are inherantly simple. Although extensive signal processing
8 required, it will not reguire the most complex computer hardwars which is available today,
Emvironmental compatibility 19 A telovision camera will be negatively influenced by water on its electronics; by dust and dirt on its lens; and by 4 15
mechanical shotks. It can however be mounted on shock-mounts, in a protective case coversd by a durable fight-
transparent front plate, with windscreen wiperike cleaners.
Sensing speed 16 A television camera converis Inooming light fromy a soene into eignals representing the image, in real-time. The 4 13
overall sensing speed is reduced however by the amount of signal processing required. However, with ever
increasing computational speeds of madern computers, this problem becomes smaller.
Interfacing [ The outputs of a television camera are in the form of electrical signals. Tharefore interfacing with a signal processor ] 6
{typicaily a digitat computer} is simple.
100 84
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1

3

4

5

Performance parameter

Weight
[%®]

Qualitative Analysis of Liltrasonle Sensors as Sensor Conoept for a Mitking Robat

Quantitative Analysis

Rating
0-5)

Weighted
rating

Racognition of objects

15

An ultrasonic sanscr is suitable for providing images to a signal procassor, which can ba used for the detection of
an object's presence or absence within a working space. The images will however in general not be easily
distingufshabla from that due to other similar looking objects in the scene.

3

Localisation of objects

21

Ultrasonic sensors can provide data to a signal processor, which is sultable for two- or three-dimensional
localisation of objects (mono or sterea perception). Because It is an active device, it Is well suited for determining
the range of an object, relative to the sensor (by measuring the time H takes for an ultrasonic pulse to travel from
the sansor, to tha object, and back to the sansor again). Scattering of pulses away from the target, and consaquent
refloction from other objects might however negatively influsnce the accuracy of localisation.

nspection of objects

14

External inspection of a cow's teats by means of the images formed by ultrasonic sensors will only be possitie on
a vary imited scals.

Sensor simplicity

Uhirasonic sensors are aclive devices, but they are besed on simple opeating principles. Although the signal
processing required is not quite as axtensive as that for a television camera, the processing burden is also heavy if
meaningful results are required. Modern computer technology slleviates this problem however,

Environmental compatibllity

19

An ultrasonic sensar will be negatively influenced by water on it electronics; and by mechanical shocks. Water,
dust, and dirt can attenuate or reflact the sound waves before It reaches the target objects. Since it emits sound
waves towards the target, it can only be mounted in a protective case if an ultrasonic-transparent cover is used on
the case.

15

Sensing speed

16

An ultrasonic $ensor can provide signats regarding & scens, 10 a sional processor in realdirme, The overall sensing
speed is reduced however by the amount of signal processing required. However, witth ever increasing
computational spesds of modem computers, this problam becomes smaller.

13

Interfacing

Tne outputs of an ultrasonic sensor are in the farm of electrical signals. Therefore interfacing with a signal processar
{typically a digital computer) is simple.

100
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1

3

« | s

Performance paramster

Weight
[%]

Qualitative Analysis of Infrared Sensors as Sensor Goncept for a Milking Robot

Quantitative Analysis

Rating Weighted
{0-5) rating

Recognition of objects

An infrared sansor ts suitable for providing images 1o an image processor, which can be used for the detection of
an abject's presance or absence within a working space - provided that adequate thamal differences axist batween
the target object and other objects. If a cow’s teats and udder are warmer than other objects in the working space,
Infrared eensors are suitable for distinguishing the teats and the udder from the environment, Such temperature
differences are however not guarantesd.

3 9

Localisation of objects

21

Infrared sensors can pravide data to a signal processor, which I8 suitable for two- or three-dimensional localisation
of objests (mono or steres perception), Since temperature differences, adequate to ensura proper thermal images
of a caw’s teats, cannot be guaranteed (refer 14 the discussion under 3.2.2.5 above) localisation of teats by meana
of ar infrared sensor might be difficult.

Inspection of objects

14

The ternperatura of a teat with a cut, or an uloer on the surface, or with mastitis infection, will in general be highar
than that of a healthy teat. Extreme difterences between a cow’s individual teat temperatures are thus indicative of
teat health problems, and can be detected by means of an Infrared sensor, (Mastitis detestion can however be done
mare easily by means of measuring the efectrical conductivity of the milk - rafar to Dairy Farming in Appendix G for
literature references in this regard.) Thermal Images can also be recorded for later inspection by a human operatar.

Sensor simplicity

An infrared sansor converts heat emittad from a scene, to electrical signals. It is a passive device; and although it is
a complex davice, Its operating principles are inherently simple. Although extensive signal processing is required, it
is not bayond the abifities of modern computer technology,

Environmental compatibility

19

An infrared sensor will ba negatively influsnced by water on its electronics; by dust and dirt on its lens; and by .

mechanical shocks, It can however be mounted on shock-mnounts, In a protective case coverad by a durabls
infrared-transpanent front plate, with windstresn wipsrike cleaners.

Sensing speed

16

An infrared sensor can provide signals regarding a scene, to a signal processor in real-time. The overall sensing
spesd is reduced however by the amount of signal processing required. However, with ever increasing
computational speeds of modern computers, this problem becomes smaller.

Interfacing

The vutputs of an infrared sensor are in the form of wlectrical signals, Therefore interfacing with a signal processer
{typically a dightal computer) is simple.

100
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1

3
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Qualitative Analysis of infrared Sensors as Sensor Concept for a Milking Robot

Cuantitative Anatysis

Rating
(0-5)

Weighted
rating

Recognition of objects

15

An infrared sensor Is suitable for providing images to an image processor, which ¢an be used for the detection of
an object’s presence or absence within a working space - provided that adequate thermal differences axist between
the target object and other objects, I a cow's teats and udder are warmer than other objects in the working space,
infrared sensors aré suitable for distinguishing ihe teats and the udder from the environment. Such temparature
differences are however not guarantesd.

Localisation of objects

21

Infrared aensors can provide data to a signal processor, which is suitable for two- or threa-dimengional localisation
of objects (mono or sterec perception). Since temperature differences, adequate to ensure proper thermal images
of a cow's teats, cannot be guaranteed (refer to the discussion under 3.2.2.5 above) localisation of teats by means
of an infrared sensor might be difficult.

13

Inspection of objects

14

The temperature of a teat with a cut, or an ulcar on the surface, or with mastitis infection, will in general be higher
than that of a healthy teat, Extreme differances between a cow’s individual teat temperatures are thus indicative of
teat health problems, and can be detected by means of an infrared sensor. (Mastitis detection can however be done
mare easily by means of measuring the slechical conductivity ¢f the milk - reter to Dalry Farming in Appendix G for
literature references In this regard.} Thermal images cen also be recorded for later inspection by a human oparator.

Sensor simplicity

An infrared sensor converts heat smitted from a scene, to electrical signals. It is a passive device; and although it is
a complex device, its operating principles are inherently simple. Although extensive signal processing is required, it
Is not beyond the abilities of modern computer technology.

Environmenial compatibility

19

An infrared sensor will be negatively Influanced by water on its electronics; by dust and dirt on its lens; and by .

mechanical shocks. It can however ba mounted on shock-ounts, In & protective case covered by a durable
Infrared-transparent front plate, with windscreen wiper-like cleaners,

18

Sensing speed

16

An infrared sensor can provids signals regarding a seene, 1o a signal processor In reak-time. The overall gensing
speed s redyced however by the amount of signal processing required. However, with aver increasing
computational speeds of modern computers, this problem becomes smaller.

13

Interfacing

The outputs of an infrared sensor are in the torm of electrical signals, Therefore interfacing with a signal processor
{typically a digital computer) Is simple.

100
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Performance Woeight || Television Camera || Array of Light Beams Ultrasonic Sensor Tactile Sensor infrared Sensor Miniature Radar &

Parameters {%] Lidar
Recognition of objects 15 12 6 9 6 9 ]
Localisation of obiects 21 17 8 17 8 13 13
Inspection of objects 14 14 0 3 o ] 3
Sensar simplicity 9 7 9 7 2 7 7
Environmertal 19 15 15 15 15 15 15
cornpatitility
Sensing speed 16 13 16 13 ] 13 13
Interfacing ] 6 ;] 6 6 6 &
TOTAL RATING [%} 100 84 80 70 43 69 63
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3.2.4 CONCLUSIONS FROM THE SENSOR
ANALYSIS

From the results of the trade-off presented In
Section 3.2.3, it is concluded that a television
camera is the most sultable sensor concept to
satisfy the specific technical performance
raquirements, defined In Section 3.2.1 for a
milking robot's main sensor,

From the results it is clear that an ultrasonic
sensor, or an infrared sensor should also
provide good results In such a robaotic system.
The main differences between the three "best”
sensor concepts (refer to Table 3.3) are in its
recognition and its Inspection capabilities. Both
these characteristics are considered to be
secondary requirements howevaer (refer to the
first paragraph of Chapter 3). This finding
explains the good results obtained by other
researchers making use of ultrasonic sensors
(refer to Table 2.1).

From Table 3.3, the following conclusions are
reached regarding the other three sensor
concepts:

a. The array of light beams is rejected mainly
because of Its poor abllities for accurate
localisation, and for its lack of inspection
capabillities.

b. The tactile sensor fared the worst, and is
rejected malnly because of lts poor
localisation abilities, it lack of inspection
abilities, and the requirement to make
contact with the target object.

¢. Miniature Radar & Lidar - although better
than the latter two concepis - have poor
Inspection capabilities, and recognition
capabillities.

In order to best satisfy the defined performance
requirements, a television camera will be used
as the basis for the rest of this research project.
(In follow-up work, one or more of the other
sensor concepts might be useful as auxiiary
sensors for the milking robot.)

3.3 COMMENTS ON THE USE OF
TELEVISION CAMERAS FOR
MACHINE PERCEPTION

A television camera can be characterized In
terms of two transformations:

a. A geomstric transfgrmation, which consists
of a transformation from the three-
dimensional coordinates of points In a scene
{world coordinates), to a two-dimensional
projection of the peoints (image coordinates).
In order to characterise the geometric
transformation, the frames of reference
{world- and image coordinates) must first of
al be well defined. Secondly, a camera
model must be defined, and the camera
must be calibrated within the chosen frames
of reference, involving:

i. The development of a mathematical
model of the camera’'s geometric
transformation characteristics; and

il. The determination of the parameters of
the camera model.

b. An glectronic transformation, Involving a
transformation from light Intensity, to an

array of electronic signals - typically a 512 x
512 array of 8 bit groy scale values. (Refer to
FLORY (1985) and the Electro-Optics
Handbook of RCA (1974), for detailed
discussions of the slectronic transformation
in television cameras.)

Appendix A contains a brief description of an
experlimental machine perception subsystem -
making use of television cameras - for a milking
tobot. The system described there was used
extensively for experimental wvetlfication of
diffarent concepts.

3.4 THE SIGNAL PROCESSOR

3.4.1 INTRODUCTORY SIGNAL
PROCESSING CONCEPTS

Since a television camera was chosen as the
main sensor for the machine perception
subsystem of the milking robot, only image
pracessing concepts are discussed in this
section. The primary task of the milking robot’s
image processor (implemented by means of
computer hardware and software) Is to derive a
computerized description of the spatial positions
of the endpoints of & cow's four teats, In terms
of some frame of reference (the world
coordinates). This process Is termed scene
description - which can be considered as the
inverse of the sensor's lmage formation
process.

The inputs for the scene description process are
the image coordinates of certain features in one
or more images of a real-world scene. {The
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image coordinates are determined as described
in Section 3.4.4 below.) The output of the scene
description process is a computerized
description of the pre-defined scene features -
in terms of either two-dimensional, or
three-dimensional world coordinates. For a
milking robot, the manipulator's controtler (refer
to Section 4.5) will command the manipulator,
based on the scene description results.

3.4.2 EFFECTS OF ERRORS IN A MILKING
ROBOT’S SCENE DESCRIPTION

Befare scene description and its related
processes are discussed, the effects of errors In
the calculated positions of the teat endpoints
(.e. of errors In the scene description process),
an the functioning of a millking robot, are flrst
addressed.

Consider the possible emors in the calculated
positions of a cow's teat endpoints, as shown in
Figure 3.1.

WORLD REFERENCE |
POINT

FIGURE 3.1: Possible errors in the
lculated teat itio

a. If the position reference value for the
manipulator and the teatcup (i.e. the
calculated coordinates of the teat’s endpoint}
is point A in Figure 3.1, then the manipulator
will take the teatcup to the right initial
position. The teatcup must however still be
moved upwards from point A, In order to

aflow tha teat to be sucked into the teatcup.

b. i the position reference value for the
manipulator and the teatcup Is point B in
Figure 3.1, then the manipulator will take the
teatcup too low Initially, and the teat will only
be sucked Into the teatcup ¥ the error in the
horizontal plane Is not too large, and if the
teatcup is moved upwards by the
manipulator.

c. If the position reference value for the
manipulator and the teatcup is point C in
Figure 3.1, and if the manipulator takes the
teatcup’s opening straight to that point, the
teat will not enter the teatcup. {Unless the
teatcup’s starting point Is exactly balow the
teat.) Therefore, no errors resulting In the
calculated position of a teat's endpoint being
higher than the real position, can be
tolerated in the machine perception

subsystem.

d. A very important aspect which becomes
clear from this analysis is that a two-stage
manipulator action is required: it must first
bring the opening of the teatcup to (just
below) tha teat’s endpoint; and then it must
mova upwards in arder that the teat can be
sucked In by the teatcup. (This aspect is
addressed again in Chapter 4.)

In order to determine the tolerance in the
horizontal plane {l.e. the maximum horizontal
deviation of point B In Figure 3.1, from the teat's
centreling), some experiments ware carried out;

a. Twenty Friesian cows in different lactations,
and In different stages of their lactations
were randomly chosen from a herd of about
300 cows. {That provided a good sampla of
different teat shapes, sizes, and orlentations.
These characterlstics are however difficult to
record or describe scientifically.)

b. For each teat it was tried to attach a
vertically held teatcup, with a difference of
20 mm in the horizontal plane, between the
teat's centrefine and that of the teatcup. If
this attempt was unsuccessful, it was
repeated with a difference of 15 mm. If this
attempt was unsuccessful, 10 mm was tried;
then 5 mm; and eventually @ mm. (Distances
ware measured with an accuracy of about
2 mm, by means of a measuring tape.)

¢. The following results were obtained:
i. no teatcups could be aftached with
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differences in the horizontal plane of 20
mm;
il. for 9teats, the teatcup could be attached,
with a difference of 15 mm Iin the
horizontal plane;
for 67 teats, the teatcup could be
attached, with a difference of 10 mm in
the horizontal plane; and
iv. for 4 teats, the teatcup could only be
attached, with a difference of 5 mmin the
horizontal plana.

lil.

d. Furthermore, it was found that the teatcups
could be attached with differences in the
centreline orientations in the order of about
45° . {This |s due to the typical tapered form
of a cow's teats, and due to the suction of
the milking machine’s vactium system.)

Based on the above results, it was decided to
allow for an errar of up to 10 mm In the
horizontal plane, during the design process.
Since the errors due to the milking robot’s two
subsystems ({machine perception and
manipulator) are completely indepsndent, the
total mbking robot error will be the root-sum-
square value of the individual emrors. {Refer to
DOEBEUN (1983, p.63) for the theory of emor
calculations.) An elaborate error budget {which
is normally done as part of the design of
accurate control systems}, was not done for the
milking robot, The error of the manipulator
subsystem can (ideally) be eliminated by proper
design of the arm and Hs control system
(except for small etrors as discussed in Section
4.2.1.4). It is therefore anticipated that the
machine perception subsystem will be the main
contributor to the overall system error. if an
allowable error of 9 mm Is allocated to the
machine perception subsystem, an error of 4,3
mm can still be tolerated for the manipulator,
before the total root-sum-square error
(9® + 4,3%" becomes 10 mm.

3.43 SCENE DESCRIPTION CONCEPTS
FOR THE MILKING ROBOT

3.4.3.1 TWO-DIMENSIONAL__SCENE
DESCRIPTION

3.4.3.1.1 Background

Two-dimensional scene descriptionis defined as
the transformation from the two-dimensional
image coordinates of a point, to a description of
the point in terms of two-dimensional world
coordinates {l.e. one dimension In the world
coordinate system - for example scene depth -

is discarded). Two-dimensional scene
description makes use of the image derived
from a single camera. Two-dimensional scene
description holds a number of Important
advantages, which led to the feasibility of this
concept being investigated for the milking
robot:

a. Cheaper equipment is required (only one
camera, and one image processor).

b. Faster image processing Is posstble (simpler
algorithms).

¢. It was concluded In Section 3.4.2 above that
no calculation errors resulting In  the
caloulated position of a teat’s endpoint belng
higher than the real posltion, can be
tolerated; and that the teatcup will have to
be moved upwards in any case after the
teat’s endpoint had baen reached. Should it
be possible to locallse a cow's teat
endpoints in two dimensions (L.e. only In the
horizontal plang), the manipulator could be
used to move the teatcups to the correct
positions in the horizontal plane, and then to
mave it upwards, untll the teats are sucked
in by the teatcups. This situation is simifar to
that for points A and B in Figure 3.1; while
the problem assoclated with point € in
Figure 3.1 Is eliminated.

(Occlusion of teats by teatcups already
attached to the cow’s other teats, Is a potentlal
problem. This Is true for any type of sensor
howevar, Since the teats will be viewed from
below with two-dimensional scene description,
the problem of occlusion can be alleviated by
attaching the teatcups in a well defined order. if
the manipulfator is on the right hand side of the
stall - Le. the teatcups' pipes extrude to the
cow's right, then a sultable order for attaching
the teatcups can be: right rear, right front, left
rea, left front.)

3.4.3.1.2 Experimental results obiained with
two-dimensional scene description

in order to verify the approach discussed
above, some two-dimensional scene description
experiments were performed with a number of
points in a plane. As a first approach, it was
assumed that a cow's teat endpoints are
nominally In the same harizontal plane. A very
simpla refationship betweenthe two-dimensional
world coordinates {x.y) of points in a plane and
thelr comesponding two-dimensional image
coordinates (U,V), was derived empiricaily:
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x =mU + ¢
y=mV+ec,

(3.1)
3.2)

In order to characterise the two-dimensional
camera model (i.e. to determine m,, m,, ¢,, and
¢.), nina points were marked on a flat plate, and
ther two-dimensional wordd  coordinates
determined. The bottom left corner of the plate
was chosen as the reference point for the
two-dimensional wotld coordinates. Inthis case,
the x-coordinate was defined to the right, while
the y-coordinate was defined upwards.

The points marked on the plate were fllmed with
a television camera (with its image plane parallel
to the plate), and each point's Image
coordinates were determined from a video
image of the points. The top left comer of the
video monitor was chosen as reference point for
the Image coordinates. The U-coordinate was
dafined ta the right, while the V-coordinata was
defined downwards. (The image coordinates
were determined by means of a movable cursor
on the graphics screen.) The results of this
process are shown in Table 3.4. The measured
world and Image coordinates of the first four
points in Table 3.4 (Measurement point number
1, 2, 3, 4) were used in a PC-MATLAB program
(CAL2D.M - refer to Appendix E), in order to

calibrate the camera, rendeting the following
relationship between the two-dimensional world

coordinates (xy) of a polnt, and Hs
correspending two-dimensional Image
coordinates (U,V):

x = 1,1526 U - 108,0972 (3.3a)
y = 0,7574 V + 2424502 (3.3b)

The last five points in Table 3.4 were also used
in the PC-MATLAB program CAL2D.M
{Appendix E) to verlfy the camera model in
{3.3). The rasults of this verification process are
shown in Table 3.5 - with the following symbols
being used in the tables:-

U, measured U-coordinates - Table 3.4

¥V, measured V-coordinates - Table 3.4

X, calculated x-coordinates [mm] - eq.(3.34)

measurad x-coordinates [mmj] - Table 3.4

x, difference between calculated- and
measured x-coordinates: X, = X, - X,

y, calculated y-coordinates [mm] - eq.(3.3b)

maasured y-coordinates [mm] - Table 3.4

y, |difference between calculated- and
measured y-coordinates: v, = ¥, - ¥

d absolute position etror in the x-y plane
[mm]; d = (2 + ¥,3"*

Measurement Measured world coordinates [mm] Meaasured image coordinates
point number [pixels]
Xm Ym U, Vg
1 228 104 290 182
2 100 100 181 188
3 152 43 226 262
4 322 70 374 230
5 360 178 404 S0
6 230 1569 292 110
7 237 212 297 41
8 115 192 192 71
9 38 245 129 0

TABLE 3.4; World- and image cogrdinates of nine two-dimensional points
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Measure- u, v, Y. ¥m Y, d
ment [pixeals] | [pixels] [| (mm] [ [mm] | [mm] [mm] | [mm] | [mm] {mm]
point

humber

5 404 90 358 360 -2 174 178 4 4.47

6 292 110 228 230 -2 159 159 0 2.00

7 297 4 234 237 -3 211 212 -1 3,16

8 192 K 113 115 2 189 192 3 3,61

9 129 0 41 3 242 246 4 5,00
TABLE 3.5:

From the results in Table 3.5 it Is concluded that
two-dimenslonal locatisation of objects by
means of machine vision (under laboratory
conditions), renders good results.

3.4.3.1.3 Experimental results obtained with
two-dimengional localisation of a cow's tests

With the good results obtained by means of
two-dimensional object localisation under
laboratory conditions, the approach was triad
on a cow's teats. The first problem was to
obtaln images from directly below the udders.
By making use of an Inclined mirror, this
problem could be overcome. Under practical
conditions, this solution will have certain
problems assoclated with poslitioning the mirror,
and with keeping It clean. At this stage no
attempt was made 10 proposa final solutions to
these problem areas, since ancther more
serious problem occumred with the two-
dimensional locatisation of a cow's teats: for all
the cows used for the experiment, the machine
vision system could not distinguish between the
teats and the udder. This Is due to the cows
having udders and teats of the same colour.
Variations In lighting was tried as a possible
solution to this problem, The shades c¢ast by the
teats onto the udders could under cerain
conditions be used to localise the teat roots (l.e.
the positions where the teats are attached to
the udder). The use of shades was however
found unsatisfactory - and was therefore
discarded - for three reasons:

a. The (x,y) coordinates of the teat roots do not
necessarily correspond to that of the teat
endpoints.

b. Too many uncertaintles are introcduced,
because the shades depend on many
variables - such as the shapes and sizes of
the teats; the position of the light source; the
spatlal attitude of the cow; the cow’s leg
length; etc.

c. It is limited to cows with white or near-white
wlders, because the teats’ shades are
invisible on dark udders.

3.4.3.1.4 Conclusions on the feasibility of
two-dimensional scene description for tha
milking robot

Two-dimensional scens description  holds
soveral advantages, and was found to be
accurate for the localisation of objects In two
dimenslons {under laboratory conditions, and
depending on tha naturs of the objects). The
concept - making use of a television camera
and an Image processor - was howaver found
unfeasible for two-dimenslonal localisatlon of a
cow's teats. The main reason for this Is the
difficulty experienced by the machine vision
system to distinguish between a cow’s teats
and her udder {due to the teats and the udder
being the same colour), when viewing the udder
and teats directly from below.

The concept of two-dimansional localisation of
a cow's teats by means of machine vision was
thus discarded (after many unsuccessful
attempts to implement it). Because of its
potential advantages, the concept should
however not be written off completely, but it
should be researched further in future.
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3.4.3.2 THREE-DIMENSIONAL _SCENE
DESCRIPTION

3.4.3.2.1 Background

Three-dimensional scene description is defined
as the transformation from two differant sets of
two-dimenslonal image coordinates of a point (a
stereo palr), to a description of the point in
terms of thres-dimensional world coordinates.
Three-dimensional scena description is derived
from two cameras (or ohe moving camera, or
one camera pfus an extra sensor). This process
combines the outputs of two two-dimensional
scene descriptions, in order to form one three
dimensional scene description - and is often
basad on the principles of human stereo vision.

(Refer to JORDAN & BOVIK {1988); KANADE
(1983); MARR & POGGIO (1979); SHAH et al
(1989); VILLEE (1977, p.538); WAXMAN &
DUNCAN (1986); and YAKIMOVSKY &
CUNNINGHAM (1978) for dlscussions on
human vision.}

The main advantage of three-dimensional scens
description Is that both the position and the
orientation of an object can be described in a
three-dimensional frame of reference. Due to
the need for two cameras and two signal
processors, the equipment for this method is

3.4.3.2.2 Mathematical models for three-
dimansional scene description

In order to evaluate three-dimensional scene
description for the milking robot, different
models for the geometric transformation
perfarmed by television cameras, ware analyzed
(refer to GOUWS (1989b)). The models
analyzed included trangulation -(e.g. DUDA &
HART (1973, pp.398-401)); and the camera
models presented by BALILARD & BROWN
(1982, p.48d); DUDA & HART (1973,
pp.382-392); and YAKIMOVSKY &
CUNNINGHAM (1978). From the analysis of the
diffarent techniques, it was decided to
concentrate on the method proposed by
BALLARD & BROWN (1982) - mainly because of
its relative simplicity. (The details of this method
Is discussed below - more elaborately than the
discussion by BALLARD & BROWN though.)

3.4.3.2.21 Simple imagse formation

A simple image formation process is shown In
Figure 3.2 - with the imaging plane artificially
placed between the object and the camera’s
focus poind (for the sake of clarity). From simple
trigonometry, the relationship between the
object's world coordinates {x,y.z) and its image
coordinates {U,V), is the following:

relatively expensive, however, V= z2f/ff + x) {3.42)
U=yl/+x (3.4b)
0
R
FRONT IMAGE PLANE
(u,v) e
/| ,
LENS CENTER Pﬂoje_cTiNG RA l (x.y,2)
f ______ l
s i -
f ) 2
/
2 /
v

FIGURE 3.2: Simple image formation
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Since division by (f + x) is used In (3.4), the
two equations do not reprasent a linear
relationship bstween image and world
coordinates. These equations can be linearised
however, by making use of homogeneous
coordinates. Homogeneous coordinates of an
object with world coordinates {xy,2}, are
defined as {(x'\y',2",w) - refer to NEVATIA (1982,
pp.31-37) and ROBERTS (1965) - such that:

X =X/w (3.5a)
y=y/w {3.5b)
z=2/w (3.5¢)

The homogeneous coordinates of the object's
image point - with image coordinates (U,V) - are
deflned as (u,v.t), such that;

U=ust
Vo= v/t

(3.5d)
(3.50)

Because of the definitions in (3.5), the valuss of
w and t can be arbitrarlly chosen. A common
cholce Is w = 1 - resulting in homogeneous
coordinates (x,y,z,1). The value of t can then ba
chosen such as to linearise the camera’s
equations - which isthe case ift = (f + %) /f Is
chosen, and substituted into equation (3.4).

From this chosen value of t, the Image
formation process shown in Figure 3.2, can be

kyz1| 100
) 4]

kyzica

G

Do

written as In equation {3.6a) - which represents
a simple linear. relationship (mathematical
camera model} between the image coordinates
{U,V) and the world coordinates (x.y,z) of an
object. Equation (3.6b) represents a more
concise form of the camera model.

34.3.2.2.2 Generalized wmodel of _jmage
formation

The camera model shown In (3.6a) makes use
of the same referance point for both the world-
and the image coordinates (refer to Figure 3.2).
This ks often unpractical. A more general
camera model can however be derived, which
describes a television camera’s geometric
transformation, from a three-climensional word
point (xy,2) - measured In terms of a wond
reference point; to a twodimensional image
point (UV) - measured in terms of an
Independent image reference point. In this case,
matrix ¢ as definad in (3.63) and (3.6h), Is
generalized to the form shown In {3.6¢). The
twelve camera parameters In (3.6¢) Incorporate
gcaling, and relative rotation and translation
between the two frames of reference. The
elements C, In (3.6¢) therefore consist of
directional cosine terms - GOLDSTEIN (1978,
p.89); as well as terrns accounting for relative
translation between the two frames of reference.

1] u (3.63)
vt - 1’

| t t
u (3.6b)
14

|

G

Co (3.60)

cﬂ

Cp.
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Equations (3.6b) and (3.6¢) can then be
expanded and manipulated as follows:

xC, +yC, +2C; +C, =u=LUt (3.7a)
X0y + YO + 20, + Cy =v=W\t {3.7h)
XCy + ¥C,p + 2C,; + Cpp = 1 (3.7¢)

By substituting the exprassion for t, In (3.7c),
into (3.7a) and (3.7b), the following two
aquations are derived:

xC, + ¥C, + 2C, + C, - UxC, - UyC,,

-UuzG,, -uUC,, =0 (3.8a)
xC; + yC, + 2G; + G, - VG, - WG,
-VzC,, -VC,, =0 (3.8b)

In order to determine the values of the twelve
elements in matrix € (l.e. to “calibrate the
camera”), twelve equations - in the form of
{(3.8a) and (3.8b) - ars required. From (3.8} it Is
obvious that there are two equations resulting
for each transformation from a world point
(xv.2), to an Image point (U,V). In order to
derive twelve equations, the world- and image
coordinates of six points in a scene must thus
be known.

If a number of equations such as (3.8) are
written in matrix format such as (3.9), It is noted
that H = Q@ - representing a homogensous
matrix equation. Standard matrix techniques
can therefore not be used to solve for C.

KREYSZIG (1979, p.810) suggests the use of
Jacobl iteration or Gauss-Seidel heration for
solving a system of linear equations in the form
of (3.9), with H = 0. In order to ensure that the
teration wili converge, there are specific
requirements regarding the choice of initial
values for the iteration process. In this project,
the author was unable to find suitable Initial
values to ensure a converging iteration.

It Is suspected that a simlilar problem was
experienced by BALLARD & BROWN (1982),
who solved the problem through scaling of
matrix € such that C,, = 1. This scaling Is
allowable, since the three equations in (3.7} can
be divided by C,.. without changing the nature
of the equations. This Is a characteristic of the
homogeneous coordinate system, where the
scale factor is arbitrarlly chosen - refer to
ROBERTS (1965) and SID-AHMED & BORAIE
(1990). Equations (3.8a) and (3.8b) can be
rewritten to (3.10). (The subscripts 1,2....n
indicate n world points, which are transformed
to their corrasponding image coordinates
through equation (3.10).)

In order to calibrate a specific camera (i.e. to
determina the elements of Cj, the camera Is
used to transform the known thres-dimensional
world coordinates of at least sb world points to
their comesponding two-dimensional image
coordinates. After determination of the image
coordinates, the values of (x,y,2) and (U,V) are
substituted into (3.10).

EC=H (3.9)

[ G |

¥,z 10000 -Ux -Uy -Ugz c U,

¢ 00 0Xxyz 1 -Vx -Vy -Vz ca v,

% Y, L 1 0 00 0 -Uy, Uy, -Uz C’ u,

000 00Xz 1 -V, Vy -Vz * i v, (3.10)
Xo Yo %, 0000 _Ut?(n _Unyn _Unzn (;. Un

00 0 x, Yo 2, 1 "'Vn’(n -V, "vnzn b Vn

L e ™
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Matrix E - as defined by (3.9) and (3.10) - is
however not square, and consequently C
cannot be determined from € = F' H. In order
to ovarcome this problem, the pseudo-inverse
F' of a rectangular matrix F is defined as in
(3.11).

F = (FFF'F (3.11)

This definition is then used In order to
determine the camera paramsters € = F' H,
from (3.10). (f more than six sets of {x,y,2) and
(U,V) are used, it results in an overdetermined
set of linear equations, which can also be
solved by means of the pseudo-inverse
technique.)

3.4.3.2.23 Scene description

The aim of the camera calibration process was
to determine the camera parameters C, from
which the word coordinates (x,y,2) of a point
can be calculated - i the point's Image
coordinates (U,V) are known. Since the
geometrictransformation is thres-dimensional to
two-dimensional, information is lost during the
television camaera’s transformation from a world
paint (x,y,2), to an image point (U,V). Due to
this lost information, the reverse transformation
(from an image point (U.V) to a world point

{x.y.2)) cannot ba done completely by means of
only one camera. If another camera is however
added - in a stereo vision setup - this problem
is overcome.

Once the camera parameters C,, C,, ..., G,
{remember, through appropriate scaling
C,z = 1) had been determined, three possible
routes can be followed in order to determine the
world coordinates (xy,z) of a point, from a
stereo pair of image coordinates. (In the
following equations, the symbols o« and 8 are
used for the left and the right camera’s
parameters C, while subscripts f and r are used
in order to distinguish between the two
cameras’ Image coordinates.)

a. Route 1. Rewrite equations such as (3.8} for
both cameras, into equation (3.12), and
make use of the definition of the
pseudo-inverse of a rectangular matrix -
(3.11) - to determine (x.y.z) from (3.13).

b. Route 2. Reduce equation (3.12) into
equation (3.14), and determine {x,y,z) from
{3.15).

c. Route 3. Rewrite equatlon (3.12) into
equation (3.16), and determine (x.y,z) from
(3.17).

(oymagl) (ag-al) (ey-a,l) Ure,
{ogagV} (aemaryo¥) (a-a,V) X Vi-e, (3.12)
(B-8U) (BBt} 8,U)[ |1 U8,
(8,-B5V) (BB-B,OV,J (8,-8,,V) V-8,
o) Gyal) o]t [Ural
(e—aV) (oxy-a V) (x,-a,V) Vi-a, (3.13)

(B‘I-Eﬂur) (Ea'-smur) (Ba“gﬂur) U,-ﬁ‘
(Es'ssvr) (‘gu'ngr) (‘ST_Kﬂvr) V-8

(a-al) (ag-apl) (ag-a,U)| |x Ura,

(ag-agV) {og-aV) (@;o, V)| |y|= [Vi-e

(3.14)

(31‘39Ur) (BZ-BHIUI) (53"511"’:) z UI_BA
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F1
X (“ ,—GOU,) (az-a mUI) (a:,-a [ 1Ut) UJ""4
Y|= (as_avvl) (au'a mvj) {a1'01 1v.') V,—a,

z[ | (8-BU) (B-8,U) (8-8,U)| |U-8,

(o) ool (ap-o,U)
(as-aV) (ag-a V) {o-a,V)
8 1 -B,Ur) (EE—B“,U,) ma‘& |U:J
(EB-BGV,,) (-Ba“ngr)- (57'311 vr)

- N T X

3.4.3.2.3 Experimental determination of
camera models in a stereo vision set-up

In order to experiment with three-dimensional
scene description, twelve sharp pointed vertical
sticks wers mounted onto a plank (refer to
Figure 3.3). The thres-dimensional coordinates
of the endpoint of each vertical stick were
accurately determined (measured in [mm] from
the one corner of the plank). Two telavision
cameras {about 300 mm apart, and about 2 m
from the plank} were used to make video
recordings of these sticks; and the
corresponding  Image  coordinates  were
detarmined for each of the twelve stick
endpoints - measured in terms of pixels on the
video Images of the sticks. (The image
coordinates were determined by making use of
a movable cursor on the graphics screen - part
of the program IMPROC.PAS, of which a
summary is included in Appendix E.}

The frarmes of reference chosen for this
experimental set-up, were:

& World coordinates. The refarence point was
chosen at one corner of the plank; while the
axes were defined as follows, relative to the
cameras:

(o,—att) {o-a b)) (a,-a,l) o,
(as-aVy {ay-a V) (@,-o,V) o,
T |(8-8U) (8-B,U) (B-8,U) B,
(Bg=BgV) {(By-8,0V) (8,-8,V) B

(3.15)
a, ..x U,
@l lyl VY (3.18)
g |lzi7 U,
& v,
1
UJ
v, (@.47)
u,
vf

. x-axis: horizontal and forward;
il. y-ads: horizontal and to the right; and
iil. z-axis: vertical and downwards.

b. Image ¢oordinates. The reference point was
chosen as the upper left corner of the

computer monitor on which the image was
displayed. The U-axis was chosen to the
right; while the V-axis was chosen
downwards.

Table 3.6 shows the wotld coordinates, and the
corresponding image coordinates as derived
from the two cameras - with subscripts 7 and r
designating the left and the right camera
respectively. (The z-values are negative because
the positive z-axis was defined downwards,
while the sticks point upwards.)

The odd numbered measurement points in
Table 3.6 (hereafter referred to as the
calibration coordinates) were used to determine
the camera parameters (C,, ,, in matrix C)
from {3.10); while the even numbered
measurement points in Table 3.6 (hereafter
referred to as the verification coordinates) were
used to test the camera moedels.
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FIGURE 3.3:

Measure- Measured world Measured image Measured image
ment coordinates [mm] coordinates (left coordinates (right
point camera) [pixels) camera) [plxels]

number X y z U, Vv, U, v,
1 247 69 -175 121 66 121 58
2 96 151 -1 165 53 i52 46
3 430 156 -234 158 22 175 16
4 293 235 -136 211 91 206 85
S 125 302 -194 251 49 233 42
6 378 340 -163 252 70 260 63
7 205 403 -154 297 78 289 Fal
8 456 445 -131 339 99 312 S3
9 400 500 -197 318 46 335 37
10 246 533 -60 350 136 364 145
11 100 600 -185 409 52 394 45
12 329 654 -121 388 9 420 92
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The twa camera models, as shown In equations
{3.18) and (3.19), were determined from (3.10)
and (3.11), by means of the PC-MATLAB
program CAL6.M (refer to Appendix E}:

3.4.3.2.4 Verification of the camera models

Three steps were taken In order to verify the
camera models derived by means of the

a. Left camera PC-MATLAB program CALB.M; and the details
of these steps are described in the rest of this
o, = 1,2481.10" section,
o, = 6,1501.10"
&, = 3,0841.10" 3.4.3.2441 mwmmm
e, = 1,0908.10° imaqe rdinates _with im
g = 4,5637.10° inat
ag = 1,8181.10° (3.18)
a, = 8,9405.10" Once the parameters of the left camera and the
a, = 2,1542.10° right camera were determined by means of the
@, = 8,4021.10" program CALB.M, the process was reversed, in
o, = 2,4893.10° the same program. The {x,y,2) calibration values
a,, = 9,3766.10* were used together with the camera models, In
o, = 1,0000 order to calculate Image coordinates.
Theorsetically these calculated image
b. Right camera coordinates should be identical to the original
calibration vatues of (U,V) and (U,V,). Slight
8, = 1,5694.10" differences do occur however - due to
B, = 5,9486.10" numetical Inaccuracies.
ﬂ, = -1,0882.10"
= 4,8600.10' The differences between the calculated values
,8_., = 1,8542.10% and the original calibration image coordinates,
B, = -1,6505.10° {3.19) are shown in Table 3.7. It is evident that all the
By = 8.6937.10" differences have values very close to zero. If the
Ba = 2,1952.10° differences werg rounded in order to give It In
B, = 5,0628.10" terms of pixel errors, all the errors but two, .
o = -5,5604.10° would be zero. These results clearly Indicate the
B = 5561810 validity of the camera models.
£,z = 1,0000
Left camera Right camera
Measure
-ment Measurad Calculatad Calcutation Measured Calculated Caloulation
point image image arror image image eor
number coordinates coordinates coordinates coordinates
Y v yr v U-U Wy iU Ve y Ve Ul | iy
1 121 | 66 || 12103 {6634 || 003 | 034 || 121 | s8 || 121,01 | 5812 || 001 | 042
3 158 | 22 || w5797 | 2213 || 003 | 013 || 175 | 16 |} 17499 | 1605 || 001 | 005
5 251 | 48 [l 251,01 | 4832 || 001 | 068 || 233 | 42 || 23300 | 4175 || 000 | 025
7 297 | 78 || 20606 | 77e5 || 004 | 015 || 289 | 71 | 28899 | 7084 || 001 | 0,06
9 3181 48 [1 31803 | 4582 || 003 | 018 || 335 | ar || 33501 | 3893 | @01 | 007
1 409 | s2 || 40008 | 5252 || op8 | 053 || 304 | as | 39400 | 4621 || 000 | 021

TABLE 3.7: Measured calibration Image coordinates; and image coordinates calculated

from th

Is and th

libration worl rdinate:
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Comparingthe measured calibration
ingt
h

3.43.24.2
w

lcyulated from 1 mera_model
libration | in

The next step to verify the validity of the camera
models, was to use the callbration image
coordinates (of both cameras) and the two
camera models, to calculate world coordinates.
For this step In the evaluation process, the three
routes to calculate world coordinates from two
camera models and a stereoc pair of Image
coordinates (Section 3.4.3.2.2.3), were
Implementsd in the PC-MATLAB program
THREE D.M {refer to Appendix E). The three
possible calculation routes could thus also ba
evaluated.

The differonces between the world coordinates
calculated by means of (3.13), (3.15) and (3.17)
respectively, and the calibration world
coordinates (from Table 3.6} are shown in Table
3.8. From Table 3.8 it can be seen that the
errors in the world coordinates of the calibration
points (as calculated by means of Calculation
Route 1), have absolute values smaller than 0,8
mm - indicating the accuracy of the derivad
camera models and of Calculation Route 1.
(These werrors are due to numerical
inaccuracles.) The errors in the world
coondinates calculatad by means of Routa 2 are
slightly larger (< 1,2 mm); while the errors in

the world coordinates calculated by means of
Route 3 are much larger.

It Is qualitatively expected that Routes 1 and 3
should produce better results than Route 2,
because the latter uses only 3 of the available 4
image coordinates for calculation of the world
coordinates of a point. The reason for the poor
performance of Route 3 Is attributed to the large
condition number of the matrix that 18 inverted
in equation (3.17). (For the specific camera
parameters in {(3.18) and (3.19), and the values
in Table 3.6, the values in the last column of this
matrix Is up to 10° times that of those in the first
three columns.) Based on the results obtained,
it is decided that only Route 1 shall further be
used.

3.4.3.24.3 Making use of verification points to
evaluate the camera models

By making use of the camera models derived
by means of the program CALG.M, and the
verification points In Table 3.6, the program
THREE_D.M was used to calculate a set of
world coordinates  (x.y,.z) by means of
equation (3.13) - 1.e. Calculatlon Route 1. Table
39 shows the measured world coordinates
X YZn): the calculated world coordinates
(X.¥.2J); and the differences 0¢.Y.2)
(XeIYnlze) - (xm:ym'zm)'

Measure- Measured world Calculated world Calculation arror [mm]
ment coordinates [mm} coordinates [mm) (Route 1%)
point (calibration points} CRoute 14
number
X Y I X Y zZ, X Xm < ¥m 22,
1 247 | 69 | 175 || 246,35 | 69,07 -175,30 -0,65 0,07 0,30
3 430 | 156 | -234 || 429,22 | 156,09 | -234,11 0,78 0,08 0,11
5 125 | 302 | -194 || 125,47 | 301,97 | -193,45 0,47 0,03 0,55
7 205 | 403 | 154 [| 204,69 | 403,01 | -153,87 0,31 0,01 0,13
9 400 | 500 | -197 || 400,18 | 499,97 | -196,82 0,18 -0,03 0,18
11 100 | 6800 | -tB5 || 100,37 | 600,10 | -18545 0,37 0,10 0,45
TABLE 3.8a: Differen n calculated t latio: 1
21]ksir: nies), ana 2 pagyred calibratio . inateg
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Measure- Measured world Cajculated world Calculation error [mm]

ment coordinates [mm] coordinates {mm)] (‘Route 27)
point {calibration points}) {"Route 2}
number
Xn Ym Zn X Ye z XK Ye¥m ZyZm
1 247 69 -175 || 245,87 | 69,14 -175,45 -1,13 0,14 -0,45

3 430 | 156 | -234 || 428,32 | 156,09 | -234,15 0,68 0,09 0,15
5 125 [ 302 | -194 || 125,39 | 301,94 | -183,20 0,39 0,06 0,80
7 205 | 403 | -154 || 204,71 | 403,01 | -153,80 0,29 0,01 0,20
9 400 | 500 | -197 || 400,09 | 499,95 | -196.73 0,08 0,05 0,27
11 100 | 600 | -185 || 100,63 | 600,16 | -185,67 0,63 0,16 0,67

TABLE 3.8b: Differences between ¢alculated
image coordinates), and the

cordinates (Calculation Route 2 an
A In inates

Measure- Measurad worid Calculated world Calculation error fmm]
ment coordinates [rnm) coordinates [mm] ("Route 37)
point (calibration points) {"Route 3)
number
Xm ¥m Zm X Yo Z, XX Ye¥Ym ZeZm
1 247 69 | 175 [ 245,74 70,85 -170,97 -1,26 1,85 4,03
3 430 | 156 | -234 || 283,00 | 220,30 -91,38 -147,00 64,30 142,62
5 125 | 302 | -194 || 143,46 | 297,72 -204,29 18,46 -4,28 -10.29
7 205 | 403 | -154 { 208,26 | 402,55 | -155,51 3,26 0,45 -1,51
9 400 | 500 | -197 §| 408,62 | 459,49 | -200,29 8,62 -0,51 3,29
11 100 | 600 | -185 8245 | 59990 -178,00 -17,55 0,10 7,00

3.4.3.2.5 Errors in the three-fimensional
scene description process

The results presented in Section 3.4.3.2.4 above
indicate that the error probability along the
depth axis during three-dimensional scene
description Is larger than that along the other
two axes. From the simple Image formation
process described by Figure 3.2 and by
equation (3.4), it is obvious that an error in the
measured U image coordinate will hava an
influence on both the calculated x and y world
coordinates; while an error In the measured V
image coordinate will have an influence on both

the calculated x and 2z world coordinates. This
Is also true for the generalized image formation
process described by equation (3.6b) and
(3.6¢c). The calculated x coordinate of a point Is
thus influenced by errors along both image
coordinatas, of both cameras. Furthermors, It is
very obvious that errors in the camera models
will have an effect on the calculated world
coordinates of a point.

In this section, the above two error sources in
thres-dimensional scene description by means
of stereo-vision, are investigated. With stereo-
vision, the relative placement of the cameras

Chapter 3: Machine Perception for & Robotic Milking Machine
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Measura Measured world Calculated world Calculation error [mm]
-ment coordinates [mm)] coordinates [mm) ("Route 1%
point (verification points) {"Route 17)
number
Xm Ym Z, X Ye Z XX c¥m 22,
2 96 151 -1H 97,28 | 150,84 | -190,76 1,28 -0,16 0,24
4 203 | 235 -136 294,39 | 235,38 | -136,17 1,39 0,38 0,17
6 378 | 340 -163 384,45 | 34054 | -162,73 6,45 0,54 0,27
8 46 | 445 | -131 43,59 | 444,12 | -130,58 -2.41 0,88 0,42
10 246 | 533 -60 244,83 | 532,69 -59,62 1,17 -0.31 0,48
12 329 | 654 | 121 335,61 | 65536 | -120,50 6,61 1,36 0,50
TABLE 3.9: Meas

also have an influence on the accuracy of sceng
description. This aspect Is also briefly
addressed in this section.

3.4.3.25.1 Sensgitivity of calculated world
ordin: for ralathv

From the experimental work it was found that
tha three-dimensional scene description process
is senslitive for changes In the relative positions
of the two camerag in & stereo-vision set-up. To
llustrate this, consider the following simplifled
three-dimensional scene description process:

Tha centre points of the imaging planes of two
cameras are a horlzontal distance k apart. The
imaging plane of camera #1 is parallel with &
plane on which a world point (x,y,2) is situated.
The line from the world point intersects the
imaging plane of camera #1 af its centre, and Is
at a right angle with the imaging plane. The line
from the world point aiso intersects the imaging
Plane of camera #2 at its centre. The angle
between these two lines (measured at the two
lines' intersection at the world point} is 8. The
distanca from camera #1 to the world point is
X = k / tan 8; which simplifies to x = k/e, for
small 8. The value of k is related to, and ¢an be
determined from the values of the image
coordinates In the two Images. Assume
& = 0,1 rad, then a small error in k {i.e. In the
measured image coordinates of one of the
images), will rasult In 10 times that error in x.

" resulting calculation errors (Calculation Route 19

" From the above simplified description it Is

evident that the two cameras should not be too
close together (i.e. 8 must not be too small).
On the cther hand, if they are too far apart,
sterea correlation {refer to Section 3.4.5 balow)
can become a problem.

It seamg that there should be an optimumn value
for displacement of the two cameras in a
sterec-vision set-up. Since the experimental
results obtained were satisfactory for the
purposes of this profect, and since a full
investigation into this subject can be an
extensive exercise, this issue wil not be
Investigated further here. (it is instead included
in the list of suggestions for further research,
presented in Chapter 5.)

343252 Sensitivity _of calculated world

in r_orrors In _measyr [

coordinates

In order to practically investigate the influence
of errers in the measured image coordinates, on
the accuracy of world coordinates calculated by
means of the camera models in (3.18) and
(3.19), the following extensions were made to
the program THREE_D.M (refer to Appendix E):

a. Fixed errors {positive or negative) can be
specified by the program user, to be added
in both images, to the measured U-
coordinates, or to the measured V-
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coordinates, or to both. (The images are
thus shifted along the U-, or the V-, or along
both image axes, by a certain number of
pixels).

b. Random errors (positive and negative -
within bounds specified by the program
user} are added Individually to each of the
image coordinates - In a similar fashlon as
that described in (a) above. (Because of the
random nature of the errors added to the
image coordinates in this case, the results
thus obtained wil differ each time the
program is executed.)

Table 3.10a shows the errors in the calculated
world coordinates, caused by a fixed bias of
+10 pixsls added to each of the U-coordinates
{hotizontal) of the verification image points {as
indicated in Table 3.6) derived by means of
both cameras. Table 3.10b shows the errors in
the calculated world coordinates, caused by a

points derived from both cameras.

This sensitivity analysis was concluded by
means of a Monte-Caro type analysis -
petformed by the PC-MATLAB program
MONTE.M {(Appendix E). First random eirors of
between -2% and +2% of the image coordinate
valuves, and then random errors of between
-10% and +10% of the image coordinate values
ware added to each verification image
coordinate - for both images. From the two
camera models, and these “corupted”
verlfication Image coordinates, the world
coordinates were determined (with Route 1). In
each of the two cases, the process was
repeated 100 times, and the average values and
the standard deviations determined for the
calculated x-, y-, and z-coordinates. Table 3.11
shows the measured world coordinates of each
verification point (from Table 3.6); the average
{1} and the standard deviation (o) of the 100
calculated values; as well as the calculation

fixed blas of +10 pixels added to each of the V- errors.
coordinates (vertical) of the verification iImage
Measure- Measured world Calculated worid Calculation error [rnm]
ment point coordinates [mm) coordinates [mm)
number (verification points) ("Routa 1"}
Xn | Ve z, X Y z, X Y. z,
2 96 151 -191 113,256 167,85 | -1980,48 17,25 16,85 0,62
4 293 235 -136 288,66 | 255,78 { -135,98 -4,34 20,78 0,02
6 378 340 -163 374,47 | 36162 | -16254 -3,53 21,62 0,46
8 46 445 -131 37.19 451,50 | -130,48 8,81 -16,50 0,52
10 248 533 60 22436 | 550,11 -60,57 -21,64 17,11 0,57
12 329 654 -121 315,18 | 672,83 | -120,89 -13,82 18,83 0,11
TABLE 3.10a: Diff ween cal world coordinates (verification
m inates of both cameras ghifted with +10 pixels along U-axis
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Measure- Measured world Calculated world Calculation error [mm}
ment point coordinates [mm) coordinates [mm]
number {veriflcation points) {"Route 17)
X ¥Ym Zy X Ye Z X, Ye Z
2 96 151 -191 120,83 148,17 | -178,62 24,83 -2,83 12,48
4 2a3 | 235 -138 307,43 | 233,95 | -121,87 14,43 -1,05 14,13
6 378 340 -163 389,36 339,44 | -148,09 11,36 -0,56 14,91
8 46 | 445 -131 37,98 44275 | -118,72 8,02 -2,25 12,28
10 246 | 533 60 230,67 | 52941 -46,88 -15,33 -3,59 13,12
12 329 | 654 -121 319,77 | €50,92 | -106,68 -0,23 -3,08 14,32

TABLE 3.10b: Ditfe : ] :
image gggrdinaiﬁ of gﬂ gmegs sh lted wnh +10 nlxel_s_lonu V-axis]

Mea- Measursd world Caleulated world coordinates [mm] {'Route 17); Calculation error [mm]
sure- coardinates [mm] average (x) and standard deviation (s) - as caleulated {average calculated
merit [verification points) from 100 Monts-Cario runs values {u) minus
point measured values)
xm ym zI'I\ *e yﬂ zﬂ x. y' z'
iy Ty By Cy Hy Ty
2 96 161 -191 97,28 32,43 150,75 2,71 -180,71 0,48 1,28 0,25 0,29

293 | 235 | 1356 | 204,23 | 4464 | 23524 | 313 | 13607 | 1,77 1,23 0,24 0,07

4
] 378 | 340 | -163 f| 384,65 | 5154 | 340,37 | 485 | -16264 | 1,16 5,55 6,37 0,36
8 46 | 445 | -1N 43,49 3509 | 44391 602 | -13048 | 1,75 -2,51 -1,09 0,52

10 246 | 533 50 || 244,40 | 47,0% | 532,36 | 850 -59,39 3,84 -1,60 0,64 0,61

12 329 | 654 | -121 || 33581 | 53,72 | 685,10 ]| 1263 | 120,37 | 2,36 6,81 1,10 0,63

TABLE 3.11a: Measurad wo rdinates {verification points}, and Id coordinat
from 100 Monte-Caric runs {-2% < ¢ < +2% random errors added fo both cameras’
nd V-verification ima oordinates
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Mea- Measured world Caloulated world coordinates [mm) {Route 17); Calculation error fmm]
sure- coordinates [mm] average (i) and standard deviation (o) - as caloulated {average calculated
ment {verification points) from 100 Monie-Carlo rung values (z) minus
point measured values)
*m ¥Ym Zm % Yo Z Xy Yo Ze
By Tx Hy Ty ] ]
2 - ] 151 -191 86,04 141,29 151,82 13,59 | -190,79 2,51 -9,96 0,82 0,21
4 283 236 | 136 279,98 191,43 235,88 17,98 | -136,67 8,40 -13,02 0,88 0,67
] 378 | 240 | 163 || 372,96 | 223,12 | 340,40 | 2595 | 16295 | 576 5,04 049 | 005
8 48 445 | 131 33,03 154,33 443,11 3098 | 131,04 | 8,22 12,97 -1,869 | 0,04
10 248 533 80 231,32 159,98 530,90 | 1,47 -80,69 9,81 -14,68 -2,10 | 0,69
12 329 654 | -121 325,57 232,01 653,61 60,15 | -120,93 8,00 -3,43 0,39 0,07

TABLE 3.11b: Measured world coordinates (verification points), and world coordinates calculated

from 100 Monte-Carlo runs {(-10% =< ¢ < +10% random rg added t
I{

- and V-verification im. i

th cameras’

On comparing the resuits in Tables 3.10 and
3.11, with that in Table 3.9, the following
conclusions are reached (for the specific stereo
vision set-up used to derive the data in Table
3.6):

a. With errors of 10 pixels added along the U
(horizontal) axis of the two images, errors of
up to 22 mm in the calculated x world
coordinates; errors of up to 22 mm in the
calculated vy world coordinates; and errors
less than 1 mm In the calculated z world
coordinates occur.

b. With errors of 10 pixels added along the V
(vertical) axis of the two images, errors of up
to 25 mm In the calculated x word
coordinates; errors of up to 4 mm in the
calculated y world coordinates; and errors of
up to 15 mm in the calculated 2z word
coordinates ocour.

c. With random emors of betwesen -2% and
+2% added along both the U and the V
axes of the two images, the average valuas
of the calculated x-, y-, and z world
coordinates are similar to the values shown
in Table 3.9. The standard deviations are
large however (and that of the calculated x
coordinates are typlcally an order of
magnitude larger than that of the calculated
y and z coordinates), indicating that some
calculated values differ largely from the
measured values.

d. With random errors of between -10% and
+10% added along both the U and the V
axas of the two Images, the average values
of the calcuated x-, y-, and z world
coordinatas are also similar to the values
shown in Table 3.9. With the error bounds
increased by 5 times (from 2% to 10%), the
average values remained in the same order,
but the standard deviations are also about §
times larger.

e. Overall, it is evident that the depth axis of a
three-dimensional scene description system
is the maost sensitive to errors in the
measured - Image coordinates. In order to
ensure accurate object localisation by means
of three-dimensional scens description, it is
essential to measure the image coordinates
In the stereo Images very accurately.

3.4.3.25.3 Sensitivity of calculated world
rdinates for errors in camera models

The accuracy of the camera parameters in
(3.18) and (3.19) was evaluated in Section
3.43.24 above;, and the results obtained
indicated the validity of the camera model, and
of the parameters. In this section the sensitivity
of calculated world coordinates for errors in the
camera calibration process (i.e. efrors in
camera parameters) is investigated, In order to
emphasise the importance of accurate camera
calibration.
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Table 3.12 shows the calculation errors
obtalned from a Monte-Carlo type analysis, If
each camera parameter {for both camera
modeis) is comupted by a random ermor
between -5% and +5% of the true value of tha
camera parameter. (The average and the
standard deviation were detesrmined after the
calculation process was repeated 100 times.)
Although the average values of the calculated
x-, ¥- and z world coordinates are similar to the
values shown in Table 3.9, the standard
doviations are large, indicating that some
calculated values differ largely from the
measured values, From this results it is again
evidant that the largest sensitivity is experienced
along the depth (x-) axis. These results also
make It very clear that accurate camera
calibration Is essemtial for successful three-
dimensional scene description.

3.4.3.2.8 Conclusions on tha feasibility of
three-dimensional scene description for the
milking robot

From Table 3.9 & is evident that errors in tha
herizontal plane of less than 7 mm could be
attained (with the specific experimental machine
perception set-up described in Appendix Aj,
when using two calibrated cameras, and the
image coordinates In two sterec images, to
caiculate the world coordinates of objects
These emrors are smaller than the specified
9mm for the nrilking robot's machine
perception subsystem {refer to Section 3.4.2).
(Although accurate measurement of the Image-

Mea- Measured world Caleulated world coordinates [mm] "Route 1"); Caleulation error [mm]
ure- ooordinates [mmj average (4) and standard deviation {¢) - as calculated {average calculated
ment (werification points) from 100 Momte-Carks nung values (u} minus
paint measured values)
Xm ¥m Zm Xg Ye Ze Xy Ye T
Hx “x iy Oy #y ]
2 98 | 157 | -1; 82,34 73,71 15054 | 684 | -19096 | 1,16 366 | 046 | 004
4 293 | 235 | -136 || 288,24 92,58 23465 | 667 | -13660 | 3,58 -476 | 035 | 0,69
] 378 | 340 | -163 § 379,00 97,88 339,23 | 960 | -163,09 | 2,19 000 | 077 | 009
8 48 445 | -1 38,99 84,48 442,28 | 14,49 | 131,12 | 3,85 -7,01 -2,74 0,12
10 248 | 533 60 || 239,10 98,07 530,36 | 1943 | -6044 8,15 590 | 264 | 044
12 320 | 654 | 121 || 329,52 | 101,92 | 652,38 | 2500 | 121,00 | 4,52 0s2 | 182 | 00
TABLE 3.12:

and the world ceordinates for the calibration
and the verification points are aspects which
require special attention, the results shown in
Table 3.9 were obtalned without extreme care
being taken In this regard.)

For the milking robot, inaccurate three-
dimensional scena description - especially along
the depth axis - is & problem. it can
nevertheless be concluded that tha principle of
three-dimsnsional scene dascription, by making
use of the camera model as defined in equation
(3.10), Is a feaslble concept for implementation
as part of a milking robot.

However, before a cow’s teats can be localised
in tarms of world coordinates, they must first be
localised accurately in the two images of the
udder {Le. in terms of image coordinates). In
the experiments described above, the image
coordinates were determined manually, by
means of a movable cursor on the graphics
screen. This process must however be
automated - giving rise to a very important
question: How are the image coordinates of
specffic pre-defined features found in an
image 7 Different techniques exist for this
purpose, and the most important ones are
discussad in Section 3.4.4.

A second vary important question deals with
how to ascertain that the same object is located
in both images. The so-called stereo correlation
problem is very relevant in the milking robot
context, and It |s addressed In Section 3.4.5.
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3.4.4 FINDING SCENE FEATURES IN
IMAGES

In this section, the most important
characteristics of a number of techniques for
finding scene features in images, are discussed
qualitatively. Based on this discussion, one of
the concepts is investigated in detail - both
theoretically and by means of suitable
experiments.

3.4.4.1 TEMPLATE MATCHING

Template matching is one of the most
elementary forms of locating pre-defined
features In an image. Tha images (templates) of
pre-defined oblects are compared with the
image In which certain features must be
located. This is done by comparing individual
pixels of the template, with all the pixels of the
image. {Refer to HALL (1979, p.480); and DUDA
& HART (1973, p.276).) The main disadvantage
of this technique - restricting Its suitability for
use as part of a miking robot's machine
perception system - is: Unless the template Is a
good representation (In shape, size, and
otientation) of the object searched for,
correlation between the template and the object
is difficuit. Different templates can be compared
pixel by pixel with the image, but this method is
very computer intensive.

3.4.4.2 CONTOUR FOLLOWING IN A BINARY
IMAGE

Different algorithms exist for tracing contours in
images. An algorithm for following the contour
of a binary image (where background pixels
have the value 0, and non-background pixels
have the value 1) is defined by DUDA & HART
(1973, p.291) as follows:

Scan the image until pixel value = 1 is found
(and mark it as "starting pixel”);

Then repeat until reaching the starting pixel
again:

If pixel value = 1, then turn left and move on o
next pixel;

Eise if pixel value = 0, then tumn right and
move on to next pixel.

(Refer to Figure 3.4 for an illustration of the
algorithm. In this picture, all the pixels enclosed
by the contour are 1's, while all other pixels are
0’s. All pixels have the same colour In the
picture however, only in order to clearly indicate
the path of the contour follower.)

The above algorithm s suitable for tracing the
closed contour of a single object in an image;
but it can also be adapted to trace the contours
of more than one object in the same image, and
to trace the visible contours of objects which go
beyond the limits of the display unit.
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FIGURE 3.4: Contour following in a

For locating the endpoints of a cow’s teats, the
algorithm must be adapted to record a tuming
paint in the contour - making It a special case
of pattern recognition, as discussed in Section
3.4.4.4 below. Although the algorithm seems
simple, it is not a trivial task to implement it.
During experimentation with this technigue, a
number of important practical aspects were
identified:

a. Because of image nolse, a false starting pixel
was often found - even In a binary image in
which single edge points (noise) were
removed by means of an imagse filter. This
resulted in the edge follower moving around
this one pixel continuously - thus appearing
to stand still at one point.

b. A suitable background colour must be
provided to have enough contrast between
the udder and teats, and the background - in
order to obtain a suitable binary image of
the teats. (This can pose a problem when
there is much variety In the udder and-teat
colours of the cows ta be milked; but such
a problem can be solved by adapting the
background colour for individual cows, ance
the cow has been identified.)

c. Some cows have dark spots on light
coloured teats (or vice versa), resulting in
binary images with discontinuities in the
edges, or in the images of the teats. This
can cause false points to be marked as teat
endpoints.

Chapter 3: Machine Perception for a Robotic Milking Machine

47




d. A threshold must be chosen for converting
the grey-scale Image to a binary image
(procedure binary image in the program
IMPRQOC.PAS - refer to Appendix E). Grey-
scale histograms are commonly used for
determination of binary thresholds, but this
process refles on a distinctive colour
difference between Image and background.

From the above analysls of contour foliowing in
& binary image, it s clear that there are many
negative aspects, restricting the feasibility of this
concept as part of a milking robot.

3443 LINE FOLLOWING IN AN EDGE
ENHA D IMA

3.4.4.3.1 Edge enhancement

ATTNEAVE (1954) found in experiments with the
human visual system, that objects could often
be adequately recognised from a rough outline
sketch. From this finding it was concluded that
the most Information about an image Is
contained in and around the edges of objects in
an image. Qver many years, a large number of
algorithms have been developed for enhancing
edges in images, and for discarding the rest of
the data. Appendix B contains a discussion of
a representative sample of algorithms for this
pumose. One class of edge enhancement
operators  determine possible edges in a
digitized image - with image coordinates (ij}
and grey-scale values (1]} - by determining the
spatial gradients (or Intensity changes) in the
image. This Is dons similar to the detection of
changes In algebralc functions - le. by
differentlation.

Appendix B contains results of an analysis
performed by CHRISTIANSEN (1990), in order
to compare the performance of different edge
enhancement  algorithms. CHRISTIANSEN
(1990) concluded that tha Sobel operator was
the most sultable to be used In images such as
the udders of cows. This concluslon correlated
with the author's own qualitative analysls -
which involved inspection of edge enhanced
images obtained by means of different
algorithms. (ELSTER & GOODRUM (1991) have
also evaluated several edge enhancement
algorithms, as part of research on an automated
egg sorter. Their conclusion was: "The use of a
Sobel convolution operator enhanced the
Image better than other methods Invastigated
£17

Tha Sobel edge enhancement operator

determines the magnitude of the Intensity
gradient at a point (1j) in an image, by means of
equation (3.20}, and the direction of a possible
edge by (3.21):

mGi]) = 187 + S,7'* (3.20)
8(ij) = arctan(S,/S)) {3.21)
with:-

S, = Wi+ 1.j1) + 280+1,)) + f{i+1,j+1)] -
[fi-1.J-1) + 281y + §(-1,)+1)]
..... (3.22)

8, = [f(-1,}+1) + 24(j+1) + H{i+1j+1)] -
[f-1.)-1) + 24051) + 1(1+1,-1)]

(Refar to Figure B.1 for a depiction of pixel {i,]) -
with intensity f - and 1ts eight neighbours.)

3.4.4.3.2 Line following

Similar to contour following In a blnary image,
line following can also be done In an edge
enhanced version of an Image. Different
algorithms for this purpose are described in the
lterature - e.g. LAl & SUEN (1981); MERO
(1981}; and SHIPMAN et al (1984).

The main problem with this typa of adge
follower is that it experiences difficuities when It
reaches a discontinulty in the edge image; but
McKEE & AGGARWAL (1975) have developed
an algorithm to overcome this problem. Their
algorthm includes edge marking {edge
enhancement by means of one of the operators
discussed in Appendix B); edge refining (edge
thinning - e.g. ARCELLI & DI BAJA (1985}, or
MATSUMOTO et al (1990)); edge tracing: and
edge completion. During experimentation, the
algorithm of McKEE & AGGARWAL (1975) was
however found very complex to implement; and
consequently it Is also computationally slow.

From the above analysis of line following in an
odge enhanced Image, it is clear that there are
also negative aspects, reducing its feaslbility as
part of a milking robot.

3.4.4.4 PATTERN RECOGNITION

The term pattern recognition Is often used as a
generic term for the process of finding scene
features In an image. In this dissertation, the
term will however be used In a more specific
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sense. Pattern recognition corresponds to
template matching, In the sense that pre-defined
pattemns are searched in an image. it differs
from template matching however, in the sense
that the searched patterns are only defined in
broad terms. (The Iiterature under Pattern
Racognition In Appendix G, contains extensive
discussions on this topic.) Pattern recognition
for the miking robot was only investigated
qualitatively, and not experimentally. The most
important principles of the technique are
however discussed because similar principles
apply to other techniques which were
investigated more thoroughly - and which are
discussed later in the chapter.

3.4.4.4.1 Symactic paitern recognition

Syntactic pattern recognition is based on the
concepts of structure analysis found in formal
language theory. The fundamental aspect of
syntactic pattern recognition is the
decomposition of patterns into subpatterns or
primitives. Flgure 3.5 shows a possible
decomposition of a cow's teat in temns of
typlcal primitives.

-/

a b
FIGURE 3.5: ical primiti for (|
t w's T

In order for an image object to be classified as
a cow's teat, a number of primitives must ba
found in the image, and their positions must be
related to each other, such that it is described
by the syntax bbbabbb (as per Figure 3.5). NEL
{1987) used this technique for localising a
human eye in an investigation of machine
enabled communication systems for severely
disabled patlents. Different patterns could be
recognised - such as a fully open eye; an eye
with its top half covered by the eye lid; etc.
SHELMAN (1970) used a similar technique for
the analysis of fingerprints, and for the analysis
of chromosomes in microscops images.

3.4.4.4.2 Semantic pattern recognition

Semantic pattern recognition makes use of the
"meaning” of the subpatterns In an Image.
Although primitive & In Figure 3.5 can occur
with different orientations in an Image of a

cow's udder, It can only represent a cow’s teat
if & points nominally downwards.

3445 THE H H_TRANSFORM APP|
TO AN EDGE ENHANCED IMAGE

HOUGH (1962) suggested a technique for
locating fines In a digital image (typically an
edge enhanced image - refer to Appendix B), by
mathematically detecting collinear points. The
method involves the transformation from one
parameter space (in this case two-dimensional
image coordinates) into ancther parameter
space; and is commonly used for detection of
straight linas In edge enhanced images. (The
basic principles of the method are iflustrated by
means of several examples in Appendix C.)

From the Inspection of numerous edge
enhanced images of cows' teats, & was
concluded that such images resembied
parabolas; and that it should be possible to use
the Hough transform to localise these parabolas
in Images of cows' udders. In order to test this
hypothesis, the parabolic Hough transform was
applled to edge enhanced images of cows’
teats. Although it is a rather Intricate problem to
detect parabolas by means of the Hough
transform {refer to Appendix C), the method
holds a number of important advantages,
including:

a. [f there are distinctive parabolas in an edge
enhanced Image, the Hough transform will
detect such parabolas irrespective of the
distances between the individual pixels on
the parabola. This feature makes the Hough
transform inssnsitive for gaps in edge
enhanced curves in images. {Sensitivity for
edge gaps Is a problem with most other
methods for finding scene features in edge
enhanced Images - unless the complex
process of adge completion (e.g. MCKEE &
AGGARWAL (1975)) is performed.)

b. For the same reason, the Hough transform
s not very sensitive for image noise and
discretisation nolse in an edge enhanced
image.

¢. The Hough transform can detect numerous
curves {even overlapping) In the same
image (as illustrated in Section C.2, where
two crossing lines are detected); and &
specified curve in the presence of ancther
type of curve (as lllustrated in Section C.4,
where a parabola is detected in an image
with a line crossing the parabola.)
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FIGURE 3.6a: Grey-scale image of an artificial cow's udder

-.-}‘
N =
Y
< Eooy
. T %
¢ B
! 1 A
: LA g v/

- 3 \
' L

vt
FIGURE 3.8b: Edge enhanced image of an artificiat cow’s udder
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The main disadvantage of the Hough transform,
is its computer intensiveness. In the current
experimental set-up (see Appendix A}, thisis a
serlous drawback. Since the technigue is very
suitable for parallel processing, due to the
repetitive nature of the cafculations, it will
however be possible to solve the problem by
means of appropriate computer hardware.

3.4.4.5.1 First experimental results with the
Hough transiorm applied to the image ©f an
artificial cow's udder

After some preliminary- work regarding the
Hough ftransform, and the successful
localisation of different rotated parabolas in
images (refer to Section C.4), the method was

tried on the image of an artfficial cow's udder.
A grey-scale image and an edge image of this
udder are shown in Figure 3.6a and 36b
respectively.

From Figure 3.6 it can be seen that parts of the
left vrear and the right front teats are occluded
by each other. With the ald of a movable cursor
oh an image displayed on the computer screen
(refer to Appendix A), a number of image
coordinates were determined for each teat
shown in Figure 3.6. These image coordinates
are contained in Table 3.13. (V Is measured
downwards from the screen's top left comer;
and U is measured from the same point to the
right.)

Measured Image coordinates of an artificial cow’s teats [pixels]

Left rear teat Left front teat Right rear teat Right front teat
u, V. Uy V¢ U, v, Uy Vi
243 210 167 129 335 o4 270 151
236 230 180 169 340 124 269 19t
228 237 154 209 345 164 266 216
222 230 151 239 345 184 259 225
219 219 145 249 342 214 249 220
216 199 137 255 339 218 243 210

212 169 128 245 335 222

125 235 330 217

125 205 326 212

125 165 312 174

125 135 306 151

208 111

TABLE 3.13: lmage coordinates of edge points in the image of an artificial
w's udder {as shown in Fi 3.6b
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Measured image Image coordinates of Calcutation error [pixels}
coordinates of artificlal antificial cow's teat
cow's teat endpoints endpoints - calculated by

[pixels] means of Hough

transform [pixels]
Um Vm UG VG Ul Vﬂ
Left rear 228 237 230 236 2 -1
Leift front 137 255 139 255 2 4]
Right rear 335 222 332 215 -3 -7
Right front 259 225 257 218 -2 -5

TABLE 3.14: M Hough transform calcul | ordinat
an arti 1 's teat int:

Appendix E contains a summary of a
PC-MATLAB program HOUART.M, written for
detection of parabolas in the image of the
artificlal udder, by making use of the data In
Table 3.13. Figure 3.7 contains the results
obtained from this experiment (plotted by
means of the program PLOTART.M),

x: Edgr polms; —: Celculated parabolas (artificial udder}
100 v
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FIGURE 3.7: Manually determined edqge

1! n_artificial t X
fitted to the i fid lin
meang of the Hough form

For the miking robot, only the image
coordinates of the teat endpoints are of

importance. (Refer to the discussions In Section
3.4.2 and in the first paragraph of Section 4.4.)
Table 3.14 contains a comparison of the actual
measured image coordinates of the endpoints
{measured by means of the cursor on the
graphics screen), and the image coordinates of
the endpoints, as calculated by means of the
Hough transform. (The Hough transform
calculates the endpoint coordinates directly,
since It calculates the x-offset and y-offset of a
detscted parabola’s tumning point - which are
the desired image coordinates.)

Even though the manually determined edge
pixels on an artfficial cow’s teats do not form
perfect parabolas, relatively small localisation
errors were obtained experimentally by means
of the parabolic Hough transform - as shown in
Figure 3.7 and Table 3.14. The calculation errors
In image coordinates - as shawn In Table 3.14 -
are between 0 and 4% of the real image
coordinate values. Should these calculated
image coordinates thus be used to calculate
three-dimensional world coordinates {(of course
a second image s necessary for this), errors of
up to twice thase shown in Table 3.11a can be
expected in some cases. Although the standard
deviations shown In Table 3.11a are large, the
average values of the etrors are small; and such
values are within tolerable limits for & mitking
robot,

(A teatcup attached to a teat will not influence
the parabotic shapes of the other teats. It is
therefore obvious that such a teatcup should
have no Influence on the Hough transform's
ability to detect the parabolic shapes of the
remaining teats.)
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3.4.4.5.2 Three-dimensional localisation of
teat endpoints, making use of image
coordinates derived from the Hough
transform

After using the manually determined image
coordinates of the teats on an artificlal cow's
udder, the next step was to apply the Hough
transform to an edge enhanced image of the
artificial udder. The following steps were
perfarmed for this purpose:

a. The arificlal cow's udder was placed
between the two cameras and the plank
with the sticks mounted on it (Figure 3.3).
(The cameras and the plank were in the
same configuration than that used for
deriving the camera parameters in (3.18)
and (3.19) - lLe. the cameras were about
300 mm apart; about 2 m from the plank;
and about 1,5 m from the udder.)

b. Theworld coordinates of the teat endpoints
of the artificial cow's udder were measured
relative to the reference point on the plank -
and recorded fn Table 3.15. (The x-
coordinates are negative since the
reference point was further from the

cameras than the udder - i.e. the plank was
beyond the udder's position; while the
z-coordinates are positive since the
refarence point was above the udder. This
differs from previous cases; but it was
chosen as such in order to simultaneously
prove that a differently located reference
point can be used.)

c. The Hough transform was applied to the
edge enhanced imagas (obtained by means
of tha Sobel operator - as described in
Appendix B) from the left and the right
cameras (program HOUART1.M), with the
resulting image coordingtes of the teat
endpoints as shown in Table 3.15. (Figure
3.8 shows the left camera’s images.)

d. The program THREE-D.M was used to
calculate the three-dimensional world
coordinates of the teat endpoints, from the
image coordinates derived by means of the
Hough transform. The results of these
calculations are shown in Table 3.15 - from
which it is clear that the parabolic Hough
transform Is a feasible concept for the
localisation of a cow’s teat endpoints in an
edge enhanced image.

Image coordinates - Calculated world Measured world Calculation error
calculated from Hough coordinates coordinates [ram]
transform [pixels) [mm] [men]
Left Right
camera camera
u | v U | v X ] Yo 1 Z §) Y¥m | Ym | Zm § XX | VeYm | ZZw
330 | 385 171 | 430 || -522 | 265 | 94 -528 | 264 4] 6 1 3
400 | 363 270 | 426 || 494 | 374 | 96 -493 | 375 96 -1 -1 4]
424 | 354 |} 305 | 419 ]| 487 [ 412 | 93 || 484 | 414 | 94 3 -2 -1
489 | 345 387 | 417 || 504 | 503 | 87 -500 | 507 88 -4 -4 -1

TABLE 3.15: Thrae-dimensional world coordinates of an anlificial cow’s udder - as calculated

from the st image inat

'min mean:

f the H h trangform

3.4.4.5.3 Practical problems experienced
during the application of the Hough
transform to the images of an artificial cow's
udder

A number of practical problems were
experienced during the application of the Hough

transform to the Images of an arificlal cow's
udder. The most serious problem resulted from
the “ricks" required in order to avoid a multi-
dimensional accumulator array when detecting
parabotas by means of the Hough transform
implemented in PC-MATLAB (refer to Appendix
C). Because the accumulator array must be
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initiatised often (due to computer memory
limitations), it is currently not possible to detect
more than one parabola in the same image.
{Note that this Is a computer memory problem,
and not a problem with the Hough transform -
which will definitely be solved in future by the
rapld developments in computer abilities.) For
experimental purposes, the edge image of the
udder was segmented manually, In order to
analyze the four teats individually. The results
were then combined later, In order to form
Figures 3.7 and 3.8(e). Although this problem
can be overcome by improved management of
the data, and by increased memory, it was not
further addressed during this research. This
deacislon was taken since the main focus of this
investigation was to Hlustrate the feaslbility of
the parabolic Hough transform for the milking
robot.

In order to detect more than one parabola In
the same Image, it is not adequate to only use
the maximum value of the accumulator array. A
threshold Is required with which the
accumulator contents can be compared. Each
accumulator entry which Is larger than the
threshold, Is then consldered to represent a
possible curve in the picture. WHITTAKER et al
{1987} did excellent work on the determination
of suitable threshold values for circla detection.
This aspect will have to be ressarched further
for the parabolic Hough transform, in order to
ensure its successful application In the milking
robot context.

3.4.4.5.4 Application of the parabolic Hough
transform to the edge enhanced images of
real cows’ teats

Although it had been concluded that the Images
of the artificlal cow's teats could be
approximated by parabolas, an important
queastion remained whether it was true for a real
cow's teats as well.

Figure 3.9a shows the grey-scale image of four
large brownish teats, somewhat protruding to
the sides. A large part of the left rear teat Is
occluded by the right from teat. Figure 3.9b
shows the edge enhanced image of the teats
obtained by means of the Sobet operator; and
the parabolas calculated by means of the
Hough transform.

Figure 3.10a shows the grey-scale image of four
small black teats, hanging close together and
straight down. Figure 3.10b shows the edge
enhanced image of the left rear teat obtained by

means of the Sobel operator; and the parabola
calculated by means of the Haugh transform.
{Since the Sobel operator resembles algebraic
differentlation, image nolse is amplified. The
blob In the top part of Figure 3.10b is due to
light reflected from the wet teat after it had been
washed.) It Is noted that the Hough transform
performs well, even in such a noisy image.

Figure 3.11a shows the grey-scale Image of four
medium sized white teats, also somewhat
protruding to the sides. Figure 3.11b shows the
edge enhanced image of the right front teat
obtained by means of the Sabel operator; and
the parabola calculated by means of the Hough
transform, {The blob on the teat’s endpoint is a
drop of water hanging on the teat after the
udder had been washed.)

From the results shown in Figures 3.9 to 3.11,
it can be seen that the parabolic Hough
transform performs excellant when applied to
the edge enhanced images of real cows’ teats.
(Although the localising accuracy In terms of
image coordinates, cannot be determined very
well from Figures 3.9b, 3.10b, and 3.11b, it Is
clear that the pixel errors are In all three cases
less than 10 pixels - which Is again within 2-3%
from the true image coordinates.}
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FIGURE 3.9a: Grey-scale image of four large brown teats
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3.4.4.6 CONCLUSIONS ON FINDING SCENE
FEATURES FOR THE MILKING ROBOT

In the aforegoing parts of Section 3.44, a
number of concepts for finding scene features
in an image were discussed. A qualitative
choice reduction was performed, and the
parabolic Hough transform was investigated in
detall. From experimental results it was
concluded that thls transform is definitety
feasible for localising a cow's teats in edge
enhanced images - although research is stil
required in order to overcome the following
problem areas:

a. The parabolic Hough transform s
computationally intensive, making It slow. (it
should be possible to solve this problem by
making use of parallel processing though.)

b. The parabolic Hough transform ls computer
memory Intensive. With the cument
experimental set-up this problem
necessitated the manual segmentation of
Images in order to provide smaller data sets
than that obtained from a full 512 x 512 pixel
image. (Since the development of computer
hardware takes place so rapidly, it is
however anticipated that computer
technology will avertake this problem soon.)

c. The parabolic Hough transform requires a
large four-dimensional accumulator array to
be used. (Typically with dimensions in the
order of 10 x 90 x 500 x 500.) Although
possible in principle, the implemeantation of
such an array Is not an easy task. In this
research it was implemented as multiple two-
dimensional arrays, but with the
disadvantage that multiple parabolas in the
same Image could not be localised. For a
milking robot, this ability is essenttal. (This
problem s related to the memory problem
discussed in (b} above; and Its solution
shoutd also come with new developments in
computer technology.)

d. A threshold needs to be defined in order to
classify entries in the accumulator array as
passible parabolas or not. Proper criteria
and procedures for the automatic
determination of a sultable threshold need to
be defined.

None of the above problems negate the
feasibility of the parabolic Hough transform
however - as demonstrated experimentally.
Through further research and development, its

abillity for finding scene features in images for a
milking robot can definitely be improved.

3.4.5 STEREO CORRELATION

For stereo vision It is essential that the
maasurad coordinates In one image of an
object must be comelated with the measured
coordinates of the same object in the other
image. Errors due o incorrect matching can
easily occur in cases where similar objects
appear In the images. Over the years, a number
of techniques had been developed for
correlating points in stereo images. Examples of
these techniques are presented by HOFF &
AHUJA (1989) - relative displacement or
disparity In the position of objects; MARR &
POGGIO (1979) - based on human stereo
vision; MOHAN et al (1988} - disparlty; and
YAKIMOVSKY & CUNNINGHAM (1978) -
comparison of grey levels intwo stereo Images,
for correlation. (Refer to Appendix G - under
Stereo Vision - for a list of literature references.)
Many researchers however agree that stereo
correfation is a rather difficult part of stereo
machine viston. Some exampies of such views
are: "[...] the correspondence problem, has
been considered to be the central and the most
difficuft part of the stereo problem" - HOFF &
AHUJA (1990, p.121); “The most difficult task in
sterec is that of Iidentifying corresponding
loceations in the two images” - MOHAN et al
{1989, p.113); and A main problem with stereo
analysis Is to detact dlsparities over a large
range of values” - OLSEN (1990, p.309).

3.45.1 STEREQ CORRELATION FOR THE
MILKING ROBOT

Cn the one hand stereo correlation for the
milking robot is simplified by the fact that there
are only four teats In each image, which haveto
be matched. On the other hand # is
complicated because the four teats have similar
features, and can easlly be confused. Ideally, for
localising the cow's teats, four pairs of left
image coordinates, and four palrs of right image
coordinates will be determined for the four teat
endpoints, by means of the two cameras. If the
four teats appear In the same order in the two
images, correspondence will be easy, since the
first pair of left Image coordinates can be
matched with the first pair of right image
coordinates, etc.: (U,.V,)) & UiV.) (Ui«
(UaiVe)i UaiViad = (UgiVia)i (UiiVil) = UiV
Under such conditions, it is straightforward to
calcuiate the world coordinates of the four teat
endpoints, by making use of equation (3.13).
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The above approach falis if the teats do not
appear in the same order in the two Images, or
it one or more of the teats are occluded in onhe
or both the images. In the next section, a
solution for the first of the above two problems
is presented.

Occlusion Is 2 more serious problem, for which
thers Is no easy solution. For the milking robat,
the posshbility of occlusion of one teat by
ancther is largely reduced by appropriate
placement of the cameras (e.g. by viewing the
udder slightty from below Instead of
horizontally; and if the lines of sight of the two
cameras are in the order of 45° {0 60° relative
to the cow’s length). The possibility of occlusion
of teats by those teatcups already attached, can
atso ba reduced by implementing a well-defined
strategy for attaching the teatcups - as
discussed In Section 3.4.3.1.1 above. Ancther
potential soiution to the problem of occlusion -
which was not Investigated experimentally
during this research - can be to displace the
cameras Incrementally {e.g. SCHALKOFF
(1982a,b)) until four teat endpoints are found in
each image. This can however become a time
consuming and computer intensive process.
Furthermore, since the camera parameters will
change if the cameras are displaced, the
cameras will have to be calibrated in specific
positions, and the incremental displacements
wiil have to be restricted to these positions only.

3452 RE! RRELATION WHERE TH
ORDER OF OBJECTS ARE NOT NECESSARILY
TH | E TWQ IMAGE:!

3.4.5.2.1 Background

For a left and a right camera - with camera
parameters «,, ., and f8,, i, and image
coordinates (U,V) and (U.,V) respectively -
equations (3.8a) and (3.8b) can be rewritten as
in (3.24).

ax+by+ez+d =0 (3.24a)
ax+by+cz+d =0 (3.24b)
ax +by+c2+d,=0 (3.24c)
ax+by+cz+d, =0 {3.24d)

with:-

&, - agl,
o - agl,
ay - oy,
oy - e U,
as - agV,
by = &g -2V

o
[T A

C, = a; -V,

d; = ag - aV, (3.25)
a = B, - Bl

by = 8, - BiU;

Cs = B~ Bul;

da = ng - 1312Ur

a, = g - BV,

b4 = fa- ﬂmvr

Cs = Br- BuV¥,

d, = 8- 8.V,

The matrix equations In (3.26) are darived from
{3.24); and these equations represent values of
y and z for specific values of x (provided that
the camera parameters, and the Image
coordinates are known). These (xy,z) values
are somewhere on the line passing through the
image point {on the camera’s imaging plane),
the camera’s focus point, and the world polnt.
For the x value of the world point, {3.26a) and
(3.26b) wil render the {y.z) values of the world
point. For any other value of x, (3.26a) and
(3.26b) will render the (y,z) values at the point
whers the line betwsen the Image point and the
world point intersects the y-z plane at that
specific value of X. For example, for x = 0,
(3.26a) wil determine the {y,z) values at the
point where the line between the left camera’s
image polnt and the world point Intersects the
¥-z plane at tha origin of the world coordinates.
In (3.26a) and (3.26b), y, and 2, will equal y, and
2, - and these values of y and z will be the world
coordinates of the point under conslderation -
only if x, = % = x {where x is the true word
coordinate of the point under consideration).

Once the Image coordinates of the target
objects (the teat endpoints in the case of a
milking rabot) had been determined In both the
Images, stereo correlation can be done as
follows:

a. Usethe left camera's two-dimensional model
in (3.26a) and the image coordinates of tha
target points in the left image, to calculate
the (y,2) world coordinates of each target
point, at x = 0.

b. Use the right camera’s two-dimensional
maodet in (3.26b) and the image coordinates
of the target points in the right image, to
calculate the {y,z) world coordinates of each
target point, at x = 0.

¢. Compare the above two sets of (y.z) values,
In order to find possible correspondences.
{Differences will definitely occur, because the
two sets of (y,z) values are calculated for
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x = 0, which In general Is nat the true x-
coordinate of the word points under
consideration. (This value for x Is merely a
guess - used as a starting point.)

d. Unless a clear correspondence between the
two sels of values Is obtained, the above
procedure is repeated at other values of x -
chosean within the typical range of x.

e. Through the above steps, it should be
possible to match each pair of measured
image coordinates In the left image with a
pair of measured image coordinates In the
tright Image. Stereo correlation can thus be
done, as long as all target objects are visible
in both images - even if the order of objects
differ In the two images.

3.4.5.2.2 Experimental results with stereo
correlation by means of two-tdimensional
camera models

The above stereo correlation technigque was
evaluated by making use of the data in Table
3.6 (where the images of the twelve sticks did
not occur in the same order in the two images -
as can be verifled by checking the two images’
U-coordinates in Table 3.6). The resuits of this
experiment are shown In Table 3.16 -
determined by executing the following
procedure:

[-ax~d, (3.26a)
| -ax-0,

[-ax—d, ] (3.266)
\_—azr_dA

a. Choose typical values of x. Based on a prior!
knowledge of the typical range of x, the
values 0, 100, 200, 300, 400, and 500 are
chosen.

b. Determine y.(k} and 2,0k from (3.26a);
and Y,u{(k) and 2., (k) from (3.280). {k = 1
to 12,"i)ecause there are 12 points in Table
3.6.)

c. For each value of x: determine the best
correlation between a specific y,,y and the
twelve calculated values of y,, Repeat this
for all twelve calculated values OF Y,
(Number of comparisons done: number of x
values, times number of y.,, values, times
number of v, values = 6xX 12 x 12 = 864.)

d. Determine the Indexes of y,,, and Y., where
the best correlation occurs, and mark these
positions In a2 matrix. (The axperimental
results are shown in Table 3.16a. The
marking was done by using the six valuas of
x.)

e. Aepeat steps (c) and (d) for the caloulated
Zy and 2, values. (The experimental
resuits are shown in Table 3.16b.)

f. The number of “votes" Indicated in Tables

3.16a and 3.16b are summed in Table 3.16¢.
From Table 3.18¢ the correlation between
image coordinates in the laft image and that
in the right Image Is clear.
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Y, Y, Y Y Yogm | Y Yogot | Yoorr | Yagm | Yoo | Yoger
Gl I I I I Il I I I R )
Yo | 0 [ 500
(1) ] 100
200
300
400
500
Yien o 200
i) 100 | 300
400
Yien 200 | s00
[6) 300
400
Yin 0 100 | 400
@ 100 | 200 | 500
300
400
500
Yien o | 200 | s00
(5) 100 | 300
Yo o | 200 { 400
] 300 | 500
Yien 0 200 | 300
) 100 | 300 | 400
400 | 500
Yin 100 | 200 | 200
(8) 300 | 400
Yien o | 200 | 400 | s00
(9) 100 500
Vi o | 100 | 200 | 400
(10) 500
Ve o o
(1) 100 | 100
200
Yien 0 o | 200 | 300
(12) 100 | 300 | 400
500
TABLE 3.15a: Ma
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TABLE 3.18c:

3.4.5.3 CONCLUSIONS ON THE FEASIBILITY
OF STEREQ CORRELATION BY MEANS OF
TWO-DIMENSIONAL CAMERA MODELS

Sterec correlation by means of two-dimensional
camera models renders good results, and the
method is relatively simple. The method is
computationally intensive though, but paraflel
processing can streamline it. Therefore It can be
concluded that this technique is feasible for
Implementation as part of the milking robot -
provided that no occlusion of teats occur.

3.5 CONCLUSIONS

in this chapter, machine perception was
analyzed, with the alm of using it as part of a
miking robot. The machine perception
subsystem for a milking robot was divided into
two segments, namely the sensors; and the

signal processor.

From a trade-off study, a television camera
was found to be the most sultable sensor to
satlsfy the specific technlcal performance
requirements which were defined for a milking
robat. A television camera can be characterized
in terms of two transformations, namely the
geometric transformation (from the three-
dimensional world coordinates of points to the
two-dimenslonal image coordinates); and an

electronic transformation (from light intensity to
an array of electronic signals - used by the
slgnal processor). Since the exact
characteristics of the geometric transformation
are required for scene description, camera
modelting and camera calibration were
addressod in detall - both theoretically and

experimentally.

Since a television camera was chosen as the
main sensor, the signal processor Is only
concerned with image processing techniques.
The primary task of the milking robot’s image
processor was defined as deriving a
computerized description of the spatial positions
of the endpoints of a cow's four teats, by
making use of the camera models, and of
images of the cow’s udder and teats.

The malin results obtzained regarding the image
processor and the scene description process
are:

a. The feasibility of two-dimensional scene
description for the milking robot was first
Investigated. With thls concept the teats are
viewed from below, with the aim of
determining the endpoint positions in the
horizontal plane. The teatcups can then be
moved to these coordinates (well below the
udder) and then be moved upwards untli the
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teats are sucked in. From experiments with
points marked on a flat plate, it was
concluded that this concept could work, but
In practice it was found that there was tco
lle colour contrast betwean the teats and
the udder of most cows. The teats could
therefore not be distinguished from the
udder, and the concept was therefore
discarded. (n view of the potential
advantages listed in Sectlon 3.4.3.1.1, this
concept should however be investigated
further In future.)

b. The next step was to Investigate the
feaslbility of three-dimenslonal scene
description for the milking robot. The camera
model described by BALLARD & BROWN
(1982) was chosen {bscause of its rolative
slmplicity); and the geometrical
transformation parameters of two cameras in
an experimental set-up, were determinsd.
Different calculation routes for dstermining
the three-dimensional world coordinates
(x.v.z) of a point - based on the camera
models and parameters, and a stereo pair of
two-dimensional image coordinates - were
defined, and verified experimentally. From
the good results obtained, it was concluded
that three-dimensional scene descriptionisa
feasible concept for use as part of a milking
robot.

c. Localisation accuracy is of major importance
for the milking robot’s machine perception
subsystem. The main potential contributors
to localisation inaccuracies with a three-
dimensional vision system ware investigated
experimentally and analytically. k was
concluded that accurate camera calibration,
and accurate determination of Image
coordinates are essential in order to ensure
acceptable localisation accuracies. The need
for further research regarding the optimal
placement of cameras In a sterec-vision set-
up, was aiso poinmed out.

d. Before a cow’s teats can be localised In
terms of wotld coordinates through scene
description, they must first be localised
accurately (in terms of image coordinates) in

the two Images of the udder. After a
discussion of different technigues for finding
scene features, it was hypothesized that the
edge enhanced images of a cow's teats
resembled parabolas, and that the parabolic
Hough transform could be wused for
localising teats in edge enhanced images.
Although this technigue computer
intensive, good experimental results were
obtained, and it was concluded that this
technique is indeod feasible. The main
advantage of the Hough transform Is its
insensttivity 1o gaps in the edge enhanced
image.

e. An important question in stereo vision deals
with how to ascertain that the same oblect is
located in both the images. An iterative
stareo corralation method was proposed and
evaluated experimentally - rendering good
results.

Although a number of practicl problems stil
exist with the implementation of three-
dimensional scene description, with the
parabolic Hough transform for localisation of &
cow’s teats in edge enhanced images, and with
the use of two-dimensional camera models for
stereo corrglation, these problem areas are not
of a fundamental nature. The processing speed
for the machine perception subsystem
proposed In this chapter, and implemented
experimentally in an /BM PC-AT compatible
computer (80288 processor, and 80267
numerical co-processor) is not fast enough to
meet the absolute essentlal requirement of real-
time localisation of a cow's teats - as specified
In Section 2.3.3. All the proposed techniques
are however well-suited for parallel processing -
which should make the proposed system fast
enough. This is an aspect which requires further
research however.

The overall conclusion reached from the work
presented in this chapter, is that three-
dimensional scene description - based on the
data derived from a stereo pair of television
cameras - Is feasible for implamentation as part
a mitking robot.
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4.1 INTRODUCTION
4.1.1 BACKGROUND

The main function of the manipulator subsystem
of a robotic milking machine is to attach the
four teatcups of a milking machine to the teats
of a cow. (Since automatic removal of teatcups
can be done by means of a vacuum release
system, teatcup removal i3 not considered as
part of the manipulators functions.) The
manipulator is defined to consist of four
sagments, namely the robot arm; the robot
hand (or end effector); the actuators; and the
controller.

Robotic technology is well advanced, and
numerous manipulators are available
commerclally. It Is however essentlal to first
define and analyze the specific requirements to
be met by a milking robot’'s manipulator; and
then to custom-design a suitable manipulator to
meet the peculiar requirements of a dairying
environment. The resuits of this design process
are presented in this chapter.

4.1.2 PURPOSE AND SCOPE OF CHAPTER

in this chapter, differant concepts for each of
the manipulator segments are identifled,
analyzed, and evaluated. In order to evaluate
and compare different concepts for each
segment (and hs sub-segments) of the
manipulator, technical requirements are
Identifled for each of the segments; and each
concept is then evaluated against the
requirements. From this analysls, a suitable
combination of maniputator concepts Is chosen,

Because the different components of the
manipulator influence each cther, the analysls
and synthesls process is iterative. This aspect
slightly complicates the logic ordering of the
chapter, and In some sections, information Is

cleady indicated by means of cross references.

Similar to the presentation in Chapter 3, this
chapter contains analytical discussions of
numerous concepts for the different manipulator
segments. Explanations are presented regarding
the concepts which ware found unfeasible for
the milking robot, while a design Incorporating
the feasible concapts, s presented.

4.1.3 IMPLEMENTATION OF AN
EXPERIMENTAL MANIPULATOR

An  experimental manipulator was not
implemented as part of this research. A sultable
manlpulator subsystem was however designed,
and simulated - with the details presented In this
chapter and in Appendix F. This research
represents concept exploration, and not full-
scale devefopment. Therefore the emphasis is
on the systematic Investigation of different
concepts and on the Hlustration of principles.
There Is no doubt that an sexperimental
manipulator will have to be built as a next step,
for validation of the milking robot concept
presented. Howaver, the main reasons for not
implementing an experimental manipulator
subsystem at this stage, are the following:

a. Enough Information could be obtained from
designing and simulating the manipulator's
dynamic response, In order to verify the
feasibility of the manipulation cof a milking
machine’s teatcups by means of a
mechanical manipulator.

b. Before the designed robot arm and robot
hand are actually constructed, it will be very
useful to simutate Its kinematics by means of
computer-akied animation - e.g. EYDGAH1 &
SHEEHAN (15891). Computer-aided
animation however requires a substantial
effort (representing a large fleld of study on
its own) and it was therefore not addressed

used which is only derived and presented later as part of the current work.
in the chapter. These situations are however
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¢. Sinca this research was done by a “one-man
taam”, available funds and time were limited.

4.2 THE ROBOT ARM

4.2.1 TECHNICAL PERFORMANCE
REQUIREMENTS FOR THE ROBOT ARM

In this section a number of technical
performance requirements which must bes
satisfied by the robot arm of a milking robot,
are defined and compared with sach other in
order to determine thelr relative importance. The
paramaters defined are necessarily based on
the author's own expsrience in the fields of
system design and dairying. The defined
parameters are the most Important ones, and
are not intended to be the alpha and the omega
of milking robot requirements. Also note that life
cycla cost and acquisition schedue are not
included In this discussion, since the focus is on
the exploration of technical abiiity.

The different requirements against which the
sensor concepts are evaluated, influence sach
other. Although the requirements can thus not
be considered in Isolation, the alm is 1o
decouple them as far as possible, and to
analyze the robot arm concepts against one
requirament at a time.

4211 DEFINITION OF PERFORMANCE
REQUIREMENT:

The most important technical performance
requirements which must be satisfied by the
rabot arm of a milking robot, are:

namic abllity. In order to
utilize the adaptability of a robotic system, it
was decided to use a single arm which will
attach the four teatcups consecutively, in a
pre-defined order. When the cow Is ready in
the stall, the teatcups will be moved in
undemeath the cow's udder, in a floor-level
module on rails (with a contral system
separate from that of the milking robot). The
robot hand will then move in underneath the
cow, fetch a teatcup from the retainer
module, move towards the teat’s endpoint,
and then move upwards until the teat is
sucked in by the teatcup. The robot arm will
then repeat the last three actions, before it
moves out from under the cow, to its rest
position. From the above it is clear that a
robot arm with three degrees of freedom is
required. Furthermore, the endpoint pasition

must be controllable by means of simple
controb laws, In order to allow for fast
response by the arm and its controller. {The
complexity of the control laws influence the
reaction time of the arm, because the more
complex the control law, the more
calculations have to be done by the
controlter.)

. Action volume. The action volume of a

milking robot defines all the points which the
robot arm’s endpoint must be able to reach
- which are all those points where the cow's
teats can possibly be, while she Is walting ta
be miked. The action volume must be
dimensioned relative to the arm’s mounting
point. In order to determine the madmum
reaching distances required for a milking
robot, measurements were done by the
author, for 20 Frieslan cows standing ready
to be milked. (The 20 cows were randomly
chosen from a herd of about 300 animals -
thus providing a fair statistical sample.) The
detail of the measurements are not
presented here, since the aim of the
measurements was only to obtain an
indlcation (within an accuracy of £ 25 mmy)
of the required reaching distances. (Since
Friesian cows - ona of the fargest breeds of
dairy cows - were used for the
measurements, the action volume thus
specifled will be adequate for smaller breeds
of cows as well) Based on the said
measurements, # was concluded that a
robot arm with its base plate mounted on
the side of the stall (at floor level), and
about one third of the stall’s length from its
rear end, must reach at least 700 mm X
700 mm x 70¢ mm along three orthogonal
axes. The abovementioned (crude)
measurements were verified analytically, by
making use of data on livestock dimensions
- ASAE (1987a); data on stall sizes - ASAE
{1987h) and MATON & DAELEMANS (1978,
p.142); data on udder and teat dimenslons
- ORDOLFF (1983) and POLITIEK (1987);
and data on reach distances for cows in the
stall - MAATJE & SWIERSTRA (1977). Most
of the data used was presented in terms of
average (u) and standard deviation (o)
values. For a Gaussian distribution,
statistical tables - e.g. STOKER (1977) -
indicate that 99,73% of measurements will
have values in the range 4 * 3s5. The
maximum value of such a statistically
measured parameter can thus be assumed
to be u + 30. Based on the measurements
by ORDOLFF (1983) and POLITIEK (1987),
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GOUWS (1988g) calculated the maximum
distance (z+30) between a Dutch Friesian
cow’s front teats to be 344 mm. The width
of a typical stall is 900 mm - MATON &
DAELEMANS (1976, p.142), As indicated in
Section 2.4.1, there are different
mechanisms available to centre a cow in the
stall. With the cow centred, the maximum
distance from the stall’s one side to the front
teat on the opposite side of the udder is half
tha stall width plus half the distance between
the front teats (which are normally further
apart than the rear teats) - ie. 900/2 +
344/2 = 622 mm. The length of a typical
stall is 2400 mm - MATON & DAELEMANS
(1976, p.142); while the maximurm length of
a typical Holstein cow Is about 2000 rmm -
ASAE (1987a, p.393). Since Dutch Frieslans
are slightly larger than Holsteins, the
maximum length of a cow Is taken as 2200
mm. The udder is located in the rear quarter
of the cow's length (i.e. approximatety 500
to 550 mm measured from her tall end}. fa
stall with a moving front end Is used (e.g.
MONTALESCOT & MECHINEAU (1987)), a
robot arm with a reaching distance of 700
mm, and mounted a third of the stall’s
length from the rear end of the stall, will be
able to reach the rear teats of all cows.
Based on the measurements by ORDOLFF
(1983) and POUTIEK (1987), GOUWS
(1988g) caiculated the maximum distance
(s+30} between a Dutch Frieslan cow’s
front udder and the floor level to be 625
mm. By making use of the extensive data
available in the literature, the action volume
{700 mmx 700 mm x 700 mm) derived from
the crude measurements performed by the
author, were thus confirmed to be adequate.

Installation space required. The robot arm
should not require excessive Installation
space; and it should not obstruct the cow’s
entry Into, or her exit from the stall in any
way due to its installation configuration.

Steady state position error. The steady state
position ermor of the miking robot's
manipulator subsystem, is due to bending of
the arm segments; nonlinearities (e.g. a
dead zone In the controller, mechanical
backlash, and nonlinear friction) not fully
compensated for by the control system; and
steady state error due to the control system
type {refer to SHINNERS (1979, p.167). In
order 10 determine an acceptable steady
state error for the position control system,

discusslons were held with experienced
dairy farmers; experienced human milkers
were watched while attaching miking
machines to cows; and the author
performed  experimental measurements
involving the 20 cows usad for the action
volume measurements (refer to Section 3.4.2
for a description of these measurements).
From this it was found that with differances
of up to 10 mm in the horzontal plane,
between the actual position of a teat's
endpoint, and the centreline of the teatcup’s
opening, the teat was still sucked into the
teatcup, when the teatcup was moved
upwards, This is mainly due to the typical
tapered form of cows’ teats, as well as to
the suction of the milking machine’s vacuum
system. (Teatcups with wider-than-normal
openings - refer to Section 2.4.2 - will work
even better in this regard.} In Sectlon 3.4.2
it was decided to allocate an error of 4,3
mm to the manipulator subsystem. This
implies that a positioning emor in the order
of 4 mm in the horizontal plane, due to the
manipulator subsystem, can be tolerated.

d. Robustnessand environmental compatibility.
A dairying environment can never be kept
absolutely clean or dry - therefore the robot
am must he able to withstand these
environmental conditions. The environmental
conditions therefore rule out the use of very
fine gear drives, or materials that ara not
water resistant, for example. (Since the use
of a mechanism for restricting the
movements of a cow In the stall is
considered an essential part of a robotic
miking system, kicking by the cow Is not
consldered as a major problem for the robot
arm. The arm must however be able to
survive light contact with a cow.)

4212 WEIGHTING OF PERFORMANCE
BEQUIREMENTS

In Table 4.1 the different technical performance
parameters for the rcbot arm (as defined In
Section 4.2.1.1) are compared with each other,
in order to determine thelr relative importance -
indicated by the welght factor. (Remember that
IHe cycle cost and development schedule are
not used as performance parameters here,
since the focus is on the technical
appropriateness of the differemt concepts.) The
weighting is done as explained for Table 3.1 In
Section 3.2.1.2.
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{a) Carteslan or X-Y-Z arm

(b} Cylindrical arm

FIGURE 4.1: R arm confi

tions with 1

Kinematic and Action volume Instaliation Steady state Robustness and
dynamic ability space required potition error ervironmental
compatibllity
Kinamatic and . 3 3 4 L
dynamic ability
Action volume 7 - 4 5 5
Ingtallation apace 7 8 - 5 8
required
Steady siate L] 8 5 - 5
position error
Robusiness and 5 5 4 L]
environmental
compatibility
Sum of 25 19 16 19 21
vomponents .
Waeight (%) 25 19 18 19 2t
TABLE 4.1: D ination of relative weights for ¥ rm trade-oft m
'
Pl

(d) Articulated arm

£ of freedom
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4.2.2 IDENTIFICATION OF ROBOT ARM
CONCEPTS

Four common robot arm configurations with
three degrees of freedom, are shown in Figure
4.1,

4221 RTESIAN OR X-Y-Z R T ARM

The cartesian arm has three Independent, and
lingar axes of movement. The coordinates of the
arm's endpoint (refer to Figures 4.1a and 4.2)
are:

X = (4.1)
y=b 4.2)
Z=-c (4.3)
The values of a, b and ¢ are Independently
controlled by the movements of the arm’s three
actuators. The minima and maxima of these
values depend on the construction of the robot

arm,

FIGURE 4.2: Coordinates of a cartesian
robot arm

4222 CYLINDRICAL RQBOT ARM

The cylindrical robot arm has twao linear axes
and one rotating wrist. The coordinates of the
arm’s endpoint (refer to Figures 4.1b and 4.3)
are:

X =rcose (4.9)
y=rsing (4.5)
z2=-C (4.6)

The values of ¢, r and © are controlled by the
movements of the arm's three actuators. The
minima and maxima of these values depend on

the construction of the robot arm. The values of
the X-coordinate and the Y-coordinate are
interdependent - being functions of r and ©.
(Each of these coordinates thus depends on the
movements of two actyators.) The Z-coordinate
howevaer, Is Independent of the other two, and
deperks on the movement of only one actuator.

SW

LA y
X v N\ - @
N y _.._,L
“p
Y:
FIGURE 4.3: Coordinates of a cylindrical
robot arm

4.2.2.3 SPHERICAL ROBOT ARM

The spherical robot arm has one linear axls and
two rotating wrists. The coordinates of the arm’s
endpoint (refer to Figures 4.1c and 4.4} are:

X = r (cos a}{cos 6) (4.7
y = r (cos a)(sin 8) (4.8)
Z = - (sin a} (4.9)

FIGURE 4.4: Coordinates of a apherical

h
rohot arm
The values of r, « and 8 are controlled by the
movements of the arm's three actuators. The
minima and maxima of these values depend on

the construction of the robot arm. The values of
the three coordinates are interdependent. The
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X- and the Y-coordinate depend on the
movements of all three actuators, while the
Z-coordinate depends on the movements of two
of the three actuators.

4.2.2.4 ARTICULATED ROBOT ARM

The articulated robot arm has three rotating
wrists. The coordinates of the arm’s endpoint
(refer to Figures 4.1d and 4.5) are:

X = (G, COS & + C, COS $) COS O {4.10)
y = [c, cOS o + &, cOs ¢) sin 8 {4.11)
z = -[¢, sina + ¢, sin ¢) (4.12)

The values of o, ¢ and 6 are controlled by the
movements of the arm’'s three actuators. The
minkma and maxima of these values, and the
values of ¢, and ¢, depend on the construction
of the robot arm. The values of the three
coordinates are Interdependent. The X- and the
Y-coordinate depend on the movements of all
three actuators, while the Z-coordinate depends
on the movements of two of the three actuators.

FIGURE 4.5: Coordinateg of an articulated
robot arm

4.2.25 ACTION VOLUME SHAPES

Figure 4.6 shows the shapes (which are referred
to again in Table 4.2) of the action volumes for
different arm configurations. The action volume
of the articulated arm is a combination of that
shown for the other three arms.

4.2.3 ANALYSIS OF ROBOT ARM
CONCEPTS

This section containg a qualitative as well as a
quantitative analysis of the different robct arm
concepts identified in Section 4.2.2. (The
analysis is similar 1o that performed in Section
3.2.3 for the different sensor concepts.)

{a) Action volume of the cartesian arm

{b) Action volume of the cylindrical arm

(c) Action volume of the spherical arm

FIGURE 4.8: Examples of action volumes

The abilty of each concept to meet the
requirements signified by the performance
parameters defined in Section 4.2.1, Is analyzed
in Tables 4.2a through 4.2d. Based on the
qualitative analysis presented In the third
column of the table, each concept Is rated with
a value between 0 and 5 - as shown in the
fourth column of the table. The following ratings
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are used:

0: the concept is completely inadequate to
satisfy the requirements;

1: the concept is a very poor solution to
satisfy the requirements;

2; the concept Is a poor solution to satisfy
the requirements;

3: the concept is a reascnable / tolerable
solution to satisfy the requirements;

4: the concept ks a good solution to satisfy
the requirements;

5. the concept Is an Ideal solution to
satisfy the requirements.

The second column of each table contains the
weight - as allocated to each performance
parameter In Table 4.1. The (ast column of each
table contains the weighted ratings, which are
the ratings in cofumn 4, weighted by the
parameter weights in column 2. The weighted
rating = weight x (rating/5). (In this formula, the
rating is divided by the maximum rating 5, in
order to normalize the answers.)

In order to remove possible blas of the author
towards certain concepts, another engineer with
extensive experience in such trade-off studies,
was asked to repeat the complete trade-off
process independently. The two sets of results
were very similar, and were combined to form
the results shown in Table 4.2,

From the trade-cff results summarized in Table
43, it is clear that the four robot am
configurations should perform very similar when
tested agalinst the performance requirements
defined In Sectioh 4.2.1, The cartesian arm
(Figure 4.1a) fared better than the other three
arm configurations in the trade-off - mainly
because its three axes are Independently
controllable (without the need to solve
trangcendental equations in the controller).
Therefore the carteslan arm is chosen for further
use In this research project. (it must again be
emphasised that the trade-off process used
cannct provide absolutely accurate answers, but
it Is merely a technigue to ensure that different

concepts are evaluated against the same
requirements.)

4.2.4 DESIGN OF THE ROBOT ARM
4.2.4.1 FRAME OF REFERENCE

The robot arm must use the same frame of
refererice than the orthogonal right handed
frame of reference (‘werld coordinates”) chosen
far the machine vision subsystem,

In Section 4.2.1.1.b it was pointed out that a
suitable mounting position for the robot arm's
hase plate s on the side of the stall; on the
floor; and about one third of the stall’'s length
from its rear end. For the sake of this
discussion it is decided to mount the robat arm
oh the stall’s right hand side. (It can however
also work on the left hand side - with some
changes in the definition of coordinates. In
order to allow one milking robot to serve more
than one stall, the robot can ba mounted
between two parallet stalls - in which case one
cow will be milked from the right, and one from
the left. Alternatively it can he mounted In the
middle of a square formed by four stalls - In
which case all four cows can be milked from
the same side; thus allowing for the same axes
convention to be used through-out.)

Based on the above Information, the chosen
frame of reference has the following
characteristics:

a. Reference point: the geometrical centre of
the robot arm’s mounting point,

b. x-axis: horizontal; parallel with the length of
the stall; and directed towards the stall's
rear end.

¢. y-axis: horizontal: and to the right (when
looking from the robot arm towards the
stall's rear end).

d. z-axis: vertical and downwards.
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1

3

4

5

Parformance pasameater

Weight
[%}

Quaiitative Analysis of the Carteslan Arm for a Milking Robot

Cluantitative Analysis

Rating
@-5)

Weighted
rating

Kinermatic and dynamis
ability

25

Sinoe the cartesian arm has three degrees of freedom, It satisfies the basic manoeuvrability requirements j.e.
maving In undemeath the cow; fetching a teatcup; moving towards the x-y coordinates of the relevant teat; and
then moving upwards). The three coordinates of tha cartesian arm’s endpeint can be controlled indepandently
(refer to equations {4.1) 1o (4.3) above), and therefore the simultansous control of the three axes is simple. When
the desired (x,y,z) coordinates of the cartesian arm's endpoint are known, the actuator positions are very easy 1o
calculate. For theas reasons, the caniesian arm’s control law Is the simpiest of the four arm concepts.

25

Action volume

19

The shape of a cartesian arm's action volume is shown in Figure 4.5a. The arm can thus easity be designed to
carmply with the requirements of an action volume of 700 mm x 700 mm x 700 mm,

19

Inatallation space required

16

With the cartesian robot arm mounted on tha floor and on the side of the stall, and with the twa horizontal arm
segments cormplelsly retracted from the stall areg, the carteslan arm will not hamper the cow’s movements into
or from the stall. Tha twa horizontal arm segments cannot be folded away, they can enly move to ditferent places
{uniess telescopic arm segrmanis are used - but that will imply other problems such as decreased arm rigidity).
The rmaximum foctprint of an ama as shown in Figure 4.1a will be T-shaped, For the desired action volume of 700
mm x 700 mm x 700 mm, the total travelling space required for the vertical atroke of the T will be about 1400
mm; while that tor the horizontal stroke of the T will be about 1400 mm wide, and 700 mm high.

10

Steady state position error

19

Tha cartasian arm will have & eteady state position eror, depending on the swatic bending of the arm segments,
and on the characteristics of the three actuators' control loops. Thera is will bs much diffarent frorn that of the
other arm concepts.

15

Robustness and
snvironmental compatibility

21

Thare Is nothing to suggest that the cartesian arm will withstand water, dust, and dirt in Its envirenment
differently from the other concepts, Sinca it has linearly moving arm segments, the arm segments can be
damaged if leaned against by & cow, orthogonally to the normal direction of mavement.

13

100

_ TABLEA.2a: s of a for the milk
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1 2 3 4 5
Performance parameter Weight Qualitative Analysis of the Spherical Arm for & Milking Robot Quanitiative Analysis
[%]
Rating ‘Weighted
0-5) rating
Kinematic and dynamic 25 Sinoe the spherical arm has three degress of freedom, it also satisfies the basic manoeuvrability requirements. 3 15
ability The three coordinates of the cartesian arm's sndpeint are also interdependent, and described by trigonometric
relationships - equations (4.7} to [4.9), Because of the specific trigonometric relationships, Its control is more
complex than that of the cylindrical aim.
Action volume 19 The shape of a apherical arm’s action volume is shown in Figure 4.6¢. The arm can by definition only reach 4 15
points in a semi-sphere. Although the required action volurne is specified as a cubs, it is not absolutely essential
to be a cube. If necessary, the spherical arm can - as the cylindrical arm - ba designed to reach all the points in
the specified cube. (This might require longer segments than for the cartesian arm.)
Installation space required 16 If the spherical arm is parked in paralls with the stall, it will render no obstruction for the cow's entry Inta, or her 4 13
axit from the stall. The arm’s footprint can be decreased by elevating the arm segment, but with an increase in
the arm's height. The maximum foatprint is also a circle, with He radius datermined by the length of the arm
segment. (The comments about telescopic arm segments for the cartesian arm also apply hers,)
Steady state position error 19 The sphesical arm will have a steady state position error, depending on the static bending of the arm segments, 4 15
and on the characteristics of the three actuators’ contral loops, There is will be rmuch differsnt from that of the
other amm concepts.
Robustness ard 21 There is nothing to suggest that the spherical arm will withstand water, dust, and dirt in its environment 4 17
snvironmental compatibility ditferantly from the other concepts. Since it has two rotational wrists, its chances of being damaged by a cow
leaning against it are less than that of the cylindrical arm. (Provided that the rotational wrists are fitted with some
slip mechanism.)
100 75

TABLE 4.2c: Analyeis of a spherical arm for the milking robot
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Performance Parameters Weight || Carteslan | Cylindrical | Spherical | Articulated
[%] Arm Arm Arm Arm
Kinematic and dynamic ability 25 25 20 15 10
Action volume 19 19 15 15 19
Instaltation space requirad 16 10 13 13 13
Steady state position error 19 15 15 15 15
Robustness and environmental 21 13 13 17 17
compatibility
TOTAL RATING [3%] 100 B2 76 75 74
TABLE 4.3:

4242 ROBOT ARM_DESIGN CONSIDE-
RATIONS

In Sectlon 4.2.3, a cartesian robot arm was
chosen as a suitable configuration for the
milking robot. Figure 4.7 shows a suitable
cartesian arm for the miking robot. The
following aspects are important for construction
of the robot arm as shown in Figure 4.7:

a. Where reference Is made 1o the x-, y-, and
z-arm segments, these names refer to the
specific carteslan arm configuration in
Figure 47, and its chosen frame of
reference. The z-arm segment is the vertical
one; the y-arm segment is the horizontal
one mounted to the z-arm segment; and the
x-arm segment is the horizontal one to
which the robot hand will be mounted.

b. Each arm segment has a bearing block
around it. The z-arm segment is stationary,
with its bearing block moving up and down.
The other two arm segments move within
thelr bearing blocks. In order to minimize
friction between the arm segment and the
bearing black, the arm segment will ryn an
roller bearing supported shafts, mounted
within the bearing block - as shown in
Figure F.3 (Appendix F).

¢. The actuators shall be mounted within
sealed containers for protection against
water, dust, and other adverse
environmental conditions. (The vy-arm
segment’s endpoint will fit over the x-arm
segment’s actuator - providing even better

protection for this actuator.)

d. Inorder ta ensure firm coupilng between the
am segments and the bearing blocks, the
arm segments shall be designed with square
profiles.

e. In Section 4.2.1.1.b, it was decided that the
milking robot's arm must reach 700 mm
along the x-, the y-, and the z-axis (relative
to-its mounting position on the right hand
side of the stall's floor).

4.2.43 MECHANICAL DESIGN QF THE ROBOT
ARM

Appendix F contalns the constructional details
of a sultable arm for the milking robot. The
design procedure followed has resulted in &
cartesian arm {as shown in Figure 4.7), with the
following mechanical characteristics:

a. Type of material for the amm segments:
aluminium.

b. Reaching distance of each arm segment:
700 mm.

¢. Mass of each arm segment: 1,65 kg.

d. Profile of each arm segment: hollow beam,
with outer dimension of 50 mm; and inner
dimension of 40 mm. For the x- and y-arm
segmaents, tha bottom side has a 5 mm wide
slot, over the arm segment’s full length
{except for the last 20 mm on each side).

Chapter 4: Mechanical Manipulation for a Aobotic Milking Machine
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FIGURE 4.7: Configuration of a suit

The z-arm segment [s slotted similarly on
one side (tha analysis shows that it does not
matter much on which side it is slotted).

e. Statlc error of the robot hand’s x-position
(due to loads acting on the arm segments):
X, = 0,3 mm,

f. Static error of the robot hand’s y-position
(due to loads acting on the arm segments):
Y, = 0,5 mm.

g. Static error of the robot hand’s z-position
{due to loads acting on the arm segments):
2z, =~ 23 mm.

The calculated error in the robot hand's
2z-position indicates that the hand will be slightly
below the anticipated position. In Section 3.4.2
it was however pointed out that it Is actually
desirable to have the hand slightly below the

la arm for the milki

teat’s endpoint, befors the hand starts moving
upwards. The z-position error does therefore not
cause any problems. The nett static error in the
x-y (horizontal) plane is less than 1 mm. Such
an error ks well below the 4,3 mm manipulator
error allowed - refer to Section 3.4.2.
Furthermare, the calculated values represent the
worst case scenarlo, and can therefore be
accepted as it is.

4.3 THE ACTUATORS

Electrical-, hydraulic-, or pneumatic actuators
are commaonly used for robotic applications;
and are discussed In this section. These
actuators are used either for rotational, or for
linear actuation. (Rotational actuators, In
combination with screw drives, or similar
devices, can be used to provide [inear
actuation.) The main disadvantage of linear
actuators is the limited travel distance.
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4.2.1 TYPE OF ACTUATOR

4.31.1 TECHNICAL PERFORMANCE
REQUIREMENTS FOR THE ACTUATORS

In this section a number of technical
requirements which must be satisfied by the
actuators of & milking robot, are identified and
discussed. Differsnt actuator concepts are then
evaluated in terms of these requirements. This
analysis is similar to {but more extensive than)
that presented by MARCHANT et al {(1987).

4.3.1.1.1 Definltion of
requirements

a. Controllabitity of the actugtors. Tha endpoint
coordinates of a milking robot’s arm must
be controlled accurately. Unless the
actuators can be well controlled, the
required positional error of less than 4,3 mm
- as defined In Section 3.4.2 - will not be
attainable for the manipulator.

performance

b. Mass, size force. and speed of actuators. In
order to limit the mass and size of the robot

arm and the robot hand, the mass and size
of the actuators should be restricted. The
physical size of the actuator is however
determined by the required actuator force
{or torque} and speed of movement; which
Is Inturn dictated by the load which must be
moved by the actuator,

c. virgnmi | compatibil ustn:
bygiene. and washabliity. A dairying

enwvironment cannot be kept absolutely
clean. In order to maintain hygienic
conditions for the handling of milk, the
milking machine and the mitking robot must
be washable with water, detergent, and
disinfectant. Furthermore, the actuators must
not collect excessive dirt by itself. The
actuators of a milking rohot must thus
comply with the following requirements:

i. It must be robust enough to withstand
the typical environmental conditions of a
dairying set-up.

il. It must be inherently clean and hygienic
- i.e. an actuator should not be a
collector of dirt.

. It must be washable.

d. Avaflability of energy source. The availability
of the required energy source to power the
actuators is an important parameter to take
into account when the actuator type Is
chosen.

4.3.1.1.2 Weighting of performance
requirements

In Table 4.4 the different actuator requirements
are compared with each other, in order to
determine their relative importance (weight).
{Tha comparison is done as explained for Table
3.1, in Section 3.2.1.2))

Controllability Mass, size, force, Environmental Avallability of
and speed compatibility energy source
Controllability - 3 5 4
Mass, size, foros, and 7 - [ 4
spead
Environmental 5 4 - 4
compatibility
Avgilability of energy 6 ;] 1 -
sSource
Sum of components 18 13 17 12
‘Welght (%) 30 22 28 20
TABLE 4.4: Determination of ights for th
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4.3.1.2 |DENTIFICATION OF ACTUATOR
TYPES

4.3.1.2.1 Electrical actuators

The most common electrical actuators are
rotating etectrical motors - of which the main
types are alternating cumrent-, direct current-,
and stepper motors. The mest important
characteristics of electrical machines, which are
of importance for a milking robot, are:

a. Electrical motors have simple designs, and
are relatively easy 1o maintain.

b. Techniques for the control of these
machines are well established.

c. Unless sealed machines are used, electrical
short circuits can occur due to water or
dust,

d. Electrical machines can be damaged when
it stafls (unless protection Is provided
through the controlier).

(Refar to FITZGERALD et al (1971); SAY (1976);
and SAY & TAYLOR (1980), and the other
Ikerature listed under Efectrical Machines In
Appendix G, for more detalled discussions on
electrical machines.)

4.3.1.2.2 Hydraulic actuators

Hydraulic actuators are commonly used as
rotating- or as linear actuators. The most
important characteristics of these actuators, as
discussed by McCLOY & MARTIN (1380), and
by STEWART (1978), are:

a. Hydraulic actuators normally have high
power-to-mass ratios {due to typical working
pressures In the order of 25 MPa).

b. Generally, hydraulic fiuid has a high bulk
modulus, resulting in a rigid system (L.e. no
sluggish response).

c. Protection against over-pressure damage
{e.g. when the machine stalls) Is provided by
means of pressure relief valves.

d. Maintenance of hydraulic systems requires
very clean workshops.

8. Hydraulic fluld - with a regulated supply
pressure - Is required for the actuators.

f. Hydraulic systems tend to leak (mainly
because of the high working pressures).

(Refer to the literature listed wnder Fluid
Systerng In Appendix G, for more detalled
discussions on hydraulic machines.)

4.3.1.2.3 Pneumatic actuators

Pneumatic actuators are also commonly used
as rotating- or as linear actuators. The most
important characteristics of these actuators, as
discussed by McCLOY & MARTIN (1980), are:

a. Lower powerio-mass ratios than for
hydraulic  actuators, due to typical
pheumatic working pressures In the order of
200 to 1 200 kPa.

b. Alr (or any other gas used In pneumatic
actuators) Is compressible, which can resut
in a sluggish system.

¢. Protection agalinst over-pressure damage
(e.g. when the machine stalls) Is provided by
means of pressure relief valves,

d. Maintenance is relatively easy, since leaks
are not serious, and since simple
components are used for these actuators.

e. A regulated supply pressure (compressed
alr or gas, or a vacuum) Is required for
these actuators.

(Refor to the literature listed under Fluid
Systems in Appendix G, for more detailed
discussions of pneumatlc machines.)

4.3.1.3 ANALYSIS OF THE A IATOR

Table 4.5 represents an analysis of the three
actuator types - based on the defined actuator

performance requirements. (Similar to that
described in Section 3.2.3 for the sensor.)

43.1.4 LUSIONS FROM R
ANALY:

From the trade-off results In Table 4.5, it is
concluded that electrical actuators are more
suitable than hydraullc or pneumatic actuators
to satisfy the defined actuator requirements for
a miking robot. In order to meet the
environmental compatlbility requirements, it is
however essantial that sealed electrical
actuators shall be used.

80 The Systematic Development of a Machine Vision Based Milking Robot




1

3

4

Performance parameter

Waight
[%]

Qualitative Analysis of Electrical Actuators for a Milking Robot

Cuantitative Analysis

Rating
fo-5)

Weighted
rating

Controliability

Electrical actuators are typically controlled via control of the power amplifier. Contrel techniques for these actuators
are well established,

5

30

Mass, size, torce, and speed

Since a teatcup and its pipes have a relatively low mass, the robot arm falls I the fow power category - such that
the actuators can easily be dimensioned to deliver the required torce (or torque) and speed, and still be within
suitable mass and size limits. i is relativety sasy to remotely locate elecirical switchgear: and efectrical cables 3~ a
low power application will be small, with a low mass.

4

13

Envirenmental compatibility

An electrical actuater is inherently clean and hygienic. if a sealed machine is used, it is washable, and dust proof -
i.e. it complies with the robustness requirements imposed by a dairying environment. (The cooling of sealed
machines should not be a problem, since a milking robot's actuatars aré not required to operate confinuously, and
since the rabot arm will act as a heat sink.)

Availability of energy source

Electricity forms an integral pant of the infrastructure of a modern dairying set-up. Electrical power is also easily
reticulated by means of cables.

100
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TABLE 4.5¢: Anglysis of pneumatic actuators for the milking robot

1 2 3 4 5
Perforrmance parameter Weight Qualitative Analysis of Pneumatic Actuators for a Milking Robot Quantitative Analysie
[%]
Rating Welghted
{0-5} rating
Controllabllity 30 Pneumatic actuators are typically controlled via electrically activated servo-valves, Control techniques for these 3 18
actuators are also well sstablished. Due 1o the compressibility of alr, prneumatic actuators ase however rather
sluggish, and therefore have a tess rigid control action than the other two types of actuators, (Refer to a similar
comment by ROSSING (1986) regarding ths pneumatically actuated rabot arm described by MARCHANT et al
{1967).)
Mass, size, force, and spead -~ Prneumatic actuators have lower power{o-mass ratios than hydraulic actuators. The valvea and pipes for & 3 13
pneumatic actuator are algo bulkier than the cables and switchgear required for electrical actuators. Sinca a
teatcup and its pipes have a relatively low mass, the robot arm falfs in the low power ¢ategory - such that the
actuators can sasily be dimensioned to dellver the required force (or torque) and speed, and still bo within sultatsle
masg and gize limits,
Environmental compatibiiity 28 Preumnatic actuators are robust; inharently claan and hyglenio; and waghable. 5 28
Avallability of snergy source 20 The provision of pneumnatic power for the actuators of a milking robot will require & special alr comprassor - sinoe 3 12
pneumnatic power Is not commonly used in a dairy, The reticulation of pneumatic power is easler than that of
hydraulic power, but more difficult than that of electrical power. Negative supply pressure {vacuum) s avallable in
a dairy, because milking machines make use of vacuum to extract milk from a cow's udder, A milking machine’s
typical vacuum level (in the order of 50 kPa - BEZUIDENHOUT (1088)) is however too low to be used effectively for
standard commersial pneumatic actuators {which typically have a nominal operating pressure of 600 kPa - FESTO
(1989))
100 7
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4.3.2 TYPE OF ELECTRICAL ACTUATOR
4.3.21 DIFFERENT ELECTRICAL ACTUATORS

4.3.2.1.1 Direct current sprvo motors

Direct current {DC) servo motors are commonly
used for control system appfications; and the
theory on the control of these machines Is welt
established. DC machines are commercially
avallable with & wide range of supply voltages,
torques, and speeds. (Small DC servo motors
are currertly more easily available than small
AC servo motars. This should however change
in future, because of rapid developments in AC
drive technology.)

With a DC servo motor, speed Is proportional to
armature voltage, and torque s proportional to
armature curent. These machines can thus be
used for torque-, position-, or speed control
applications. Controllers for these parameters
aro relatively easy to construct, and are also
readily avallable commercially.

Permanent magnet DC machines are used In
low power applications, while machines with
field excltation are used for larger applications.
(Refer to FITZGERALD et al (1971); and SAY &
TAYLOR (1980} for more detafled discussions
on DC motors.)

4.3.2.1.2 Alternating current servo motors

Up to about fifteen years ago, atterating
current (AC) servo motars were considered as
high-speed low-torque devices, which had to be
geared down If slow moving loads were to be
driven. The machines were more suitable for
constant speed applications, than for speed- or
position controd applications. (Refer to SAY
{1976, p.496) and to FITZGERALD et al (1971,
PpP.557-564).)

More recent developments in the field of
controllable AC motor drives have however
made it possible to use AC motors for the
abovementioned applications. AC machines are
simple and robust, and lts typical rotor inertia Is
lower than that of a similarly rated direct current
{DC) machine {because of the former's simpler
rotor construction). For these reasons AC
motors are becoming more and more popular
for robotic applications.

4.3.2.1.3 Stepper motors

The shaft position of a stepper motor can be
accurately controlled through pulse sequences
- generated by means of digital electronic
clircults. The number of steps per revolution (Le.
the motor's positioning resolution, and its
smoothness of motion) is determined by the
construction of the motor. By suitably timing the
pulse train, the motor output can be In the form
of constant or varable torque, or speed, or
acceleration. In certain cases a gearbox forms
an integral part of the machine, in order to
ascertain a specific number of steps per
revolution, or a specific output torque.

SAY & TAYLOR (1980, pp.297-304,332-334);
FITZGERALD et al (1971, pp.565-568);
HAASBROEK (1985); SAY (1976, pp.493-489);
and SMIT (1985) discuss the principles of
stepper motors in more detail.

43.22 ACTUATOR REQUIREMENTS., AND
ANALYSIS OF THE CON IN TERMS OF

THE REQUIREMENT

In this section, the technical requiremants which
must be satisfied by the actuators of a milking
robot, are revisited (refer to Section 4.3.1.1
above). The different electrical actuator
concepts are evaluated in terms of these
requirements.

4.3.2.21 Controllablility of the actuators

Modelling and control techniques for DC servo
motors are weil established, and relatively
simple. (Refer to SHINNERS (1979, pp.111-119)
for example.)

Modelling and control techniques for AC servo
motors are catching up with that for DC
machines. (Refer to ESSER & SKUDELNY
(1991) and to MITTAL & AHMED (1983} for
examples.) As pointed out by SHINNERS (1979,
p.120}, an AC serve motor’s torque and speed
are not refated by a set of linsar differential
equations. Although linearlzation can be used,
this aspect somehow complicates the modelling
and control of these machines.

Due to the high angular accuracies of stepper
motors, these machines can be used in
opendoop control systems - l.e. no need for
position feedback sensors {refer to Figure 4.8a).

84
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If high slewing rates are howaver required
{implying possible overshoot of the machine),
closed-loop control becomes necessary {refar
to Figure 4.8b). Modelling and contral
techniques for stepper motors are well
established, and relatively simple. (Refer to
CLARKSON & ACARNLEY (1988) for example.)

L
e ‘_‘\L MOTOR
o -
d W
Orive C: Sequencer -—&EL'&:S
(a) Open-lgop control
L
a L Y Position
a \_/: MOTOR J Encoder
: w ﬂ w |
Drive w"‘:i Sequencer
e ———
(b} Closed-loop control
FIGURE 4.8: Open-lgop and closed-loop
gontrol of stapper motors

4.3.2,2.2 Mass, size, force, and speed of
actuators

An AC motor is nominally smaller than a
stepper motor, which in tum is smaller than a
similardy rated parmanent magnet DC motor.
(Refer to FITZGERALD et al (1971, pp.559 &
568).} Brushless DC servo motors are smaller
than their permanent magnet counterparts.
There are howevar not orders of magnitude
differences in mass and size between the three
machine types.

All three types of electrical actuators are
commercially available with a wide range of
torque {or force) and speed characteristics.
These characteristics can also be transformed
by means of gearboxes which can be bought as
part of the actuators.

4.3.2.2.3 Environmental compatibility,
robustness, hygiene, and washability

All three the electrical actuator types are
inherently clean and hygienic. All three types of
machines can be sealed, making them
washable, and dust proof. Therefore, all three
types of electrical actuators can mest the
environmental compatibility, robustness,
hygiene, and washability requirements.

4.3.2.2.4 Availability of the required energy
source

A DC servo motor requires a variable voltage
{typically the armature voltage is controlled -
refer to SHINNERS (1979, pp.111-116}). DC
motor drives typically make use of
semiconductor switching bridges to convert an
AC input with fixed amplitude and frequency to
a variable DC output - based on a control
signal. (Refer to GOUWS (1985) for a review of
these techniques; and for literature refarences
on the subject.)

An induction motor (AC maching) requires a
voltage with varlable frequency as Its Input.
Such an Input Is relatively easy ta generate by
means of an AC-to-AC converter, of which the
output frequency is proportional to an input
control signal - e.g. ESSER & SKUDELNY
{1991).

The pulse sequence for a stepper motor can be
generated by means of a digital computer, or
by means of a dedicated logic clrcuit. A power
ampiifier Is then used between the pufse
sequence and the motor.

Electricity Is an easlly manipulated energy
source; and since it is presumed that electricity
Is available in any modemn dairying environment,
the avallability of the required energy source
poses no problem for any of the three types of
elactrical actuators.

4323 CHOICE QF A SUITABLE TYPE OF
LECTRI ACTUATOR

From the discussion of the actuator
requirements in Saction 4.3.2.2, it Is concluded
that there is not much difference in the
suitabllity of the three types of electrical
actuators. The final choice between the three
actuators will not so much depend on the
technical factors, as discussed in Sectlon
4.3.2.2, but rather on personal experience and
preference of the dasigner, on cost, and on

Chaprer 4: Mechanical Manipulation for a Robotic Milking Machine




availabifity,

Based on the author's personal experiance with
DC servo motors (refer to GOUWS (1985)),
these are chosen to be used as part of the
milking robot's manipulator subsystem.

4.3.3 COUPLING BETWEEN ACTUATORS
AND ARM SEGMENTS

The common electrical actuators are rotating
devices. The segments of the cartesian arm
move linearly howaver. Therefore the actuators
must be mounted such that its rotational
quantities {angular displacement, torque, etc.)
are transformed to finear quantities (translational
displacement, force, etc.).

Three possible mechanisms for the coupling
betwesn the actuators and the arm segments,
are investigated. The main performance
parameters for these concepts are
environmental compalibility, controliability, and
mass and size; and the three concepts are
discussed in terms of these parameters, below:

a. Rack and pinion. For the rack and pinlon
mechanism, a linear gear is mounted over
the full length of the arm segment. This gear
(rack) is then driven by means of a pinion
on the actuator's shaft. This concept will
however be Influenced by dit between the
gear teeth; and it requires lubrication (a.g.
grease}, which prevent it from meeting the
hygiene requirements of the milking robot.
The gears also have inherent backlash,
which can introduce system oscillations
(timit cycles - e.g. SHINNERS (1979, n.397))
and steady-state errors. This concept will
have a relatively high mass bacause of the
gear mounted over the full length of the arm
segment.

b. A wonm gear has very similar characteristics
than the rack and pinion cohcept.

c. A pulley and cable, where a thin cable is
attached to two lugs on the arm’s endpoints.
The cable then makes one or more loops
around a pulley, on the actuator's shait.
(Refer to Figure 4.9.) This concept will not
be influenced by dirt; nor does it require
lubrication. Provided that the coefficlent of
friction between the cable and the pulley is
high {so that no slip occurs), and provided
that the cahle has a high stiffness (so that
no stretching occurs), the cable mechanism
has no backiash. The cable mechanism has

a low mass.

From the above discussion of the three
coupling concepts, the pulley and cable
machanism satisfles all the requirements; while
the other two fall almost all the requirements.
Thercfore the cable and pulley is chosen
without further analysis.

~~ ACTUATOR
CABLE

e

L

\—— ARM SEGMENT

FIGURE 4.9: Pull I hanism ¢
coupling actuators with arm segments

4.3.4 CONNECTION BETWEEN THE
ELECTRICAL SUPPLY ANDTHE ACTUATORS

Three possible mechanisms for connecting the
actuators to the electrical supply are
investigated. The main performance parameter
for thess concepts Is environmental
compatibility; and the three concepts are
discussed in terms of this parametar, below:

a. Flexible coil springlike power cables. This
concept makes use of fiexible coll spring-ike
cables, running Inside each of the hollow
arm segments, to terminal blocks on the
actuators. This concept requires that one
side of each arm segment must be slotted
over the segment's full travel length, in order
that the cable can go Into the bearing biock,
and to the actuator. This concept allows for
good sealing {e.g. by means of silicon
rubber) where the electrical cable passes
through the bearing block’s wall. Where the
cable runs through the slotted arm segment,
a protective bead-like bearing must be fitted
around the cable, to ensure the concept’s
robustness. {Although slotted arm segments
inffluence the static characteristics of the
robot arm, this poses no serious problem -
as indicated in Appendix F.)
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b. rin

Electrical cable on a spring-loaded reel on
the bearing block. This concept provides for
electrical cables on spring-loaded reels,
mounted next to the actuators, on the
bearing blocks. As the arm extends, the
cable rolls off, while the cable Is rewound
(by the reel's spring action) when the arm
segment moves back again. Slip rings will
have to be used for transmission of power
from the rotating reeis, to the actuators. The
cablas of this concept might sasily be
damaged, because they are on the outside
of the arm segments. 1solating the slip rings
from the environment requires speclal
attention. The environmental compatibllity of
this concept is ranked much lower than that
of the previous concept.

c. El rails ide of the amm
segments. This concept provides for two
electrical conductor rails on opposite sides
of each afm segment (over the arm
segment's full travel length, but isolated from
the arm segment); and for carbon brushes
moving with each bearing block. This
concept Is the least environmantally
compatible, because the power ralils will be
uncoverad - making short circuits possible.

From the above -qualitative analysis, it was
decided to make use of flexible coll spring-like
cables, running within the slotted arm segments,
for connecting the actuators to the electrical
power supply.

4.3.5 DESIGN OF THE ACTUATORS FOR
THE ROBOT ARM

4.3.5.1 IMPORTANT DESIGN
CONSIDERATIONS

In Sectlons 4.3.1 10 4.3.4 it was declded that the
actuator mechanism for the milking robot will
have the following high level characteristics:

a. Electrical actuators will be used - more
specifically, DC servo motors.

bh. The actuators will be sealed In order to
protect them from environmental conditions
such as water and dirt. In order to aid the
sealing, the actuator's shaft will go through
a sealed bearing in the bearing block’s wall.

c. A pulley and cable mechanism will be used
to convert the actuators’ rotary movement to
linear movement for arm segments. (Refer to
Figure 4.9 for the detall of the proposed

mechanism.)

d. The elsctrical connections between the
power supply and the actuators will be by
means of a flexible coil springJike cable.
(Where the electrical cable enters the
bearing block’s wall, it will be sealad with
silicon rubber; and where it goes through
the slot In the arm segment’s wall, it wil
have a protective bead-like bearing.)

e. The y-axis and z-axis actuators will be
mounted as shown In Figure 4.7 in order to
minimize the installation space required by
the robat arm,

4352 ACTUATOR RATINGS

Section F.3 in Appendix F contains the detailed
design of sultable actuators for the robot arm.
Different DC servo motors werg analyzed, as
woll as differant gear ratios (for speed
reduction, and for increasing the load torque).
From the analysis it was concluded that an
Inland RBE-00501 DC servo motor, with a 10:1
recuctlon gearbox, and driving the arm segment
through a cable and a pulley with radius of 20
mm, would be sufficlent for the z-axis. Since the
x- and the y-axis have lower load masses than
the z-axis, the same type of actuator will also be
sufficient for these axes.

The results abtained for the infand RBE-00501
DC servo motor, driving the load through & gear
ratic of n = 0,1 (Le. a 10:1 reduction of motor
speed), were:

a. Required motor top speed (from equation
{F.47)): N, = 4775 rpm {4.13)

b. Avallable motortop speed (from data sheet):
Now = 4951 rpm {(4.14)

¢. Required motor torque (from equation
(F.46)): T, = 0,020 Nm (4.15)

d. Available motor torque (from data sheet):
T = 0,033 Nm (4.16)

43.6 DC POWER SUPPLY AND POWER
AMPLIFIERS FOR THE ACTUATORS

In order to Implement position control on the
arm, the rotational positions of the arm’s three
aciuators must be controlled individually. One
way of controlling a DC motor's speed is to
control its armature voitage by means of a
controllable power amplifier. The motor's
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angular position can then be controlled by
means of a position feedback loop around the
power amplifier. A controliable power ampiffier
is typlcally implementad by means of a power
transistor or thyristor clreult. (Refer to Direct
Current Machine Drives In Appendix G for
references on this subject.)

Commerclally there is a wide varlety of
controllable DC motor drives available. The
inland DC motor series (chosen in Appendix F}
can be provided with controlled power
amplifiers, which can be used not only for
armature voitage (speed and position) control,
but also for armature current {torque) control.

4.4 THE ROBOT HAND

By watching experienced human milkers while
attaching milking machines to cows; and also
by attaching milking machines to 20 cows (refer
to Section 3.4.2 for detalls of the experiment), it
was concluded that with misalignments In the
order of 45° between the centreline of a teat,
and that of the teatcup, the teat was normally
sucked into the teatcup, when the teatcup was
moved upwards. In some rare cases, with a
large angle between the teatcup and the teat, it
was found that the teat would fold when the
teatcup moved over it. In an automated system,
the measured milk flow rate from each teat will
indicate that a specific teat has folded or not.
To rectify such a problem, the teatcup must be
removed from the teat, and then re-attached.
(Teatcups with wider-than-normal openings -
refer to Sectlon 2.4.2 - will be less Inclined to
cause teat folding.)

From the above it is conciuded that there Is no
need for a robot hand with pltch (bend), roll
{swivel), or yaw movement (refer to Figure
4.10); but only for a hand which can grasp a
teatcup, hold it vertically, and let go of it.

4.4.1 TYPE OF ROBOT HAND

4.41.1 TECHNICAL PERFORMANCE
REQUIREMENTS FOR THE HAND

In this section, the mast Important technical
requirements which determine the suitability of
a spacific hand for a milking robot, are identified
and discussed. Differont hand types are then
later evaluated against these parameters, in
order to make a choice between them.

4.4.1.1.1 Definition of performance

requirements

a. Grasping and holding capabllity. The most
Important functions of a milking robot's
hand are to grasp, hold, and let go again of
a milking machine’s teatcup. This must be
done without damaging or dropping the
teatcup.

b. Reaction tiine. Since the milking robot is a
real-time device, the reaction time of the
robot hand must be short - L.a. the hand
must grasp and let go at a fast rate. The
rate of opening and closing of a robot hand
with fingers depeands on the actuators used
for the hand, and on the characteristics of
the transmisslon system (e.g. the gear ratios
used).

c. Complexity of control. The positioning of the
hand relative to the teatcup - when the
manipulator fetches the teatcup from the
retainer module (refer to Section 4.5.1) - Is
part of the controller's function.

d. Avaflabllity of an energy source. The hand

with fingers can make use of different
actuator types (electrical, hydraulic, or
pneumatic). Electrical actuators were
however already chosen for the robot amn,
tn Section 4.3 above.

o. Robustnessal nvironmental compatibility.
The hand must be able to withstand water,
dust, and dirt - which typleally occur in a
dairying environment.

4.4.1.1.2 Weighting of performance
requirements

In Table 4.6, the different robot hand
performance requirements are compared with
each other, in order to determine thelr relative
impaortance (welght).

FIGURE 4.10: The three degrees of freedom
f neral r hand’s wrist
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Grasping and Reaction time GControllability Availability of Robusiness and
helding capability sRengy source environmental
compatibility
Grasping and - 3 4 3 5
holding capability
Reaction time 7 - 6 5 1
Controllabiltty ] 4 - 4 5
Availability of 7 5 6 7
energy source
Robustness and 5 4 5 3 -
esrvironmental ’
compatibility
Sum of 25 16 21 15 23
cormponents
Weight (%) 25 16 21 15 23
TABLE 4.8: Dete

44.1.2 IDENTIFICATION OF HAND CONCEPTS

In this section, two possible robot hand types,
namely a hand with fingers (Figure 4.11),and a
hand with vacuum suction cups (Figure 4.12)
are discussed. The most important technical
requirements which determine the suitability of
a specific hand for a milking robot, are also
identified and discussed. The two hand types
are then evaluated against these parameters, in
order to make a cholca between them,

4.4.1,2.1 Robot hand with fingers

Since a teatcup is a simple cylindrical structure,
two fingers {such as a human's thumb and
forefinger) are sufficient to handle a teatcup.
Different examples of robot hands with fingers
are shown In Figure 4.11.

(a}

(d)
FIGURE 4.11: Examples of robot hands with
fingers
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4.4.1.2.2 Robot hand with vacuum suction
cups

Instead of moving fingers, an “octopusike
hand" with vacuum suction cups, could possibly
be used for the grasping and holding of a
teatcup. Figure 4.12 lllustrates the principle of
such a hand.

FRAME

SPRING-LOADED

"FINGERS™

VACUUM CUPS

FIGURE 4.12: Robot hand with vacpum gups

4.4.1.3 ANALYSIS OF THE R T HAN
Table 4.7 represents an analysls of the two
robot hand concepts - based on the defined
performance parameters.

4.4.1.4 CONCLUSIONS FROM THE ROBOT
HAND ANALYSIS

From the trade-off results in Table 4.7, it is
concluded that the robot hand with fingers is
more suitable than a hand with vacuum cups, to
satisfy the specific requirements "which were
discussed In Section 4.4.1.1, for a milking robot.

4.4.2 CONFIGURATION OF FINGERS

In this section, two possible robot finger
configurations are discussed in terms of its
most important function, namely grasping and
holding the teatcup. Since electrical actuators
wera chosen in Section 4.3 above, and since
the commonly avallable electrical actuators are
rotating devices, only rotary actuators are
considered further for the robot hand. (Some of
the hand configurations shown In Figure 4.11
arg linearly actuated, but a ratating actuator and
a rotation-todinear converter can be used in
such cases.)

a. Pargllel moving fingers (Figures 4.11a & b).
Two parallel moving fingers should be able
to grasp -and hold a teatcup without
problems.

b. Scissor-action fingers (Figures 4.11c & d).
Grasping a teatcup with two simple
sclssor-action fingers, is like attempting to
cut a hard object with scissors: the object
(teatcup) will slip outwards (towards to tip of
the sclssors). This can however be
prevented by constructing the fingertips to
enclose the teatcup - refer to Figure 4.11¢c &
d

Technically there should be very little difference
between the two finger configurations. The final
choice will therefore not so much depend on
tachnical factors, but rather on personal
experience or preference of the designer.

Based on the author's perscnal preference,
scissor-action fingers are chosen to be used as
pat of the milking robot's manipulator
subsystern.

4.4.3 TYPE OF FINGERS

In this section, two possible types of robot
fingers, are discussed and evaluated; and a
choice Is made.

a. r apt to th hanical
construction of the teatcup to effect
grasping and holding. In this case the
fingers must grab the teatcup below the
pulse tube, or just below the mouthpiece -
refer to Figure 4.13a. Alternatively, the
teatcup can be constructed to have a
groove where the fingers can grab it - refer
to Figure 4.13b - similar to a caomputer
plotter grabbing #s pen. This type of finger
will have an inherent good holding
capability; and will be robust and
environmentally compatible. Force control
on the fingers is not required for this type of
fingers, since the fingers and the teatcup are
matched.
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1 2 3 4 \_r 5
Performance parameter Waight Quaiitative Analysis of a Robot Hand with Fingers for a Milking Robot Quantitative Analysis
[%]
Rating Waighted
0-5) rating
Grasping and holding 25 The hand with fingers will perform effective grasping and holding, provided that the hand is positioned such that 5 25
capability there is one finger on each side of the teatcup, before the hand closes.
Reaction tirme 16 The robot hand with vacuum cups will have a faster action than a hand with fingers, since the tormer has no 3 10
moving parts, but can grasp the teatcup as soon as the vacuum cups geal onto the teatcup.
Controllability 21 With moving fingers, some tolerance in the position cantrol of the hand relative 1o the teatcup is allowed, Therefore 4 17
the pasitioning of a hand with fingars is not very complex,
Availability of energy source 15 Since slectricity forms part of the infrastructure of a modern dairying set-up, the avallability of a suitable energy § 15
source for the hand with fingers poses no problem.
Robustness and 23 Provided that epsn and fine gear drives {which can be blocked by dirt), are not used for the hand with fingers; and 4 18
snvironmental compatibility that the hand's actuator is sealed to protect it from water, such a hand is robust and suitable for use in a dairying
environmant,
100 85

TABLE 4.7a: Ang

9
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b. Fin with_its ti orial
ith a high icient of friction, relyiny
n_friction b the fingerti th

teatcup to effect holding. Instead of utilizing
the teatcup’s mechanical construction to aid
the grasping and holding of the teatcup, the
fingertips of a robot hand can be covered
by a material with a high coefficlent of
friction. In this case the hand only relies on
friction between the teatcup and the fingers,
in order to hold the teatcup. This implies
that the grasping force must be kept within
limits, and that the friction coefficient of the
fingers must be designed to a certain value.
(CUTKOSKY & KAO (1989) and JACOBSEN
et al (1988) present detalled discussions on
this toplc - with an extensive list of iterature
references included by the latter.) This type
of fingers will also have an inherent good
holding capability; but they will be affected
adversely by dirt and watar in the stall, since
these could reduce the frictlon between the
fingertips and the teatcup. i the friction
between the fingers and the teatcup is too
low, the teatcup will slip downwards under
gravity, untl the pulse tube or the
mouthpiece {refer to Figure 4.13a) Is caught
by the fingers - resulting in the same action
as that of the fingers designed to anly utllize
the teatcup’s mechanical construction for
grasping and holding. The force applled by
the fingers on the teatcup must be kept
within fimits. If the force is too small, the
teatcup will be dropped, or k will slip
downwards; while elther the teatcup, or the
fingers might be damaged i the force Is too
large. The required force is also Influenced
by the environmental conditions.

Thefingers utllizing the machanical construction
of the teatcup to effect grasping and holding,
requires lass control, and are more robust and
compatible to the dairying environment.
Therefore this type of finger is conskdered move
sultable for a miking robot's hand, than the
fingers only relying on friction to hold the
teatoup.

4.4.4 LOCATION OF THE ROBOT HAND'S
ACTUATCR

In this saction two possible actuator locations,
namely onboard the hand, and a remote
actuator are briefly discussed; and a choice is
made betwean the two concepts.

An actuator onboard the hand can either be
coupled directty, or via a mechanical

transmission system, to the fingers. A remote
actuator can be connected to the fingers by
means of machanical iinks (e.g. thin cabies). If
cables are used as the links, such & system will
only close the fingers, with a spring required to
open them when the cables are released. The
main advantage of a hand with a remotely
located actuator is the lower mass of the hand.
The main advantage of a hand with an onboard
actuator Is that the hand can be constructed as
an autonomous unit - making the logistic
support of the hand and the afm much easier.
Furthermore, for a cartesian arm (as was
chosen in Section 4.2.3 above), implemanting
sultable mechanical links between a remote
actuator and the hand, will be a difficult task.

From the above qualitative analysis, a hand with
an onboard actuator Is chosen for the milking

robot.
ﬁ Moulhpieca -
Barrel __ ! Shell

of finer Puisotion
chamber

Pulse tube
-~

Milk tube

{b)

FIGURE 4.13: Examples of teatcup
nst ion
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4.4.5 TYPE OF ACTUATOR ACTION

Three possible actuator actions are conskdered
in this section - of which examples are shown in
Figure 4.14, (Only rotating actuators are
consldered.)

(a) rotating a 0 I

(o—%-:_%%

Mlig=29 -

ANARARATAN 4
y
{b) rotating actuator, cable and spring

m Y
/(5\
(c) rotating actuator and crank

FIGURE 4.14: Three different actuator actions
for a robot hand with scigssor-action fingers

4.45.1 DIFFERENT ACTUATOR ACTIONS

4.4.5.1.1 Rotating actuator plus screw drive

A rotating actuator plus a screw drive is shown
in Figure 4.14a. The fingers are opened and
closed by the actuator's movements in opposite
directions. The threaded portion on the end of
the actuator's extended shaft Is called the
worm, and the eircufar section on the rear end
of the finger is called the gear. The movement

of the gear is related to that of the worm, as
expressed by equation (4.17):

8,/8, = D /(D,tan g) 417

with:-

8,8, rotational position of the gear and of the
worm [rad]

D,,D,; diameter of the gear and of the worm
[ml]

B lead angle of the thread on the worm
(tha gradient of the threads on the
worm, with respect to the vertical) [rad]

(The same relationship holds for the gear and
worm speeds.)

The required actuator movement in order to
move the tips of two worm gear actuated
fingers, each with a length L, - as shown in
Figure 4.14a - a distance d, each, Is:

6, = 6.D./(D,tan §)

= (d,/L).D,/(D,tan ) (4.18)

4.45.1.2 Rotating actuator plus cable and
spring

A rotating actuator plus a cable and spring
mechanism is shown In Figure 4.14b. A shont
piece of cabie Is connected to the rear end of
the linearly moving rod which activates the
fingers. To close the fingers, the actuator winds
the cable around a pulley - thus pulling the rod
backwards. When the actuator direction
reverses, the cable Is refaxed, and the spring
pushes the rod forwards - thus apening the
fingers.

The required actuator movement to move the
tips of two cable and spring actuated L-shaped
fingers - as shown In Figure 4.14b - a distance
d, each, is calculated as follows:

di = (Lh/ LEJ'dIr

= (Lﬂll'ﬁ}'emh'rph (4.19)
=> B = (Le/Lpn)-(dy/! ™) (4.20)
with:-
d; distance maved by each finger tip [m]
d,: distance moved by linear actuating rod

[m}
L2 length of finger from tip to pivot point
[m]

Lyt length of finger from pivot point to

interaction point with actuating rod
[m]
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T radius of pulley on hand’s actuator
{m]
@,,. hand actuator's movement [rad]

4.4.5.1.3 Rotating actuator plus crank

An example of a rotating actuator plus a crank
mechanism is shown In Figure 4.14¢c. The
actuator shaft and the linear rod are connected
by means of a short crank. The fingers are
opened and closed by the actuators
movements in opposite directions. Bacause the
endpoint of the crank on the actuator shaft
follows a circular trajectory, the linearly moving
rod requires space for transverse movement.

In order to move two L-shaped fingers - as
shown in Figure 4.14b - a distance d; each, by
means of a crank - as shown in Figure 4.14¢ -
the required actuator movement is:

dy = (L,/La)d,
= (Ln/l).(sin 6). L, 4.21)

=> 8, = arcsin{(Le/Ly).(dy/L) (4-22)

with L the crank length [m]; and the other
symbols the same &s those defined for aquation
(4.20).

4452 EVALUATION AND CHOICE OF A
ITABLE N

The rotating actuator plus a screw drive (Figure
4.14a) requires lubrication on the screw drive,
which can violate the hygiene requirements of
a milking robot. Therefore this concept is ruled
out,

The rotating actuator plus a crank mechanism
(Figure 4.14c) has a nonlinear relationship
between actuator rotation and finger tip
movement, making its control action more
complex than that of the cable and spring
mechanism.

Since the rotating actuator plus a cable and
spring coupling (Figure 4.14b) offers a simple
and clean actuating mechanism, this concept is
chosen to bs implemented as part of the
milking robot's hand.

4.4.6 DESIGN OF THE ROBOT HAND

4461 FRAME OF REFER FOR_TH
BOBOT HAND

At the beginning of Section 4.4 It was decided

to implement a robot hand without the ability for
pitch, roll, or yaw movement. The hand must
only be able to grasp a teatcup, hold it
vertically, and let go of it. The robot hand can
thus be considered to be an exiension of the
last arm segment, and it does therefore not
require its own frame of reference.

4462 SUMMARY OF REQUNRED R
HAND CONFIGURATION

in Sections 4.4.1 to 4.4.5, a robot hand with the
following characteristics was chosen as the
most suitable configuration to satisfy the
specific requirements defined for the miltking
robot:

a. A robot hand with two sclssor-action fingers.

b. A robot hand adapted to the teatcup’s
mechanical construction to effect grasping.

c. A robot hand with an onboard actuator.

d. A robot hand utilizing a rotating actuator
{DC servo motor), plus a cable and spring
mechanism to open and close the fingers
{Figure 4.14b).

4.4.6.3 HAND CONSTRUCTION

Figure 4.15 shows a suitable hand for the
milking robet - as designed in Sectlon F.4 of
Appendix F.

4.5 THE CONTROLLER
4.5.1 CONTROLLER FUNCTIONS

For each of the four teatcups, the milking
robot's controller must execute the foliowing
functions:

a. Fetch the teatcup from the retainer module -

which was maoved in under the cow's udder

by a separate control system, For the

execution of this function, the controller
sands ot the following signals:

I. A command to actlvate the hand's
actuator, In order to open the fingers.

ii. Position commands for the arm's three
actuators in order to move the hand to
the first teatcup in the retainar module.

iii. A command for the hand’s actuator to
close the fingers, once the hand had
reached the teatcup in the module.
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b. Move the teatcup from the retainer module
and attach It to the appropriate teat. For the
execution of this function, the controller
sends out the following signals:

I Posltion commands for the arm's three
actuators In order to move towards the
teat, and to position the opening of the
teatcup about 10 mm below the teat’s
endpoint. (The teat position is derived by

the machine perception system, as.

discussed In Chapter 3.)

it. A position command for the am’s
z-segment actuator to move upwards
until the teat had been sucked in by the
teatcup.

c. Release the teatcup once the teat had baen
correctly sucked in {which can be sensad by
monitoring the milk flow). For the execution
of this function, the controller sends out a
command to tum the hand’s actuator, In
order to open the fingers.

After this last step, the process is repeated until

robot h

all the teatcups have been attached. It is evident
that the teatcups must be attached in a well-
defined order. (The milking robot can be
programmed to provide for cows which have
lost one or more teats, due to mastitis for
example. In such cases, teatcups will only be
attached to the healthy teats; provided that an
individual quarter milking machine is used -
refer to Appendix D.) Once all teatcups have
been attached, the robot arm returns to its base
position.

A major problem will arise when the robot falls
to aftach one or more of the teatcups. A
maximum time for attaching all the teatcups
should ba set, after which the attempt should be
abandoned. Since cows will be milked more
than twice per day by means of milking robots,
it can be allowable to let a cow go unmilked
once. Should the mitking robot however Tall to
attach the milking machine to a specific cow on
two consecutive occasions, an alarm indicator
should alert the dairy manager via the master
control system - as discussed in Section 2.4.1,
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This staternent strongly emphasises the view of
ANSON (1983) regarding automation and
automated systems: 7 think the operator wilf
remain [...], available if needed to make ctitical
decislons during machine operation [...]".

Since the controller can be located away from
the robot arm (in a protected environment),
there are no stringent environmental
compatibliity requirements to be met by the
controfler hardware. Therefore, the rest of this
section only focuses on the control concepts;
and not on the physleal characteristics of the
hardware.

452 CONTROL CONCEPTS

Two main questions must be answered in order
to determine the control concept required for a
robot arm’s movements (LUH (1883)):

a. Ara thare obstacles In the work space ?

b. Must the robot hand follow a specified
path ?

If the answer to the first question s yes, then it
must ba determined whether the positions of
the obstacles are known beforehand, or not.
The answers to these questions combine to
form the six different classes of control
problems as shown in Table 4.8.

Since part of a cow's udder is shuated between
her hind legs, there are obstacles in the work
space - thus eliminating Classes 1 and 2 in
Table 4.8. The positions of the cow’s legs are
not known exactly, which eliminates Classes 5
and 6 in Table 4.8. (Tactile or ultrasonic sensors
on the hand can provide feedback to the
controller in order to implement ondine obstacle
avoldance travelling.) Although the robot hand
is first moved in undemeath the cow’s body,
and then moved towards the udder (as
suggested by the controller functions above), it
does not have to follow a unique path. Simple
position control (first ta the desired y-
coordinate, and then to the desired x- and z-
coordinates) will thus suffice. Class 3 control
can thus be used.

Are there obstacles in the way ?
No Yes
Are the obstacle positions known exactly 7
No Yes
Must the No J Class 1: Class 3: Clagg 5:
hand follow Positlon Controt | - Position Control - Position Control
a spacified - On-ine obstacle - Offline obstacle
path ? avoldance travelling avoldance path planning
Yes || Clasg 2: Class 4: Class 6:
Path tracking - Path tracking - Path tracking
- Ondine obstacle - Offdine obstacle
avokiance travelling avoldance path planning
TABLE 4.8: Slx classes of robot control
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FIGURE 4.17: Generalized blockdiagram for the cartesian robot arm’s three axes

4.5.3 DYNAMIC RESPONSE OF THE ROBOT
ARM

Figure 4.16 shows a generalized robot arm
contro! systern; while Figure 4.17 contains a
generalized blockdlagram for all three axes of
the cartesian robot arm as designed in
Appendix F. The parameter values are different
for the three axes; while the z-axis {vertical-axis)
is the only one where gravity must be added to
the acceleration. (For the x- and y-arm
segments &, = 0 in Figure 4.17.) In Figure 4.17
the symbol x and Its derivatives are used
generically to indicate arm segment position,
speed, and acceleration.

The open-oop transfer function, from reference

position x, ta the feedback position x', for each
of the three axes (in the case where the
compensator G (s} = 1), is of the form shown
in equation (4.23):

G(s) = d/[s(a.s® + b.s + ¢)] (4.23)

with {refer to Figure 4.17):

a = L[nM + J/(nn]

b = R,[ntM + J/(nn)]+ L[nB, + B, /{nr}]
¢ = KK, /(nt} + R,[niB, + B, /{nr)]

d = KKK,

and the rest of the symbals as defined In Table
49
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Parameter Parametsr valuss Comrants
Name Deecription Unit -8iS y-axis z-pxis

B, linear viscous friction N/(m/s} 0,001 0,001 0,001 Assumed value -
cosfficient between the bassd on bearing
arm segment and the block design.
hearing block

B, | combinad rotational | Nm/(rad/s) 573.10° 573.10° 573.10% Total value assumed

viscous friction to be 1,5 times the
coefficient of the value cbtained from
actuator and the the data sheet for
gearbox the actuator,

o gravity accelesation m/s® 0 0 9.81 Orly applicable to
vertical (z} axis.

J combined moment of kg.m® 473.107 473107 4,73.107 -Actuator plus
inertia of the actuator, gearbox moment
the gearbox, and the of inertia assumed
pulley to ba 1,5 times the

value obtained
from the data
sheet for the
actuator,

= Aluminium pulley,
length 10 wmm;
radius 20 mm,

K power armnplifier gain L 35 <] a5 Chosen as an
sxample - true value
will depend on
systemn charactesis-
tica.

K, back-¢.m.f. constant V/(rad/s) 0,034 0,034 0,034 Obtained from
motor data sheet,

K torque constant Nen/A 0,034 0,034 0,034 Qbtained from
maotor data sheet.

L sensitivity of the position V/m 1 1 1 Chosen as an
feadback sansor example - frue value

will depend on type
of sensor used.

Ly direct current motor H 0.0017 0,0017 00017 Obtained from
armature inductance motor data sheet.,

M total load mass kg 4,65 7,12 8,7¢ Design valus -
experienced by the Section F.3.2.2.
actuators

n gearbox ratio (n < 1 for - 0.1 0.1 01 Design value -
spead reduction) Section F.3.2.3.

r radius of the pulley on m 0,02 0,02 0,02 Design value -
the actuator shaft , Section F32.3.

R, direct current motor a 58 58 58 Obtained frem
ammature resistance . mator data sheet.

TABLE 4.9:
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453.1 STEP RESPONSE OF THE RQBOT
ARM

It has already been decided that for robotic
milking, & cow’s movements must be restricted
In the stall - by making use of mechanisms such
as those mentioned In Section 2.4.1. Ideally the
cow will thus stand still, and each of the thres
segments of the robot arm will be subjected to
a step input, as the pogition command signat.
{Some effects of slight sideways movements are
considered later in Section 4.5.3.2.)

For an Input with Laplace transform X,(s), the
steady-state error (as defined by MARSHALL
(1978, p.80)Y) of a specific robot axis ts:

e, = lim [s.X(s)/(1 + G.(s).G(s))] (4.24)
s—0

The Laplace transform of a step input with
magnitude k, Is X (s) = k/s, so that (4.24)
reduces to (4.25) and (4.26):

e, = k/{1 + K,) {4.25)
K,, = lim (G {s).G(s)) {a.26)
>0

In order to have a zero steady-state position
error, it can be seen from (4.25) that the term
K., must approach infinity - a requirement which
Is met if the product of transfer functions
G,(s).G(s) contains a pole at s = 0 {Le an
Integrator - 7/s). From (4.23) and (4.26) it can
be seen that this requirement will be met as
long as G_(s) doas not contain a loose-standing
8 In the numerator. (Refer to the list of
references under Controf Systems in Appendix
G, for a more detailed discussion of
steady-state errors and related topics.)

Appendix E containg the summary of a
PC-MATLAB program ARMSIM.M which was
written to simulate the dynamic response of the
three arm segments, by making use of the
blockdlagram in Figure 4.17. Table 4.9 contains
the values of the parameters used in the
simulations for each of the three axes (as
derived in Appendix F).

Figure 4.18 contains the position responses of

the three arm segments, for three different

position step inputs and with G (s) = 1 (i.e.
uncompensated robot arm control systems).
From the results shown i is clear that afl three
arm segments have the desired zero steady-
state emor. Both the y- and the z-axis show
slight overshoot, because the ratios of damping-

to-mass are smaller than that for the x-axis, The
y-axis overshoot Is fess than 0,1%; while that for
the z-axis is about 1%. The overshoot of the y-
axis Is smaller than that of the z-axis, becauss
the z-axis has the highest load mass - refer to
Sectlon F.3.2.2. (For the y-axis the overshoot
only evident In the 0,7 m step response -
because of the resolution of the display.)

The overshoot In the responses to step Inputs,
of the y- and the z-arm segments, are very
small, For the y-axls it is well within the tolerable
manipulator error - even for the maximum step
Input of 0,7 m. In Section 4.5.1 above, the
sequence for attaching a teatcup was
described. Since the robot arm will be
commanded to first move the teatcup to a
position about 10 mm balow the teat’s endpolnt,
and from there to move upwards, the 1%
overshoot in the z-axis is not a serious problem.
{Improvement of the dynamic response Is
nevertheless addressed In Section 4.5.3.3
below.)

4532 EFFECTS OF COW MOVEMENTS

Although the cow will be restricted in the stall,
glight movements are st#l possible. An
experiment was conducted In arder to
determing the typical moving distance and
moving frequency of cows in a 900 mm wide
stall, but restricted in their sideways and their
fore and aft movements. The experiment
involved the following:

a. Video recordings of 1 minute each were
made - both from behind and from the side -
of 40 cows (randomly chosen from a herd
of about 300 animals) ready to be milked.

b. The recordings were played back by means
of a video editihg machine, with which a
recording can be stepped from one image
frame to the next.

¢. With each recording, a measurement tape
was included across the width of the stall,
The images shown on the monhor could
thus be calibrated in terms of distance.

d. By stepping through the Image frames one
by one, the distances moved by each cow
from one frame to the next could be
measured.

e. Since the tlme difference between the
consecutive frames was also known, the
speed of movement could be calculated.
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During the experiment, 9 of the 40 cows
showed significant sideways movements (simple
harmenic motion for limited times); only 2 cows
showed significant fore and aft movernents; and
no cows moved significantly up and down. The
following results (maximum values rounded
upwards, and minimum values rounded
downwards) were obtained:

a. Sideways movement:

i. ~ Peak distance 50 mm (i.e. 100 mm side
to side), at 1 Hz maximum,

ii. Maximum number of osclllations during
one movement {l.e. before the cow
stood still again): 5.

iii. Minimum time between two consecutive
"bursts” of sideways movements: 3 s.

. Maximum number of “bursts” of
skleways movements during the 60 s
recording period: 3.

b. Fore and aft movement:

i. Peak distance 50 mm (l.e. 100 mm side
to side), at 1 Hz maximum,

il. Maximum number of oscillations during
one movement {i.e. before the cow
stood still again): 2.

fii. Minimum time between two consecutive
"bursts” of fore and aft mavements: 5 s.

time [s]

respon. f th rtegian rm’s z-axi

iv. Maximum number of "bursts” of fore and
aft movements during the 60 s recording
periad; 2,

(The above results apply to the cows' bodies.
Since the udders are rigid before the cows are
milked, these results also represent the
dynamics of teat movements.)

From Figure 4.18 it is evident that the x- and the
y-arm sagment will reach their desired positions
in well less than 5 s. If the cow would thus
stand still for about 5 s, the teatcup will be
aftached, and sikdeways movements will not
bother the system.

The effects of sinusoidal position commands on
the x-axis (fore and aft) and the y-axis
(sideways) were nevertheless investigated. The
robot hand will first move towards the teatcups
in the retainer rack, which had independently
moved in beneath the cow. The x-, y-, and z-
positions of the teatcups relative to the robot
arm's reference point will be in the order of
{0.6m; 0,5m; 0,2m). In order to fetch the
teatcups, the three arm segments will thus be
subjected to step inputs of this order; and with
responses similar to that shown in Figure 4.18.
Since the retainer is below the udder, the
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© commands to move the teatcup from the cannot-kesp up.
* retalner to the teat witl be small step Inpits on :

. the three arm segments. if the cow moves c. After 3,5 s the cow stops moving, and the
during this time {(and provided that the machine teatcup reaches the teat after another 1,5 s.
percoption subsystem detects the movements Since the minimum time between two
in real-time), the posltion commands will be consecutive "bursts” of sideways movements
step functlons with harmonic functions was found to be 3 s, the robot should be

" superimposed thareon. able to attach the teatcup before the cow

moves again. Even ¥ the cow would start
The response shown in Figure 4.19 for the moving again before the teatcup is attached,
uncompensated y-axis is obtained under the it was observed that all cows familiar to the
following assumed conditions: dairying environment, and who are used to
being milked, eventually (within less than
a. The y-coordinate of the teat relative to the 60 s) stood stil in the stall. Except In cases
position of the teatcup In the retainer, Is where a cow Is continuously disturbed by
0,1 m. The y-arm segment Is thus subjected something, or where she is unfamiliar with
to a 0,1 m step input {in order to move from the environment, the milking robot should
the retainer madule to the teat). after a while be able to attach the teatcups
to the teats. Even H this Is not achleved at
b. Before the teat Is reached, the cow starts all, the cow can be allowed to exit, and
moving sideways with an amplitude of come back later - refer to tha discusslon in

50 mm at 1 Hz, Although the arm segment Section 4.5.1 above.

tries to follow the cow's movements, it
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4.5.3.3 PR MENT F__DYNAMI
RESPONS

The overshoot in the rasponses to step Inputs,
of the y- and the z-arm segments, can be
prevented by means of a compensator (G.(s) In
Figure 4.17). Once the robot armm and -hand had
been constructed, and ali its parameters
determined, the program ARMSIM.M and the
different control system design tools of PC-
MATLAB, can be used to design compensators
such that the arm will have the desired dynamic
response. Because a compensator is normafly
realized in an electronic circult (analog
compensation) or in a control algorithm (digital
compensation), the overall system transfer
function can be changed to virtually any form.
Care must however be taken not to exceed the
practical limits of the system. For example, the
compensator shown in  (4.27) prevents
overshoot in the z-axis position, while still
maintaining a reasonable responsa time (refer to
Figure 4.20a). The compensator however
requires an excessive ammature voltage for the
actuator at start-up {refer to Figure 4.20b).
Since this voltage will be limited by the power
amplifier, the system's response will be different
from what was predicted theoretically.

G.(s) = 10{s + 5)/(s + 50) (4.27)

If the systern contains dominant nonfinearities -
such as voltage limitation on the actuators, or
dead times In the power ampiifiers, or nonlinear
friction for example - a simulation package such
as ACSL will be required in order to predict the
dynamic response. In order to design suitable
compensators for such a nonlinear system,
techniques such as that developed by GOUWS
{1985} will have to be used.

4.6 CONCLUSIONS

In thls chapter {(and the accompanying
Appendix F), the manipulator subsystem of a
milking robot was analyzed and designed. The
manipulator was divided Into four segments -
the robot arm; the robot hand; the actuators;
and the controfler.

For the robot arm, a number of technical
performance requirements were deflned and
discussed. (Since the focus was on the
exploration of technical ablllty, life cycle cost
and acquisition schedule were not Inctuded.)
Based on these raquiremsnts, a qualitative
evaluation of four different robot arm concepts

was done. This was later transformed into a
more quantitative evaluation and trade-off. From
the evaluation, a cartesian robot arm (i.e. an
arm with  independent movement of Its
endpoint's x-, y-, and z-coordinates), was
chosan for the mitking robot application. This
cholce was largely Influenced by the simple
control [aws required for an arm with three
decoupled degrees of freedom. Finally, a
cartesian arm with reaching distances of 700
mm along each of its three axes was designed -
with the constructional details presented in
Appendix F.

Electrical-, hydraulic-, and pneumatic actuators
were considered for the manipulator. After the
definition of performance requirements, and a
trade-off, electrical actuators - and more
specifically DC servo motors - were chosen for
both the arm, and the hand. In order to protect
it from water and dirt, the motors will be sealed.
{Appendix F contains deslgn details regarding
the actuators.)

Alter considering three possible mechanisms for
the coupiing betwsen the actuators and the arm
segments, a pulley and cable mechanism was
chosen. Three possible mechanisms for
cannecting the electrical power supply to the
actuators, were Investigated, from which flexible
coil springdike cables (running inside the hollow
arm segments, to temina! blocks on the
actuators) were chosen. The cables run through
slots In the arm segments - with protective
beadlke bearings fitted around the cables,
where they go through the slots.

Alter the definition of performance requirements,
and different trade-offs, a robot hand with two
scissor-action fingars, adapted to the teatcup's
mechanical construction to effect grasping, with
an onboard DC servo motor as actuator, and
with a cable and spring mechanism to open and
close the fingers, was chosen. (Appendix F
contains the constructional detalls of a suitable
hand.)

The main functions of the milking robot's
controller were defined as: fetch the teatcup
from a retainer module; move the teatcup from
the retainer module and attach it to the
appropriate teat; and release the teatcup once
the teat had been sucked In. (After this last
step, the process Is repeatod untl all four
teatcups have been attached. Once the last
teatcup had been attached, the robot arm
returns to its base position.) After consideration
of the requirements and of the milking robot's
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environment, It was decided to use a positiona}
controller, making use of on-line obstacle
avoidance travelling.

Based on the design data presented In
Appendix F, the robot arm was simulated by
means of the PC-MATLAB program ARMSIM.M
(refer to Appendix E for a summary). From this
simulation the dynamic response of the arm for
step Inputs and for sinusoidal inputs could be
predicted.

The simulation results obtained for differant
step-inputs indicate that all three arm segments
have the desired zero steady-state error.
Although the y- and the z-axis show slight
avershoot, the y-axis overshoot Is less than
0,1%, while that for the z-axis is about 1%. For
the y-axis the overshoot is well within the
tolerable manipulator emar - even for the
maximum step Input of 0,7 m. Since the robot
arm will be commanded to first move the
teatcup to slightly below the teat’s endpoint,
and from there to move upwards, the 1%
overshoot in the z-axis Is not a serious problem.
Although the overshoot of the y- and the z-arm
segments in the responses to step inputs, can
be prevented by means of a compensataor, care
must be taken not to exceed the practical limits
of the system. As an example It was Hlustrated
by means of simulation that the overshoot inthe
z-axis position can be prevanted, but that the
compensated system will then require an
excessive armature voltage for the DC motor at
start-up.

Although the cow will be restricted in the stall,

slight movements are still possible. From the
simulation results it was concluded that the arm
segments will find It difficult to follow the cow's
movements - even ‘movements of 1 Hz
frequency and peak amplitude of 50 mm.
Extensive observations of cows’ movements in
the stall however Indicated that cows famlliar
with the dairying environment, and who are
used to being milked, usually stand stil for
times long enough to enable a mitking robot to
attach teatcups to the teats. Even if this Is not
achieved at all, the cow can be allowed to exit,
and can be milked if she returns later. (The
option of letting the cow go unmitked after she
has been in the stall for a while, should howaver
only be used when it is absolutely unavoldable.
This is due to the hormone oxytocin normaly
being released into a cow’s bloodstream - thus
stimulating the let-down of her milk - as soon as
she enters the familiar milkking environment.)

From the analysis presented in this chapter, a
sultable combination of manipulator concepts
was chosen, which - when constructed as
designed In this chapter and in Appendix F - will
be able to attach a milking machine’s teatcups
to a cow’s teats (pravided that the teat positions
were determined - in real-time - by means of the
machine perception subsystern; and that the
cow stands reasonably stift).

The analysls presented and the conclusions
reached, confirm that manipulation of a milking
machine’s teatcups could be effected by means
of a mechanical manipulator (robot arm, robot
hand, actuators, and a controller).
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5.1 INTRODUCTION

The dissertation {except for the appendixes) is
concluded with this chapter. A summary is
presented of the results obtained, and of the
most important contributions made towards the
development of milking robots. A number of
suggestions for further work is also made.

5.2 SUMMARY OF RESULTS
OBTAINED AND CONTRIBUTIONS
MADE

5.2.1 ADVANCED TECHNOLOGY IN
DAIRYING

The challenges posed by the application of
advanced technology in dairying gave rise to
this research project; and it was decided to
focus on automated milking of cows. Chapter
2 therefore commenced with a systematic
Identification of tasks to be performed in order
to mik a cow;, and an identification of the
technological slements required to automate
each of the tasks. From the analysis it was
concluded that most of the tasks involved in the
milking of a cow, are already, or can be,
automated by means of existing equipment. The
only tasks which are not yst autornated, are
those associated with attaching the milking
machine’s teatcups to the cow’s teats. it was
hypothesized that these tasks can also be
automated, by means of a milking robot -
consisting of a machine perception subsystemn,
and a manlpulator subsystem.

From an evaluation of different lavels of robotic
development, it was concluded that third-
generation robots - which are highly adaptable
to its environment, because of versatile machine
perception abilities - are required in order to
realize the full automation of dairying. Such
robots however make use of advanced
equipment, and they require extensive design
effort. Within the framework of the adaptability

of third-generation robots, a number of high-
level requirements could be defined; and these
acted as the main drivers for the milking rabot
development described In this dissertation;

a. The machine perception subsystem must
be able to localise a cow’s teats in real-
time. Limited cow movements should thus
not prevent the system from operating.

b. The machine perception subsystem must
not be disturbed by one or more teatcups
already attached to a cow's teats - ie.
once one or more teatcups had been
attached, the perception system must still
be able to localise the remaining teats in
real-time.

¢. The manipulator subsysterm must be fast
enough to attach a teatcup to the teat of a
cow - even if she moves around (within
certain limits).

d. The teatcups must be held in a retainer
rack which can move towards the cow,
and from whare they can be taken by the
manipulator to be attached to the teats.
Once milking is completed, a vacuum
release system can let the teatcups drop
back into the modute, and the madute can
move out of the way again.

A number of changes to a dairying environment,
which will enhance the feasibBity of robotic
milking, were addressed in Section 2.4. These
Included automated entry of the cows into the
stall; handling the teatcups before the robot
attaches it, and after milking; restriction of the
cow's movements; and the need for an
extensive information management system, to
coordinate the execution of different automated
dalrying tasks. Changes to the construction of
a milking machine - such as a milking machine
with longer-than-normal pipes; and teatcups
with wider-than-normal mouths - wil also

enhance the feasibility of robotic milking. The
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issue of selecting and breeding cows for easler
robotic milking, was also briefly addressed.

Some impontant potential consequences of
milking robots - including effects on milk
production levels; effects on animal health;
soclo-economic effects; and effects on the
environment - were presemted in Section 2.5.
Different researchers recorded increased milk
production levels when milking cows more than
the conventional twice per day. Since a robotic
milker can increase the milking frequency, it can
lead to better productivity (higher profit/cost
ratio, because the same amount of milk can be
produced by less cows); less animal waste to
be handled (also because the same amount of
mifk can be produced by less cows); and lighter
loads to be carried by the cows in their udders
(because the cows are miked more often).
Automated milking leads to less interaction
between a cowmnan and his animals. This can
lead to decreased stress levels for the animals,
but it also results In a decreased human
monitoring of the animals. However, an
automated dairying system wil ultimately form
part of a computerized information management
system, by which the data gathered by means
of differant sensors can be processed faster,
more consistently, and probably continuously.
Impartant  socio-economic  advantages of
robotic milking can Include the improvement of
working conditions for farm workers (e.g. less
repstitive work, with more flexible schedules);
while Increased agricultural productivity will
have economic advantages over a wide front.

Based on a literature-survey on the state-of-the-
art regarding milking robots, it is evident that
there are a number of centres - mainly in
Europe - where specific miking robot
configurations are at different stages of research
and devetopment. (For each of these there isa
main developer, in collaboration with different
universities, research institutions, and
companies.) Since it was not clear from the
avallable literature which decision-criterla and
concepts were considered by the different
developers, it was decided to systematically
address these issues In this research project.
The milking robaot configuration presented in this
dissertation is therefore unique In the sense that
it is based on a systematic definition of
performance requirements; a systematic
identification, analysis, and trade-off of
concepts; and research and development
regarding the chosen concepts.

The main contributions made In Chapter 2

towards the development of milking robots, are:

a. The tasks required to extract milk from a
cow were systematically identified and
gllocated to available automation
equipment. From this analysis, the full
automnation of the milking process was
conceptuatized; and those aspects
requiring further research were identified.

b. From the analysis in Chapter 2 it was
conclixled that the development of an
automatic system for attaching a mitking
machine to a cow’s teats, was the main
focus point in order to realize fully
automated miking. Following this
conclusion, a milking robot was defined to
congist of a machine perception
subsystem, and a manipulator
subsystem. Such a breakdown s an
essential first step for later analysis and
synthesis of a suitable robotic system.
(This represents the first step of the
analytical approach described in Section
1.5)

¢. The most imporant consequences of
robatic milking were identified - including
changes required to conventional mitking
set-ups, advantages, and possible problem
areas. This Investigation highlighted
important aspects of a miking robot in its
intended environment - which Is essential
in terms of the systems approach
described in Section 1.5.

6.2.2 MACHINE PERCEPTION FOR A
MILKING ROBOT

in Chapter 3, different concepts for the machine
perception subsystem of a milking robot were
Investigated, and some cancepts were verified
experimentally. The machine perception
subsystem was divided into two segments,
namely the sensors; and the signal processor.

The most important technical performance
requirements (based on the authot's own
exparience in the fields of system design and
dalrying) to be met by a milking robot’s
machine perception subsystem were defined as:
recognition of objects; locallsation of objects;
inspection of objects; sensor simplicly,
environmental compatibliity, sensing speed,
and interfacing. (Note that life cycle cost and
acquisition schedule were not included in this
discussion, since tha focus was on the
exploration of technical ability - a decision
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motivated in Section 2.6.)

Six diffarent sensor concepts were analyzed (a
television camera; an array of light beams; an
ultrasonic sensor; a tactile sensor; an infrared
sensor; and miniature radar and lidar). By
comparing the abillities of the different sensor
concepts with the requiraments (by means aof a
formalised trade-off process), it was concluded
that one or more television cameras should be
the most suitable sensor concept to satisfy the
defined technical performance requirements.

Since machine vision (l.e. a television camera as
the main sensor) was the chosen sensor
concept, only image processing techniques
wera addressed in the analysis and synthesis of
the signal processor. The primary task of the
milking robot’s image processor was defined as
deriving a computerized description of the
spatial positions of the endpoints of a cow's
four teats, in tarms of world coordinates. This
process is termed scene descriplion. The
inputs for the scene description process are
image coordinates of the teat endpoints - as
derived from one or more cameras; while the
outputs are the calculated world coordinates of
thae teat endpoints.

Before analyzing scene description, the effects
of emors in the calculated teat positions, on a
milking robot's operation, were analyzed
(theoretically and experimentally). From this
analysis, the following important conclusions
were reached:

a. A maximum difference of 10 mm between
the teat position and the teatcup position
(in the horizontal plane} can be used for
design purposes.

b. No calculation errors resulting In the
calculated posltion of a teat's endpoint
being higher than the real position, can be
tolerated.

c. The manipulator must first bring the
opening of the teatcup fo just below the
teat’s endpoint; and then it must move
upwards for the teat to be sucked in by
the tealcup. A two-sltage movement Is thus
required between the point where the
teatcup Is grabbed by the robot hand, and
the point where the teatcup has been
attached to the teat.

After a theoretical investigation of the feasibility
of two-dimensional scene description for the

milking robot (i.e. viewing the teats from below,
with one camera), it was concluded that this
concept could work; but in practice it had been
found that there was too litle colour contrast
between the teats and the udder of most cows.
The teats could therefore not be distinguished
from the udder. After many unsuccessful efforts
to overcoma this problem, the concept of
two-dimensional scene description for the
milking robot was discarded.

Three-dimensional scene description (defined as
the transformation from a stereo pair of two-
dimenslonal image coordinates of a point, to a
description of the point in terms of
three-dimensional world coordinates), was
investigated next. The camera calibration
method described by BALLARD & BROWN
(1982) was chosen (because of its relative
simplicty} for further analysis. This method
defines twelve parameters for each camera,
accounting for rotation, translation, and scaling
between an object and its image. The
parameters of two cameras (in a stereo-vislon
set-up as described in Appendix A) were
determined experimentally, by making use of six
objects with known world coordinatas (x.y,2).
and of which the image coordinates - (U,V} and
{U.V,} - were measured in a left and a right
image.

Three possible routes were defined which can
be followed in order to determine the world
coordinates (x,v.z) of a point - i its image
coordinates (in two images), and both cameras’
parameters are known. By making use of
verification data (measured world- and image
coordinates of objects), errors of less than 7
mm between measured and calculated world
coordinates were obtalned with one of the
calculation routes. Because this is within the
design goal of errors less than 10 mm - as
described above - It was concluded that three-
dimensional scene description is a feasible
concept to be implemented as part of a milking
robot’'s machine vision system.

Before a cow’s teats can be localised in terms
of word coordinates by means of three-
dimensional scene description, they must first
he localised accurately In the two images of the
udder - le. in terms of lImage coordinates.
(Accuracy is of great importance, since it was
shown that three-dimensional scene description
Is very sensitive for errors in the measured
image coordinates of cobjects.) After
Investigating different locallsation techniques, it
was hypothesized that the edge enhanced
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images of cows' teats resembled parabolas, and
that the parabolic Hough transform could be
used for locating them in edge enhanced
Images. (The principles of edge enhancement
were presented In Appendix B.) In order to test
the hypothesis, the parabolic Hough transform
was Investigated In detail (with the theorstical
aspects being addressed In Appendix C). The
technlique was verified exparimentally by making
use of the edge enhanced Images of an artificial
cow's teats, as well as that of real cows’ teats.
Although certain practical problems still exist,
very good results were obtained with localising
teat endpoints In terms of image coordinates,
by means of the parabolic Hough transform.

Once image features have been located In two
stereo Images, the next problem is to ascertaln
that the same object is located in the two
images. Many researchers in this field agree
that the stereo correlation problem is the most
difficult part of sterec machine vision. This
quastion - which Is especially relevant In the
milking robot context, where each image
contains four teats of similar appearance - was
addressed by making use of two-dimensional
camera models. Although the proposed stereo
correlation method is computationafty intensive,
excellent results were obtalned, and paraliel
processing should aid in streamlining it. It was
thus concluded that this technique Is feasible for
Implementation as parn of a milking robot.

The main contributions made In Chapter 3
towards the development of mitking robots, are:

a. The most important tachnical performance
requirements which have to be met by a
milking robot's machine perception
subsystem, were Identified and formalised.

b. A formal trade-off procedure was used for
choosing between different concepts.
Although this procedure cannot provide
absolutely accurate answers, it ensures
that different concepts are evaluated on an
equal basis - against the same
requirements.

¢. It was shown that two-dimensional scene
description by means of machina vision,
was theoretically feasible, but that practical
aspects hampered ks implementation for
the milking robot.

d. Three-dimensional scene description was
thoroughly Iinvestigated, and
experimentally found to be feasible.

Different calculation routes for the
transform from two sets of two-
dimensional image coordinates, to one set
of three-dimensional world coordinates
woere defined and invastigated - from which
a suitable method was chosen. (The
author has not yet come across similar
discussions and evaluations of such
calculation routes, in the literature.}

e. The parabolic Hough transform was
implemented in software, and was shown
to be very suitable for localising a cow's
teat endpoints In an edge enhanced
image. The parabolic Hough transform is
not often used, due to lts computational
complexity; and although its
implementation as part of a mitking robot
stiil requires further research, a thorough
basaline has been established through this
work.

f.  From eardy work done as parnt of this
research, certain research needs in the
field of edge enhancement techniques
were dentifled by the author. Based on
this analysis of needs, CHRISTIANSEN
{1990} had performed research in this field,
obtaining excellent results regarding the
evaluation of edge enhancement
operators.

g. A method was proposed, evaluated, and
found feasible, for stereo correlation in
images where the objects do not
necessarily appear in the same order in
the two Images. With this method (which
makes use of two-dimensional camera
models), correlating the four teats of a cow
in two images, Is possible.

5.2.3 MECHANICAL MANIPULATION FOR A
MILKING ROBOT

In Chapter 4 {(and Appendix F), the manipulator
subsystem of a milking robot was analyzed and
designed. The manlpulator was divided into four
segments, namaly the robot amm; the actuators;
the robot hand; and the controtier.

The most Important technical performance
parameters against which a milking robot’s arm
must be measured, were defined as Kinematic
and Dynamic Ability, Action Volume; Operating
Space Required; Steady State Position Error;
and Robustness and Environmental
Compatibillty. (As for the machine perception
subsystem, the focus was on the exploration of
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technical ability. Life cycle cost and acquisition
schedule were thus not included as
performance parameters for the robot arm.}

Four robot arm concepts were invastigated: the
carteslan-, the cylindrical-, the spherical-, and
the articulated arm. After a qualitative analysis
of each arm concept in terms of the defined
performance requirsments, followed by a more
quantitative trade-off, it was concluded that the
four arm configurations have very similar
characteristics. Since the cartesian robot arm
(i.e. an arm with independent movement of its
endpoint’s x-, y-, and z-coordinates), fared
slightly better than the others in the trade-off, it
was the chosen concept. A robot arm with the
following mechanical characteristics was
designed in Appendix F:

&, Cartesian arm, with a reaching distance of
700 mm for each arm segment.

b. Hollow aluminium beams (50 mm outer
dimension, 40 mm inner dimension, and
mass of 1,65 kg) for each arm segment.

c.  Static errors of the robot hand's position -
due to different static loads acting on arm
segments: X, = 0,3 mm; y, = 0,5 mm; and
z, = 2,3 mm. (The static error in the x-y
(or horizontal-) plane is thus less than 1
mm - which is well within tolerablg limits.
The vertical error (along the z-axIs) causes
the hand to be slightly below the teat
endpoint - which is desirable, since the
teatcup must first be moved to just below
the teat's endpoint, before it is moved
upwards. (Refer to the analysls performed
In Section 3.4.2)

Electrical-, hydraulic-, and pneumatic actuators
were considered for the milking robot. The
technical performance parameters againstwhich
the actuators had to be measured, wera defined
as Controllablility: Mass, Size, Force and Speed;
Environmental Compatibillty, and Avallability of
Energy Source. After a first round trade-off, it
was concliuded that electrical actuators would
best meet all the defined requirements -
provided that the actuators are sealed to
prevent water, dust, and dirt from entering it.

Three different types of electrical actuators were
then investigated (direct current sarvo motors;
alternating current servo motors; and stepper
motors). Based on the defined actuator
requirements, it was concluded that there is not
much difference In the sultabllity of the three

types of electrical actuators. Based on the
author's persanal experlence and preference,
DC servo motors were chosen to be used as
pat of the miking robot's manipulator
subsystem. (From the definition of each arm
segment’s required reaching distance, speed,
and acceleration, and by making use of each
arm segment's equation of motion, suitable
actuators were chosen in Appendix F - based
on data In catalogues.)

From an investigation of different coupling
mechanisms between the actuators and the
arm segments, it was decided to make use of
a pulley on each actuator's shaft, pulling a
cable attached to the amm segment.

From an investigation of different mechanisms
for connecting the actuators to their electrical
supply, it was decided to make use of flexible
coll springlike cables, running within the arm
segments. Each arm segment will be slotted in
order that the cable can exit the arm segment
through a bead-like sliding bearing, towards the
actuator.

From observations and experimental
measurements  was found that with
misalignments In the order of 45° between the
centretine of a teat, and that of the teatcup,
teats were hormally still sucked Into the teatcup,
when the teatcup was moved upwards.
(Provision shall be made In the system's control
logic to remove and re-attach a teatcup, should
the system sense that the teatcup was not
attached correctly to the teat.) It was therefore
concluded that there was no need for a robot
hand with pitch, roll, or yaw movement; but only
for a hand which can grasp a teatcup, hold it
vertically, and let go of it again. Two main robot
hand concepts which satisfy these
requirements were investigated, namely a robot
hand with fingers, and a robot hand with
vacuum suction cups.

The technical performance parameters for a
robot hand were defined as Grasping and
Hofding Capability,; Reaction Time; Complexity
of Control; Availability of an Energy Source; and
Robustness and Environmental Compatibility.
From a trade-off making use of these
parameters, it was concluded that a robot hand
with fingers would best satisfy the defined
requirements. Following different other trade-
offs, a robot hand was designed in Appendix F,
Incorporating two scissor-action fingers, which
utllize the mechanical construction of the
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teatcup to effect grasping and holding of the
teatcup. It was decided to use a hand with an
onboard actuator, In order to simplify
construction, operation, and logistic support of
the manipulator. Since a rotating actuator plus
a cable and spring coupling offered a simple
and clean actuating mechanism for the hand,
this concept was chosen.

The main functions of tha miking robot's
controller were defined as: fetch the teatcup
from a retalner module; move the teatcup from
the retainer module and attach it to the
appropriato teat; and release the teatcup once
the teat had been sucked in. (After this last
step, the process must be rapeated until all four
teatcups have been attached. Once the last
teatcup had been attached, the robot amm
returns to its base position. i, for some reason,
all four teatcups cannot be attached correctly
within a specified time, those teatcups already
attached shall be aflowed to drop off, and the
cow must exit the stall. Ancther attempt to milk
her can then be made when she returns to the
stall fater. Should the problem be recurrent, an
alarm must be raised.)

Six control concepts for the milking robot were
investigated, namety positional control, path
tracking; positional control with on-line obstacie
avoidanca travelling; path tracking with on-line
obstacle avoidance travelling, positional control
with off-line obstacle avoldance path planning;
and path tracking with off-ine obstacle
avoidance path planning. After consideration of
the requirements, and of the milking robot's
environment, it was decided to use a positionzal
controller, making use of on-line chstacle
avoidance travelling.

Finally, the three arm segments’ dynamic
responses to different input functions (e.g. step
inputs, sinusoidal Inputs, or sinusoldal inputs
superimposed on step inputs) were simulated
by means of a computer program. The
simulation program can also be used for
designing suitable compensators for the
manipulator, once it had been constructed, and
once all the parameters In the system's
equations of motion had been determined. The
simulation was used to evaluate the effects of
lateral movements of the cow, on the controller
and the robot arm. From this it was concluded
that the cow must stand as still as possible for
the rohot to be effective. Mechantsms to restrict
the movements of cows in the stall will thus
definitaly have to be implemented.

The main contributions made in Chapter 4
towards the development of milking robots, are:

a.  The most important technical petformance
requirements which have to be met by the
different segments of a milking robot's
manipulator subsystem, were identified
and formalised.

b. Numercus experimental measurements
were made in order to determine the
typical dimensions of a mitking robot’s
operating environment; and to quantify the
parformance requirements.

c. A complete robotic manipulator was
designed - involving the analysis and
trade-off of numerous concepts for the
different segments of the manipulator. A
number of computer programs were also
written for general purpose design and
simulation of the manipulator.

d. Control laws for "pick and place rabots"
were analyzed and sorted into six classes.
This represents an extension of similar
classifications found in the literature.

e. Measurements were done in order to
determing the dynamics of cow
movements in the stall. Based on this data,
typical dynamic responses of the designed
manipulator were simulated, from which
the importance of mechanisms for
restricting the movements of cows in the
stall, was confirmed.

5.3 SUGGESTIONS FOR FURTHER
WORK

Since the research process does not only
generate answers, but also new questions, a
brief discussion regarding some guestions
which had arisen during the systematic
investigation of a milking robot's subsystems, is
presented in this section. Thase aspects require
further work in order to realize the
implementation of a maching vision based
robotic milker.

5.3.1 MACHINE PERCEPTION

Although bhoth the defined subsystems of a
machine vision based mitking robot have
aspects requiring further research, it Is
concluded from the results presented that there
are more questions unanswered for the machine
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perception subsystem, than for the manipulator
subsystem. The most important issues are:

a.

Two-dimen n ription. In
Chapter 3 it was concluded that
two-dimensional scene description was not
feasible for the milking robot. Tha main
reason for this was the difficulty
experienced by the machine vision systemn
to distinguish between a cow’s teats and
her udder, when viewing the udder and
teats from below. Because of the potential
advantages of this concept (cheaper
equipment; and a less complex system), it
shouid be researched further in future.

Aceur three-dimensignal
description. In Chapter 3 it was shown that
the values of scene depth calcutated from
two stereo Images, are very sensitive for
measurement errors along both axes In the
two images. The placement of the two
cameras relative to each other also
influence the accuracy of the three-
dimenslonal scene description process.
Methods to Increase the measurement
accuracy of the image coordinates of
objects; and methods to determine optimal
camera positions will thus have to be
addressed In future research. In Table 3,11
it was shown that acceptably small
calculation errors were attainable by taking
the average of 100 calculations in cases
where the Image coordinates were
corrupted with random measurement
errors. The use of such statistical methods
for the milking robot’s perception system
(ie. repeating the measurements and
calculations of the teat positions 2 number
of times, and taking the averages) should
be further Investigated. (Of course such
methods would require even faster image
processing equipment in order to satisfy
the real-time localisation requirement.}

Easter image processing. An experimental
machine vision subsystem for a miking
robot was implemented by means of two
television camaeras as the main sensors; an
image grabber card in a personal
computer; and some image processing
software. This set-up operates on single
image frames; and It is not nearly fast
enough for realtime image processing
though. The answer to this problam lies in
the use of parallel processors - e.g. neura!
networks or transputers - for Image
processing. (See Appendix G for relevant

literature references.) Because of the need
for faster image processing than that used
for this research project, t can he
concluded that the application of parallel
image processing Is one of the areas
requiring the most research effort in order
to realize a realtime machina vislon
system for & milking robot.

Automati thresholdin for
enhancement, In order to reduce image
data (without reducing image information),
edge enhancement is often performed
(refer to Appendix B). For this process a
threshold Is required, according to which
a pixel is classified as belonging to an
edge or not, Although some algorithms for
automatic determination of the threshold
are discussed in the literature (e.g. McKEE
& AGGARWAL (1975); SID-AHMED (1987);
and WONG & SAHOO (1989)), the best
results stil seem to be reached by
determining the threshold manually
through trial and error. This Is of course
unacceptable for an automated system
such as a miking robot; and further
research in this area Is thus essential.

Refining th ig Hough tran . In
Section 3.4.4 it was shown experimentally

that good resudts are obtained by using the
parabolic Hough transform to find a cow’s
teats In an edge enhanced image of her
udder and teats. However, with the
implementation of this techniqua In PC-
MATLAB programs (HOUARTM and
HOUART1.M - refer to Appendix E), only
one parabola could be detected at a time
In a given Image. This is not an Inherent
limitation of the Hough transform though,
since one of its features Is the abliity to
detect muitiple curves in the same image;
but it is a restriction of tha computer
software and hardware used. In order to
overcome this problem, the data
management for the parabolic Hough
transforms will have to be improved. This
depends on the avallablity of more
computer memory; and on a suitable
threshold being used in order to classify a
detected parabola as a cow’s teat or not.
The first problem merely depends on the
eventual computer architecture; while the
second problem can be solved by further
research along the lines of that reported
by WHITTAKER et ai (1987), regarding
automated threshoiding for the Hough
transform,
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f.  Adificial intelligence. The .machine vision
process as described in this dissertation, Is
a sequential {or hierarchical) process; and
it Is mainly based on locating pre-defined
features in Images. With the emergence of
artificial intelligence (see Appendix G for
relevant literature references) the emphasis
in machine perception is shifting towards
a more interactive approach, making use
of continuous feedback and feed-forward
between the different elements of the
machine perception system, In order to
adapt their functioning as new information
about the scane becomes available. This
enables a transition from a rigidly
programmed approach, to an adaptable
approach in which the Image is
‘understood”, and in which logical
deductions are continuously used in the
processing of the Image. The use of
antificial Intelligence for the implementation
of machine perception holds many
potential advantages, and can enhance the
abitities of sensor-based robots. Therefore
further research In this area is essential.

5.3.2 MECHANICAL MANIPULATION

In any feedback control system it Is important
that the controlled variable can be accurately
measured, and fed back to the controfler. For a
milking robot, the controlled variable Is the hand
position - which Is measured indirecly by
means of sensors such as positional encoders
on each arm segment’s actuator, or on the arm
segment itseff. The robot accuracy will be
influenced negatively by differences between the
measured value and the real value of the hand
position. Such differences can be due to effects
such as bending of the arm segments or
backlash.

Depending on the measurement accuracy
attainable, machine vision based position
measurements of a robot arm’s endpoint could
possibly overcome the above problem. Such a
solution could also allow for a less rigid arm
construction. Although functionally possible - as
Indicated by the results presented in Chapter 3 -
such measurements will further increase the
computational complexity of the machine vision
system. Locating the robot hand will however
be easigr than locating the four teats, since a
welt defined point - such as a small light on the
robat hand - could be tracked. Since the above
approach has obvious pros and cons, It is
suggested that its implications should be
investigated further. (Refer to the “mixing” of

teatcup position measurements shown in Figure
2.1)

5.3.3 GENERAL ASPECTS

A cow's interaction with machines such as a
feeding station, a milking machine, and a
milking robot might Iincrease her stress level.
From the available literature it seems that this
aspect has not yet received much research
attention. Research in the field of animal-
machine Interfacing - possibly along the lines of
existing man-rmachine Interface studies - will be
useful from an animal health point of view, as
well as from an economic point of view. It is
therefore suggested that this aspect should be
addressed in future rasearch.

5.4 OVERALL CONCLUSIONS

A number of practical problems still exist with
the Implementation of three-dimensional scene
description, the parabolic Hough transform for
localisation of a cow's teats in edge enhanced
images, and with the use of two-dimensional
camera models for stereo correlation. These
techniques have however been demonstrated to
possess all the hasic characteristics required by
the machine perception subsystem for a mitking
robot. Since the problem areas are not of a
fundamental nature, the overall conclusion
reached from the research on machine
perception for a milking robot, is that three-
dimensional scene description - based on the
data derived from a stereo pair of television
cameras - is feasible for implementation as part
a milking robot.

From the research on mechanical manipulation
for a milking robot, a sultable combination of
manipulator concepts could be defined, which
will be able to attach a miking machine’s
teatcups to a cow’s teats - provided that the
teat positions are known and that the cow
stands reasonably still.

Although there are still some practical problems
to be solved, the overall conclusion from the
research rasults presented in this dissertation is
that milking robots - implemented by combining
machine perception and mechanical
manipulation - are technically feasible. It will still
be some time before such miking robots
become a common reality, but it should be
remembered that most successful systems are
driven by technology and opportunities, and are
not acquired only in reaction to existing needs.
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A.1 INTRODUCTION

In this appendix the configuration of an
expetimental set-up, for the investigation of
machine perception concepts for a milking
robot, is briefly discussed. Since a television
camera was chosen in Chapter 3 as a suitable
main sensar for the machine perception
subsystem of the milking robat, the focus is on
machine vision.

A.2 EXPERIMENTAL MACHINE
VISION HARDWARE

Figura A.1 shows a schematic representation of
an experimental set-up for iImage formation; for
data transfer to the image processor; and for
image processing. The hardware of the
experimental system consists of the following:

a. Two National WWP100N colour television
cameras,

b. Two National NV-100 video cassette
recorders (VCRs).

c. One TMC 210 mm monochrome video
display unit.

d. One IBM PC/AT compatible personal
computer (80286 micro processor, anxd
80287 numerical co-processor); with both
colour and monochrome video display
units, 640 kiobyte RAM, a 20 megabyte
hard disk, and a 360 kilobyte floppy disk
drive. (All operating under DOS control.)

e One QOculus 200 frame grabber card -
slotted into the computer. (Supplied by
Coreco Computer Vision Products and
Support, 555 StThomas, Longueull,
Quebec, Canada J4H 3A7)

(Note that the cholce of hardware alements was
largely influenced by the avalablity of
equipment - which was sither borrowed, or
bought at reasonable prices.)

The frame grabber card has an input- and an
output connactor on s back plate. A coaxial
cable Is used to connect the “video out'
connector on the VCR, to "input* on the frame
grabber card. The TV camera must be plugged
into the VCR, and the VCR connected to the
frame grabber, for the TV camera to
communicate with the frame grabber card. The
frarme grabber card can also be used to write
an image to the video monitor, which Is done
via a coaxial cable from the card's "output®, to
“video In" on the monitor.

Although two cameras (and VCRs) are used in
the set-up shown In Figure A.1, only one can be
connected to the frame grabber card at a time.
For stereo vision experiments, two Images are
recorded by means of the cameras and the
VCRs, and are then processed one after the
other by the same image processor. For a more
advanced development model, each camera will
be connected to lis own dedicated image
processor, and the results from the two
pracessors will be used by a third processor -
for calculation of the three-dimensional positions
of the teats.

A.3 EXPERIMENTAL I[IMAGE
PROCESSING SOFTWARE

The Cculus 200 frame grabber card was
obtained with a number of Turbo Pascal 3
image processing routines. Some of these
routines were adapted and extended In Turbo
Pascal 4, In order to suit specific requirements.
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A.3.1 TRANSFERRING AN IMAGE TO THE
DATA STORAGE UNIT

The procedure for transferring an image from
the television camera (or from the video
cassette recorder) to the data storage unit is the
fallowing:

a. Display the desired image on the video
monitor - with the television camera in
record mode (or with the video cassette
recorder in play mads).

b. Run the Turbo Pascal program GRAB.PAS
(refer to Appendix E), and press "G"
followed by "ENTER" to grab the desired
image. (The image will be frozen on the
videc monitor, and the camera (or the
VCR) must be stopped now.)

c. Run the Turbo Pascal program
VIDEOREA.PAS {Appendix E), to read the

image from the video monitor, and to write
it to the data storage unit.

The program VIDEOREA.PAS will ask for a
filename, and it will store the image on hard
disk, In sixteen blocks - with fllenames
filename .vdi, filename2 . vdi, ...... filename 16.vdi.
Each file will contain a block of 8 bit grey scale
pixels, 32 rows by 512 columns. The file format
is shown in Figure A.2.

A.3.2 TRANSFERRING AN IMAGE FRCM
THE DATA STORAGE UNIT FOR IMAGE
PROCESSING

The Turbo Pascal program IMPROC.PAS (refer
to Appendix E for a summary of the program)
contains a module (Procedure Display) for
displaying a *.vdi file on the computer screen;
as well as other modules to perform a number
of image processing operations - as discussed
in Section 3.4 - on the image.
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data block (first column;first row) (last column:first row)
number

(first column;last row) (last column;last row}
1 (0:0) (B11;0)
©;31) (511;31)
2 (0:32) {511,32)
(0,63) (511,63)
n {3.4,....,15) (0;[n-171*32} (511;[n-1]*32)
(0;[n*32]-1) (511;[n*32]-1)
16 (0;480) (511;480)
©;511) {511;511)

FIGURE A.2: File format for grey scale imaqge files

A.4 COMMENTS ON MORE
ADVANCED DEVELOPMENT
MODELS

It must be strongly emphasised that the set-up
shown In Figure A.1 Is an experimental system,
suttable for the exploration of concepts. This
set-up however contains equipment which will
be redundant In a production model of a
machine vision-baged milking robot; and in
other areas it requires extensions of the
hardware and the software.

Colour cameras are used, but the image
processing only makes use of grey-scale
images. Although the equipment is thus more
sophisticated than what Is needed, it was
available at a reasonable price; and since it Is
completely suitable for the purpose, it was
bought. For a production model milking robet,
smaller and less sophisticated cameras will
however be used. Each camera will also have a
dedicated Image processor (hardware and
software); while a third image processor will be
used for combining the results from the two
cameras and their image processors.
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B.1 INTRODUCTION

ATTNEAVE (1954) found in experiments with the
human visual systern, that objects could often
be adequately racognised from a rough outline
sketch. From this finding it was concluded that
the most information about an image is
contained in and around the edges of objects in
the image. Object edges in an image can be
detected by analyzing the changes in light
intensity in the image. If only the data
representing the edge points are kept, and the
rest of the data discarded, marked reductions in
image data is possible, while the information
content changes very little.

GOUWS (1988a) conducted a literaturs survey,
and analyzed seventeen publications on edge
enhancement techniques and algorithms
(CHANDA et al {(1985); DELP & CHU (1985);
DRESCHLER & NAGEL (1883); GEUEN (1983);
GU & HUANG (1985); JACOBUS & CHIEN
(1981); KUNT et al (1985); LIEDTKE (1983);
LUNSCHER & BEDDOES (1986); MERQ (1981);
MITICHE & AGGARWAL (1983); RAMER
(1975a,b); SHIPMAN et al (1984); SHIRAl &
TSWJI (1972); TORRE & POGGIO (1986);
VERBEEK et al (1987)). Many of the algorithms
discussed In these publications are claimed to
be “optimal” or “the best” - e.g. GEUEN (1983,
p.492); LUNSCHER & BEDDOES (1986, p.311).
Such claims are however very subjective, and
the applicability of an algorithm to a specific
scene, depends on a large number of factors.

From the literature survey, it was concluded that
edge enhancement operators can broadly be
classified as local operators and regional
operators (in the spatial- or image domain);
and as frequency domain filters.

Local operators scan the imaga, and aperate on
a small area at each scan position. The main

disadvantage of a local operator is that
enhanced edge pixels are "loose standing” - i.e.
there is no direct relationship between the
results obtained at two consecutive scan
positions. These operators are relatively simple
- which has a positive effect on computational
speed. Being localized, these operators are also
well suited for parallel processing.

Local operators typically determine spatial
gradients in Images. Spatial gradients (or
intensity changes) in images can be detected
similar to the detection of changes in algebralc
functions - ie. by differentiation. (Early
examples of this technique can be found in the
work of DINEEN (1955), KANAL & RANDALL
{(1964), and ROBERTS (1965); while later
discussions are presented by BALLARD &
BROWN (1982, pp.76-79); DUDA & HART (1973,
pp.267-272); and NEVATIA (1982, pp.24-28).)

Reglonal operators act on refatively large Image
regions {as apposed to local operators acting
oh only one pixel plus its few neighbours).
Reglonal operators typically compare Image

- sagments with pre-defined data; or use large

areas in an Image in order to compute the
assoclated edge image. Regional operators are
generally more complex to implement than local
operatars.

The third class of operator, Is the frequency
domain filter. In order to apply a filter to an
image, the image must first be transformed from
the spatial domain to the frequency domain.
(Similar to the algebraic Fourier transform.)

In the first part of this appendix, different edge
enhancement operators are discussed - somein
more detail than others. This appendix Is by no
means intended to be a complete discussion of
edge enhancement techniques or of all the
available algorithms; but rather to make visible
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data block (First column;first row) (last column;first row)
number

{first column;last row) {last column;last row)

1 (0;0) (511;0)

{0;31) ' 511:31)

2 (0;32) {511,32)

(0:63) {511,63)

n (3.4,....,15) (0;[n-1]*32) (511;[n-1]*32)

(0;[n*32]-1) (6511;[n*32]-1)

16 {0;480) {511,480}

{0:511) {511,511

FIGURE A.2: File format for grey gcale Image files

A.4 COMMENTS ON MORE
ADVANCED DEVELOPMENT
MODELS

It must be strongly emphasised that the set-up
shown in Figure A.1 is an experimental system,
suitable for the exploration of concepts. This
set-up however contains equipment which will
be redundant in a production model of a
machine vision-based milking robot; and in
other areas it requires extensions of the
hardware and the software.

Colour cameras are used, but the image
processing only makes use of grey-scale
images. Although the equipment is thus more
sophisticated than what is needed, it was
available at a reasonable price; and since it s
completely suitable for the purpose, it was
bought. For a production modet mitking robot,
smaller and less sophisticated cameras will
however be used, Each camera will also have a
dedicated image processor (hardware and
software); while a third Image processor will be
usad for combining the results from the two
cameras and thelr Image processors.
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B.1 INTRODUCTION

ATTNEAVE {1954) found in experiments with the
hurman visual system, that objects could often
be adequately recognised from a rough outline
sketch. From this finding it was concluded that
the most information about an image is
contained in and around the edges of objects in
the image. Object edges in an image can be
detected by analyzing the changes in light
intensity in the image. ¥ only the data
representing the edge points are kept, and the
rast of the data discarded, marked reductions in
image data Is possible, whils the information
content changes very little,

GOUWS (1988a)} conducted a literature survey,
and analyzed seventeen publications on-edge
enhancement techniques and algorithms
(CHANDA et al (1985); DELP & CHU (1985);
DRESCHLER & NAGEL (1983); GEUEN (1983);
GU & HUANG (1985); JACOBUS & CHIEN
{(1981); KUNT et al (1985); LIEDTKE (1983);
LUNSCHER & BEDDOQES (1986); MERD (1981);
MITICHE & AGGARWAL (1983); RAMER
(1975a,b); SHIPMAN et al (1984); SHIRAI &
TSUJI (1972); TORRE & POGGIQ (1986);
VERBEEK et al (1987)). Many of the algorithms
discussed in these publications are claimed to
be "optimal" or "the best” - e.g. GEUEN (1983,
p-492); LUNSCHER & BEDDOQES {1988, p.311).
Such claims are however very subjective, and
the applicability of an algorithm to a specific
scena, depends on a large number of factors.

From the literature survey, it was concluded that
edge enhancement operators can broadly be
classified as local operators and regional
operators (in the spatial- or image domain);
and as frequency domain filters.

Local operators scan the image, and operate on
a small area at each scan position. The main

disadvantage of a local operator is that
enhanced edge pixels are “loose standing” - L.e.
there Is no direct relationship between the
results obtained at two consecutive scan
positions. These operators are relatively simple
- which has a positive effect on computational
speed. Being localized, these operators are also
well suited for paraflel processing.

Local operators typically determine spatial
gradients In Images. Spatial gradients {(or
intensity changes) in Images can be detected
similar to the detection of changes In algebraic
functions - Le. by differentiation. (Eary
examples of this technique can be found in the
work of DINEEN (1955), KANAL & RANDALL
(1964), and ROBERTS (1965); while later
discussions are presented by BALLARD &
BROWN (1982, pp.76-79); DUDA & HART (1973,
pPp.267-272); and NEVATIA (1982, pp.24-28).)

Regional operators act on relatively large Image
reglons (as opposed to local operators acting
on only one pixel plus its few neighbours).
Regional operators typically compare image
segments with pre-defined data; or use large
areas in an image in order to compute the
associated edge image. Regional operators are
generally more complex to implement than local
operators.

The third class of operator, is the frequency
domain filter. In order to apply a filter to an
image, the image must first be transformed from
the spatial domain to the frequency domain.
{Similar to the algebraic Fourier transform.)

In the first part of this appendix, diffarent edge
enhancement operators are discussed - somein
more detall than others. This appendix Is by no
means intended to be a complete discussion of
edge enhancement techniques or of all the
available algorithms; but rather to make visible
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the most important principles, and to point out
the trends In this fiald. For more detailed
discussions, the reader Is referred to the
literature  references cited -  especlally
CHRISTIANSEN (1990) and NEVATIA (1982),
who provide good overviews of the principles of
different operators. (Also refer to the literature
refarences listed in Appendix G under Edge
Enhancement.)

B.2 EDGE ENHANCEMENT
OPERATORS

B.2.1 ROBERTS EDGE ENHANCEMENT
OPERATOR

The Roberts edge enhancement oparator is a
local operator, and makes use of gradient
determination. The magnitude mf(ij} of the
intensity gradient, and the possible direction
e(l}) of an edge, in a digitzed image - with
picture elements ("pixels”) as in Figure B.1 - are
determined as follows:

i(i-1,}-1) f(Lj1y | i+
(i-1,]) 101} f(i+1.J}
i+t | Hij+) | fi+1j+1)

FIGURE B.1: Digitized image _with pixel f(j,j}
and its efght neighbours

m(ljp = [a® + b'” (8.1)

8(ij} = arctan(b/a) + 90° {B.2)

with:- *

a = f{i+nj) - () (B.3)

b = f(,J+n) - (L)) (B.9)

ij: image coordinates (measured in [pixels)
from the image reference point; typically in
the range 0 to 511, or 1 to 512)

(.- gray-scale value of the pixel with
image coordinates (i,])

In order 1o save computational time, the

squares and the squars root in (B.1) are often
avoided by making use of absolute values:

R

mip = |a|] + [b] (B.1a)

(The “n" in equations (B.3) and (B.4) Is a smalll
integer - typically n=1.) Different variations of
(B.3) and (B.4) are used, such as:

a = f{l+n,j+n) - [} (B.5)
b = f(i,]+n) - fi+n,)) (B.6)

When (B.5) and (B.6) are used, (B.2) changes
to:

8(]) = arctan(b/a) + 45° (B.2a)

Once the gradient magnitude has been
determined, it is compared with a threshold
value in order to determine whether the specific
image point can be classified as an edge point
or not. it Is a problem however to determine the
threshold value. Although some algorithms for
automatic determination of the threshold are
discussed in the literature (e.g McKEE &
AGGARWAL (1975); SID-AHMED (1987) and
WONG & SAHOO (1989)), this aspect stilf
requires a lot of research. The best resutts still
seem to be reached by determining the
threshold manually through trial and error.

B.2.2 SOBEL- AND PREWITT EDGE
ENHANCEMENT OPERATORS

The Sobel- and the Prewitt edge enhancement
operators (both local operators) determine the
magnftude of the intensity gradient by equation
(B.7), and the direction of the edge by (B.B):

m{ip = [87 + 8" 8.7
e(]) = arctan(8,/S,) (8.8)
with:-

8, = [fi+1,J1) + CHi+1,)) + f{i+1,j+1)]
- {f@-1,)-1} + CHEA)) + f{-1,j+1))

8, = [ti-1]+1) + CHIj+1) + £1+1,j+1))]
- W) + CHIJ1) + 10+1,11]
..... {B.9b)

. For the Sobel edge enhancement operator,

C=2in (B.9), while C=1 for the Prewitt operator
- refer to NEVATIA (1982, p.102). Again absolute
values - as in (B.1a) - are often used in (B.7).

These operators also require threshold values -
as discussed in Section B.2.1 above.
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B.2.3 THE LAPLACE EDGE ENHANCEMENT
OPERATCR

The Laptace edge enhancement operator s also
a local operator, and It makes use of a second
order differentlation in order to determine the
gradient m{l,J) of an image function f(i,j). 1t can
however not determine the direction of an edgs;
and Image noise is enhanced because of the
double differentiation. One wversion of the
discrete Laplacian, for determining the
magnitude of the Intensity gradiemt, is
(BALLARD & BROWN (1982)):

L) = (i) - 0.25[Kij+1) + 1(ij-1)
+ f(i+1,)) + f(-1,))] (B.10)

This operator also requires a threshold value -
as discussed in Section B.2.1 above.

B.2.4 TEMPLATE MATCHING

This regional operator technique is based on
the definition of a number of standard profiles
(templates) of intensity changes, to be
compared with an image in which edges have
to be enhanced - refer to BALLARD & BROWN
(1982, p.79). Examples of typical binary
templates are shown in Figure B.2. (The
templates can of course also be much larger,
and with different profiles.) The template in
Figure B.2a can be used for enhancement of
vertical adgas, whila that in Figure B.2b Is used
for horizontal edges. (These templates are
sometimes called Kirsch-profiles - BALLARD &
BROWN (1982, p.79).)

0011 0000
D011 0000
000G 11 1111
0011 1111
(a) o)
FIGURE B.2: Examples of templates for edge
enhancement

This method can also be used to find a
pre-defined object In an image. For such an
application, a template is scanned through the
image, and a cotrelation factor is determined for
each template position. It is evident that the
template must match tha object which Is
searched In form, size, orlentation, and intensity.

B.2.5 CANNY OPERATOR

The local operator of CANNY (1980} involves
mathematically obtaining a convolution operator

in the spatial or image domain, of which the
output will satisfy the following conditions:

a. High signal-to-noise-ratlo (S/N) - Le. very
few false indications of edge points.

b. Thin edges - l.e. only one pixel must be
marked for each edge.

Part of this operator involves the use of spatial
differentiation - such as one of the operators
described in Sections B.2.1 to B.2.3 above.

(Besldes the abovementionad literature
reference, CHRISTIANSEN (1990) also presents
an extensive discussion of the Canny operator.)

B.2.6 GEUEN AND LIEDTKE OPERATOR

The Geuen and Liedtke operator is based on
the principles of human contour perception -
refer to GEUEN (1982) and LIEDTKE (1982}. A
bandpass filter, resembling the spatial frequency
rasponse {or Modulation Transfer Function) of
the human eye - refer to SHAPLEY &
TOLHURST (1973) - Is realized by combining
the outputs of different lowpass filters. These
lowpass filters are realized by calculating the
mean values of pixsls within different sized
rectangular windows in an image. (Each filter’s
window is scanned through the image, tine by
line.)

According to GEUEN (1983), the main
disadvantages of this operator are that it
produces wide edge contours, as well as gaps
In the edges.

B.2.7 MARR AND HILDRETH OPERATOR

The Marr and Hildreth operator is also based on
properties of the human visual system, and is
described by HILDRETH (1982), MARR (1982),
MARR & HILDRETH (1980), and MARR &
POGGIO (1979). The operator first makas use of
a lowpass filter action in the spatial frequency
domain, in order to blur edge structures smaller
than a pre-defined threshold, and then it uses
the Laplacian operator (refer to Section B.2.3
above) in order to determine edges.

B.2.8 HUECKEL OPERATOR

A simplified model of an ideal edge - as defined
by HUECKEL (1971, 1973} - is shown in Figure
B.3. An edge at an angle 8 and distance r from
the centre separates two regions of brightness
b and b + h. The aim of Hueckel's operator Is
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to determine the parameters r, 8, b, and h of
the step function that matches best with a given
image region. This is done by scanning the
edge model with different parameter values,
over the image.

M

FIGURE B.3: t late efin
BUECKEL (1971, 1973}

HUECKEL (1971, 1873) was successful In
obtaining a partly analytical method 1o
determine the parameters r, €, b, and h. (The
method first makes use of a low pass filter In
the spatial frequency domain.) The algebraic
detalls of this method are complex however.

B.2.9 O°'GORMAN OPERATOR

Although scanning an Image with the Hueckel
operator produces good results, it has the
disadvantage of being computationally complex
- making it slow. MERS & VASSY {1975) and
O'GORMAN (1978) have therefore modified the
Hueckel operator in order to speed it up.
CHRISTIANSEN & NEL (1989) obtained even
better spaed, by madification of the O'Gorman
operator, (Besldes the abavementioned
literature references, CHRISTIANSEN (1990)
also presents extensive discussions of these
operators and the modifications.)

B.2.10 FILTERING IN THE FREGQUENCY
DOMAIN

The basic pringiples of this technique - as
discussed by NEL (1987) - are the following:

a. A two-dimensional fast Fourier transform
(FFT) is applied to the image, in order to
transform it from the spatial domain to the

frequency domain.

b. Since high frequencies comespand to large
Intensity differences in the image, a
high-pass filter is applied to the frequency
domain image.

¢. The filtered image is then transformed back
to the spatial domain, with only the edges
(or areas of large Intensity changes) left.

According to NEL (1987, p.20) the two major
problems assoclated with this technique are:

a. The method Is very computer intensive -
even for relatively small images.

b. The technique renders different results for
images appearing to be similar.

B.3 CHOICE OF A SUITABLE DATA
REDUCTION AND EDGE ENHANCE-
MENT ALGORITHM FOR USE IN A
MILKING ROBOT

B.3.1 CRITERIA FOR CHOGSING THE BEST
EDGE ENHANCEMENT ALGORITHM

With the different tachniques and algorithms for
edge enhancement in mind, the question arises
as to which one of these techniques will be the
best for application as part of a milking robot.
Unfortunately, the answer Is not obvious, nor
easily obtainable - even when using one of the
various methods described in the literature to
evaluate and compare different edge
enhancement algorithms (p.g. ABDOU & PRATT
(1979); FRAM & DEUTSCH (1975); NEL (1987);
PEL} & MALAH (1982); PRATT {1978); and
SHAW (1979)).

Instead of spending too much time during this
project on the Issue of choosing the best edge
enhancement algorithm, a separate investigation
into this aspect was suggested by GOUWS
(1988a). This gave rise to the research as
reported by CHRISTIANSEN (1990) and
FREESE (1990). This decislon was taken for two
main reasons:

a. The topic covers a vast fleld of research -
which could easlly take up all the time
avaflable for the wider research on milking
robots.

b. Edge enhancement can be Implemented as
a software module of the mitking robot’s

Appendix B: Data Reduction and Edge Enhancament in images for the Mitking Robot
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machine perception subsystam. Such a
software module can easily be upgraded,
should a more sultable algorithm become
available,

CHRISTIANSEN (1990) suggested an evalyation
technique based on a combination of subjective
and non-subjective evaluation criteria:

a. Subjective evaluation. A group of people is
asked to compare the edge images obtained
with different edge enhancement algorithms,
with the original image. The edge Images are
then rated on a scale from 1 (edge image a
very poor representation of the original) to 8
{edge image a very good representation of
the original). The process Is repeated with
several images. The mean and the standard
deviation for each operator are then used as
the subjective rating of the spscific edge
enhancement operator.

b. Non-subjective evaluation. Differant edge
enhancement algorithms are evaluated in
terms of:

i. The quality of its output - e.g. continuity
and thinness of edges; ratio of edges
found to edges missed; and amount of
false edgas indicated.

il. The characteristics of the algorithm - e.g.
speed; and memory usage.

B.3.2 CHOOSING ANEDGE ENHANCEMENT
ALGORITHM FOR A MILKING ROBOT

After performing a qualitative cholee reduction,
CHRISTIANSEN (1990) chose the following five
edge enhancement algorithms to be evaluated
by means of his evaluation technique:

Canny operator (Sectlon B.2.5);

Geuen and Liedtke operator (Section B.2.6);
Marr and Hildreth operator {Section B.2.7);
Sobel operator (Section B.2.2); and
O’Gorman operatar (Section B.2.8).

caoggom

Each of the algorithms were applied to four
different images, after which they were

evaluated by means of the abovementioned
subjective and non-subjective criteria. In this
evaluation, the Sobel operator fared the bast.
(Figure B.4 contains edge images of a cow’s
udder - as obtained with the abovementioned
five edge enhancement algorithms.}

FREESE {1990) compared the performance of
the distributed associative memory (DAM)
operator - implemented by means of neural
netwark techniques (also refer to WECHSLER &
ZIMMERMAN (1988)), with that of the Sobel
operator. After thorough Investigation, it was
concluded that the Sobel operator did not only
deliver better edge Images than the DAM
operator, but it was also much faster.

ELSTER & GOODRUM (1991) bhave also
evaluated several edge enhancement
algorithms, as part of an automated egg sorter.
Their conclusion was: "The use of a Sobel
convolution operator enhanced the image better
than other methods Investigated [...]."

From the results obtained In different
evaluations, It Is clear that the Sobel operator
provides a very suitable solution to the edge
enhancement problem, for the milking robot.

B.4 CONCLUSION

In this appendb, a brief overview of edge
enhancement techniques was presented.
Because the topic Is a vast research field on its
own, it was not addressed In too much detail as
pant of this research project. Prefiminary work
and suggestions by the author did however give
rise to other researchers investigating edge
enhancement - inter alla methods for choosing
the best operator for a specific task. From the
author's own experience, the Sobel operator
was qualitatively chosen to be implemented as
part of the milking robot’s machine perception
subsystem. This qualitative choice was
confrmed by the more extensive, and
scientifically based investigations of other
researchers.
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FIGURE B.4a:

FIGURE B.ab: E ima ined with Geuen and Liedtke operator
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C.1 INTRODUCTION

HOUGH (1962) suggested a technique for
locating lines In a digital image (typically an
edge enhanced image as described in Appendix
B), by mathematically detecting collinear points.
The method Involves the transtormation from
one parameter space/plane (e.g.
two-dimensional image cocordinates} into
another parameter space/plane (e.g. a plane
described by the parameters of a straight line).
{Refer to SILJAK (1968) for a general discussion
of parameter space techniques and
transformations.)

The original method proposed by HOUGH
(1962) was used for detecting parametric curves
in images (e.9g. vy = mx + c). The Hough
transform differs from ordinary curve fitting in
that the former is suitable for detecting multiple
- even overlapping - curves in one image. The
Hough transform was generalized by BALLARD
(1981) for detection of edges with arbitrary
shapes - Le. non-analytic curves. The latter
however makes use of template matching
techniques, limiting its applicability. (Refer to the
discussion of template matching In Section
B.2.4)

From a llterature survey regarding the Hough
transform (refer to Appendix G), it was
concluded that the high level principles are
mosty described, while neglecting the practical
aspecis of implementing the transform.
Furthermore, the applications are often limited
to straight lines. This appendix Is included in
order to provide a theoretical background for
using the Hough transform for localising a
cow’s four teats in an image (Section 3.4.4}.

C.2 DETECTION OF STRAIGHT
LINES

The first exarnple presented In this appendix
llustrates the finding of a straight line In an
image - as shown in Figure C.1. One form of
the equation for a straight line Is shown in

equation (C.1):

R = x.cos8 + y.sing (C.1)
with:- (refer to Figure C.1)

R: shortest distance beiween the line and the
Image plane’s point of reference {measured
in [pixels] in a digltized image)

o: angle of line R relative to one of the axes of
the image coordinate system - [°] or [rad]

XY image coordinates of points on the line

(measured In [pixels] in a digitized
image, relative to the Image plang’s
point of reference)

FIGURE C.1: Line as represented by eq.(C.1)

In equation (C.1) there are four variables,
namely X, v, R, and 8. By varying © between
0° and 360°, each image point (x,y) In an edge
enhanced Image, can be transformed into a
curve in the R-8 plane, If N curves in the R-6
plane intersect, that is an indication that there
are N collinear points in the image. The R-@
values at the intersection represent the distance
R of the line from the image plane's origin, and
its angle © - as defined In Figure C.1.

If there are distinctive lines In an image (i.e.
definite collinear paints), the Hough transform
will detect such callinear points, Irrespective of
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the distances betwean the individual points on
the line. This feature makes the Hough
transform insensitive for gaps in edge enhanced
lines in Images; or for image noise in digitized
pictures.

Equation (C.1) is preferred, instead of
¥y = mx + ¢, for detection of straight lines by
means of the Hough transform. For determining
m = (y-c)/x, parameter ¢ has to be stepped
through a large range of values (theoretically
between -= and +«); white 8 of {C.1) Is limited.

As an example, consider the pixel map of a
binary image with two distinctive lines in it,
shown in Figure C.2.

o

1234867 8 B 1011121314151017181020

000000010000000000D 1
6oc0600013000000Q0001T0
0000Q00100000000010Q0
00000001000000001000
0a060001000000010000
00000001000000100000
00000001000001000000
00000001000010000000
000000010001000000090
00000001001000000000
00000001010000000000
00000001100000000000
00000001000000000000
00000011000000000000
00000101000000000000
00001001000000000000
00010001000000000000
00t10000100000000000G0
01000001000000000000
1000000%000000000000

FIGURE C.2: Pixel map of a simple 20x20
binary image

The top left corner of this image Is chosen as
the reference point; and @ Is measured anti-
clackwise, relative to the vertical axis {polnting
downwards}, and towards the shonest lines
between the origin and the lines in the image
{as defined in Figure C.1). R, and R, are defined
and calculated as follows:

D N B N

P L L O By
SOU*IGD&GM-O

a. The shortest line between the reference

point and the vertical fine, intersects the
vertical line at image coordinates (8;0).
Therefore R, = B.

b. The shortest line between the reference
point and the Inclined ling, intersects the
line between the two pixels with image
coordinates (11,10} and (10;11). A pseudo
pixel with coordinates (10,5;10,5) is defined
at the intersection, from which R, is
calculated as R, = (10,52 + 10.52)‘? =
14,85,

In terms of the definitions given abovs, and in
Figure C.1, the parameters of the two lines in
Figure C.2 are:

(R,8,) = (8:90°) (C.2a)
(R.;8,) = (14,85;45°) (C.2b)

In order to parform line detection by means of
the Hough transform, the following algorithm Is
typically used:

forx = 1tox,,,
fory = 1t0 Y
if fxy) > 0 then
for 8 = 0 to 180 step 66
R = x*cos(@) + y*sin(©)
R1 = round(R)
A(R1,8) = A(R1,6) + 1
next &
end if
next y
naxt x

The statement f f(xy) > 0 then" ensures that
the algorithm only operates on pixels which
have grey-scale values other than zero (i.e. the
edge enhanced pixels In an image}. A(R1,8) Is
an accumulator array, keeping record of the
number of occurrences of a specific value of R1
(which Is R, rounded to the nearest Integer) for
each value of . To Implement such an
accumulator array Is not without a faw minor
problems however. R Is calculated from (C.1),
which does not necessarily result in positive
integer values (as Is nomally required for an
accumulator index). Posltive real values of R are
therefore rounded to the nearest integer; while
negative values of R are discarded, since they
ropresent possible lines not falling in the given
image plane.
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FIGURE C.3: Iimages for illustration of the linear Hough {ransform
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R = x.cos{thela) + y.sin{theta)

25

i
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FIGURE C.4: Hough trangform curv

nhan image as in Fi C.

Each bin In the accumulator array must be
capable of holding all the values assigned to It.
For locating straight lines in an image of 512 x
512 pixels {typlical video image), with the arigin
at one of the image's corners, R, = 724. The
resulting size of the accumulator array Is 724 x
{180/88). Such a large accumulator array can
cause computer memory problems. In this
research, a trick that was found to work well
(depending on the nature of the image
analyzed) Is to consider only each n-th pixel In
the image (typically every second or third one),
thereby scaling down the required accumulator
size by 1/n. This trick works since the Hough
transform is not sensitive for gaps inthe lines to
be detected.

Appendix E contains the summary of a simple
PC-MATLAB program SOBHOU.M which was
used to lllustrate the above principles by making
use of the binary image in Figure C.2, with
added image noise. The program is used to
execute the following steps:

& A simulated 20x20 pbel image is generated
by adding a matrix of random numbers
(between 0 and G,1) to a matrix of numbers
as shown in Figure C.2. A mesh diagram of
the "nolsy” image is shown in Figure C.3a.

b. The program then makes use of the Sobel
operator to enhance edges In the image
{refer to Appendix B). A simple plan view of
the edge directions Is shown In Figure C.3b.
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(Note that two lines are shown for each
edge. This is because the Sobs! operator
detects both the transition from the
background to the line, and ihe transition
from the line to the background.)

c. Next the Hough transform, as described in
the simple algorithm above, is applied to
the edge enhanced Image - resulting in the
set of curves shown in Figure C.4.

From the curves in Figure C.4 it is derived that
the edge enhanced image contains four sets of
collinear points - characterised by the (R;8)
values of the four distinctive node points In the
figure. By inspection, the following (R:8) values
are derived from the node points in Figure C.4:

{R.8,) = (14,15 ; 45°) (C.33)
(R.:8,) = (15,55 ; 45°) (C.3b)
(R0, = (7; 90°) {C.3c)
(Rs:8,) = (@;90°) (€.3d)

The values In equation (C.3) describe the edge
lines as rapresented in Figure C.3b. When the
average values of (R,;8) and (R,;8,), and
(R.8.) and (R;8,) are calculated, they
correspond to the parameters in equation (C.2).

When the meaxima in the accumulator array (as
used in the program SOBHOUM) are
determined, the exact values as in equation
{C.3) are not obtained, for the following
reasons:

a. The accumulator array makes use of
rounded values of R as one of its indexes.
Therefore only integer values of R can be
derived from the accumulator array.

b. Due to the rounding of R values, false node
points can be indicated.

The (R;6} values derived from the accumulator
array are;

(R,8,) = (14 ;45°) (C.4a)
(R:8) = (16 ; 45°) {C.4b)
Rg8y) = (7 :90°) (C.40)
(R..8,) = (9;90°) ({C.ad)

The abovementioned problem is less serlous In

larger Images, where the typlcal ratlo of
raunding error to line distances will be smaller.

C.3 DETECTION OF CIRCLES

The detection of circles by means of the Hough
transform Is slighty more complex than
detecting straight lines. This is because in
general a circle has thrae parameters; and thus
requires a three-dimensional accumulator array.
The generat equation for & circle ls:

k-xP+y-y)f ="~ (C5)
with:-
r radius of the circle {measured in

[pixels] in a digitized image)

X,y transiation of the circle’s centre, relative
to the image plane’s reference point
[pixels]

Xy image coordinates of points on the
circle [pixels]

A three-dimensional array Is required in the form
Afr .y in order to perform circle detection by
means of the Hough transform. Although It is
possible to form such an array, not all computer
languages support such a structure - with
PC-MATLAB being one that does not support it.
In order to overcome this problem, an array of
two-dimenslonal accumulators can he used.
However, such a systemn requires good
management of the data In the arrays.

Appendix E containg the summary of a
PC-MATLAB program HOUCIR.M written to
Hlustrate the detection of circles. The program
executes the following steps:

a. Asimulated 20x20 pixel Image Is generated,
based on values of {rx,y,), specified by the
yser. The example in the program uses the
values:

(rix;y)=(7:8;10) (C.6)

b. Next the Hough transform is applied to the
image. Ranges of relevant values are
chasen for y, and x. For sach value of y,
the values of x, x, and y, are stepped
through thelr full ranges; and ris caloulated
from (C.7):

F=(-%)° + {y-y))" (€7
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x : original circle;

¢ calculated circle
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accumulator array Afr,x) are Incremented.
Once all x, x, and v have been used, the
maximum value of the A{r,x) accumulator is
determined. The Indexes of A at the
maximum, and the specific value of y,
represent possible circles In the image, of
radius r, and displaced from the otigin by x;
and y,. These values are stared for later
use.

The latter step Is repeated for alt chosen
values of y,. (The same accumulator array
is initlalised and Is re-used for every y,.)

The last step Is to determine the maximum
of all the maxima (as determined in steps
(c) and (d)); and the X, y. and r
carresponding to this maximum. These

X

FIGURE C.5: Circle {solld line) derived form the Hough transform applisd to the pixal Image (x)
¢. For a specific value of y, the values of an

three parameters are the most likely
parameters of a circle in the image. By
means of the program HOUCIR.M - which
implements the above steps - the exact
parameters as in (C.6) were derived. Figure
C5 shows the simulated edge pixels
(denoted by x), representing the input
image; while the solid fine circle was drawn
from the parameters derived from the
accumulator arrays. {From this example, it
is confirmed that the Hough transform Is
not sensitive for gaps in the pixel image;
nor is it influenced by the discrete nature of
the Image.)

C.4 DETECTION OF PARABOLAS

The detaction of parabolas by means of the

Appencdix C: The Hough Transform
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Hough transform is even more complex than
detecting circles, due to one more parameter
being added. A four-dimensional accumulator
array Is therefore required - which is not a
simple matter. (In the Turbo Pascal 5.5
Handbook, SWAN (1989, p.106) says: "Be
careful when declaring multidimensicnal arrays
not to get carrled away. While you can have up
to 255 multiple dimensions in Turbo Pascal,
there are few cases where more than three do
much good.” Furthermore, even if a multl-
dimensional array might be used, there s a limit
on its overall slze - due to computer memory
limitations.)

Consider a parabola {in an axes system termed
X, and y,) as represented by equation {C.8):

¥ = ax? {C8)

i the x,y,-axes are now rotated by an angle 8,
and displaced by (x.;y,), refative to a fixed set of
xy-axes, then the (y) coordinates of this
rotated and displaced parabola is given by (C.9)
- GOLDSTEIN (1978, p.99).

X = X,.co80 + y,.8in® + x, (C.0a)
Yy = X,.8In8 + y,.cose + vy, (C.9b)
with;-

X,¥: image coordinates of points on the
parabola (measured in [pixels] w.r.t. the
fixed xy-axes)

X,¥,: Image coordinates ¢of points on the
parabola (measured in [pixels] w.r.t. the
moving X,y,-axes)

X.¥: translation of the x,y,-axes relative to
the fixed xy-axes

e angle of rolation of the x,y,-axes
relative to the fixed xy-axes - [*]

In order to localise and describe a parabola
such as represented by (C.8) and {C.9), four
parameters are required, with a resulting
accumulator array Afa;9;x;y,). Again, the
problem of a multi-dimensional accumulator
array can be overcome by making use of
multiple two-dimensional accumulators. For
detecting parabolas, such a system requires
even better management of the data in the
accumulators, than for detecting circles,
however.

Appendix E contains the summary of a
PC-MATLAB program HOUPAR.M written to
llustrate the detection of parabolas. The
program executes the following steps:

a. A simulated pixel image of a twisted and
displaced parabola is generated, based on
values of {(a;@;x;y), specified by the user.
(The image is "contaminated" with a straight
line, in order to show that the Hough
transform is not hampered by other curves
in'the Image.) The example in the program
uses the following parameter values for the
parabola:

{@e:x:y) = (0.2, 10°; 11, 17) {C.10)

b. Next the Hough transform Is applied to the
image. Ranges of relovant wvafues are
chosen for 8, a, and x,. These three values
are used as parameters in threg layers of
for () = (g 10 () JOOPS. Within
these three loops, vy, is calculated for each
@, a, x, x, and y, by making use of {C.11}.
{Because of the rotation of the parabola,
two values of y, can result at each
calculation point - therefore the two
equations in (C.11).)

c. For a specific value of 9, and a specific
value of a, the values of an accumulator
array Ay,x,) are incremented. Once all x,,
x, and y have been used, the maximum
value of the accumulator is detarmined. The
indexes of A at the maximum, represent
possible y, and x, values; and are stored
with the specific values of 8 and a, for later
use.

d. The latter step Is repeated for all chosen
values of a; and the whole process is then
repeated for all chosen values of 8. (The
same accumulator array is initlalised and is
used every time.)

e. The last step is to determine the maximum
of all the maxima (as determined in {c) and
{d); from which the most ikely parameters
of a parabola in the image are derived.

With the program HOUPARM, the exact
parametars as In (C.10) were derived by means
of the above steps; while the presence of the
straight ling in the Image had no influence at all.
Figure C.6 shows the simulated edge pixels
{(denoted by x for the parabola, and by o for the
straight fing), representing the input image;
while the solid line parabola was drawn from the
parameters derived from the accumulator
arrays. (Again it can be seen from the example
that the Hough transform is not sensitive for
gaps in the pixel image; nor for the discrete
nature of the imags.)
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FIGURE C.s: Parabola (solid line) derived from the Hough transform applied t¢ a pixel image
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C.5 CONCLUSIONS

The localisation of different types of parametric
curves by applying the Hough transform to
edge enhanced images, was illustrated in this
appendix by means of examples. The
Insensitivity of the Hough transform for gaps in
the edges, and for discretisation noise was also
iNustrated.

Detection of curves such as circles and
parabolas require multi-dimensional
accumulator arrays. This Is a problem in some
computer languages, and it also requires
extensive computer memory. Although it was

flustrated that some of these practical
difficulties can be overcome by means of well
planned data management - e.g. by using
multiple two-dimenslonal accumulator arrays -
there are still problem areas which require
further research.

The detection of parabolas - rotated and
displaced from the origin of the reference axes -
is of special importance in the miking robot
context, since the edge enhanced images of a
cow's teats resemble parabolas. This aspect is
addressed in more detail in Chapter 3 - making
use of the information presented In this
appendix.
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In this appendix, a humber of terms which are used In the dissertation, are brlefly explained. The
dictionary of terms Is included since the dissertation covers a numbat of topics which are not commonly
related - such as agricultural automation; dalry automation; machine perception; robotics; and control
systems theory and application. The dictionary Is by no means complete, but is meraly an attempt to
explain some of the most important terms.

Some of the explanations are purely the author's own definitions, which might differ slightly from that
found in a dictionary or in the literature. This is done in order to adapt to the specific context in which
the terms are used in the dissertation. (Underlined words in the explanations are included somewhere

else in the dictionary.)

TERM

EXPLANATION

Action volume

Volume in which a milking robpt must be able to operate.

Actuators Converters from various types of energy to mechanical energy (e.g.
electrical motors, or hydraulic cyfinders).

Agronomy Cultivation of sall by farmers.

Agro-socio-economic | Social and economic factors related to the agricultural sector of a specific

community.

Animal husbandry

The housing, feeding, breeding, and utilisation of farm animals.

ASAE

American Society of Agricultural Engineers; 2950 Nites Road, St.Joseph,
Michigan, L.S.A.

Automation

The enhancement or replacement of muscle-, sensing-, and mental power,
by means of a machine. in the case of an automated process, very little
or no inputs and supervision are required from an operator {depending on
the level of automation). Sensors are used to observe the machine's
actions, while a computer is used to generate commands, and to make
control decisions. SULTAN & PRASOW (1964) define automation as *...J
the use of machines to run machinaes’. The term mechanigation is often
wrongly used as a synonym for automation.

Bit

Acronym for "binary digh". A bit Is either a "0" or a "1*; and is used In
computers for the representation of numbers. (Refer to pixels below.)

Control system

A device which regulates the flow of energy, matter, or other resources -
by making use of feedback principles. It devefops a manipulated variable,
based on a command signal. (Refer to ANSI (1963, 1966) for a complete
list of terminology for control systems.)

Edgel

Acronym for "edge pixel". Edgels are the pixels in an edge enhanced
image (refer to Appendix B).
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TERM

EXPLANATION

Feedback control

The principle of comparing a system’s actual output with the desired
output, and of controlling the system's output, based on the difference
between these two quantities. (The principle was first formulated by
BLACK (1934).)

IEEE

Institute of Electrical and Electronics Engineers, Inc.; 345 East 47 Street,
New York, U.S.A.

IMAG

instituut voor Mechanisatie, Arbeid en Gebouwen Mansholtlzan 10-12,
Wageningen, The Netherands

Image processar

Speclal form of a glgnal processor, used for processing and conditioning
of computerized images.

individual quarter
milking machine

A milking machine for which the vacuum levels of the four teatcups can
be individually controfled. With such a machine, the four quarters of a
cow’'s udder can be milked Individually, and the rate of milking can be
adapted to the characteristics of the individual teats.

Lactation The period during which a cow produces milk {normally in the order of
300 days, after which she must first give birth to a calf again).
Limit cycle Sustained oscillation in a servomechanism - even in the absence of an

input to the system. This phenomenon is caused by non-linearities (such
as gear backlash, electronic saturation, etc.) in control systems. (Refer to
SHINNERS (1979, p.397), or to GOUWS (1985) for examples.)

Machine perception

Perception by a computer, based on signals from one or more sensors. A
machine perception system typlcally conslsts of one or more types of
sensors (such as television cameras, ultrasonic sensors, Infrared sensors,
radar, tactile sensors, etc.), and a signal processor.

Machine vislon

Percaption by a computer, based on visual sensory inputs - GEVARTER
(1984, p.87). A machine vision system typically consists of one or more
television cameras, and an jmage processor. (Machine vision is thus a
subset of machine perception.)

Mechanical
manipulator

Electronically or computer-controlled mechanical arm and/or hand, used
for manipulation of objects.

Mechanisation

The enhancement or replacement of muscle power by means of a
machine. A mechanised process requires an operator to generate
commands, to ohserve the machina’s actions, and to make decisions in
orcler to control the machine’s execution of a task. The term gutomation Is
often wrongly used as a synonym for mechanisation.

Milking machine

Machine used to extract milk from the udder of a cow. {For a complete
list of terminclogy for milking machines, refer to ASAE (1987b,
pp.119-121).)

Milking machine
cluster

Group of four teatcups.

Milking robat Machine used for automatically {i.e. without human aid) attaching the
teatcups of a milking machine to the teats of a cow.
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TERM EXPLANATION

Monte-Carlo In contrast to the analytical sclution of a problem with many variables
simulation (e.g- determination of the sensitivity of a camera model to small
changes/errors in the data used to derive the model), the Monte-Carlo
method is a stochastic simulation of the probiem, in which random values
(within pre-defined bounds) are assigned to the varables. The simulation
is repeated a large number of times, and conclusions are then drawn from
the average and the standard deviation values.

Pattern recagnition The term is used In the context of machine perception, where It refers to
one of the steps involved In interpreting scenes and images.

Pixel Acronym for "picture ¢lement”. In order that an image can be displayed on
a video monitor, the Image must be digitized. Such an image typically
consists of an array of 512 x 512 pixels, each represented by an 8 bit
number (i.e. discretized in 2° = 256 grey levels).

Robot The technology of electronically or computercontrolled mechanical
manipulator systems or automatons which are able to perform activities
and intellectual functions originally performed by man - NEUHEUSER
(1989).

SAE Society of Automotive Engineers, Inc.; 400 Commonwealth Drive,
Warrendale, PA 15096-0001, U.S.A.

Servomechanism A combination of the words "servant™ and "mechanism®, which refers to

any system in which feedback Is used in order to realize a gontrgl system.
(Refer to HAZEN (1934).)

Signal processor Circuits and algorithms Implemented for conditioning and processing of
signals derived from sensors. (A digital signal processor Is implemented
by means of computer hardware and software, while an anal‘og signat
processor makes use of analog electronic filters.)

Teatcup Rubber lining within a metal shell, fitting over a cow’s teat, in order to
extract milk from the teat (Refer to CASTLE & WATKINS (1979,
pp.163-165), for a complete description of the milking process.)

Udder Mitk-gltand of a cow, with four teats (designated left front, right rear, etc.).
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E.1 PC-MATLAB PROGHAMS .......itirreiinnrnrosennecennesusnnsannns 139

E.1.1

CAL2D.M - DETERMINATION OF A TWO-DIMENSIONAL CAMERA MODEL,
AND VERIFICATIONOF THEMODEL ... ...... ... ... i .. 138

E.1.2 CALSM - CALIBRATION OF TWOQ CAMERAS IN A STEREC VISION SET-UP . 139
E.1.3 THREE-D.M - LOCALISATION OF A THREE-DIMENSIONAL POQINT, FROM

TS STEREO IMAGE COORDINATES, AND FROM THE CAMERA

MODELS DERIVED BY MEANS OF CALBM .. ............c0oveinvnnn 139
E.1.4 MONTEM - SENSITIVITY ANALYSIS OF THREE-DIMENSIONAL SCENE

DESCRIPTION ... i it it ittt e na e uan 140
E15 SOBHOUM - ILLUSTRATION OF THE SOBEL EDGE ENHANCEMENT

OPERATOR AND THE HOUGH TRANSFORM .. ...................... 140
E.t.56 HOUCIR.M - LOCALISING A CIRCLE IN AN IMAGE BY MEANS OF THE

HOUGH TRANSFORM . ... ... . .. it i eae e 140
E.1.7 HOUPARM - LOCALISING A PARABOLA IN AN IMAGE BY MEANS OF THE

HOUGH TRANSFORM . ... ... . . i e e e 140
E.1.8 HOUARTM - LOCALISING AN ARTIFICIAL COW'S TEATS BY MEANS OF

THE HOUGH TRANSFORM AND MANUALLY DETERMINED EDGE

COORDINATES ... .ttt i e e e e e 140
E.1.9 PLOTART.M - PLOTTING AN ARTIFICIAL COW'S TEATS AND THE

CORRESPONDING HOUGH PARABOLAS . .. ... ......... ... ... ..... 141
E.1.10 HOUART1.M - LOCALISING AN ARTIFICIAL COW'S TEATS BY MEANS OF

THE HOUGH TRANSFORM AND SOBEL OPERATOR DETERMINED EDGE

COORDINATES ... ..ttt it iir it ea i et cn i iar i ineranrran 141
E.1.11 PLOTART1.M - PLOTTING AN ARTIFICIAL COW'S TEATS (FROM SOBEL

OPERATOR) AND THE CORRESPONDING HOUGH PARABOLAS ......... 141
E.1.12 STECORM - STEREQ CORRELATION ............. ... ... .. c...... 141
E.1.13 ARMDES.M - STATIC DESIGN AND ANALYSIS OF THE ROBOT ARM ...... 142
E1.14 ACTDESM-DESIGNOFTHEACTUATORS ......... ... 142
E.1.15 ARMSIMM - DYNAMIC DESIGN AND ANALYSIS OF THE ROBOT ARM ... .. 142

E.2 TURBO PASCAL PROGRAMS ....... Ceerenans errrras P reeeeaaaeaaaas 143

€21 GRABPAS- GRABBINGANIMAGEFRAME ................ ... 00uns 143
E.2.2 VIDEOREA.PAS - TRANSFERRING AN IMAGE FROM THE VIDEC

MONITOR TO THE DATASTORAGE UNIT ... ... ... ... oiiiuviinnnsn 143
E23 IMPROCPAS-IMAGEPROCESSING ........................ covien 143
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E.1 PC-MATLAB PROGRAMS

E.1.1 CAL2D.M - DETERMINATION OF A
TWO-DIMENSIONAL CAMERA MODEL, AND
VERIFICATION OF THE MODEL

& Purpose/Description:

- Determination of a two dimensional
camera model (camera calibration} for
points in a plane.

- Vaerification of the camera model.

b. lnpyts:

- Two-dimensional world coordinates (x,y)
of four calibration points in a plane -
measured In [mm)], relative to a world
reference point.

- Image coordinates (UV) of the four
calibration points - measured In [pixels],
relative to an image reference polnt.

- Two-dimensional world coordinates of
five verification points (x,.yJ [mm].

- Image coordinates (U,.V,} [pixels] of the
fiva verification points.

- Two-dimensional camera model -
x=m.U+c;andy = m,V + c,

- Graphs of measured x versus measured
U; calculated x versus measured U;
measured y versus measured V; and
calculated y versus measured V.

- Values of x and y - calculated from the
camera model and the measured Image
coordinates of the verification points
{TA'AR

- Comparison of the latter with the
measured varlfication values (x,y,).

- Calculation of absolute error between
calculated (x,y) and verification values
(%o

E.1.2 CALeM - CALIBRATION OF TWO
CAMERAS IN A STEREO VISION SET-UP

a. Purpose/Degcription:

- The program uses six sets of three-
dimensional world coordinates (x.y.z);
and two-dimensional image coordinates
derived by means of two cameras in a
stereo vision set-up - (U,V) and (U.V)
respectively - to determine the camera
models as described In “Sectlon
3.4.3.2.2.2 of the disserntation.

- Six further sets of such points are used
as ‘verffication points®, to verify the
derived models.

b. Inputg:

Three-dimensional word coordinates of
twelve points (x,y,z) - measured in [mm)]
relative to a world referance point.

Two sets of two-dimensional image
coordinates (left- and right camera) for
each of the twelve points - measured in
[pixels].

Mathematical models of the two cameras.

{Twelve camera parameters are derived for
each camera, representing the elements of
matrix C In (xy,2,1)C = (UL VLY - referto
equations (3.6), (3.18) and (3.19) In the
dissertation.)

E.13

THREE-D.M - LOCALISATION OF A

THREE-DIMENSIONAL POINT, FROM ITS
STEREO IMAGE COORDINATES, AND FROM
THE CAMERA MODELS DERIVED BY MEANS

OF CALG.M
a. Purpose/Description:

This PC-MATLAB program makes use of
stereo viglon tachniques and the camera
model described by BALLARD &
BROWN (1982, p.485) to determine the
three-dimensional world coordinates of
a point, from two sets of Image
coordinates.

Verification of the calculated three-
dimensional world coordinates.

b. Inputs:

C.

Camera models derived by means of
CALS.M.

Stereo Image coordinates of a point.
Choice of camera model verlfication
methods,

Cholce of route to follow for calculation
of {x,y,2) from the two camera models,
and the stereo Image coordinates.
(Refer to Section 3.4.3.223 of the
dissertation.)

Three dimenslonal world coordinates
corresponding to the stergo image
coordinates of a peaint. (These world
coordinates are calculated in the same
frame of reference as the world
coordinates used for camera calibration
in CAL6.M.)

Results of the different verification
meathods.

Results of the different calculation routes
for (.y,2).
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E.1.4 MONTE.M - SENSITIVITY ANALYSIS
OF THREE-DIMENSIONAL SCENE
DESCRIPTION

a. Purpose/Description:

The program makes use of a Monte-Carlo
type of simulation in order to determine the
sensitivity of the scene description
process, for random erors In the
measured stereo Image coordinates; and
for randarn errors In the calibrated camera
parameters.

b. Inputs:
- Camera models derived by means of
CALE.M.
- Stereo Image coordinates of one or
more points.

¢ Quiputs:

- Errors in the calculated world
coordinates, due to random errors
(within user-defined bounds) introduced
into the Image formation process (ie.
the stereo image coordinates are
corrupted by noise).

- Ercors In  the calculated world
coordinates, due to random etrors
{within user-defined bounds) introduced
into the two cameras' parameters (i.e.
the camera calibration process is
corrupted by noisa).

E.1.5 SOBHOU.M - ILLUSTRATION OF THE
SOBEL EDGE ENHANCEMENT OPERATOR
AND THE HOUGH TRANSFORM

a. Purpose/Descriptign:

- The first part of the program generates
a simulated Image with two crossing
lines in it, and then uses the Sobel
operator for enhancement of edges In
the image.

- The second part uses the Hough
transform to determine the gradients
and positions of the lines in the edge
enhanced Image.

- (Refer to Saction C.2.)

b. Inputs:
Parameters of two straight lines in a
simulated image of 20x20 pixels.

E.1.6 HOUCIR.M - LOCALISING A CIRCLE IN
AN IMAGE BY MEANS OF THE HOUGH
TRANSFORM

a. Purpose/Description:

- The first part of the program generates
a simulated image with a circle in it.

- The second part uses the Hough
transform to determine the radius and
the position of the circle.

- {Refer to Section C.3.)

b. Inputs:
Parameters of a circle, for generation of a
simulated image of 20x20 plxels,

Ouiputs:

Calculated radius, x-offset, and y-offset of
the circle - refative to the image reference
point.

E.1.7 HOUPARM - LOCALISING A
PARABOLA IN AN IMAGE BY MEANS OF
THE HOUGH TRANSFORM

a. Pumose/Description:

- The first part of the program generates
a simulated image with a rotated
parabola in it.

- The second part uses the Hough
transform to determine the parameters
of the parabola In the simulated image.

- (Refer to Section C.4.)

b. Inputs:
Parameters of a parabola, for generation of
a simulated image.

Qutputs:

Calculated width factor, x-oftset, y-offset,
and rotation angle of the parabola - relative
to the image reference point.

E.18 HOUART.M - LOCALISING AN
ARTIFICIAL COW'S TEATS BY MEANS OF
THE HOUGH TRANSFORM AND MANUALLY
DETERMINED EDGE COCRDINATES

a. Pur Description:

- The first patt of the program shows
simple edge images of four teats on an
artificial udder. The edge pixels were
determined manually by means of a

¢.  Qutputs: cursor oh an edge enhanced image of
- Edge enhanced image. the udder (Program IMPROC.PAS); and
- Parameters (distance from image origin, then read into this program.
and gradients) of tha two lines. - The second part uses the Hough
transform to fit parabolas to the image;
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and to determine the image coordinates
of the teat endpoints.

b, Inputs:
Image coordinates of the edge pixels of an
artificlal cow's teats. (Between six and
twelve pairs of image coordinates were
determined for each teat - refer to Table
3.12 in the dissertation.)

c. Quipuyts:
- Caloulated parameters of parabolas
matching the teat Images.
- Calculated image coordinates of the teat
endpolnts.

E.1.8 PLOTART.M - PLOTTING AN
ARTIFICIAL COW'S TEATS AND THE
CORRESPONDING HOUGH PARABOLAS

a. Purpose/Description:

- This PC-MATLAB program Is used to
plot the image coordinates (derived with
a cursor on the image) of an artificial
cow's teats; and superimposed on it the
parabolas derived by means of the
Hough transform {from program
HOUART.M).

- (Becauss HOUART.M takes long to
generate data, PLOTART.M is used to
plot the data generated and stored by
means of HOUART.M.)

b.  Inputs:
- Image coordinates of edge pixels on the
artificial cow’s teats.
- Parameters of the parabolas matched to
the teats (calculated by means of
HOUART.M).

Outpyt:

Plot showing the calculated parabolas
superimposed on the image of the four
teats.

E.1.10 HOUART1.M - LOCALISING AN
ARTIFICIAL COW'S TEATS BY MEANS OF
THE HOUGH TRANSFORM AND SOBEL
OPERATOR DETERMINED EDGE
COORDINATES

a. Purpose/Description:

- The first part of the program shows
edge images of four teats on an artificial
udder. The edge pixels were determined
by means of the Sobel edge
enhancement operator (Turbo Pascal
Program IMPROQC.PAS}; and then read

into this program.

- The second part uses the Hough
transform to determine the Image
coordinates of the teat endpoints.

b. Inputs:
Image coordinates of the edge pixels on
the artificiai cow’s teats. (These
coaordinates were determined by means of
the Sobel edge enhancement operator In
Program IMPROC.PAS.)

¢ Quiputs:

- Calculated parameters of the parabolas
fited (by means of the Hough
transform) to the edge enhanced teats.

- Calculated coordinates of the teat
endpoints.

E.1.11  PLOTARTI.M - PLOTTING AN
ARTIFICIAL COW'S TEATS (FROM SOBEL
OPERATOR) AND THE CORRESPONDING
HOUGH PARABOLAS

a. Purpose/Description:

- This PC-MATLAB program is used to
plot the edge enhanced images
(determined by means of the Sobel
operator} of an artificlal cow’s udder;
and superimposed on it the parabolas
derived by means of the Hough
transform (from program HOUART1.M).

- (Because HOUART1.M takes long to
generate data, PLOTART1.M is used to
plot the data generated and stored by
means of HOUART1.M.)

b. Inputs:
- Image coordinates of edge pixels on the
artificial cow’s teats.
- Parameters of the parabolas
corresponding to the teats (calculated
by means of HOUART1.M).

c. Output:
Plots showing the calculated parabolas
superimposed on the images of the four
taats.

E.1.12 STECOR.M - STEREQC CORRELATION

a.  Purpose/Description:

- This program correlates points in stereo
images, by making use of two-
dimensional camera models. (The points
do not have to appear in the same
order In the two Images.)

- Thetwo-dimensional camera models are
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used to calculate values of y and z for
values of x chosen within its typical
range. These (xy,z) values are
somewhere on the line passing through
the image point (on the camera's
imaging plane), the camera’s focus
point, and the world point. Only for the
true x value of the world point, the
models will render the (y,2) values of the
world point. For any other value of x,
the models will render the (y.2) values at
the point where the line between the
image point and the word point
intersects the y-z plane at that specific
value of x.

- The comelation is done by means of
matching the y and z coordinates
calcutated from the two sets of image
coordinates and the two camera
models.

b. Inputs:
~ Two sets of image coordinates - (U, V)
and (U,V,).
- Range of typical values for x.

¢ Qutputs:

- Calculated y and z coordinates for each
of the chosen values of x.

- Table with correlation of y and 2
coordinates calculated from left
camera’s Image, with y and 2z
coordinates calculated from right
camera’s image.

- Table with correlation of image points in
left image, with image points in right
image.

E.1.13 ARMDES.M - STATIC DESIGN AND
ANALYSIS OF THE ROBOT ARM

a. Purpose/Description:

- Mechanical desigh of a cartesian arm
for the milking robot.

- The program makes use of strength of
materials principles for the mechanical
design and analysis of a carteslan arm
for the milking robot. (A number of
approximations are used, decreasing
the accuracy of the results. The aim of
this program is howevar only to provide
approximate figures - within +10%
accuracy - of the static behaviour of the
robot arm, under worst case
conditions.)

b. [hputs:
- Choice of material to be used for the

arm segments (aluminium or steel).

- Length of each arm segment.

- Allowable deflection of the hand’s
mounting point.

- Position and width of slots in the arm
segments.

- Preferred outer dimension of the arm
segments.

- Estimated maximum concentrated load
at hand’s mounting point.

c. : -

- Inner dimension of the hollow squars
beams.

- Actual deflactions (due to various
bending and torsional moments) of sach
of the arm segments.

- Errors in the robot hand’s x-, y-, and 2-
positions due 10 the deflections.

E.1.14 ACTDES.M - DESIGN QF THE
ACTUATORS

a. Purpose/Description:

- The program calculates the required
actuator torque and speed, for the z-
{vertical-) arm segment - based on
parameters such as load mass, gear
ratlo, ete., for three specific DC motors.

- (Only the z-arm segment is considered,
gince It experiences the largest load -
refar to Figure 4.7 in the dissertation.)

b. Ipputs:
- Choice of a specific DC motor (three
options) for the arm segments.
- Proposed speed reduction ratio between
actuator and arm segment.

c.  Qutputs:
Avallable torque and spaed for the chosen
DC motor, compared with the required
actuator torque and speed for the z-amm
segment.

E.1.15 ARMSIM.M - DYNAMIC DESIGN AND
ANALYSIS OF THE ROBOT ARM

a. Purpose/Description:
The program simulates the dynamic
response of the arm segments, of the
cartesian robot arm designed in the
dissertation. (Moninearities such as
saturation, etc. are not considered.)

b. Inputs:
- Choice of arm segment to be simulated,
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- Actuator parameters (for actuator
chosen by means of ACTDES.M).

- Choice of input function {step input,
sinusoldal input, or step input with
sinusoidal input superimpased
thereon).

- Characteristics of the chosen input
function; and simulation time.

- Choice of output (e.g. actuator current,
arm segment speed, arm segment
position, etc.) to be simulated.

c. Qulputs:
System response {time domain) of the
chosen arm segment’s chosen output.

E.2 TURBO-PASCAL PROGRAMS

E.2.1 GRAB.PAS - GRABBING AN IMAGE
FRAME

a. Purpose/Description:

- The main purpose of this Turbo Pascal
program ls to "grab®/freeze an image
displayed on the video monitor, with the
purpose of reading the image frame Into
the computer's data storage unit.

- The program Is also used for changing
the resclution of a frozen image frame.

- The program Is based on some
procedures obtained with the OCULUS
200 frame grabbar card (refer to
Appendix A).

b, Inputy:

- Video images on the video monitor
(displayed directly from a video camera,
or from a video cassette recorder - refer
to Figure A.1 In Appendbc A.)

- Required resolution change.

c. :
- Frozen image frame on the monitor.
- Image frame with changed resolution.

E.2.2 VIDEOREA.PAS - TRANSFERRING AN
IMAGE FROM THE VIDEQ MONITOR TO THE
DATA STORAGE UNIT

b.

Purpose/Description:

- This Turbo Pascal program is used to
transfer a frozen image frame from the
video monitor, to the data storage unit.

- The program is based on procedures
obtained with the OCULUS 200 frame
grabber card.

Inputs:
Frozen image frame on the video monltor.

Qutputs:
Image stored in 16 blocks on disk (see
Figure A.2 for the data file format).

E.2.3 IMPROC.PAS - IMAGE PROCESSING

b.

Burpose /Description:

- This Turbo Pascal program Implements
various image processing algorithms -
including the Sobel edge enhancement
operator.

- The program is based on procedures
obtained with the OCULUS 200 frame
grabber card.

|nputs:

- Image stored in 16 blocks on disk {refer
to Figurs A.2).

- Choica of operation to ba exactted.

Qutputs:

- Display of the grey scale image read
from disk.

- Binary image.

- Cursor on the graphics screen, with
dispiay of cursor position (relative to the
screen’s top left comer - in [pixels]).

- Edge enhanced image (Sobel operatot).

- Edge enhanced image with all single
points {noise) removed.

- Storage of image points on disk.

Appendix E: Summaries of Computer Programs

143




F.1 INTRODUCTION

This appendix contains detalls of the
mechanical design and construction of the
manipulator subsystern of the milking robot. The
designs are based on the different trade-offs
presented In Chapter 4. Although this appendix
cantaing  well-known Information, It is
considered an important part of the dissertation,
since 1t presents a formalized procedurs for the
design of a custom-made mechanical
manipulator.

F.2 DESIGN OF THE ROBOT ARM
F.2.1 FRAME OF REFERENCE

The frame of reference defined in Section
4.2.4.1 for the robot arm, Is the following:

a. Reference point: the geometrical certre of
the robot arm's mounting point.

b. x-axis: horizontal; parallel with the tength of
the stall; and directed towards the stall's
rear end.

¢. y-axis: horizontal; and to the right (when
looking from the robot arm towards the
stall’s rear end).

d. z-axis: vertical and downwards.

F.2.2 ROBOT ARM DESIGN
CONSIDERATIONS

In Section 4.2.3, a caresian robot arm was
chosen as a suitable configuration for the
rilking robot; and Figure 4.7 shows a suitable
cartesian arm for the milking robot. The
following aspects are important for the
construction of the robot arm as shown in

Figure 4.7:

a.

In the rest of this appendix, reference Iis
made to the x-, y-, and z-anm segments,
These names refer to the specific carteslan
arm configuration in Figure 4.7, and its
chosen frame of reference. The z-arm
segment |s the vertical one; the y-arm
segment is the horizontal one attached to
the z-arm segment; and the x-arm segment
is the horizontal one to which the rabot
hand will be attached.

Each arm segment has a bearing block
around it. The z-arm segment is stationary,
with its bearing block moving up and down,
The other two arm segments mave within
thelr bearing blocks. In order to minimize
friction between the arm segment and the
bearing block, the arm segment will run on
roller bearing supported shafts, mounted
within the bearing block - as shown in
Figure F.3.

The actuators are mounted within sealed
contalners for protection against water,
dust, and other adverse environmental
conditions. (The y-anm segment's endpoint
will fit over the x-arm segment’s actuator -
providing even better protection far this
actuator.}

In order to ensure firm coupling betwesn
the arm segments and the bearing blocks,
the arm segments are designed with square
profiles.

In Section 4.2.1.1.b, it was shown that the
milking robot’'s arm must reach 700 mm
along the x-, the y-, and the z-axis (relative
to its mounting position on the right hand
side of the stall's floor).
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F.2.3 MECHANICAL DESIGN OF THE
ROBOT ARM

F.2.3.1 CONSIDERING THE ARM SEGMENTS
AS SIMPLE BEAMS

A number of bending moments and torques will
act on the arm, influencing fts static behaviour.
(In this analysis, disturbance forces - e.g. a cow
leaning against the robot arm - are not
considered.) The mechanical strength of the
arm must be designed such that it wilt not only
withstand these moments and torques; but that
the deflections of tha arm segments will not
cause excessive errors in the robot hand’s
position. Each of the arm segments can be
consldered to be a simple beamn, with its one
end clamped, and the other end free. Each
beam experiences concentrated forces,
distributed forces, and torques acting on it. A
generalized schematic representation of such a
beam is shown in Figure F.1.
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FIGURE F.1: Clamped beam sublected to a
oncentrated load, a distributed | nd twi
lorques

The deflaction of the free endpoint of a heam,
such as the one shown in Figure F.1, due to the
different loads on It, Is given by equation (F.1)
- refer to STEPHENS & BOTHMA (1978, pp.70
& 82):

|| a. Maximum deflection due to a concentrated

load:

d, = W.LY/GB.EL) (F.1a)
b. Maximum deflection due to a distributed

load:

dy = (W.L9/BE.LY {F.1b}

¢. Maximum deflection due to a torque M, as
shown in Figure F.1;
d, = (MLB/2EL) (F.1c)

d. Maximum twisting around the beam'’s long
axis, due to a torque T, as shown in Figure

F.A:
8 = (T/1).(L/G) (F.1d)

with:-

d: deflection of the beam, under different
circumstances [m] - as defined in equations
(F.1a) to (F.1c}
E: Young's modulus (of efasticity) for the
material of which the beam is constructed
[Pal
G: shear modulus for the beam’s material [Pa)
i, second area moment around the beam's
horizontal short axis [m*] (refer to Figure
F.2)
1. second area moment around the heam's
long axls [m*)
L: fength of the beam [m]
M: torque acting in the same plane as the
beam’s long axis [Nm]
T: torque acting around the beam’s long axis
(Nm]
distributed load on the beam [N/m)]

: goncentrated load on the beam [N]
twisting of beam due to torque acting
around its long axis [rad]

T

It is impartant to design the arm segments with
its masses as low as possible (from a cost point
of view; as well as to minimize the arm's
reaction time and the size of its actuators). It
can be shown from equation (F.1) that the
strength-to-mass ratio of a hollow beam is
better than that of a solid beam. Therefore
hollow beams will be used for the construction
of the arm segments.
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FIGURE F.2: Hollow square beam, with one
slotted gide

The analysis performed in Section 4.3.4
indicates that each of the arm segments will
have to be slotted on one of its sides, and
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almaost over Its full langth, in order to provide for
power cables to reach the actuators. For the x-
and the y-arm segment, the slots will be
machined at the bottom of the beam, in order
to prevent water and dint from accumulating
within the bearn. (In order to prevent buckling of
the beams, and to prevent the power cable from
slipping out of the slots, the beams will be
slotted to about 20 mm from its endpoints. The
analysis which follows will however assume that
the beams are slotted over their full lengths.)

For a hollow square beam as shown in Figure
F.2, with outer dimension b,, inner dimenslon
b,, wall thickness t = (b, - b,}/2, and slot width
$ {in the middle of the beam’'s one side), the
second area moments are calculated as follows:
(STEPHENS & BOTHMA (1978, pp.40,41,48)
and POPOV {1978, p.197)

= (b6, 85)/12 + (y.b,/2(b bz’)
- Sy, t/2)°

= (b,*-b,*1.8%/12 (F-3)
I = 1, + 1, (F.4)
with:-

Yo = [0-5-b1(b12‘ 22)‘0’5-812” [hia'baz's-t]

F.2.3.2 DESIGN APPROACH

Different design approaches can be followed -
a.g. the maximum allowable deflection, the
outar dimension of the beamn, and the loads can
be specified, from which the beam’s Inner
dimension can be determined; or the beam’s
dimensions can be specified, from which the
deflection can be calculated. These calculations
can be repeated iteratively until satisfying results
are abtalned. Appendix E contains the summary
of a PC-MATLAB program ARMDES.M
(consisting of a main program, plus three
sub-programs), which was written to execute
the following tasks:

a. To design the arm segments, based on the
concentrated load at its endpoints; and on
other chosen characteristics.

b. To calculate the deflections and twistings of
the arm segments, according to equation
(F.1).

c. To anaiyze the errors in the robot hand's x-,
y-, and z-positions, due to the deflections

and twistings of the arm segments.

The design is done for worst cass conditions
{.e. maximum loads, and arm segments
extended to thelr maximum lengths, etc.).

F.2.3.2.1 Inputs to program ARMDES.M

The program ARMDES.M starts by requesting
the following inputs:

a. the maximum allowable deflection of the
x-amm segment, due to the concentrated
load on it;

b. the concentrated load on the x-arm
segment’s endpoint;

c. the suggested outer dimension of the arm
segment.

d. the length of the arm segment;
e. the width of the slot in the arm segment;

f. a choice between aluminium and steel
beams,

F.2.3.2.2 Deflection of the x-arm segment

The first sub-program (ARMDESX.M) uses the
above inputs to determine the maximum inner
dimension (b,) of a hollow square beam, with its
cne end free, and its ather end clamped. For
the first part of the program, it is assumed that
none of the beam’s sides are slotted.
Furthermore, in this first part of the program,
the beam’s own waeight Is not taken into
account (because It is not yet known), but only
the concentrated load at ts endpoint. Under
these conditions, (F.2) reduces to (F.6):

= {b,"bY /12 Fg)

Consequently the beam’s Inner dimension Is
calculated from (F.7) - derived by substituting
{F.6) into {F.1a):

= b - W LIAEN] F.7)

With the value of b, calculated from (F.7) as a
guideline, the program user is prompted to
input a smaller (standard/commaercially
avallable) value for the Inner dimension of the
bearn,

The next part of the program determines the
deflection of a slotted beam, due to the
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concentrated toad on its endpoint, and due to
its own weight - by making use of (F.8). (The
newly chosen inner dimension is used for these
calculations.} :
dy =do + dy,

= W.LY/BEL) + (w LY /BEL) -

This deflection of the x-arm segment, causes
errorg in the x- and the z-position of the robot
hand. The z-position error is calculated as in

(F.9); while the x-position error can be

approximated - by making use of simple
trigohometry - as in (F.10). (The signs of the
error terms are in accordance with the frame of
reference defined in Section F.2.1 above.)

Z, = dy F.9)
L 63 - 249 {F.10)

F.2.3.2.3 Deflection and twisting of the y-arm
segment

Xet

The second sub-program (ARMDESY.M} uses
the same Inner and outer dimenslons for the
y-arm segment, as those chosen for the x-arm
seagment. The deflection of the y-arm segment’s
endpoint, due to a concentrated lcad (the
masses of everything beyond the y-arm
segment's endpoint, lumped at this endpoint},
and due to the y-arm segment’s own weight, is
first calculated. Secondly, the twisting of the
y-arm segment, due to the torque generated by
the x-arm segment, Is calculated.

The program user is prompted for a value of the
lumped ioad on the y-arm segment’s endpoint,
after which (F.1a) Is used to determine the
deflection due to a concentrated load. The
distributed load, and consequent deflection are
the same as those for the x-arm segment
{because the same bsam dimensions are used).
The deflection of the y-arm segment causes
errors In the y- and the z-position of the robot
hand - calculated from {F.23) and (F.24):

zoa = dy1
= (W,L3/BEL,) + W,L"/BEL)
F.1
Yoo = {by - 7 - 29" (F.12)

The torque about the y-arm segment's long
axis, due to concentrated load on the x-arm
segment's endpoint, plus the weight of the
x-arm segment is calculated from (F.13):

T, = WL + 05w,LZ - FA3)

This torque causes the y-arm segment to twist
- caloulated from (F.1d). This angle of twist
results in errors In the x- and the z-position of
the robot hand - calculated from (F.14) and
{F.15):

Zp = dg

- 8L,

= [,/L/G)L, (F.14)
X = AL - (L ~ 20)' ) {F.15)

F.2.3.2.4 Deflection of the z-arm segment

The third sub-program (ARMDESZ.M) uses the
same inner and outer dimensicns for the z-arm
segment, as those chosen for the x-amm
sagment. The deflection of the z-arm segment's
endpoint, due to the torque generated by the
x-arm segment, and the torque generated by
the y-arm segment, is calculated.

The torque on the z-arm segment, due to tha
concentrated load on the y-arm segment, and
its own weight, is calculated by means of (F.16);
while the torque on the z-arm segment due to
the x-arm segment's loads, is calculated by
means of (F.17):

To = WL, + 05w} (F.16)
Te =T,
=W,L + 05w,.L2 (F17)

The torque given by (F.16) causes a deflection
d,, of the z-arm segment, resulting in a
deflection of the y- arm segment. If the slot In
the z-arm segment is in the wall under tha
actuator, d,, is given by (F.18a); while (F.18b) is
used if the slot Is in one of the slde walls. These
deflections resuit in errors In the y- and the
z-position of the robot hand - calculated from
(F19) and {F.20):

8y = T,/ (2EL) (F.18a)
dy = T..L*/(2EL,) {F.18b)
2,=0, +L,-12-d,3" (F.19)
Yos = 7 -d)' - L, + d,, (F.20)

The torque given by {F.17) causes a deflection
d, of the z-arm segment, resulting in a
deflection of the x- arm segment. If the slot in
the z-arm segment is in the wall under the
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actuator, d,, is givan by (F.21a); whila {F.21b) is
used if the slot is in one of the slde walls. These
deflections result in errars in the x- and the
z-position of the robot hand - calculated from
(F.22) and (F.23):

dp = T, LY/2EL) (F-21a)
d, = T,.L/2EL) (F.21b)
Zy=Op+ L -(L2-d,9"? (F.22)
X = (L2 -dg)"* - L + dy (F23)

(The above equations for the errors are derived
from simple trigonometry.)

F.2.3.2.5 Calculation of total errors in the
robot hand's x-, y- and z-positions

The total errors in the robot hand's x-, y- and
z-positions are determined in the last part of the
main program ARMDES.M, as the sums of the
above error components:

Xg = Xy + Xgg + Xy (F.24)
Yo = Yoz + Yau {F.25)
2y =2 4 Zp + gy + 2y + Zus (F.26)

F.2.3.3 CHOSEN ARM CHARACTERISTICS

The welght of an Alfa Laval teatcup plus its
attached pipes was measured as being In the
order of 10 N. In Section 4.21.1.b it was
decided that the length of each arm segment
shall be 700 mm. Tha following parameters are
chosen or calcujated In the sections as
cross-referenced: {The lterative nature of the
design is again evident from the information and
the procedure used below.)

a. In order to provide for worst-case design, it
is assumed that the x-arm segment must be
designed for a concentrated load of W, =
30 N at its endpoint.

b. ltis decided that the deflection of the x-arm
segment, due to the mass of the teatcup
and the robot hand, shall be less than 0,5
mm,

c. It is decided that aluminium shall be used
for constructing the arm segments {mainly
because of its resistance to corrosion). For
aluminium, the modulus of elasticity Is
E = 69.10° Pa; and the shear modulus is

G =26.10° Pa (ASHBY & JONES (1980,
pp.30-31)). The density of aluminlum is
about 2700 kg/m® (REMONGER (1982,
p.26)).

d. The outer dimension of the hollow square
beam is chosen as b, = 50 mm.

e. The mass of the bearing block (Section
F.2.3.5 below) is approximately 0,7 kg; its
weight is thus 7 N. The mass of each arm
segment (Section F.2.3.4 balow) is 1,85 kg.
In Section F.3.2.3 below, the Inland
RBE-501 DC Motor Is chosen as a sultable
actuator for the robat arm. In the data sheet
its mass is specliled as 0,119 kg. The
concentrated weight on the y-am
segment’s endpolnt consists of the weights
of the teatcup and hand (30 N); the x-arm
segment (16,5 N); the x-axis bearing block
(7 N); and the x-axls actuator (1,2 N).
Therefors, W, = 55 N.

F.2.3.4 ROBOT ARM DESIGN RESULTS

By  utlising the PC-MATLAB program
ARMDES.M, a canesian arm for the milking
robot (as shown in Figure 4.7), was designed
with the following mechanical characteristics:

a. Type of materlal for arm segments:
aluminium.

b. Reaching distance of each arm segment:
700 mm. (The arm segments can be
constructed somewhat longer, to allow for
slight overshoot dus to the controller; and
for part of the arm segment belng covered
by the bearing block. The strength
calculations will not be influenced by this
extra length, since it is assumed that the
arm segments will not travet more than 700
mm however.)

¢. Mass of each arm segment: 1,65 kg.

d. Profile of each arm segment: hollow beam,
with outer dimension of 50 mm; and inner
dimension of 40 mm. For the x- and y-arm
segments, the bottom side has a 5 mm
wide slot, over the arm segment’s full fength
(except for the last 20 mm on each side).
The z-arm segment Is slotted similarly. it
was found from the program ARMDESM
that the position of the z-arm segment’s slot
(ie. In which wall of the beam) causes a
variation of less than 5% in the total static
error. This variation is negligible in the light
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of the approximations made. Therefore it is
not important which side of the z-arm
segment is slotted.

e. Static error of the robot hand’s x-position
{due to loads acting on arm segments}):
X, = 0,3 mm.

f.  Static emror of the robot hand’s y-position
{due to loads acting on arm segments):
Y = 0,5 mm.

Q. Static error of the robot hand's 2-position
(due to loads acting on arm segments):
2z, =23 mm.

The calculated error in the robot hand's
z-position Indicates that the hand will be slightly
betow the anticipated position. In Section 3.4.2
it was however pointed out that it Is actually
desirable to have the hand slightly below the
teat’s endpoint, before the hand starts maving
upwards. The z-position error does therefore not
cause any probtems, The nett error In the x-y
{horizantal) plane Is less than 1 mm. Such an
error Is well within tolerable limits. Furthermore,

} 125

the calculated values represent the worst case
scenario, and is therefore accepted as it is.

F.2.3.5 BEARING BLOCKS

Figure F.3 shows the detall of the bearing
blocks which act as interfaces between the arm
segments. The maln body of the bearing block
conslsts of an aluminium biock, with an outer
dimension of 85 mm; wall thickness of 5 mm;
and length 125 mm. On each side of the arm
segment running through the hearing block,
there are two aluminium shafts of 5 rmm
diameter, supported by roller bearings. Each
bearing block thus contains 8 such shafts and
16 rolier bearings. Since the density of
aluminium Is about 2700 kg/m® the calculated
mass of a bearing block Is in the order of 0,7
kg.

In order to adapt to the milking robot’s hyglene
requirements, sealed bearings will be used.
Furthermore, pillow block type bearings will be
used, in order to facilitate their attachment to
the outer housing of the bearing block.
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FIGURE F.3: Detail of the robot arm's bearing blocks
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F.3 DESIGN OF THE ACTUATORS
FOR THE ROBOT ARM

F.3.1 REACHING DISTANCE, SPEED, AND
ACCELERATION

In this section a triangular speed curve Is
assumed for the three arm segments (the same
for &l three arm segments). From this speed
curve, the bottom limit of the required actuator
acceleration Is caiculated. This value will be
used in the next saction to derive the minimum
torque which the actuators should be able to
deliver. (Note that the acceleration calculated
from the assumed speed curve, Is only the
bottom limit of this parameter. Ideally, the
chosen actuators will be able to perform better
than this value - resulting In a different top
speed, reached earlier than that indicated in the
speed curve, but still with the same average
speed.) The reasoning behind choosing a
triangular speed curve for design purposss, Is
as follows:

a. The mechanical time constant of a system
like the robot arm Is normally much larger
than the electrical time constant. The
armature inductance of small DC servo
mctors can often be neglected. if sL, = 0 in
the blockdlagram shown in Figure 4.17, tis
evident that each segment/axis of the robot
arm will approach the behaviour of a
second order dynamic system.

b. It has already been decided that for robotic
miking a cow's movements must be
restricted In the stall - by making use of one
of the mechanisms mentioned in Section
24,1, |deally the cow will thus stand still,
and each of the thrae segments of the

. 1obot arm will be subjected to a step input,
as its position command signal. Depending
on the characteristics of each arm segment
and its controller, the response of each arm
segment to a step input will be exponential.

c. Since arm segment speed is the time
derivative of the arm segment position, the
spead will also be an exponential function -
starting at zero, then rising exponantially to
a maximum, and then falling exponentially
to zero again.

d. For each axis, the minimum actuator
requirements {torque and speed) are
dictated by the required travelling distance
and by the available time for travelling.

top

avy

These requirements do not dictate a
specific speed curve, but only a minimum
average speed.

a. Although It is now known that for a position
step input, the speed curve will first rise and
then fall exponentially, the exact nature of
this exponential response Is not known. The
exact nature of the response depends on
the parameters of the system. As a first
order approximation, a linearised
(triangular} - speed curve can be assumed
for determining the minimum performance
specifications for the actuator.

f.  If the actuator designed hy this approach
doss not meet the overall system
requirements, the process can be repeated
with another speed curve, based on the first
iteration’s results. (This represents the
iterative nature of engineering design.)

in Section 4.2.1.1.b, it was shown that the
milking robot's arm must reach at least 700 mm
along the x-, the y-, and the z-axis {refative to
the arm’s mounting position on the right hand
side of the stall's floar).

For deslgn purposes, an avarage speed of at
least 0,5 m/s is chosen for each of the robot's
axes. This will allow each arm segrment to travel
its full 700 mm in less than 1,5 s,

Vi
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FIGURE F.4: Assumed speed curve for the

robot arm segments

If a speed curve, such as that shown in Figure
F.4, Is assumed for the robot arm, then the
acceleration and deceleration, and the top
speed are calculated as shown below.

Calculation of the available travelling time:
Reaching distance: s = 0,7 m (F.27)
Average speed: v,, = 0,5 m/s {F.28)
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Avallable travelling time: t = s/fv,, = 1,48

..... {F.29)
Lengths of time intervals:
L, =07s (F.30)
{t:t) =07s (F.31)

Distance travelled during time interval 0 <t < t,
(half the total distance):

5, = 035 m (F.32)
Acceleration during the time interval 0 2t <t;:
inttial speed: u, = 0 {F.33)
s, = ut, + 05at?
0,35 = 0,245a, (F.34)
=» a,=143m/s (F.35)
Acceleration during the time interval t, < t=ty
= -a_‘
= -1,43 m/g? {F.36)

If the actuator's acceleration Is 1,43 m/s? the
arm segment’s top spead will be:
Vigp = &y,

=1m/s (F.37)

Summarized, the robot arm’s maotion
parameters, for each of its three axes, are:

a. Reaching distance: 8 = 6,7 m F.27)
b. Average speed: v, = 0,5 m/s (F.28)
¢. Top speed: v, = 1,0 m/s (F.37)
b. Acceleration and deceleration

(bottom limit): a = 1,43 m/s° (F.36)

F.2.2 LOAD FORCES AND ACTUATOR
TORQUE RATINGS

F.3.2.1 GENERAL EQUATION OF MOTION

The torques required from the robot amm's
actuators must be sufficient to accelerate the
load, and to overcome friction. Since the
carteslan arm’s three axes are orthogonal, there
is zero coupling between the dynamics of the
three axes (in the ideal case). Depending on the
bearing blocks used for the physical coupling
between the axes, the orthogonality of the three
axes might be slightly distorted - causing minor
cross-coupling between the dynamics of the
three axes. These effects will however be
neglected in the analysls.

From iterative design It was concluded that g
speed reduction gearbox (the gear ratio is
defined as it < 1 for a reduction gearbox) is
required between the actuator and the load.
(This Is required In order to step up the actuator
torque and to step down the actuator speed.) In

Section 4.3.3 it was declded to use a pulley and
cable mechanism, for converting the actuator's
torque T (rotational quantity) to a force F (linear
quantity) on the arm segment. For a pulley with
radius r in such a set-up, the relationships
between gearbox output rotation (8} and
motor/actuator output rotation (8,); and
between gearbox output rotation (8,) and arm
segment linear movement (s), are:

8, = 8,/n {F.28)
8, = 8/r (F.39)
=> 8, =s/(nn {F.40)

The above three equations also apply for the
relationships between the actuator and gearbox
speeds, and accelerations. The ganeral equation
of motion for all three the robot’s axes Is:

T, = J.(d%,/df) + B_(de_/df) + nT,
= J.(d%8,/dE) + B, (da,/dt) + nF.r
= (Wn/{nn) + nrMla + (B, /(nr) + nrBjv
e (F-41)
with:-

a: linear acceleration of the x-, y- or
2-armn sagment [m/s%]

B, linear viscous friction coefficient
between the arm segment and the
bearing block [N/(m/s)]

B.: combined rotational viscous friction
coefficlont of the actuator and the
gearbox [Nm/{rad/s}]

Fr load force [N]

do combined moment of Inertla of the
actuator, the gearbox, and the
pulley [kg.m?]

M, total load mass experienced by a
specific arm segment [kg]

n gearbox ratio (p<1 for speed
reduction)

r radius of the pulley [m]

T: torque experienced by the actuator,
due to the load force [Nm]

T torque generated by the actuator
[Nm]

Vi speed of the amm segment [m/s]

d%,/dt>: rotational acceleration of the
actuator [rad/s”] -

de,/dt: rotational speed of the actuator
[rad/s]

F.3.2.2 ACTUATOR DESIGN APPROACH

The load masses as experienced by the thres
actuators are:
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Mlx = M| + M, + M, (F.42)

My =M+ M + M, + M, +M, +M,
..... (F.43)

Mo=M+ M +M, +M, +M, +M,
+ My, + My, + M, + M,

....(F.44)
with:-
MM masses of the x- and y-arm
segments [kg]
My My My masses of the x-, y-, and
z-bearing blocks [kg]
M,: mass of the robot hand [kg}
Me.M,.M,,: load masses along the x-, y-,
and z-axis [kg]

M, My M,,; masses of the x-, y-, and
z-actuators [kg]
M, mass of the teatcup, and its

Plpes [kg]

Since the z-axis experiences the highest load
mass, this axis is chosen for the actuator

design. This design process is again very .

iterative. The approach followed is as follows:

a. Assume a value of 10 kg for the z-axis load
{based on the masses already known from
previous analysis, and on estimates for the
actuator masses).

b. Calculate the required force in order to
accelerate the load:
F, M.a

(10)(1,43)

143N (F.45)

¢. Choose a drive puliey radius of 20 mm. The
required torque on the drive pulley Is then:
T, =Fr
= (14,3)(0,02)
= 0,286 Nm (F.46)

d. The required top speed of the drive pulley
(with radius r = 20 mm) Is:
de/dt = v /r

1/0,02

50 rad/s (F.47)

e. The power output of the actuator is thus:
P =T, {dg/ot)
= (0,286)(50)
=143 W (F.48)

f. Assume that a speed reduction gearbox

with an efficiency of 85% will be used as
part of the transmission system. That
implies that the actuator's output power
must be at least 17 W.

g. Make use of DC servo motor catalogues to
saarch for actuators which satisfy the above
requirements, and verify their performance
by means of the PC-MATLAB program
ACTDES.M (refer to Appendix E for a
program summary).

F.3.2.3 ACTUATOR DESIGN

Two groups of DC servo motors wera
investigated, namely the bnushless motors
manufactured by Inland Motor Kollmorgen
Corporation, 501 First Street, Radford, Virginla
24141, U.S.A;; and permanent magnet MAXON
DC motors manufactured by Interelectric AG,
CH-6072 Sachsein, OW Switzedand.

Although the MAXON series included motors
which seemed to mest the requirements, the
mechanical time constants specified in the data
sheets, indicated excessive viscous friction
cosfficients. Three motors of the INLAND series
- namely the RBE-DD402; RBE-00501; and
RBE-00502 - were consequently investigated by
means of the program ACTDES.M.

By trying different gear ratios (for speed
raduction, and far incraasing tha load torque),
the following results were obtalned for the
Inland RBE-00501 motor, driving the load
through a gear ratlo of n = 01 {lLe. a 10:1
reduction of motor speed).

a. From (F.47) the required motor top spesd
is:
N, = (60/2m)(d6,/dt}/n
= (60/2x){50)/0,1
= 4775 rpm (F.49)
b. From the motors data shest (INLAND
MOTOR (1988, p.47)), the avallable motor
top speed Is:
N, = 4951 rpm (F.50)
¢. From (F.46) the required mator torque Is:
Tg = Ten
= (0,266}(0,1)
= 0,029 Nm (F.51)

d. From the motor's data sheet (INLAND
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MOTOR (1988, p.47)), the available motor
torque Is:

Toms = 0,033 Nm {F.52)

From the above analysls it was concluded that
the Inland RBE-00501 DC servo motor, with a
10:1 reduction gearbox, and driving the arm
segment through a cable and a pulley with
radius of 20 mm, would be sufficient for the
2-axis. Since the x- and the y-axis have lower
load masses than the z-axis, the same type of
actuator will also be sufficlent for these axes.

The mass of this chosen actuator is 0,119 kg
(from the data sheet). With this actuator mass
taken Into account, the mass of the z-axis load
will be lower than the 10 kg assumed above.
The chosen actuator will therefore definitely ba
able to mest Its requirements.

F.4 DESIGN OF THE ROBOT HAND

F.4.1 FRAME QOF REFERENCE FOR THE
ROBOT HAND

In Section 4.4 it was decided to Implement a
robot hand without the abllity for pitch, roll, or
yaw movement. The hand must only be able to
grasp a teatcup, hold it vertically, and let go of
it. The robot hand can thus be considered to be
an extension of the last arm segment, and it
does therefore not require its own frame of
refersnce.

F.4.2 SUMMARY OF REQUIRED ROBOT
HAND CONFIGURATION

In Sections 4.4.1 10 4.4.5, a robot hand with the
following characteristics was chosen as the
most suitable configuration to satisfy the
specific requirements defined for the milking
robot:

a A robot hand with two sclssor-action
fingers.

b. A robot hand utiizing the teatcup’s
mechanical construction to effect grasping.
c. A robot hand with an onboard actuator.

d. A robot hand utilizing a rotating actuator
(DC servo motor), pius a cable and spring
mechanism to open and close the fingers.

F.4.3 HAND CONSTRUCTION

Figure 4.15 contains a proposad configuration
of a hand suitable for the milking robot.

The diameter of a typical teatcup is in the order
of 50 mm. In order to allow a reasonable
positioning tolerance, the maximum opening
distance between the endpoints of the two
fingers Is chosen as 70 mm. The nominal
distance which each finger tip must thus be
able to move, can be derived from Figure 4.15
as being in the order of d; = 15 mm. (This
aliows the finger tips to slighly enclose the
teatcup.) Choose the following parameter
valuas:

a. Radius of the pulley on the hand’s actuator,
o = 10 mm;

b. Length of the finger segment from the tip to
the pivot point, L, = 50 mm;

¢. Length of the finger segment from the pivot
point to the Interaction point with the
actuating rod, L; = 20 mm.

Tha required movement of the hand's actuator
Is then - from (F.53):
O = (Leo/Luy)- (/1)

= (20/50).(15/10)

= (,6 rad

=~ 35° (F53)

F.4.4 ACTUATOR RATINGS FOR THE
ROBOT HAND

The maln constraint on the actuator Is its size.
An Inland RBE-00401 DC servo motor Is
chosen, with the following characteristics:

a. Supply voltage: 24 V;

Maximum continuous torque: 0,012 Nm;
¢. Maxfimum continuous speed: 11950 rpm;
d. Peak torque: 0,101 Nm;

a. Diameter: 23,8 mm;

f. Length: 46,1 mm (motor body - 36,6 mm,
output shaft - 9,5 mmy);
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g Mass:595¢g;

h. Moment of inertia: 1,9x107 kg.m?;

L. Viscous damping coefficlent: 8,4x107
Nm/(rad/s).

F.4.5 ESTIMATION OF THE HAND'S MASS

An estimate of the robot hand’'s mass is made
in this section. The hand - made from
aluminium, with a density of 2700 kg/m® - has
the following dimensions (refer to Figure 4.15)
and consequent masses:

a. Two fingers: ((S0 + 35) mm long x 10 mm
¥ 10 mm)

m, = 2.(50.10° + 35.10°%.{10.10°)%.2700
=459 g.

b. Actuating rod: (5 mm diameter x 45 mm
long)

m, = x.(2,5.10™%.45.10°.2700
=239g

¢. Actuator housing: (hollow square beam, 50
mm outer dimension; 5 mm wall thickness;
35 mm long) ’

m,, = ({50.10%%(40.10%").35.10™.2700
= 85,05 g.

d. Two cover plates of actuator housing: (50

mm x 50 mm x 5 mm thick}
m, = 2.(50.107)%5.10°.2700
=675¢9

e. Two fugs with pivot points for fingers: {20

mm long x 10 mm x 10 mm)

m, = 2.20.10°.(10.10%7.2700
=108 9.

f.  Pulley: (206 mm diameter x 10 mm long)

m,, = x.(10.107)%.10.10°.2700
=8484g.

g. Actuator:
m,, = 59549
h, Spring plys diverse components:
my, = 10 g.
The hand's total mass Is therefore: m, ~ 0,3 kg.
F.5 CONCLUSIONS

In this appendix, the constructional detaills were
derived for a suitable robot arm, actuators, and
robot hand for a milking robot. Although the
design results are derived from well-known
principles, the appendix contalns Important
guidelines with respect to a formalized
procedure for the design of a custom-made
manipulator. Implementation of the designed
manipulator might show aspects which have not
been adequately considered during the design
process, but the results presented here form a
baseline for the construction of a sultable
mechanical manipulator for a milking robot.
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