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1. De wavelet variantie bepaald met de Haar wavelet is een goede maat 
voor de lengte schaal van landoppervlakte eigenschappen die zijn afgeleid 
van remote sensing gegevens. 

Dit proefschrift 

2. De grootte van de aggregatie fout van een landoppervlak model ge-
bruikmakend van remote sensing gegevens als invoer hangt af van de 
mate van niet-lineariteit van het landoppervlak model en de mate van 
heterogeniteit van de remote sensing gegevens. 

Dit proefschrift 

3. De maximale aggregatie fout voor individuele pixels neemt af bij toe-
nemende resolutie. 

Dit proefschrift 

4. De dominante lengte schaal voor een landoppervlakte eigenschap is niet 
per definitie gelijk aan de optimale geometrische resolutie voor remote 
sensing gegevens om die bepaalde eigenschap mee te bepalen. 

Dit proefschrift 

5. De grootste onzekerheid in het karteren van de landoppervlak energie 
balans met behulp van remote sensing gegevens wordt bepaald door de 
karakterisering van de ruwheid voor momentum en warmte. 

Dit proefschrift 

6. Het waarnemend vermogen van een remote sensing satelliet wordt niet 
alleen door de geometrische en spectrale resolutie bepaald maar ook 
voor een deel door de gebruiker van de gegevens. 

7. De atmosferische grenslaag scheidt niet alleen het aardoppervlak van 
de vrije troposfeer maar ook de hydrologen van de meteorologen. 

8. Elke vergelijking waarbij de NDVI of een andere gewasindex wordt 
gebruikt om een fysische variable af te leiden moet worden bekeken 
met de nodige skepsis. 

9. Land met een duidelijk agrarische bestemming is een onmisbaar on-
derdeel in het Nederlandse landschap. 



10. Een instituut voor wetenschappelijk onderzoek behoort een naam te 
hebben die duidelijk aangeeft wat het onderzoeksveld van bet instituut 
is. 

11. Het stoppen als fietser of voetganger voor rood licht vereist tegenwoor-
dig meer moed dan het negeren ervan. 

12. Niets smaakt zo goed als het zoet van een onverdiende overwinning. 

13. Het Nederlands elftal wordt nooit wereldkampioen voetbal. 

Stellingen behorend bij het proefschrift Aggregation of land surface charac­
teristics: impact of resolution of remote sensing data on land surface model­
ling. Henk Pelgrum, Wageningen, 14 juni 2000. 



Abstract 

Pelgrum, H., 2000, Spatial aggregation of land surface characteristics: Im­
pact of resolution of remote sensing data on land surface modelling. Doctoral 
Thesis, Wageningen University, The Netherlands. 

Land surface models describe the exchange of heat, moisture and mo­
mentum between the land surface and the atmosphere. These models can be 
solved regionally using remote sensing measurements as input. Input vari­
ables which can be derived from remote sensing measurements are surface 
albedo, surface temperature and vegetation cover. A land surface model 
using those land surface characteristics is presented i.e. the Surface En­
ergy Balance Index (SEBI) model. This model uses the observed tempera­
ture difference between the land surface and atmosphere as an indicator for 
evapotranspiration. 

Spatially distributed land surface model results can be used as a bound­
ary condition for numerical weather predicton models. The results should 
therefore be aggregated from the remote sensing pixel scale to the atmo­
spheric model scale. However aggregated values will differ when derived from 
remote sensing data with different resolutions. This difference, the error due 
to aggregation is caused by two different aspects: land surface heterogeneity 
and non-linearity of the land surface model. Two approaches are presented 
to quantify the error due to aggregation: the linearization approach, where 
the land surface model is approximated by a Taylor expansion and a geomet­
rical approach where the range of valid results for the land surface model is 
derived using a convex hull. 

To measure the heterogeneity of land surfaces, the concept of length 
scale is introduced. The wavelet transform is being used to derive the length 
scale of the land surface characteristics. The wavelet variance derived from 
the Fast Wavelet Transform using the Haar wavelet is a good indicator for 
the variability of land surface characteristics at different spatial scales. For 
three different data sets the length scale of land surface characteristics have 
been derived: Barrax, Spain, the Jornada Experimental Range, USA and 
the Central Part of the Netherlands. 

The two approaches for quantifying the error due to aggregation have 
been verified using the three data sets. The results obtained by the lin­
earization show that aggregation error can indeed be estimated. For the 
three test sites the large scale error did not exceed 10%. However the re­
sults based on the convex hull analysis show that the large scale error due 
to aggregation can be much larger than observed for the three test cases. 
Therefore low resolution remote sensing data cannot be used a priori as in­
put for land surface models. 



Voorwoord 

Het afronden van een proefschrift brengt een tweeledig gevoel met zich 
mee. Enerzijds is er de opluchting dat het proefschrift afgerond is en aan iets 
nieuws kan worden begonnen. Anderzijds is het ook een afsluiting van een 
relatief zorgeloze periode waarin ik niet veel meer hoefde te doen dan met 
mijn onderzoek bezig te zijn. Had het dan niet binnen de vier jaar afgerond 
kunnen worden? Misschien wel moet ik eerlijk toegeven, maar onderzoek 
laat zich moeilijk plannen en zorgvuldigheid moet niet worden opgeofferd 
ten behoeve van snelheid. 

Een proefschrift is grotendeels een klus voor een persoon, maar met 
hulp van anderen neemt zowel de kwaliteit toe als de hoeveelheid werk af. 
Allereerst wil ik mijn directe begeleider en tevens co-promotor bedanken, 
Massimo Menenti. Ondanks het feit dat Massimo veelvuldig op reis is, en 
zijn vaste werkplek in Strassbourg ligt, heb ik hem toch zeer regelmatig en 
uitputtend kunnen spreken over het proefschrift en aanverwante zaken. Ook 
is in deze tijd van internet fysieke aanwezigheid ook al geen voorwaarde meer 
voor vergaderingen. De grootste kwaliteit van Massimo is vooral het vermo-
gen om onderzoek zowel te kunnen plaatsen in breder verband, maar daarbij 
ook nog oog houdend voor de details. Mijn dank gaat tevens uit naar mijn 
promotor Prof. Feddes, die er in hoge mate verantwoordelijk voor is dat het 
proefschrift binnen de vijf jaar is afgerond. Ook is het zijn verdienste dat 
het proefschrift leesbaar is voor een breder publiek dan een beperkt groepje 
hydrologen die zich met remote sensing bezig houden. 

Iemand die niet vergeten mag worden is de initiator van het geheel, Wim 
Bastiaanssen. Aan Wim is het danken dat geld voor Strategisch Expertise 
Onderzoek binnen het (toenmalige) Staring Centrum werd gereserveerd voor 
een AlO-plaats op het vlak van remote sensing en klimaat. Wim heeft in het 
eerste jaar van het onderzoek ook gefungeerd als directe begeleider, maar 
moest daar van af zien nadat hij eerst vertrok voor een half jaar naar Sri 
Lanka, om vervolgens definitief bij het Staring Centrum te vertrekken. Ook 
is Wim er verantwoordelijk voor dat ik me al geruime tijd bezig houd met 
remote sensing ten behoeve van hydrologie. Eerst als afstudeervakker, later 
als dienstweigeraar en vervolgens als AIO. 

Henk van Ledden en Martin Jansen zijn verantwoordelijk voor de figuren 
in het proefschrift. Hun vakkennis heeft er voor zorg gedragen dat de fig­
uren leesbaar en overzichtelijk zijn geworden. Verder wil ik Karel Soeterik 
bedanken voor het corrigeren en bewerken van de Landsat TM beelden van 
Nederland. 



The participation in the Jornada Field Experiment also led to a stay of 
six months at the USDA-ARS Hydrology Lab in Beltsville, MD. I would like 
to thank all the people at the lab for their cooperation and company during 
those months, especially Tom Schmugge, Jerry Ritchie, Al Rango and Bill 
Kustas. During my stay at the hydrolab I had plenty of time to lay down 
the structure of the thesis. Also I could make fully use of the Jornada data 
set. 

In de zes jaar die ik in totaal bij het Staring Centrum heb gewerkt ben 
ik zonder van bureaustoel te verwisselen bij drie verschillende afdelingen 
werkzaam geweest. Ik ben begonnen bij de afdeling waterhuishouding aride 
gebieden, dat toen viel onder de hoofdafdeling waterbeheer. Zo'n drie jaar 
geleden is de afdeling waterhuishouding aride gebieden opgegaan in de afdel­
ing ontwikkelingssamenwerking die op zijn beurt vorig jaar is opgenomen in 
de nieuw gevormde afdeling Bodem en Landgebruik. Uit de naamgeving van 
de afdelingen zou je kunnen afleiden dat mijn onderzoek steeds verder van de 
(water)bron is geraakt. Daarbij is het ook binnen het Staring Centrum het 
type onderzoek van de toenmalige afdeling waterhuishouding aride gebieden 
minder herkenbaar geworden. Voordeel bij deze reorganisaties is wel dat de 
groep van collega's die je goed leert kennen steeds groter wordt. Daarente-
gen blijft het moeilijk je afkomst te verloochenen. Daarom wil ik bij deze 
de mensen bedanken die de afgelopen jaren min of meer de vaste kern van 
de afdeling waterhuishouding aride gebieden hebben gevormd, alhoewel nu 
er een andere, officieuze naam is bedacht nl de Satellite Earth Observation 
Group: Gerbert Roerink, Zhongbo (Bob) Su en Claire Jacobs. Massimo, 
Wim en Susanna Azzali zijn de collega's van het eerste uur. Het algemene 
kenmerk van deze groep mensen is dat er een gezonde afkeer bestaat tegen 
vergaderen en daarmee een hoge mate van flexibiliteit in de besluitvorming 
kennen, waar ik me altijd in heb kunnen vinden. 

Natuurlijk zijn er veel meer collega's geweest op het Staring Centrum die 
ik zou willen bedanken voor hun collegialiteit en behulpzaamheid, maar om 
niemand te vergeten, wordt een ieder die zich nu aangesproken voelt hartelijk 
bedankt. 
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Chapter 1 

Introduction 

1.1 Spatial and temporal scales of atmospheric and 
hydrological processes 

Atmospheric and hydrological processes occur at a wide range of both tem­
poral and spatial scales. Temporal scales range from seconds (10° s) to years 
(108 s), whereas spatial scales range from centimeters (10 - 2 m) to thousands 
of kilometers (106 m). The limits show that atmospheric and hydrological 
processes span about eight orders of magnitude in both space and time (Kle-
mes, 1983). Figure 1.1 shows a graphical overview of the spatial and temporal 
scale of several important hydrological and atmospheric processes. 

The gray tones in Figure 1.1 show where most of the kinetic energy is 
present for the atmospheric and hydrological processes depicted. The time 
scale indicates whether processes are slow or fast, whereas the length scale 
indicates whether processes have a large or small spatial extent. 

Processes related to (subsurface) hydrology can be characterized by small 
spatial scales (small spatial extent) together with a large temporal scale 
(slow processes). On the other hand processes related to the atmosphere 
have larger spatial scales (larger spatial extent) and smaller temporal scales 
(faster processes). In Figure 1.1 one can see that the temporal and spatial 
scale of atmospheric and hydrological processes are clearly separated. The 
description of atmospheric and hydrological processes in numerical models 
is therefore scale dependent, owing to the combination of non-linear dynam­
ics, with regard to their temporal and spatial variability (Dyck and Baumert, 
1991). Regional hydrological models will have small spatial intervals and rel­
atively large time intervals, due to the nature of the hydrological processes. 
Atmospheric models will have larger spatial intervals and smaller time in­
tervals than aforementioned hydrological models. Due to this scale discrep­
ancy it is difficult to couple these two types of models. Milly and Dunne 
(1994) stated that a unified physical theory of land-atmosphere interactions, 
including both meteorological and hydrological components, cannot escape 
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Figure 1.1: Atmospheric and hydrological processes at a range of character­
istic temporal and spatial scales after Bloschl and Sivalapan (1995). 



the difficulties arising from the many different scales that are either inherent 
in the system or imposed by our way of looking at it. 

Scale is not a trivial notion: many definitions exist depending on the 
context where it is being used. In order to get some clarity on the concept of 
scale, three types of scale, each of them related to some step in the modeling 
process, can be distinguished: process scale, observation scale and model 
scale (Bloschl and Sivalapan, 1995). First the process and observation scale 
will be discussed, later on the model scale will be introduced. 

1.1.1 Process scale 

The process scale of a hydrological or atmospheric process can either be 
related to the temporal or the spatial scale. The term scale has been used 
to describe different properties of hydrological and atmospheric processes: 

• Scale can refer to the lifetime (duration) or spatial extent (coverage) 
of an event in time respectively in space. It can be used to describe 
short-lived events like the duration of the peak-flow during floods. See 
Figure 1.2a 

• The term spatial or temporal period can be used to describe periodic 
processes. The dominant spatial or temporal period will correspond 
with the peak value in a spectral power plot. Most of the spatial or 
temporal variability is present at that particular scale. See Figure 1.2b. 

• The third definition of the process scale is the correlation length. It 
has been used for processes that exhibit some kind of spatial or tempo­
ral correlation. The correlation length refers to the distance between 
points at which the autocorrelation is smaller than a predefined thresh­
old value (usually taken as 0). Sometimes the term integral scale is 
used instead of correlation length. See Figure 1.2c. 

Processes can exhibit more than one typical process scale. In a spectral 
power plot more than one peak would show up. Also a process can have 
no distinct spatial or temporal scale implying that the spatial or temporal 
variability is spread regularly across a large range of scales. 

1.1.2 Observation scale 

The scale of observation depends on the method of observation and instru­
mentation characteristics. The definitions of the observation scale are similar 
to those being used to describe the process scale: 

• Spatial or temporal extent: The total distance or amount of time over 
which data has been sampled defines the spatial or temporal extent also 
known as coverage, expressed in area or time units. See Figure 1.3a. 



Length/time 

Figure 1.2: a) Duration or coverage of a process, b) period of a process, c) 
correlation length or integral scale of a process. 

• Temporal or spatial resolution: The temporal or spatial resolution is 
denned by the interval at which the data is sampled. See Figure 1.3b. 

• Integration volume or time. The integration volume is the volume 
for which the measurement is valid. The integration time is the time 
that it takes to conduct a single measurement. See Figure 1.3c. 
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° o ° 
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© 

Length/time 

Figure 1.3: a) Extent of an observation, b) resolution of an observation, c) 
integration volume or time of an observation. 

The spatial or temporal resolution has a great impact on how processes 
are being monitored. Processes should be observed preferably at a scale 
smaller or at least equal to the process scale. Unfortunately this is seldom 
true. For example rainfall is measured routinely on a daily basis at most 
rainfall stations, whereas rainstorms hardly ever last longer than a day, see 
Figure 1.1. 

The observation scale can have consequences for the quality of the data 
and comprehension of processes. A process with a process scale larger than 
the spatial or temporal extent of the observation appears as a trend in the 
data. Whereas a process with a process scale smaller than the spatial or 
temporal resolution of the observation will appear as noise in those data. 

In the following sections first a general introduction to atmospheric mod­
els is given with specific interest to land surface models which describe the 
coupling of atmospheric and hydrological processes. It will be shown that 



soil water content is an important variable in land surface models. The use 
of remote sensing data for providing input maps of soil water content for 
land surface models is discussed. Finally the central research question will 
be defined, and an outline of the thesis given. 

1.2 Description of land surface processes in atmo­
spheric models 

An atmospheric model is a 3-dimensional model, describing the transport 
of momentum, water and heat in the atmosphere. It determines climatic 
quantities such as temperature, snow cover, precipitation, soil water con­
tent and cloud cover. Within the model the surface of the earth is divided 
into coarse grid cells whereas the atmosphere is divided into several layers 
with variable height. In the lowest layer the interaction between atmosphere 
and surface is modeled. There are two different applications of atmospheric 
models: weather forecasting and climate research. 

• The atmospheric models used in climate research are generally known 
as Global Circulation Models (GCM). A GCM is usually integrated 
for very long periods (up to 1000 years) and has a coarse resolution 
for the surface grid (typically 2.5° x 2.5°, which corresponds with 
« 275 km x 275 km on the equator). Important for the success of 
the simulation is the adequate physical parameterization of the most 
significant processes. Land surface boundary conditions have great 
impact on the model results (Garrat, 1993). 

• For the purpose of weather forecasting, atmospheric models are inte­
grated for a period of up to 10 days, having a minimal resolution of 
about 50 x 50 km (meso scale model). This type of model is known 
as Numerical Weather Prediction Model (NWPM). In operational ap­
plications a NWPM will be run a few times per day. The success 
of a NWPM, besides an adequate parameterization of the processes, 
depends on a reliable estimate of the actual state of the atmosphere, 
oceans and the land surface (van den Hurk et al., 1997). 

As stated before, the performance of a NWPM depends on a proper 
initialization of the model state. This initialization consists of a blend be­
tween the model forecast in the past and observations of the present state 
of the atmosphere and land surface. The quality of the initial data and the 
blending process (data assimilation) are the major features determining the 
prediction skill of a NWPM. Since data assimilation is nearly continuous 
in time, the model is kept in the right track by the data. Therefore, for a 
NWPM, the continuous availability of reliable global data is crucial for the 
determination of the initial state of the model. Another concept of scale has 
to be introduced here: the model scale. 



1.2.1 Model scale 

The model scale is the intermediate scale between the observation and pro­
cess scale. A model describes processes, and therefore is bound to the process 
scale. However observations are used as input for models and this fact will 
also constrain the model scale. Therefore the model scale is partly related 
to processes and partly to the observations available. Unfortunately in most 
cases the process scale does not coincide with the observation scale. To 
bridge that gap, observations have to be (dis)aggregated. Information about 
the scale of processes has to be known a priori in order to (dis) aggregate 
properly. 

1.2.2 Land surface model 

A Land Surface Model (LSM) associated with a NWPM or GCM simulates 
the exchange of heat, moisture and momentum between atmosphere and land 
surface, i.e. the surface energy balance. The surface energy balance describes 
the partitioning of net radiation flux density (Q*) into soil heat flux density 
(Go), sensible heat flux density (H) and latent heat flux density (XE). The 
processes described in the LSM vary over smaller length scales than the 
large scale circulation patterns, and possibly smaller than the model grid 
cell size. However those small scale land surface processes have a significant 
influence on the large scale circulation patterns. The partitioning of net 
available energy (= Q*—Go) into XE and H has an impact on the formation 
of clouds and as a consequence on the amount of precipitation, the radiation 
balance and the distribution of water vapor in the atmosphere. 

The partitioning of net available energy into XE and H is to a large 
extent controlled by the availability of soil water. Soil water content is 
therefore among the most significant parameters for a reliable surface flux 
description (Shukla and Mintz, 1982; Milly and Dunne, 1994). However in 
most NWPMs the soil water content does not have a physical meaning, but is 
used as memory of the system and as a controller of the energy partitioning. 
Depending on the type of land surface model used in the NWPM, even 
a properly estimated soil water content may lead to an erroneous surface 
energy partitioning because the coupling of water and energy balances on 
meso scale may not be correctly parameterized. 

1.2.3 Soil water content 

Traditionally for the determination of the initial state of soil water content 
NWPMs use a climatological data set of soil water content. A climatological 
data set has been set up on the basis of long time series of observations 
of precipitation and surface variables (Claussen et al., 1994; Wilson and 
Henderson-Sellers, 1985). Both data sets have a global coverage. The data 
set reflects the average value of soil water content throughout the year. This 



could lead to a poor performance of the model in years which are much 
drier or wetter than average. To solve this problem more advanced models 
consider soil water content as a prognostic variable. These models use the 
computed soil water content of the last model run as initialization for the 
new model run. The danger exists that in the course of time the result tends 
to drift towards extreme dry or wet weather (Moene et al., 1995). Therefore 
the ideal situation is to update the soil water content of NWPMs on a regular 
basis by an independent data source, to prevent drifting, and to reflect better 
the present state of the soil water content. 

Due to the spatial variability of soil physical characteristics and vegeta­
tion characteristics, field measurements of the exchange of water and heat 
between land and atmosphere cannot be considered representative of larger 
heterogeneous areas. Therefore it is impossible to use field measurements 
in a direct way to initialize a NWPM. Even for validation of atmospheric 
models field measurements are not very suitable due to the difference in ob­
servation and process scale. Obviously field measurements are not suited 
for the initialization process. For the purpose of initialization it seems that 
remote sensing data are a suitable candidate. Low resolution remote sensing 
data have the advantage of a spatial extent much larger than the size of a 
single NWPM grid cell. Also the high temporal resolution of low spatial res­
olution imagery is an important factor. Data are available on a daily basis 
for a large area. On the other hand high resolution remote sensing data have 
a spatial resolution, which is comparable to the process scale of the land 
surface processes. These data will show much more detail and will give a 
better view on the variability of land surface processes. 

1.2.4 Remote sensing of soil water content 

Numerous studies have been conducted to map soil water content using re­
mote sensing data. Especially the use of passive or active microwave sensors 
has been extensively studied (Jackson, 1997; Engman, 1990). However as 
mentioned before the soil water content used in land surface models is not 
a physical variable. Its function in the model is to control the energy parti­
tioning of the net radiation into sensible and latent heat flux and is therefore 
dependent on the type of parameterization used in the model. A new ap­
proach proposed by van den Hurk et al. (1997) updates soil water content 
using optical and thermal infrared remote sensing data. The remote sensing 
data are used to determine the surface energy balance of land surfaces. A cor­
rection to initial soil water content is calculated from a comparison between 
the evaporative fraction fields produced by a numerical weather prediction 
model and the satellite algorithm. 

The evaporative fraction (A) is an alternative expression of the surface 
energy balance and is an indicator of water availability (Bastiaanssen, 1995). 
The evaporative fraction A is the ratio between latent heat flux (XE) and the 
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net available energy ( Q*-G0 = XE +H), i.e. A = XE/(XE + H). If A = 1, 
land surface evaporation is maximal, when A = 0, there is no evaporation. 
The approach using A will lead to a better estimation of the surface energy 
balance by the LSM and, as a consequence, to a better simulation of the 
atmospheric processes in the NWPM. 

Unfortunately remote sensors do not measure surface energy balance 
fluxes directly. Remote sensing data can provide estimates of land surface 
characteristics such as surface albedo, vegetation cover and surface tempera­
ture. These land surface characteristics can be used to estimate surface fluxes 
using physical (Taconet et al., 1986) or empirical algorithms (Bastiaanssen, 
1995). From the surface fluxes, wetness indicators can be calculated. Wet­
ness indicators describe the relation between latent and sensible heat flux 
in a simplified manner. The wetness indicator relevant for this study is the 
evaporative fraction A. 

The current research will not concentrate on the estimation of the soil 
water content at the meso scale as such because it does not necessarily yield 
a proper energy balance. A proper estimation of the energy partitioning is 
selected as ultimate goal and the soil water content is adapted accordingly, 
given the formulation of the LSM used in the NWPM. In this way a proper 
surface energy balance is ensured. As a consequence, information is needed 
about energy partitioning, i.e. the evaporative fraction A, at the size of a 
NWPM grid cell, or generally speaking for the meso scale. This information 
can either be obtained from airborne or satellite sensors. 

This leads to the following research question: 
How to areally aggregate wetness indicators, accounting for their length 

scales and resolution at which they can be sampled by advanced airborne or 
satellite sensors, from pixel to meso scale for updating soil water content in 
a Numerical Weather Prediction Model. 

In the following section problems which arise when aggregating wetness 
indicators will be addressed. 

1.3 Aggregation of wetness indicators 

Satellite remote sensing data generally have a higher spatial resolution (< 5 
km) than the grid cells of a NWPM (> 50 km). Remote sensing data can 
be used to infer wetness indicators. In order to use wetness indicators as 
input for a NWPM grid cell, they have to be aggregated to the scale of a 
NWPM grid cell. However this is not a straightforward procedure. A simple 
averaging procedure will not work always. This is only possible when the 
algorithm involved is scale invariant. Hu and Islam (1997) indicated that 
two aspects play an important role to determine whether the algorithm is 



scale invariant or not. 

• The scale of observation versus the scale of the processes involved. 

• The type of model used to infer wetness indicators from remote sensing 
data, whether it is linear or non-linear. 

In Table 1.1 the combination of both effects on the aggregation process 
are depicted schematically. 

Table 1.1: Effect of observation scale and model type on aggregation process. 

Type of 
model 

Linear 
model 

Non-linear 
model 

Process scale > 
Observation scale 

1) Scale invariant 
aggregation algorithm 
(linear averaging) 
3) Scale invariant 
aggregation algorithm 
(conservation principle) 

Process scale < 
Observation scale 

2) Scale invariant 
aggregation algorithm 

4) No scale invariant 
aggregation algorithm 

The four possibilities will be explained here in more detail. Each case 
will be discussed with regard to the central question in this thesis: the 
aggregation of wetness indicators, derived from remote sensing data, to the 
scale of a NWPM grid cell. 

1. Process scale > Observation scale & Linear model. Here the spatial 
resolution of the remote sensing data is smaller than the actual process 
scale. This implies that the total variability present in the landscape 
with regard to the process is captured. If the wetness indicator can be 
described as a linear combination of the remotely sensed observations, 
then linear averaging to any scale is correct. While the remote sensing 
data are expressed as a radiance flux per unit of area, it does not 
matter whether the input remote sensing data or the resulting wetness 
indicators will be aggregated. The aggregation algorithm, in this case 
linear averaging, is scale invariant. 

2. Process scale < Observation scale & Linear model. The spatial resolu­
tion of the remote sensing data is larger than the actual process scale. 
The total variability present in the landscape with regard to the pro­
cess is not captured completely. However in this case remote sensing 
data are expressed as a radiance flux per unit of area. The remote sens­
ing data can then be interpreted as a correct aggregated value. And 
while the remote sensing data model is linear, still an average value of 



the resulting wetness indicator will give the correct aggregated value. 
In another case where the input data is not expressed per unit of area 
a simple linear averaging procedure cannot be used. The aggregation 
process in this specific case is scale invariant. 

3. Process scale > Observation scale & Non-linear model. The spatial res­
olution of the remote sensing data is smaller than the actual process 
scale. The total variability with regard to the process is captured. A 
simple linear aggregation scheme will not work here, since the algo­
rithm is non-linear. A correct aggregation scheme can be derived by 
imposing a suitable conservation principle, e.g. conservation of energy. 
Such a scheme can be applied at all scales and gives a correct result. 
There will be no error due to aggregation. 

4. Process scale < Observation scale & Non-linear model. The spatial res­
olution of the remote sensing data is larger than the actual process 
scale. The total variability with regard to the process will not be com­
pletely captured. Also the wetness indicator cannot be described as 
linear function of the remotely sensed observations. These two condi­
tions imply that the aggregation process is not scale invariant. Using 
an aggregation scheme based on a conservation principle an estimate 
of the error due to aggregation can be given. 

The algorithms involved in calculating wetness indicators from remote 
sensing data are generally non-linear. Field measurements obtained at the 
EFEDA, European Field Experiment in a Desertification-threatened Area 
(Bolle et al., 1993) field experiment have been analyzed on the nature of the 
relationship between surface temperature and surface heat fluxes (Pelgrum 
and Bastiaanssen, 1997). It is shown that there is no statistical significant 
linear relationship between the surface temperature and any of the surface 
fluxes. As a consequence low spatial resolution remote sensing data may not 
be used a priori in surface energy balance algorithms. It also means that in 
table 1.1 only situation 3) and 4) are applicable in the case of our specific 
research question. 

In order to find the right aggregation procedure it becomes important to 
know whether low resolution remote sensing data will be sufficient to capture 
the overall variability present in the landscape. This should be checked with 
high resolution remote sensing data from which one possibly can infer length 
scales of land surface processes. In this thesis a technique to infer process 
scales from remote sensing data will be discussed. In the next paragraph the 
outline of this thesis will be given. 
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1.4 Outline 

In Chapter 2 the parameterization of land surface processes in land surface 
models will be discussed. Special interest will be paid to the parameteri­
zation of the evapotranspiration. Also the algorithm SEBI (Menenti and 
Choudhury, 1993) to derive the evaporative fraction A from remote sensing 
data will be presented. The SEBI algorithm uses the land surface charac­
teristics surface albedo, ro, surface temperature, To and vegetation index, 
NDVI as input data. These land surface characteristics can be derived 
from remote sensing data. The SEBI algorithm will be used to derive A at 
different spatial scales, ranging from pixel scale to the scale of the NWPM 
models. 

In Chapter 3 the theory behind the aggregation of land surface character­
istics and model results derived from remote sensing data will be discussed. 
A general framework is presented and the sources of the error due to ag­
gregation are identified. Also two approaches to quantify the error due to 
aggregation are presented. The first approach is based on the lineariza­
tion of the underlying model using Taylor series. The second approach is 
geometrical and uses the convex hull to quantify the possible error due to 
aggregation. 

In Chapter 4 a technique to quantify the length scales of land surface 
characteristic by means of wavelets will be presented. First the mathematics 
behind the wavelets is explained. A measure for the length scale of land 
surface characteristics is given by the wavelet variance. Several wavelets will 
be tested on their use for detecting length scales. 

In Chapter 5 three data sets are described. The first data set is obtained 
at the Barrax site during the EFEDA experiment in 1991 and consists of 
high resolution airborne imagery. The Barrax area is characterized by the 
presence of pivot irrigation systems in an arid area, resulting in a large 
spatial variability of the land surface. The second data set originates from 
the Jornada Long Term Ecological Range. This research area is located north 
of Las Cruces, New Mexico, USA, and characteristic of a natural landscape 
under a arid climate. High resolution airborne imagery will be used for the 
analysis. The third data set concerns the Central part of the Netherlands. 
This landscape is characteristic of a mainly agricultural landscape under 
a moderate humid climate. For the analysis use will be made of Landsat 
imagery recorded in the summer of 1995. 

Chapter 6 will describe the length scale analysis using wavelet analysis 
for the three data sets presented in Chapter 5. The wavelet variance will 
be used as a measure for the length scale. The dominant length scale for 
all three regions will be identified for the land surface characteristics: ro, To 
and NDVI. Temporal variability for those three land surface characteristics 
will be analyzed using the four Landsat images of the Netherlands. 

In Chapter 7 the framework developed in Chapter 3 to quantify the error 
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due to aggregation of heat fluxes and evaporative fraction calculated with the 
SEBI algorithm will be applied for the three data sets presented in Chapter 
5. A comparison between the linearization approach and the convex hull 
approach identified in Chapter 3 will be made 

Finally the summary and conclusions will be presented and a perspective 
for future research will be given. 
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Chapter 2 

Parameterization of land 
surface processes 

In this Chapter the theory and modeling of land surface processes will be 
discussed. Special attention will be paid to evapotranspiration. First the 
surface energy balance is introduced, followed by a definition of the Atmo­
spheric Boundary Layer (ABL). Solutions to estimate the evapotranspiration 
flux density will be presented for the different layers within the ABL. Finally 
a solution will be given that is valid for the whole ABL. Based on the latter 
the Surface Energy Balance Index (SEBI) methodology has been developed. 
This methodology uses as main input the remotely sensed land surface char­
acteristics of surface albedo ro, surface temperature To and NDVI. 

2.1 Surface energy balance 

The surface energy balance constraints the transfer of energy between the 
earth surface and the atmosphere: 

Q* = GQ + H + \E (2.1) 

Where Q* is the net radiation flux density (W m~2) received at the surface, 
being divided into the soil heat flux density Go (W m - 2 ) , the sensible heat 
flux density H (W m - 2 ) and the latent heat flux density XE (W m - 2 ) . The 
latent heat of evaporation A (J kg - 1) is the amount of energy needed for the 
evaporation E(kg m - 2 s - 1 ) . The signs of the flux densities {Go, H, XE} are 
positive when directed away from the surface. Net radiation flux density is 
positive when directed towards the surface. In this formulation the surface 
is defined as a plane rather than a layer, so heat storage is neglected. 

Net radiation flux density can also be written as a sum of radiation terms, 
i.e. the radiation balance: 

Q* = K^-K^ + L^- tf (2.2) 
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The upward radiation terms are denoted with 1" and the downward radiation 
terms with -K The four radiation terms are: 

• K^, incoming shortwave radiation flux density (W m - 2 ) . K^ has direct 
and diffuse components. The diffuse component is due to scattering 
by molecules and suspended particles and, in cloudy conditions, to 
reflection from clouds (Garrat, 1992). The transmissivity r (-), is the 
ratio between the direct shortwave radiation arriving at the surface and 
the direct shortwave radiation present at the top of the atmosphere. 

• if", outgoing shortwave radiation flux density (W m~2). The surface 
does not behave as a lambertian reflector, meaning that the reflection 
changes with view angle. The surface albedo ro (-) is the ratio of the 
outgoing shortwave radiation flux densitiy and the incoming shortwave 
radiation flux density. The surface albedo can range from 0.05 for water 
to 0.95 for fresh snow. For vegetation ro varies approximately between 
0.10 and 0.20 and depends on the type and state of vegetation. Net 
shortwave radiation flux density K* (W m - 2 ) is defined as: 

Km=K±-K* = (l- r0)K± (2.3) 

• if, outgoing longwave radiation flux density (W m - 2 ) . The Stefan 
Boltzmann law describes the longwave radiation flux density emitted 
from the earth surface: 

Lt = e0aT* (2.4) 

where To is surface temperature (K) and eo is surface emissivity (-). 
The Stefan Boltzmann constant a has a value of 5.67* 10~8 W m~2 

K - 4 . For natural surfaces eo varies between 0.9 and 1.0. 

• L^, incoming longwave radiation flux density (W m - 2 ) which is the 
result from emission of the atmosphere including clouds. Also here the 
Stefan Boltzmann law can be applied to calculate L^: 

L^e'oT* (2.5) 

where e' is apparent emissivity (-) and Ta is the air temperature (K). 
The value of e' ranges between 0.6 and 0.9 based on the concentration 
of water vapour and dust in the atmosphere and the thermal stratifi­
cation. 

2.2 Turbulent surface energy flux densities 

The sensible and latent heat flux densities, H and XE, are turbulent flux den­
sities. Turbulent processes are responsible for the vertical transport of heat 
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and vapor in the atmospheric boundary layer, as well as in other directions. 
Within the ABL land surface processes influence most of the atmospheric 
processes. Garrat (1992) gives the following practical definition for the at­
mospheric boundary layer: 

The atmospheric boundary layer is the layer of air directly above 
the Earth's surface in which the effects of the surface are felt di­
rectly on time scales less than a day, and in which significant flux 
densities of momentum, heat or matter are carried by turbulent 
motions on a scale of the order of the depth of the boundary layer 
or less. 

The atmospheric boundary layer itself also can be divided into several 
distinct layers. Figure 2.1 shows a schematic boundary layer based on de­
scriptions by Garrat (1992) and Brutsaert (1982). The ABL is divided into 
two large layers: 

• The inner surface layer where the structure of the flow is mainly de­
pendent on land surface characteristics. It is a fully turbulent layer 
where the vertical turbulent flux densities do not change with height 
when a homogeneous surface is considered. For a heterogeneous sur­
face the vertical length scale also depends on the horizontal length scale 
(McNaughton and Raupach, 1996). 

• The outer layer where the structure of the flow is less dependent on the 
nature of the surface but where the Coriolis force due to the rotation 
of the Earth is more important. Throughout the outer layer potential 
temperature 6 (K) and specific humidity q (kg kg - 1) are constant. 

The potential temperature 6 is the temperature where the temperature 
variations due to changes in pressure are removed: 

* = T ( ? ) ^ (2-6) 
where T is temperature (K), p is pressure (Pa), po is a reference pressure 
(usually taken to be 100 kPa), Rd is the gas constant for dry air (287.04 J 
k g - 1 K - 1 ) and cpd is specific heat for dry air (1004.67 J k g - 1 K _ 1 ) . 

The transition between inner and outer layer is not abrupt but char­
acterized by an overlapping region. Within the inner layer an interfacial 
(roughness) layer can be distinguished. This layer is situated directly on top 
of the land surface and is barely higher than the roughness elements present 
on the land surface. Within the interfacial layer molecular diffusion is an 
important process by which heat and mass are exchanged between surface 
and air. 
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Figure 2.1: Schematic division of the Atmospheric Boundary Layer (ABL). 

The height h (m) of the atmospheric boundary layer can vary from a few 
hundred meters in stable conditions (e.g. nighttime conditions) up to several 
kilometers in strong convective conditions (e.g. deserts in mid-summer). 
The surface layer height amounts usually to 10% of the total atmospheric 
boundary layer height. 

The transfers of vapor, momentum and heat within the ABL are turbu­
lent processes. Two major driving forces of turbulence can be distinguished. 

• Shear: Roughness elements on the land surface cause changes in wind 
speed perpendicular to the surface. If the gradient of wind speed with 
height becomes too large the flow will become unstable and will cause 
turbulence. This turbulence is referred to as either mechanical turbu­
lence or forced convection. 

• Buoyancy: When the sun is heating the surface, the temperature of 
the air just above the surface will become higher than the overlying air 
temperature. Because the air density pa (kg m - 3 ) decreases by increas­
ing temperature, the warm air at the surface tends to rise, while the 
overlying colder air, due to gravity, tends to sink. To correct the po­
tential temperature for gradients in air density with height the virtual 
potential temperature 9V (K) (for unsaturated air) is introduced: 

0V = (1 + O.61g)0 (2.7) 
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The atmosphere where buoyancy is not present is called neutral. When 
buoyancy is present the atmosphere can either be stable or be non stable. 
The atmosphere is called stable when the virtual potential temperature at 
the surface 6VQ is lower than the virtual potential temperature of the over­
lying surface layer 9V (e.g. nighttime conditions). The atmosphere is called 
unstable when 6VQ is higher than 9V (e.g. convective conditions). 

Turbulence can be described using a notation developed by Reynolds 
(1894): the turbulent variables are decomposed into a mean and a turbulent 
fluctuation. The turbulent fluctuation is the deviation from the mean. For 
instance the turbulent variable A can be described as: 

A = A + A' (2.8) 

where A is the value of a certain turbulent variable at time t, A the average 
of A over a certain time period and A' the deviation of A at time t. With 
meteorological measurements A is usually averaged over a period of 15 to 30 
minutes. An important property of the Reynolds' notation is, when A and 
B are both turbulent variables: 

{AS) = AB + A'B' (2.9) 

The last right hand side term is equal to the covariance of the two turbulent 
properties A and B. Hence the average of the product of two turbulent 
properties introduces an extra term. 

Evaporation flux density E can be described as the product of the vertical 
component of the wind speed w (m s_ 1) , with specific humidity q (kg kg - 1) 
and moist air density pa (kg m - 3 ) : wpaq (kg m~2 s_ 1) . Actually with E 
being a turbulent property, the average value E is a better indicator of the 
process 

E = wp^q = wp^q + (wpa)'q' (2.10) 

Using some of the properties of Reynolds' notation, E can be rewritten as: 

E = paw'q1 (2.11) 

Replacing q by Cp(T — To) where cp is the specific heat (J kg - 1 K_1) and 
further assuming that To is equal to 0 yields this definition for the sensible 
heat flux density H: 

H = p-ac^W (2.12) 

For turbulent conditions the equations describing the change of temper­
ature, humidity and wind speed in time are impossible to solve analytically. 
Numerical solutions are practically not feasible, that is why the Reynolds 
notation has been introduced. The problem with the description of the tur­
bulent flux densities by means of the Reynolds notation is the introduction 
of extra terms (see equation 2.9). The number of unknowns is therefore not 
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longer equal to the number of equations, which makes it impossible to solve: 
the closure problem. The closure problem is a general problem in turbulence 
studies. To solve the equations describing turbulence is only possible when 
another set of equations based on a reduced number of variables is being 
introduced. Dimensional analysis can be applied to reduce the number of 
variables. 

2.3 Flux profile relationships for the surface layer 

Dimensional analysis identifies the relevant physical properties of a process. 
These properties are organized into a reduced number of dimensionless quan­
tities. Dimension analysis establishes the possible existence of a functional 
relationship between these dimensionless quantities. The function itself still 
has to be determined by experiment (Brutsaert, 1982). The technique of 
dimensional analysis can also be used to describe the profiles of specific hu­
midity, wind speed and temperature in the lower part of the boundary layer 
i.e. the inner layer. The relationships derived for this particular problem are 
called flux profile relationships. 

Generally the wind profile is first described, being a prerequisite for the 
understanding of turbulent transfer of water vapor and heat. In the case of 
a neutral surface layer (no buoyancy) the wind profile can be described by: 

dz~k(z-d0)
 [ZA6) 

This relation is also known as the logarithmic wind profile law. The 
gradient of wind speed u (m s_1) with height z (m) is described by the 
friction velocity u* (m s_1) , which is a measure of shear stress while the 
von Karman constant k (-) is usually taken as 0.41. The zero displacement 
height do (m) decreases with decreasing specific leaf area density and becomes 
negligible at low values of specific leaf area density (Inoue, 1963). 

The wind speed at reference height z, u can be described by integrat­
ing equation 2.13 from the roughness length for momentum ZQm (m) to the 
reference height z: 

s=£ ln(^*) (2J4) 
Physically zom can be defined as the height above the surface where the 
logarithmic wind speed profile decreases to 0. 

Equations 2.13 and 2.14 are only valid for neutral conditions in the sur­
face layer, because only turbulence generated by shear stress is considered. 
Under non-neutral conditions also the turbulence generated by buoyancy 
should be included. Monin and Obukhov (1954) introduced a dimensionless 
variable where the effects of both shear stress and buoyancy on turbulence 
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are included: 

« = ^ (2-15) 

The factor £ (-) is the stability parameter, and L is the Monin-Obukhov 
length (m), a length scale for mixed convection. The Monin-Obukhov length 
L is defined as the ratio of mechanical production of turbulent kinetic energy 
(shear stress) divided by the thermal convective production (buoyancy) of 
turbulent kinetic energy: 

L = u~,-aV\ = r (2-16) 
kg[(H/0Cp)+OME] v 

where g is the acceleration due to gravity (m s - 2 ) . With £ one can see that 
turbulence depends on the following physical properties: the height above 
the surface level, {z, do}; the shear stress at the surface {u*, pa}; buoyancy 
{g, H, 9, Cp, E}. The von Karman constant k and the minus sign were 
introduced for convenience. The physical meaning of the Monin Obukhov 
length is that z = — L should be equal to the height in the boundary layer 
where the contribution of shear stress to turbulence equals the contribution 
of buoyancy to turbulence. However this is not completely true because the 
assumption of logarithmic profiles does not hold for the whole atmospheric 
boundary layer. The Monin Obukhov length is therefore somewhat larger 
than aforementioned height (Brutsaert, 1982). A typical range of \L\ is be­
tween 1 and 200 m. Note that L is negative in case of an unstable atmosphere 
and positive in the case of a stable atmosphere. 

The wind profile for the non-neutral surface layer can now be described 
as: 

s = w^h)M0 (217) 

The Monin-Obukhov function for momentum transfer, <f)m{£) (-), corrects 
the wind profile for buoyancy. 

For the heat and water vapor profiles equations similar to equation 2.17 
have been developed on the basis of the stability parameter £: 

JE a* 

s-s«o (2'18) 

s=f>> <2-"> 
where <t>h(Q and (j>e{£) are the Monin-Obukhov functions for heat and water 
vapor transfer respectively. The temperature scale 0* (K) and humidity scale 
q* (kg kg - 1) are defined as: 

0* = ^— (2.20) 
PaCpU* 
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