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## I INTRODUCTION

The study of biopolymer interactions - e.g. polymerization and complex formation of proteins and nucleic acids and to a less extent of polysaccharides has received considerable interest during the last few decades (Reithel, 1963; Nichol et al., 1964; Sund and Weber, 1966; Klotz, 1967). This is due, no doubt, to the central role of such interactions in a number of widely divergent biological phenomena, such as the complex formation between a proteolytic enzyme and its substrate, an antigen and an antibody and the association between RNA and coat protein in virus particles.
The quantitative evaluation of the thermodynamic parameters involved in these associations has also reached a very satisfactory level.

Among the methods by which the interactions of biopolymers can be studied two different approaches may be distinguished. First, those measuring techniques in which thermodynamic equilibrium is maintained such as osmometry, light scattering and sedimentation equilibrium. Second, transport methods such as free electrophoresis, sedimentation velocity and gel chromatography in which the equilibrium between the reactants is continuously perturbed by application of an external potential field. Both kinds of methods may complement each other. Typical examples are the studies of the tetramerization of $\beta$-lactoglobulin (Townend et al., 1960A, 1960B; Townend and Timasheff, 1960; Timasheff and Townend, 1961), the polymerization of chymotrypsin (Rao and Kegeles, 1958) and the self-association of $\alpha_{s 1}$-casein (Payens and Schmidt, 1966; Schmidt, 1970).

With the equilibrium techniques mentioned above apparent molecular weights are obtained as a function of concentration. For example with light scattering and sedimentation equilibrium in the ultracentrifuge an apparent molecular weight is obtained (TANFORD, 1967; Fuilta, 1962) which is connected to the weight average molecular weight,

$$
\begin{align*}
& \bar{M}_{W}=\sum_{i} c_{i} M_{i} / \sum_{i} c_{i}, \text { by } \\
& 1 / M_{a}=1 / \bar{M}_{W}+2 \bar{B} c+O\left(c^{2}\right) \ldots \tag{1.1}
\end{align*}
$$

The mean second virial coefficient, $\bar{B}$, is obtained by averaging the interaction parameters $B_{i j}$ of the species $i$ and $j$ which are connected to the activity coefficients $f_{i}$ by the following equation (FuJita, 1962):

$$
\begin{equation*}
\ln f_{i}=M_{i} \sum_{j} B_{i j} c_{j}+O\left(c^{2}\right) \tag{1.2}
\end{equation*}
$$

Steiner (1954, 1970A, 1970B) has developed graphical procedures to obtain the association constants from the concentration dependence of the apparent
molecular weight of polymerizing and complex forming proteins. A thorough discussion of the difficulties involved in the separation of the contributions of non-ideality (excluded volume effects) and association to the apparent molecular weights of polymerizing systems has been given by SChmidt and Payens (1972).

Independent information about the degree of polymerization of self-associating systems and of the association constants involved can also be obtained from the anomalies of the boundaries observed in transport experiments such as electrophoresis and ultracentrifugation (Gilbert, 1958; Gilbert and JenKINS, 1959). An additional advantage of this approach is that it may directly be concluded whether the self-association of the system under investigation is of the open or the discrete type. An open association is defined as one in which the polymers of a number of consecutive association steps are present simultaneously, whereas in discrete polymerization only one degree of polymerization is favoured.

Gilbert (1958) and Gilbert and Jenkins (1959) have given analytical solutions of the conservation-of-mass equation of relatively simple associating systems ( $n A \rightleftharpoons A_{n}$ and $A+B \rightleftharpoons A B$ ) during sedimentation or electrophoresis. In their theory these authors neglected the effect of diffusion and non-ideality on the spreading of the boundaries and the re-adjustment of the chemical equilibrium was assumed to be rapid as compared with the difference in migration of the various components. The first approximation actually means that the migration pattern is extrapolated to infinite time, since the spreading of a boundary due to diffusion is proportional to the square root of the time, whereas the spreading due to differential migration of the components is proportional to the time itself. The second approximation comes to accepting the velocities to be independent of concentration and neglecting activity coefficients in the definition of the equilibrium constants.

Some important conclusions from Gilbert's theory are the following.

1. In the case of dimerization sedimentation in the ultracentrifuge yields an asymmetric peak with a trailing edge. The same conclusions hold true for the trailing boundary in gel filtration since the migration behaviour in both cases is similar. The ascending electrophoretic boundary and the leading boundary in gel filtration, however, are found to be hypersharp and to move with weight-average velocities (Gilbert, 1958; Ackers, 1967).
2. In the case of discrete polymerization of the type $n A \rightleftharpoons A_{n}$ with $n>2$ sedimentation will result in a bimodal peak. The degree of polymerization and the association constants can be obtained from the velocities of the maxima and minimum in the concentration gradient curves and the area distribution over the peaks. The same results are obtained from the trailing boundary in gel filtration (Winzor and Scheraga, 1963). The leading boundaries in gel filtration and electrophoresis again will be hypersharp.
3. In the case of an open association similar pictures are obtained as with dimerization. These cases can be distinguished from each other by analysis of the velocities of the peaks.
4. In the case of a complex forming system $A+B \rightleftharpoons A B$ special attention should be given to the velocity of the complex as compared to that of the components $A$ and $B$. In sedimentation and gel filtration the velocity of the complex normally will be larger than that of each constituent (Schachman, 1959; Ackers, 1970), whereas in electrophoresis the complex usually is observed to move with an intermediate velocity (Gilbert and Jenkins, 1959). As a result in electrophoresis the leading ascending and the trailing descending peaks move with the mobilities of the pure components $A$ and $B$ respectively (cf. Figure 1.1). The other peaks have intermediate velocities and therefore can neither be identified with component $A$ nor with component $B$. Sometimes 'these so-called reaction boundaries are found to be bimodal, depending on the association constants and initial concentrations. An important result of the GilbertJenkins theory is that the ascending and descending patterns in electrophoresis are highly non-enantiographic as a consequence of complex formation. As stated above this non-enantiography may even result in a different number of peaks on both sides of the electrophoretic U-tube. It should be remembered that normally in free electrophoresis non-enantiography also appears as a result of the conductivity changes along the electrophoretic channel. As is well known this effect arises as a consequence of the constancy of the Kohlrausch regulating function (LongWORTH, 1959) and is manifested by the appearance of the $\delta$ - and $\varepsilon$-boundaries (see Figure 1.1) and conductivity changes along the electrophoretic channel. In contrast to the non-enantiography due to complex formation, however, the latter effect will never result in a different number of moving boundaries on both sides of the electrophoretic channel and can be suppressed by diluting the protein solution with respect to the electrophoresis buffer.

Complex forming systems of the type, $A+B \rightleftharpoons A B$, may also be analysed using the moving boundary theory developed by Longsworth (1959) for free electrophoresis (see also Nichol and Winzor, 1962; Schachman, 1959). Following Longsworth, the electrophoretic channel is divided in phases with constant concentrations and velocities, which are termed $a, b, c, d$ etc. on the ascending side and $\alpha, \beta, \gamma$ etc. on the descending side (cf. Figure 1.1) where $a$ and $\alpha$ refer both to the undisturbed protein solution. For the simple complex forming system referred to above, Longsworth derived the following equations:

$$
\begin{equation*}
C_{B}^{\beta}=\bar{C}_{B}^{\alpha} \frac{\bar{U}_{A}^{\alpha}-\bar{U}_{B}^{\alpha}}{\bar{U}_{A}^{\alpha}-U_{B}^{\beta}} \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{A}^{\alpha}=\left(\bar{C}_{A}^{\alpha}+C_{B}^{\beta}-\bar{C}_{B}^{\alpha}\right) \frac{\bar{U}_{A}^{\alpha}-U_{B}^{\alpha}}{U_{A}^{\alpha}-U_{B}^{\alpha}} . \tag{1.4}
\end{equation*}
$$

In these equations $C_{B}^{\beta}$ refers to the mass concentration of component $B$ in the $\beta$-phase (cf. Figure 1.1). Further $\bar{C}^{\alpha}{ }_{A}$ and $\bar{C}^{\alpha}{ }_{B}$ are the constituent concentrations of $A$ and $B$ in the $\alpha$-phase which are defined as


Fig. 1.1 Schematic picture of moving boundary electrophoresis of the reacting system $A+B \rightleftharpoons A B$,
a. Concentration distribution after transport; $a, b, c, d, \alpha, \beta$ and $\gamma$ indicate phases of constant concentrations and mobilities.
b. Schlieren pattern of the system after transport; $\varepsilon$ and $\delta$ are the stationary boundaries caused by the constancy of the Kohlrausch regulating function.
c. Conductivity changes along the electrophoretic channel:

-     - initial conductivity level;
---- changes brought about by transport.

$$
\left.\begin{array}{l}
\bar{C}_{A}^{\alpha}=C_{A}^{\alpha}+C_{A B}^{\alpha}  \tag{1.5}\\
\bar{C}_{B}^{\alpha}=C_{B}^{\alpha}+C_{A B}^{\alpha}
\end{array}\right\}
$$

$\bar{U}^{\alpha}{ }_{A}$ and $\bar{U}^{\alpha}{ }_{B}$ are the constituent velocities of $A$ and $B$ in the $\alpha$-phase and were defined by Longsworth as

$$
\left.\begin{array}{l}
\bar{U}_{A}=\left(U_{A} C_{A}+U_{A B} C_{A B}\right) / \bar{C}_{A}  \tag{1.6}\\
\bar{U}_{B}=\left(U_{B} C_{B}+U_{A B} C_{A B}\right) / \bar{C}_{B}
\end{array}\right\}
$$

$\bar{U}_{A}^{\alpha}$ and $\bar{U}_{B}^{b}$ are measured from the volumes swept through by the $\alpha \beta$ - and $b c$ boundaries respectively (Longsworth, 1959). From Equation 1.4 and the known constituent concentrations of $A$ and $B$ the equilibrium constants may be calculated. In systems of higher stoichiometry Equation 1.4 can no longer be applied. It is still possible, however, to obtain useful information concerning the stoichiometry of the complexes by application of Equation 1.3 as will be demonstrated in Chapter 2.

This thesis will deal specifically with the electrophoretic analysis of the complex formation between $\alpha_{s 1^{-}}$and $\beta$-casein, two major proteins from cow's milk (Jenness, 1970).

The caseins occur in milk (Jenness, 1970) as nearly spherical colloidal particles with diameters up to 300 nm : the casein micelle. The micelle also contains approximately $5 \%$ of inorganic constituents of which calcium and phosphate are the most important (WaUGH, 1971). The protein part of the casein micelle is composed of three major components: $\alpha_{s 1^{-}}$and $\beta$-casein, mentioned already above and $x$-casein. Casein micelles behave more or less like hydrophobic colloids and already Linderström Lang (1929) hypothesized the existence of a protective component, stabilizing the micelles against flocculation by calcium ions. In 1956 Waugh and Von Hippel rediscovered this stabilizing component and called it $x$-casein.

The stabilizing properties are completely destroyed after the action of the enzyme rennin, which results in the splitting-off of a polypeptide from $x$ casein with a length of approximately one third of the whole polypeptide chain (MacKinlay and Wake, 1971). The remaining part of the $\kappa$-casein, which is called para- $x$-casein no longer stabilizes the casein micelle and as a consequence flocculation occurs. As is well known this process forms the basis of the cheese manufacturing.

From electronmicroscopy it has become clear that casein micelles are composed of a large number of small particles, called the submicelles (Schmidt and Buchнeim, 1970). Dialysis experiments suggest that these submicelles contain mere casein. The casein micelles are therefore considered to be conglomerates of submicelles cemented together by inorganic ions, notably $\mathrm{Ca}^{++}$. The hypothesis according to which it is supposed that the submicelles are the
fundamental parts of the casein micelles is supported by recent work concerning the size distribution of the casein micelles (Schmidt et al., 1973), by electronmicroscopical analysis of the calcium distribution in casein micelles (KNoop et al., 1973) and by electronmicroscopic studies concerning the biosynthesis of the micelles in the golgi vesicles in the mammary gland (Buchieim and Welsch, 1973).

The precise structure of the casein micelles and in particular the structure and composition of the submicelles is not yet known. Clearly, interactions between the casein components will be of primary importance in this respect. It is obvious that caseins, being proteins with an open, more or less randomly coiled like structure (Herskovits, 1966) and containing a more than average proportion of amino acids with non-polar side chains (WaUGH, 1954) have numerous possibilities for interaction through hydrophobic bonding. This has been amply verified in a number of polymerization studies during the last decade.
The self-association of $\alpha_{s 1^{-}}$and $\beta$-casein has been studied in particular (Payens and van Markwijk, 1963; Payens et al., 1969; Schmidt, 1969, 1970; Schmidt and Payens, 1972). It was found that $\alpha_{s 1}$-casein associates mainly by hydrophobic interaction and to a less extend by hydrogen bonding (Schmidt, 1969; SChmidt and Payens, 1972) whereas the association of $\beta$-casein is probably entirely due to hydrophobic bonding (Payens et al., 1969). Also $x$-casein associates strongly (Swaisgood et al, 1964), but a full description of this association has not yet been given.

From the non-specificity of the bonds formed during self-association of $\alpha_{s 1^{-}}$and $\beta$-casein, it might be anticipated that the same type of bond will be formed with the complex formation between these casein components. Complex formation in total casein has already been observed by Krejcl et al. (1941), Krejci (1942) and Warner (1944) also applying the technique of free electrophoresis. The quantitative description of such complex formation is greatly complicated, however, by the self-association of the components. This results in the simultaneous occurrence of more than one association equilibrium which cannot be analysed with the simple theory of Gilbert and Jenkins, referred to above. The numerical solution of this problem in the case of the simultaneous association equilibria in the system $\alpha_{s 1^{-}}$and $\beta$-casein will be given in the next chapter of this thesis.

From the foregoing it will be clear that the study of the interactions between the different casein components will be of paramount importance for our understanding of the energetics of the casein micelles in milk and of their behaviour in a number of technological processes such as pasteurization, sterilization, concentration and homogenization. Also gelation of dairy products after UHTST heat treatment and the curdling of milk, will partly be influenced by the interaction between the caseins.

It should be emphasized that the analysis of reaction boundaries by the methods developed in this thesis is certainly not limited to the complex formation of the caseins. It may also be applied with equal success to interactions between other proteins or macromolecules of which examples have already been mentioned at the beginning of this chapter.

# II FREE ELECTROPHORESIS OF COMPLEX FORMING $\alpha_{s 1}$ - AND $\beta$-CASEIN 

### 2.1. Introduction

The study of interacting biopolymers by such transport methods as sedimentation, electrophoresis and gel filtration has received considerable impetus over the last decades (Longsworth, 1959; Nichol et al., 1964; Ackers, 1970; CanN and Goad, 1970). The relevancy of such studies is indicated by a number of biochemical phenomena in which complex formation plays a central role. As early as 1942, Longsworth and MacInnes investigated the complex formation between a protein (ovomucoid) and nucleic acid (yeast RNA) by free electrophoresis and formulated the anomalies to be expected in the electrophoretic patterns. Further examples are the study of the enzyme/substrate complex between pepsin and bovine serum albumin by Cann and Klapper (1961) and that of antigen/antibody interaction by Singer and Campbell (1955). The complex formation between bovine plasma albumin and charged dextran derivatives was studied by Thompson and MacKernan (1961).

In such studies the advantage of free electrophoresis and gel filtration over sedimentation lies in the fact that with the former techniques two moving boundaries are observed, whereas during ultracentrifugation only one. In electrophoresis the non-enantiography of rising and descending patterns yields additional information which is lacking in the sedimentation experiment and which often facilitates diagnosis.

Rapid progress in our understanding of the electrophoretic behaviour of interacting proteins is due to Gilbert and Jenkins (1959), who solved the conservation-of-mass equation for the equilibrium system $A+B \rightleftharpoons A B$. The Gilbert theory accepts fast re-adjustment of the equilibrium upon changes in concentration brought about by transport and neglects the influence of diffusion on the spreading of the boundaries. Another limitation of the theory is that the velocities are assumed to be constant, which is neither true in sedimentation (Fuita, 1962; Payens and Schmidt, 1966) nor in electrophoresis (Longsworth, 1959). Despite these restriction, the Gilbert theory explains quite satisfactorily the anomalies observed during electrophoresis or sedimentation of complex forming biopolymers. Notably Gilbert and Jenkins (1959) were able to account for the occurrence of a different number of moving peaks on both sides of the electrophoretic channel and for their abnormal mobilities and percentages. The close resemblance of a number of experimental electrophoretic patterns (Nichol et al., 1964; Longsworth and MacInnes, 1942; Cann and Klapper, 1961; Singer and Campbell, 1955; Thompson and MacKernan, 1961) to those computed by Gilbert and Jenkins suggests that as a rule rapid re-equilibration occurs during electrophoresis of interacting biopolymers. As regards the diffusion, its influence on the spreading of the moving
boundary may often be neglected in prolonged experiments, as shown by Baldwin (1957) and by Gilbert and Jenkins (1959). However, there always remains the possibility that small peaks or shoulders are obscured by the blurring effect of diffusion. This suspicion has prompted a number of authors (Cann and Goad, 1970, 1965A, 1965B; Bethune, 1970; Cox, 1965A, 1965B, 1967, 1971A, 1971B) to solve the complete conservation-of-mass equation by various simulation methods. The simulation technique applied in the present study is described in the next chapters.

This chapter deals especially with the complex formation between $\alpha_{s 1^{-}}$and $\beta$-casein, two major proteins from milk, the self-association behaviour of which is well known (Schmidt and Payens, 1972; Schmidt, 1970; Payens and van Markwijk, 1963). Under the experimental conditions of free electrophoresis, i.e. $2^{\circ} \mathrm{C}$., pH 6.5 and an ionic strength of $0.1, \beta$-casein is completely depolymerized (Payens and van Markwijk, 1963), whereas $\alpha_{s 1}$-casein undergoes a number of consecutive association steps, the association constants of which have been firmly established by Schmidt (1970). The study of $\alpha_{s 1}-\beta$ complex formation is of paramount importance to our understanding of the energetics of casein micelle formation in milk (Payens, 1966; Waugh, 1971).

The results of the present investigation suggest that multiple association equilibria occur, which can be represented by

$$
\left.\begin{array}{ll}
i A \rightleftharpoons A_{i}, & (i=2,3 \ldots 6)  \tag{2.1}\\
A_{j}+B \rightleftharpoons A_{j} B, & (j=1,2 \ldots 6)
\end{array}\right\},
$$

in which $A$ and $B$ stand for $\alpha_{s 1^{-}}$and $\beta$-casein respectively.
Preliminary reports of this investigation were published earlier (Payens, 1968; Nijhuls and Payens, 1972).

The pertinency of this study is by no means restricted to the field of casein chemistry. It could well stand as a model for all those complex formations in which one of the components is subjected to self-association. The interaction between virus coat protein and RNA is an outstanding example of such a system (Durham et al., 1971; Butler and Klug, 1972).

### 2.2. Materials and methods

Alpha ${ }_{s 1}$-casein was isolated from bulk milk by the method of Schmidt and Payens (1963), whereas $\beta$-casein was prepared in the manner described by Payens and van Markwijk (1963).

For electrophoresis the protein solutions were dialysed exhaustively against the appropriate buffer. The buffer of the last dialysis step was also used for the electrophoretic experiment. In those experiments were the salt anomaly had to be suppressed, the solution was enriched with protein and diluted after completion of dialysis (Wiedemann, 1947).

Sedimentation runs were performed in the Phywe airdriven ultracentrifuge under conditions comparable to those applied during electrophoresis.

Sedimentation coefficients, electrophoretic mobilities and peak areas were determined from enlarged tracings by routine measurements (LONGSWORTH, 1959; Elias, 1964).

The computations simulating the electrophoretic transport were performed with the university CDC- 3200 digital computer. The source program was written in ALGOL-60. Details concerning the simulation procedure are given in Chapter 3 and 4.

### 2.3. Results

Typical electrophoretic patterns of mixed solutions of $\alpha_{s 1^{-}}$and $\beta$-casein in two types of buffer are shown in Figure 2.1. Peak mobilities and percentages from these and other experiments have been collected in Table 2.1. The fast formation of complexes between $\alpha_{s 1^{-}}$and $\beta$-casein is clearly indicated by the different number of moving peaks on the ascending and descending sides (Gilbert and Jenkins, 1959). The mobilities of the trailing ascending and leading descending peaks, which are intermediate between those of pure $\alpha_{s 1^{-}}$and $\beta$-casein and the abnormal distribution of the protein over the different peaks also afford convincing evidence of complex formation (Longsworth, 1959; Gilbert and Jenkins, 1959). As is shown by comparison of the patterns of Figure 2.1a and 2.1c or 2.1b and 2.1d and the data in Table 2.1, buffer composition does not influence the general appearance of the electrophoretic patterns. Proteinbuffer interactions seem therefore to be of no importance to the explanation of the anomalies observed (Cann and Goad, 1970). Table 2.1 actually suggests that the mobilities of the complexes formed are intermediate between those of pure $\alpha_{s 1^{-}}$and $\beta$-casein (Gilbert and Jenkins, 1959)*.

The fast re-equilibration of the complex formation during the electrophoretic transport was further checked by comparing experiments at different field strengths. Figures 2.2 a and 2.2 b and the data in Table 2.1 demonstrate that indeed variation of the field does not affect the mobilities and percentages of the electrophoretic patterns, confirming rapid re-equilibration. The electrophoretic patterns in Figures 2.1 and 2.2 show well-developed $\delta$ - and $\varepsilon$-boundaries. As is well known (Longsworth, 1959). these boundaries are due to the constancy of the KOhLrausch regulating function, as a result of which considerable conductivity changes may occur along the electrophoretic channel. A related consequence is - as was already pointed out by SVENSSON (1946) - that the fastest peaks are always enlarged at the cost of the slower ones.

The dilution factor, $\rho$, occurring at the $\delta$-boundaries in Figures 2.1 and 2.2, was estimated in two independent ways.

* The relatively high mobilities observed with the $70 / 30$ mixture in phosphate buffer probably
should be explained by leakage during the electrophoretic experiment.


Fig. 2.1 Free electrophoresis of mixtures of $\alpha_{s 1^{-}}$and $\beta$-casein at a total protein concentration of $1.20 \mathrm{~g} / \mathrm{dl}$. Experimental conditions: $\mathrm{pH} 6.6,0.1$ ionic strength and $2^{\circ} \mathrm{C}$. Pictures taken after 4800 s .
Mixing ratio:
a. $\alpha_{s 1} / \beta=50 / 50$; barbiturate buffer;
b. $\alpha_{11} / \beta=70 / 30$; barbiturate buffer;
c. $\alpha_{s 1} / \beta=50 / 50$; phosphate buffer;
d. $\alpha_{s 1} / \beta=70 / 30$; phosphate buffer.
Table 2.1 Electrophoresis of $\alpha_{s 1}$ - and $\beta$-casein at pH 6.6 and 0.1 ionic strength; field strength $3.05(\mathrm{~V} / \mathrm{cm})$.

| Mixing Ratio $\alpha_{31} / \beta$ | Protein Concentration (g/dl) | Buffer | Ascending |  |  |  |  |  | Descending |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{gathered} \text { Mobilities } \\ \left(10^{-5} \mathrm{~cm}^{2} / \mathrm{V} \mathrm{~s}\right) \end{gathered}$ |  |  |  | \% | \% ${ }^{1}$ |  | Mobil |  | \% | \% |
| Pure $\alpha_{s 1}$ | 0.77 | barbiturate | 8.4 |  |  |  |  |  | 6.8 |  |  |  |  |
| 70/30 | 1.20 | barbiturate | 8.4 | 6.0 | 4.4 |  | 52 | 48 |  | 6.3 | 2.5 | 86 | 14 |
| 70/30 | 1.20 | phosphate | 8.9 | 6.3 | 4.7 |  | 54 | 46 |  | 7.2 | 3.4 | 86 | 14 |
| 50/50 | 1.20 | barbiturate | 8.2 | 5.5 | 4.1 |  | 31 | 69 |  | 5.8 | 2.3 | 74 | 26 |
| 50/50 | 1.20 | phosphate | 8.3 | 5.5 | 4.2 |  | 32 | 68 |  | 6.5 | 2.7 | 70 | 30 |
| $50 / 50^{2}$ | 1.20 | barbiturate | 8.0 | 5.2 | 4.1 |  | 35 | 65 |  | 6.1 | 2.5 | 67 | 33 |
| Pure $\beta$ | 0.80 | barbiturate | 3.2 |  |  |  |  |  | 2.7 |  |  |  |  |



Fig. 2.2 Free electrophoresis of a $1: 1$ mixture of $\alpha_{s 1^{1}}$ and $\beta$-casein at a total protein concentration of $1.20 \mathrm{~g} / \mathrm{dl}$. Experimental conditions: pH 6.6 , barbiturate buffer of 0.1 ionic strength and $2^{\circ} \mathrm{C}$.
a. Field strength $3.05 \mathrm{~V} / \mathrm{s} ;$ picture taken after 4800 s ;
b. Field strength $1.00 \mathrm{~V} / \mathrm{s}$; picture taken after 14400 s .

First, according to Longsworth (1942).

$$
\begin{equation*}
\rho=\frac{\sum_{i} O_{i}-O_{\delta}}{\sum_{i} O_{i}-O_{\varepsilon}} \tag{2.2}
\end{equation*}
$$

where $\Sigma O_{i}$ is the total diagram area and $O_{\delta}$ and $O_{\varepsilon}$ that of the $\delta$-and $\varepsilon$-boundaries. The average value of $\rho$ found in this way from the patterns in Figure 2.1 was 0.84 .

Secondly, we gradually suppressed the $\delta$ - and $\varepsilon$-boundaries by diluting the protein solution with respect to the electrophoresis buffer (Wiedemann, 1947). Extrapolation of the decreasing $\delta$-areas in Figures 2.2a, 2.3a and 2.3b to zero area then also yields $\rho=0.84$ which is demonstrated in Figure 2.4.

Sedimentation patterns of a $1: 1$ mixture of $\alpha_{s 1^{-}}$and $\beta$-casein under the same experimental conditions as those used with electrophoresis are presented in Figure 2.5. Rapid re-equilibration is suggested by the fact that between the peaks the schlieren pattern does not come back to the base line (Gilbert and Jenkins, 1959).


Fig. 2.3 Free electrophoresis of a $1: 1$ mixture of $\alpha_{s 1^{-}}$and $\beta$-casein at a total protein concentration of $1.20 \mathrm{~g} / \mathrm{dl}$. Experimental conditions: pH 6.6 , barbiturate buffer of 0.1 ionic strength (electrophoresis buffer) and $2^{\circ} \mathrm{C}$. Pictures taken after 4800 s . Ratio ionic strength of electrophoresis to dialysis buffer:
a. 1.10; b. 1.15.


FIG. 2.4 Relationship between dilution factor ( $\rho$ ) and area of the $\delta$-boundary (arbitrary units).


Fig. 2.5 Sedimentation patterns of a 1:1 mixture of $\alpha_{s 1}$ - and $\beta$-casein at a total protein concentration of $1.20 \mathrm{~g} / \mathrm{dl}$. Experimental conditions: barbiturate buffer pH 6.6 and 0.1 ionic strength, $3^{\circ} \mathrm{C} ; 50,000 \mathrm{rpm}$. Pictures taken after: a. $107 \mathrm{~min} ;$ b. $122 \mathrm{~min} ;$ c. 152 min ; d. 183 min .

The sedimentation coefficient $s_{20, w}$ of the leading peak was found to be 4.5 S , whereas that of the trailing boundary is 1.5 S .

### 2.4. Discussion

The non-enantiographic patterns presented in Figures 2.1-2.3 and the mobilities and percentages recorded in Table 2.1 afford good evidence, that $\alpha_{s 1^{-}}$and $\beta$-casein interact to form complexes of intermediate mobility. The overlap of the patterns at different field strengths (cf. Figure 2.2) is consistent with the idea of rapid re-equilibration during electrophoretic transport (NiChOL et al., 1964; Gilbert and Jenkins, 1959). It is worthy of note, that already Krejci et al. (1941 and 1942) suspected that the anomalous electrophoretic behaviour of total casein is due to the interaction of its components.

It is instructive to analyse the velocities and areas of the various peaks by the moving boundary theory developed by LONGSWORTH for electrophoresis (1959) and applied by others to similar situations in sedimentation and gel filtration (Schachman, 1959; Nichol and Winzor, 1964).

In the notation introduced by Longsworth (1959) the $\alpha_{s 1}$-casein concentration $\mathrm{C}_{A}^{c}$ ( $\mathrm{w} / \mathrm{v}$ ) under the leading ascending peak is given by

$$
\begin{equation*}
C_{A}^{c}=\bar{C}_{A}^{b} \frac{\bar{U}_{A}^{b}-\bar{U}_{B}^{b}}{U_{A}^{c}-\bar{U}_{B}^{b}} \tag{2.3}
\end{equation*}
$$

In this equation $\bar{C}_{A}^{b}$ represents the constituent concentration of $\alpha_{s 1}$-casein in the $b$-solution, defined as

$$
\begin{equation*}
\bar{C}_{A}^{b}=\sum_{i} C_{A_{i}}^{b}+\sum_{j} \sum_{k} \frac{j M_{A}}{j M_{A}+k M_{B}} C_{A_{j} B_{k}}^{b} \tag{2.4}
\end{equation*}
$$

where $M_{A}$ and $M_{B}$ are the molecular weights of $\alpha_{s 1^{-}}$and $\beta$-casein, which have been established as 23,000 (Schmidt, 1970) and 24,000 (Noelken and ReibSTEIN, 1968) respectively. Further, $U_{A}^{c}$ is the velocity of pure $\alpha_{s 1}$-casein in the $c$-solution and $\bar{U}_{A}^{b}$ is the constituent velocity of that component in the $b$ solution and defined as

$$
\begin{equation*}
\bar{U}_{A}^{b}=\left\{\sum_{i} C_{A_{i}}^{b} U_{A_{i}}^{b}+\sum_{j} \sum_{k} \frac{k M_{A}}{j M_{A}+k M_{B}} C_{A_{j} B_{k}}^{b} U_{A_{j} B_{k}}^{b}\right\} / \bar{C}_{A}^{b} \tag{2.5}
\end{equation*}
$$

a corresponding definition holds for the constituent velocity $\bar{U}_{B}^{b}$, and it can be shown (Longsworth, 1959) that

$$
\begin{equation*}
\bar{U}_{B}^{b}=V^{b c} \tag{2.6}
\end{equation*}
$$

where $V^{b c}$ is the volume swept through by the $b c$-boundary per unit time.
Similarly, for the concentration of pure $\beta$-casein under the trailing descending peak we have:

$$
\begin{equation*}
C_{B}^{\beta}=\bar{C}_{B}^{\alpha} \frac{\bar{U}_{A}^{\alpha}-\bar{U}_{B}^{\alpha}}{\bar{U}_{A}^{\alpha}-U_{B}^{\beta}} \tag{2.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{U}_{A}^{\alpha}=V^{\alpha \beta} \tag{2.8}
\end{equation*}
$$

The velocities occurring in Equations 2.3 and 2.7 are approximated as follows: $\bar{U}_{A}^{b}$ is calculated from the maximum gradient velocity of the leading descending peak by:

$$
\bar{U}_{A}^{b}=\bar{U}_{A}^{\alpha} / \rho^{*}
$$

$\bar{U}_{B}^{b}$ is averaged over the maximum gradient velocities of the ascending bimodal peak and $\bar{U}_{B}^{\alpha}$ is found from:

$$
\bar{U}_{B}^{\alpha}=\bar{U}_{B}^{b} \rho^{*}
$$

The pure component velocities $U_{A}^{c}$ and $U_{B}^{\beta}$ are the average values from Table 2.1.

We are now able to compare the experimental areas of the leading ascending

* It can readily be calculated that changes in the constituent mobilities due to shifts of the
association equilibria in the $\delta$-boundary are negligible.

Table 2.2. Comparing observed and computed pure component peak areas in the electrophoresis of interacting $\alpha_{s 1^{-}}$and $\beta$-casein.

| mixing <br> ratio <br> $\alpha_{s t} / \beta$ | velocities ( $10^{-5} \mathrm{~cm} / \mathrm{s}$ ) |  |  |  |  |  | \% leading ascending |  | \% trailing descending |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{U}^{\alpha}{ }_{A}$ | $\bar{U}^{\text {b }}{ }_{A}$ | $\bar{b}_{B}$ | $\overrightarrow{\bar{U}}^{\text {a }}$ | $U^{\text {c }}{ }_{4}$ | $U^{\beta_{B}}$ | obs. | calc. | obs. | calc. |
| 50/50 | 18.5 | 22.1 | 14.4 | 12.1 | 24.8 | 7.5 | 32 | 37 | 28 | 29 |
| 70/30 | 20.3 | 24.3 | 16.1 | 13.4 | 25.9 | 8.9 | 53 | 58 | 14 | 18 |

and trailing descending peaks with the computed $C_{A}^{c}$ and $C_{B}^{\beta}$ from Equations 2.3 and 2.7. The results are given in Table 2.2, from which it is seen that the calculated areas compare fairly well with the observed ones. It should also be noticed from this table that the leading ascending peaks cover as much as $70 \%$ of the $A$-component, whereas on the descending side the trailing peaks contain about $50 \%$ of the $B$-component. It is evident from Equations 2.3 and 2.7 that these abnormally high percentages are due to a relatively high constituent velocity $\bar{U}_{A}$ which in turn suggests that complexes of a high stoichiometric ratio $A / B$ dominate among the complexes (cf. Equation 2.5). The presence of higher complexes was already indicated by preliminary Gilbert-type computations in an earlier attempt to reproduce the bimodal reaction boundary (Payens, 1968).

Chun (1965) has analysed the ultracentrifugal pattern of mixture of $\alpha_{s 1}-$ and $\beta$-casein, assuming the formation of a $1: 1$ complex of depolymerized $\alpha_{s 1^{-}}$and $\beta$-casein with the aid of the theory developed by Gilbert (1959). Several objections can be made to his treatment however. First, the sedimentation method is much less sensitive in discriminating interaction than free electrophoresis, since only a descending boundary is available. More serious, however, is the fact that under the experimental conditions $\alpha_{s 1}$-casein is highly polymerized (Schmidt, 1970) and consequently the interaction between the $\alpha_{s 1}$-casein polymers and the $\beta$-casein monomer should also be considered.

The sedimentation pattern presented in Figure 2.5 is also indicative of the presence of higher complexes. The slower sedimentation coefficient (1.5 S) corresponds to the monomer of $\beta$-casein and the monomer of $\alpha_{s 1}$-casein which have comparable sedimentation coefficients (Schmidt et al., 1967). From these values it is readily calculated that the $1: 1$ complex of monomers, if it were spherical could have a sedimentation coefficient of 2.4 S at the atmost. This is far below the experimental value of 4.5 S found for the rapid peak in Figure 2.5. It should further be realized that in re-equilibrating systems the sedimentation of this faster peak is always slower than that of the complex itself (Gilbert and Jenkins, 1959), which indicates that the complexes present must consist of at least four subunits.

We are now able to roughly qualify the association equilibria which occur under the experimental conditions of electrophoresis.

As is shown by Payens and van Markwijk (1963) $\beta$-casein, on account of
the low temperature, will be completely depolymerized. On the other hand, it can be obtained from SCHMIDT's work (1970) that $\alpha_{s 1}$-casein, under the experimental conditions will be polymerized consecutively at least up to the hexamer. Among the complexes formed between $\alpha_{s 1^{-}}$and $\beta$-casein those of stoichiometry $A_{j} B(j>1)$ will predominate.

This conclusion was confirmed by computer simulation of the $b c$ - and $\alpha \beta$ reaction boundaries. A preliminary account of the simulation method was given earlier (Nijhuis and Payens, 1972) and a more detailed account is presented in the subsequent chapters.

The parameters introduced in the computations were obtained as follows: 1. the polymerization constants and electrophoretic mobilities of $\alpha_{s 1}$-casein were taken from Schmidt's (1970) and this work; notably Schmidt (1970) observed that $\alpha_{s 1}$-monomers and -polymers have equal mobilities;
2. the $A_{j} B$-complex mobilities were calculated by linear interpolation between the pure component mobilities; it is a fortunate coincidence that the computations are rather insensitive to the actual values accepted for the complex mobilities;
3. the equilibrium constants for the complex formation were defined as

$$
K_{j}=C_{A_{j} B} / C_{A_{j}} C_{B}
$$

and, since the caseins interact through hydrophobic bonding (Schmidt, 1970; Payens and van Markwijk, 1963; Von Hippel and Waugh, 1955), initial $K_{j}$-values are chosen so as to compare with the polymerization constants given by Schmidt (1970) for pure $\alpha_{s 1}$-casein polymerization.

In accordance with the previous experience of Payens (1968), the computations demonstrate clearly that bimodality of the $b c$-boundary could be produced only if complexes $A_{j} B$ with $j>1$ were taken into account. Moreover, it was observed that the agreement between the experimental and computed mobilities and percentages improved if more weight was given to the higher $A_{f} B$-complexes. This led us to introduce six parameters for the interactions between all kinds of $\alpha_{s 1}$-polymers and the $\beta$-monomer. It is realized that the introduction of so many parameters in the computations certainly will not provide a unique solution. The point of interest is, however, that only the consideration of these multiple equilibria yield the observed bimodal $b c$-boundaries and mobilities and percentages in agreement with the large constituent velocity $\bar{U}_{A}$ arrived at before. Some typical simulation results are collected in Table 2.3 and in Figures 2.6 and 2.7.

It is seen that the computed mobilities and percentages compare satisfactorily with the experimental values. We do not consider further refinements of these calculations warrantable for the following reasons.

Firstly, as may be noted from a comparison of Figure 2.6 with Figure 2.7, variations in the interaction parameters do not significantly influence the results of the computations once the existence of the higher complexes has been accepted. Of course this implies that such computations will never yield unique values for the equilibrium constants.


Fig. 2.6 Simulated $b c$ - and $\alpha \beta$-reaction boundaries for complex forming $\alpha_{s 1^{-}}$and $\beta$-casein during electrophoresis.
Parameters: $K_{1}=10, K_{2}=15, K_{3}=50, K_{4}=100, K_{5}=150, K_{6}=100(\mathrm{~g} / \mathrm{d})$. Average diffusion coefficients varying from $1-5.10^{-7}\left(\mathrm{~cm}^{2} / \mathrm{s}\right)$ (see chapter 3 and 4).
Mixing ratio: a. $\alpha_{s 1} / \beta=50 / 50$; b. $\alpha_{s 1} / \beta=70 / 30$.



Fig. 2.7 Simulated $b c$ - and $\alpha \beta$-reaction boundaries for complex forming $\alpha_{s 1^{-}}$and $\beta$-casein during electrophoresis.
Parameters: $K_{1}=10, K_{2}=25, K_{3}=100, K_{4}=200, K_{5}=300, K_{6}=200(\mathrm{~g} / \mathrm{dl})$.
Average diffusion coefficients varying from $1-5.10^{-7}\left(\mathrm{~cm}^{2} / \mathrm{s}\right)$ (see chapter 3 and 4).
Mixing ratio: a . $\alpha_{s 1} / \beta=50 / 50 ; \mathrm{b}$. $\alpha_{s 1} / \beta=70 / 30$.


Table 2.3. Comparing simulated and experimental reaction boundaries for complex forming $\alpha_{s^{-}}$and $\beta$-casein during electrophoresis.

| mixing ratio <br> $\alpha_{s 1} / \beta$ |  | ascending |  |  | descending |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { velocities } \\ & \left(10^{-5} \mathrm{~cm} / \mathrm{s}\right) \end{aligned}$ |  | relative area | $\begin{gathered} \hline \text { velocities } \\ \left(10^{-5} \mathrm{~cm} / \mathrm{s}\right) \end{gathered}$ | relative area |
| 50/50 | Fig. 2.5 | 10.8 | 20.0 | 63.6 | 17.7 | 64.2 |
|  | Fig. 2.6 | 10.8 | 21.2 | 64.2 | 17.6 | 64.8 |
|  | Exptl. ${ }^{1}$ | 12.7 | 16.9 | 68 | 18.5 | 72 |
| 70/30 | Fig. 2.5 | 13.8 | 20.9 | 51.9 | 18.1 | 86.2 |
|  | Fig. 2.6 | 13.1 | 21.7 | 54.6 | 18.0 | 78.4 |
|  | Exptl. ${ }^{1}$ | 13.9 | 18.9 | 47 | 20.2 | 86 |

${ }^{1}$ Average values from Table 2.1.

Secondly, as a consequence of the Kohlrausch-Svensson effect the faster peaks are always enlarged at the cost of the slower ones (Longsworth, 1959; Svensson, 1946). This effect has not been accounted for in the present calculations, since its magnitude is difficult to evaluate in systems containing more than three ionic species.

Thirdly, on close inspection the electrophoretic patterns of Figures 2.1 to 2.3 show a non-zero gradient in the $b$-phase, and sometimes a minor shoulder ahead of the $\alpha \beta$-boundaries. It is suspected that these abnormalities are due to the presence of minor quantities of complexes which have a mobility approaching that of pure $\alpha_{s 1}$-casein, and which were not accounted in the present calculations.
In conclusion we state that the interaction between $\alpha_{s 1^{-}}$and $\beta$-casein gives rise to an intricate assembly of complexes in which $\alpha_{s 1}$-casein dominates. This is in line with the well-known tendency of these proteins to form colloidal micelles in milk (WAUGH, 1971).

## III COMPUTER SIMULATION OF ELECTROPHORETIC EXPERIMENTS

### 3.1. Introduction

Transport techniques such as electrophoresis, ultracentrifugation and gel filtration can be used to advantage in studying biopolymer interactions (GILbert and Jenkins, 1959; Cann and Goad, 1970; Nichol et al., 1964; Ackers, 1970; Zimmerman and Ackers, 1971; Zimmerman et al., 1971; Henn and Ackers, 1969; Thompson and Ackers, 1965; Nichol and Winzor, 1964; Winzor and Schéraga, 1963). Several methods have been proposed to solve the conservation-of-mass equation for a system of interacting biopolymers in transport experiments. Gilbert (1959) and Gilbert and Jenkins (1959) have presented analytical expressions for the concentration and the concentration gradient in polymerizing and complex forming systems neglecting the effect of diffusion on the spreading of a boundary. The usefulness of this approach resides in the fact that in prolonged experiments the contribution of diffusion often can be neglected when compared to the spreading caused by the differential migration of the different polymer species. It is realized, however, that in experiments of finite duration and/or with the occurrence of small peaks or shoulders, it may be important to assess the blurring effect of the diffusion on the shape of a boundary. This has led a number of authors to solve the complete conservation-of-mass equation by numerical or simulation methods (Cann and Goad, 1970; Cox, 1965A, 1965B, 1967, 1969, 1971A, 1971B; Bethune, 1970).

Cox for instance (1969, 1971A, 1971B) simulated the sedimentation pattern of polymerizing proteins by taking into account the non-uniform ultracentrifugal field and radial dilution of the protein. Essentially, in this method the ultracentrifuge cell is divided into a large number of small segments the leading edges of which are displaced with the weight-average sedimentation coefficient of the protein present in the segment on the upstream side of that edge. This transport cycle is followed by a diffusion step during an equal interval of time. Successive alternate rounds of sedimentation and diffusion permit the simulation of concentration-dependent ultracentrifugation, be it as a consequence of polymerization or hydrodynamic interaction.

CANN and Goad (1970) solved the complete conservation-of-mass equation by considering the contributions of the individual species to the fluxes due to velocity and diffusional transport. Also in this approach the boundary is divided into a large number of segments and the flux at a particular segment edge is calculated from the average concentrations in a number of neighbouring boxes. Equilibrium between the individual species is re-established after each transport cycle. Actually the flux at a particular edge is related to the average concentration in all boxes. Goad showed that if the velocity flux is
restricted to the transfer of material from one box to the next a diffusion-like error is introduced. This author therefore preferred to suppress this error by taking into account the contribution of the average concentrations of several boxes to the flux and to introduce the diffusional flux separately. This is certainly a most accurate procedure, but it will be demonstrated below that for practical purposes the diffusion-like error can be used to simulate the diffusional flux, which leads to a drastic reduction of the computations.

Still another approach to simulate boundaries in transport experiments was introduced by Bethune and Kegeles (1961A, 1961B, 1961C), who stressed the analogy of the equations governing the countercurrent distribution process with those describing the problem at hand. Bethune (1970) has simulated the boundary spreading of self-associating and complex forming polymers during electrophoresis and sedimentation and compared his results with the asymptotic solutions given by Gilbert (1959). Bethune (1970) also has discussed the proper choice of the countercurrent distribution coefficient in order to account quantitatively for the diffusional effect in polymerizing systems.

The method of simulation presented in this chapter is - as stated above a simplification of the procedure outlined by Cann and Goad (1970). It will be shown that the method also carries a close relationship to the countercurrent simulation approach of Bethune and Kegeles (1961A, 1961B, 1961C). Application of the method to the simulation of the anomalies observed during the electrophoresis of complex forming $\alpha_{s 1^{-}}$and $\beta$-casein has already been presented in Chapter 2.

### 3.2. Theory of the simulation method and DISCUSSION OF THE RESULTS

Let us consider the following system of interacting biopolymers $A$ and $B$ :

$$
\left.\begin{array}{ll}
i A_{1} \rightleftharpoons A_{i}, & (i=2,3, \ldots, p),  \tag{3.1}\\
j A_{1}+B \rightleftharpoons A_{j} B, & (j=1,2, \ldots, q) .
\end{array}\right\}
$$

The complex formation between $\alpha_{s 1^{-}}$and $\beta$-casein at the temperature of free electrophoresis and the interaction between RNA and virus coat protein (Durham et al., 1971) offer among others (Nichol et al., 1964) excellent examples of such a system.

The computation of the equilibrium concentrations of the various species requires the solution of the following set of equations

$$
\begin{array}{ll}
K_{i}=A_{i} / A_{1}^{i}, & (i=2,3, \ldots, p) \\
L_{j}=A_{j} B /\left(A_{1}^{j} B\right), & (j=1,2, \ldots, q) \\
\bar{A}=\sum_{i=1}^{p} A_{i}+\sum_{j=1}^{q}\left(1-\lambda_{j}\right) A_{j} B \tag{3.4}
\end{array}
$$

$$
\begin{equation*}
\bar{B}=B+\sum_{j=1}^{q} \lambda_{j} A_{j} B \tag{3.5}
\end{equation*}
$$

In these equations $K_{i}$ and $L_{j}$ represent the equilibrium constants for the selfassociation of $A$ and for the complex formation between $A$ and $B$ respectively, $\bar{A}$ and $\bar{B}$ stand for the constituent concentration (w/v) of $A$ and $B$ and $\lambda_{j}$ is defined as

$$
\lambda_{j}=M_{B} /\left(j M_{A}+M_{B}\right)
$$

with $M_{A}$ and $M_{B}$ the monomer molecular weights of $A$ and $B$. Equations 3.2 - 3.5 lead to the following expression for the monomer concentration of component $A$ :

$$
\begin{equation*}
\left(\sum_{i=1}^{p} K_{i} A_{1}^{i}\right)\left(\sum_{j=0}^{q} \lambda_{j} L_{j} A_{1}^{j}\right)+\sum_{j=0}^{q}\left[\left\{\bar{B}-(\bar{A}+\bar{B}) \lambda_{j}\right\} L_{j} A_{1}^{j}\right]=0 \tag{3.6}
\end{equation*}
$$

with $K_{1}=L_{0}=1$.
Equation 3.6 is a polynomial in the monomer concentration $A_{1}$, the graphical appearance of which is shown in Figure 3.1. In the computation of the equilibrium concentration, $A_{1}$ is found by Newton-Raphson iteration (Margenau


Fig. 3.1 Schematic plot of the polynomial (Equation 3.6) used for the computation of the monomer concentration $\left(A_{1}\right)$ of component $A$.
and Murphy, 1955). The constituent concentration $\bar{A}$, being the highest possible value of $A_{1}$, appears to be a natural starting value for the iteration. Actually, however, the number of iteration steps can be reduced considerably by estimating the starting value of $A_{1}$ in a particular box from its concentration in the preceding one (see Chapter 4.).

The simulation of the free electrophoresis of a system of interacting biopolymers is achieved by subdividing the electrophoretic channel into a large number of small boxes of equal length $\Delta x$. The development of the reaction boundaries is brought about by alternate rounds of velocity transport of the individual species from one box to the next during an interval of time $\Delta t$, followed by reequilibration according to Equation 3.2 - 3.5 .

On the ascending side velocities are taken relative to the slowest species (i.e. component $B$ ) and the ratio $\Delta x / \Delta t$ is chosen such that the fastest component just reaches the end of a box, therefore

$$
\begin{equation*}
V_{A}-V_{B}=\Delta x / \Delta t \tag{3.7}
\end{equation*}
$$

The complexes, having intermediate mobilities, penetrate the boxes only partially. Similarly on the descending side the velocities are changed of sign and taken relative to the component with the highest absolute value of the electrophoretic mobility (i.e. component $A$ ).

The source program for the simulation, a flow scheme of which is presented in Figure 3.2, was written in ALGOL-60. All computations have been carried out on the CDC- 3200 digital computer complex of the Agricultural University.

It is worth while to analyse the above simulation procedure somewhat further.

With the $(n+1)^{\text {th }}$ transfer, the change of mass in box $r$ due to component $i$ is given by

$$
\begin{equation*}
\Delta m_{r, n+1}^{i}=m_{r, n+1}^{i}-m_{r, n}^{i}=f_{i}\left(m_{r-1, n}^{i}-m_{r, n}^{i}\right) \tag{3.8}
\end{equation*}
$$

where $\quad f_{i}=v_{i} \Delta t / \Delta x$
and $v_{i}$ is the relative velocity of species $i, v_{t}-v_{B}$. Obviously, from our choice of reference of the relative velocities and of $\Delta t / \Delta x$ (Equation 3.7), we have $0<f_{i}<1$.

The mass transfer of each species from one box to the next is thus seen to be determined by a constant fraction $f_{t}$ of the mass difference between adjacent boxes. This transfer is therefore found to be identical with the mass transfer taking place in the countercurrent distributional process. In the latter case we have $f_{i}=P_{i} /\left(P_{i}+1\right)$, where $P_{i}$ is the partition coefficient of the species $i$ (Craig and Craig, 1950). As mentioned in the introduction, Bethune and Kegeles (1961A, 1961B, 1961C) and Bethune (1970) have used the mass distribution achieved in a continuous countercurrent process to account for the effect of the diffusional spreading on the transport pattern of interacting proteins. It is worth noting, however, that the countercurrent analog involves more computations than the present method of simulation, since it requires not only


Fig. 3.2 Flow diagram for the simulation of reaction boundaries of complex forming proteins in transport experiments.
the computation of the partition equilibrium but also those of the chemical equilibria in both the upper and lower layer of each countercurrent tube.
Following Bethune (1970) we thus find for the mass distribution of species $i$ after a sufficiently large number of transfer cycles $n$ :

$$
\begin{equation*}
\partial C_{t} / \partial n=1 / 2 f_{i}\left(1-f_{i}\right) \partial^{2} C_{i} / \partial r^{2}-f_{i} \partial C_{i} / \partial r, \tag{3.10}
\end{equation*}
$$

Meded. Landbouwhogeschool Wageningen 74-2 (1974)
where $r$ is box number and $C_{i}$ is the concentration of species $i$ in $\mathrm{g} / \mathrm{dl}$. Similarly, for the mixture of interacting biopolymers we have

$$
\begin{equation*}
\partial \sum_{i} C_{i} / \partial n=\partial^{2}\left\{\sum_{i}^{1} / 2 f_{i}\left(1-f_{i}\right) C_{i}\right\} / \partial r^{2}-\partial \sum_{i} f_{i} C_{i} / \partial r \tag{3.11}
\end{equation*}
$$

If now - following again Bethune and Kegeles - we draw the following analogies:
$n \leftrightarrow t$ and $\mathrm{r} \leftrightarrow x$,
then Equations 3.10 and 3.11 show the formal analogy with the complete conservation-of-mass equation in transport experiments in which the distance is expressed in units of length $\Delta x$ and time in units $\Delta t$. As a consequence the simulated diffusion coefficients of component $i$, expressed in $\mathrm{cm}^{2} / \mathrm{s}$, becomes

$$
\begin{equation*}
D_{i}^{*}=1 / 2 f_{i}\left(1-f_{i}\right)(\Delta x)^{2} / \Delta t . \tag{3.12}
\end{equation*}
$$

In systems containing three migrating components atmost the $D_{i}^{*}$ values can generally adepted individually by a proper choice of $\Delta x, \Delta t$ and $f_{i}$, as will be demonstrated in the next section. However, in the present case, dealing with more components only the simulated average diffusion coefficient can approximately brought into agreement with the actual value.
In the mixture of biopolymers the actual diffusion flux is defined by (Cox, 1969):

$$
\begin{equation*}
J_{D}=\bar{D} \sum_{i}\left(\partial C_{i} / \partial x\right) \tag{3.13}
\end{equation*}
$$

where $\bar{D}$ is the gradient averaged diffusion coefficient

$$
\begin{equation*}
\bar{D}=\sum_{i}\left[D_{i} \partial C_{i} / \partial x\right] / \sum_{i}\left[\partial C_{i} / \partial x\right] \tag{3.14}
\end{equation*}
$$

and $D_{i}$ is the true diffusion coefficient of component $i$. In accordance with Equation 3.12 the simulated gradient averaged diffusion coefficient, expressed in $\mathrm{cm}^{2} / \mathrm{s}$, becomes

$$
\begin{equation*}
\bar{D}^{*}=\left[\sum_{i}\left\{1 / 2 f_{i}\left(1-f_{i}\right) \partial C_{i} / \partial r\right\} / \sum_{i}\left\{\partial C_{i} / \partial r\right\}\right](\Delta x)^{2} / \Delta t \tag{3.15}
\end{equation*}
$$

The adjustment of the simulated to the actual diffusion coefficient now demands that we put

$$
\begin{equation*}
\bar{D}^{*}=\bar{D} . \tag{3.16}
\end{equation*}
$$

Equations 3.14-3.16 and 3.7 show that $\Delta x$ and $\Delta t$ are fixed by the values of the relative velocities, the diffusion coefficients $D_{i}$ and the concentration gradients $\partial C_{i} / \partial x$. The latter will be discussed below. The number of transfer cycles, $n$, which is necessary for the simulation of a particular reaction boundary, finally follows as the ratio of the time of the experiment and $\Delta t$. Conversely in the simulation of a given experiment an arbitrary choice of $n$ determines
together with the duration of the experiment an arbitrary $\Delta t$. The corresponding $\Delta x$ then follows from Equation 3.7 and the diffusional spreading operative in this simulation from Equation 3.15. It is obvious that in general then $\widetilde{D}^{*}$ will not equal $\bar{D}$.

We are now able to elaborate upon the simulation of complex forming $\alpha_{s 1}$ and $\beta$-casein dealt with in the previous chapter.

Since we have no a priori knowledge of the concentration gradients $\partial c_{i} / \partial x$ existing in the reaction boundaries, we must start with a comparison of the simulated patterns computed for arbitrary numbers of transfer. Typical results of the simulation of the ascending electrophoretic pattern of a $1: 1$ mixture of $\alpha_{s 1^{-}}$and $\beta$-casein for $n=27,46,73$ and a duration of the experiment of 4800 $s$ are presented in figures $3.3 \mathrm{a}-3.3 \mathrm{c}$, from which it is seen, that the general appearance of the pattern is not affected substantially by the number of transfers. More importantly, as is seen from Table 3.1, also the maximum and minimum gradient mobilities and the concentration changes over the reaction boundary do not change appreciably with $n$. This result, of course, is in agreement with Gilbert and Jenkins' conclusion (1959) that in prolonged experiments the effect of diffusional spreading on a boundary is negligible. In other words: the proper choice of the number of transfers is of minor importance for a correct simulation of the percentages and mobilities found from experimental electrophoretic patterns.

The calculations underlying Table 3.1 and Figure 3.3 also yield the concentration gradients necessary for a comparison of the averaged true and simulated diffusion coefficients defined by Equations 3.14 and 3.15. To this end we have approximated the various $\partial C_{i} / \partial x$ by the total concentration change of the species $i$ over the boundary. The actual value of $\bar{D}$ is then estimated as follows. From existing data (Schmidt, 1970; Noelken and Reibstein, 1968) we find the diffusion coefficient, $D_{1}$, of monomeric $\alpha_{51}$ - and $\beta$-casein, corrected for the temperature of free electrophoresis, to be $3.2 \cdot 10^{-7} \mathrm{~cm}^{2} / \mathrm{s}$ *. The diffusion coefficients of the polymers or complexes containing $i$ subunits are then calcu-

Table 3.1. Comparing velocities and percentages of the ascending electrophoretic boundaries of complex forming $\alpha_{s 1^{-}}$and $\beta$-casein simulated for different numbers of transfer.

| Number of <br> transfers | number <br> of boxes |  | velocities $^{1}$. <br> $\left(10^{-5} \mathrm{~cm} / \mathrm{s}\right)$ |  |  |  | percentages $^{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 27 | 25 | 1.96 | 1.64 | 1.09 | 0.30 | 0.24 | 0.47 |  |  |
| 46 | 40 | 1.94 | 1.60 | 1.08 | 0.31 | 0.22 | 0.47 |  |  |
| 73 | 60 | 1.94 | 1.58 | 1.07 | 0.31 | 0.22 | 0.46 |  |  |

${ }^{1}$ Velocities corresponding to the maximum and minimum gradients of the reaction boundaries.
${ }^{2} A_{1}$ relative area of pure $\alpha_{s 1}$-casein; $A_{2}, A_{3}$, relative areas under bimodal peak.

[^0]
[able 3.2. Comparing simulated and true gradient averaged diffusion coefficients pertaining o the computations presented in Table 3.1.

| Number of <br> transfers | $\Delta t$ <br> $(\mathrm{~s})$ | $\Delta x$ <br> $(\mathrm{~nm})$ | $\bar{D}^{*}(\Delta x)^{2} / \Delta t$ <br> $\left(10^{-7} \mathrm{~cm}^{2} / \mathrm{s}\right)$ | $\bar{D} \cdot 10^{7}$ <br> $\left(\mathrm{~cm}^{2} / \mathrm{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 27 | 177.8 | 277.3 | 3.286 | 2.527 |
| 46 | 104.3 | 162.8 | 1.958 | 2.534 |
| 73 | 65.8 | 102.6 | 1.241 | 2.536 |

lated from that of the monomers by the Stokes-Einstein relation:

$$
\begin{equation*}
D_{i}=D_{1} i^{-1 / 3} \tag{3.17}
\end{equation*}
$$

A similar calculation is performed for the estimation of the simulated diffusion coefficient, $\bar{D}^{*}$, according to Equation 3.15.

The comparison of the $\bar{D}$ and $\bar{D}^{*}$ estimated in this way for $n=27,46$ and 73 is given in Table 3.2, from which it may be noted that the value of the diffusion coefficient, $\bar{D}$, is hardly affected by this change of $n$. The simulated diffusion coefficients $\bar{D}^{*}$, however, are found to be inversely proportional to $n$ as expected from the theory presented above. Actually Table 3.2 indicates that the most accurate number of transfers should be about 35 , corresponding to an averaged simulated diffusion coefficient of $\bar{D}^{*}=2.55 \cdot 10^{-7} \mathrm{~cm}^{2} / \mathrm{s}$. Similar considerations hold for the simulation of descending electrophoretic or ultracentrifugal patterns.

The above analysis shows the usefulness of the simplified procedure for the simulation of the reaction boundaries observed in the electrophoresis (or ultracentrifugation) of interacting proteins. In agreement with the conclusions arrived at by Gilbert and Jenkins (1959) the value of the average simulated diffusion coefficient, $\bar{D}^{*}$, thereby appears to be of minor importance for the reproduction of the experimental peak areas and mobilities. The adjustment of the simulated to the true diffusion coefficient can easily be achieved, however, by carrying out a preliminary computation with an arbitrary number of transfers. From this the true average diffusion coefficient, $\bar{D}$, is estimated as exposed above. The most realistic number of transfers then follows from the equalization from the true and simulated average diffusion coefficients (Equation 3.16).

### 3.3. Alternative methods for the simulation of DIFFUSIONAL FLUXES

Bethune (1970) has presented an alternative procedure for the adjustment of simulated and actual diffusion coefficients for the case of a discrete self-associating system. His treatment can easily be extended to systems containing three components as for example in complex forming systems of the type $A+B \rightleftharpoons C$.

For the simulation of the diffusion of one component it is to be noticed that there are three undetermined parameters i.e. the depth of the box, $\Delta x$, the dura-
tion of a transport cycle, $\Delta t$, and the fractional transfer parameter $f$ (Equation 3.9). They are interconnected by two equations, viz.

$$
\begin{align*}
& v=f \Delta x / \Delta t  \tag{3.17}\\
& D=1 / 2 f(1-f)(\Delta x)^{2} / \Delta t \tag{3.18}
\end{align*}
$$

Thus we have one degree of freedom in the choice of $\Delta t, \Delta t$ and $f$.
Also in this case the analytical solution of the complete conservation-ofmass equation is available (Crank, 1967):

$$
\begin{equation*}
\frac{\partial C}{\partial r}=\frac{1}{\sqrt{4 \pi D n}} \mathrm{e}^{-\left\{\frac{(r-v n)^{2}}{4 D n}\right\}} \tag{3.19}
\end{equation*}
$$

We are therefore able to compare the results of the simulation procedure treated above with the analytical expression (Equation 3.19). As is shown in Table 3.3 the results obtained from the analytical expression compare satis-

Table 3.3. Comparison of exact and simulated schlieren patterns for one migrating component. Simulation parameters: $n=30, f=1 / 2, \Delta t=\Delta x=1$, corresponding to $D=1 / 8$ and $v=1 / 2$.

| box number | $\partial C / \partial r$ <br> simulated | $\partial C / \partial r$ <br> Eqn. 3.19 |
| :---: | :---: | :---: |
| 1 | 0.0000 | 0.0000 |
| 2 | 0.0000 | 0.0000 |
| 3 | 0.0000 | 0.0000 |
| 4 | 0.0000 | 0.0000 |
| 5 | 0.0001 | 0.0002 |
| 6 | 0.0006 | 0.0007 |
| 7 | 0.0019 | 0.0020 |
| 8 | 0.0055 | 0.0056 |
| 9 | 0.0133 | 0.0132 |
| 10 | 0.0280 | 0.0275 |
| 11 | 0.0509 | 0.0501 |
| 12 | 0.0806 | 0.0799 |
| 13 | 0.115 | 0.1116 |
| 14 | 0.1354 | 0.1363 |
| 15 | 0.1445 | 0.1457 |
| 16 | 0.1354 | 0.1363 |
| 17 | 0.1115 | 0.1116 |
| 18 | 0.0806 | 0.0799 |
| 19 | 0.0509 | 0.0501 |
| 20 | 0.0280 | 0.0275 |
| 21 | 0.0133 | 0.0132 |
| 22 | 0.0055 | 0.0055 |
| 23 | 0.0019 | 0.0020 |
| 24 | 0.0006 | 0.0007 |
| 25 | 0.0001 | 0.0002 |

factorily with those from the simulation procedure. The discrepancies can be explained on the grounds of the analysis given by Cann and Goad (1970). These authors showed that the relation of the concentration in a certain box and the concentrations at a particular point can be obtained by Taylor expansion. From their expression it is seen that our simulation procedure not only introduces a diffusion-like flux but also fluxes of higher order.

For the case of discrete self-association the proper choice of the simulation parameters is straightforward (Bethune, 1970). We now have 4 parameters ( $\Delta t, \Delta t, f_{M}$ and $f_{P}$ ) which are completely fixed by the four following Equations:

$$
\begin{align*}
& v_{M}=f_{M} \Delta x / \Delta t  \tag{3.20}\\
& v_{P}=f_{P} \Delta x / \Delta t  \tag{3.21}\\
& D_{M}=1 / 2 f_{M}\left(1-f_{M}\right)(\Delta x)^{2} / \Delta t  \tag{3.22}\\
& D_{P}=1 / 2 f_{P}\left(1-f_{P}\right)(\Delta x)^{2} / \Delta t \tag{3.23}
\end{align*}
$$

where $v_{M}$ and $v_{P}$ and $D_{M}$ and $D_{P}$ denote the velocities and diffusion coefficients of monomer and polymer respectively. The solution of this set of equations is achieved in two stages.

First, $\Delta x / \Delta t$ and $(\Delta x)^{2} / \Delta t$ are eliminated from the Equations 3.20-3.23. In this way the ratio of the diffusion coefficients and the ratio of the velocities are brought into agreement with the simulated ones. Since $D_{M}$ and $D_{P}$ are parabolic functions of $f_{M}$ and $f_{P}$, whereas $v_{M}$ and $v_{P}$ are linear dependent on $f_{M}$ and $f_{P}$ the above procedure is equivalent to finding the proper set of $(x, y)$ values on the parabola relating the simulated diffusion coefficient and the velocity parameters $f_{M}$ and $f_{P}$ (Figure 3.4a).

Next, for one component (e.g. monomer) the simulated diffusion coefficient and the simulated velocity are scaled by calculating the proper $\Delta x$ and $\Delta t$ from Equations 3.20 and 3.21 with the value found for $f_{M}$. It is easy to show that $f_{M}, f_{P}, \Delta x$ and $\Delta t$ are given by

$$
\begin{align*}
f_{M} & =\frac{\frac{D_{P}}{D_{M}}-\frac{v_{P}}{v_{M}}}{\frac{D_{P}}{D_{M}}-\left(\frac{v_{P}}{v_{M}}\right)^{2}}  \tag{3.24}\\
f_{P} & =\frac{\frac{D_{M}}{D_{P}}-\frac{v_{M}}{v_{P}}}{\frac{D_{M}}{D_{P}}-\left(\frac{v_{M}}{v_{P}}\right)^{2}}  \tag{3.25}\\
\Delta x & =2 \frac{v_{M} D_{P}-v_{P}^{2} D_{M} / v_{M}}{v_{M} v_{P}-v_{P}^{2}} \tag{3.26}
\end{align*}
$$



Fig. 3.4 Schematic picture of the adjustment of simulated diffusion coefficients and simulated velocities;
a. discrete polymerization: $M$ (onomer) $\rightleftarrows P$ (olymer) in the case of gel filtration or ultracentrifugation,
b. complex formation (three components) $A+B \rightleftarrows C$ in the case of gel filtration or ultracentrifugation,
c. as with $\mathbf{b}$ but in the case of electrophoresis.

$$
\begin{equation*}
\Delta t=2 \frac{D_{P}-v_{P} D_{M} / v_{M}}{v_{M} v_{P}-v_{P}^{2}} \tag{3.27}
\end{equation*}
$$

In the case of a complex forming system like $A+B \rightleftharpoons C$, the problem arises that five parameters $\left(\Delta x, \Delta t, f_{A}, f_{B}, f_{C}\right)$ must conform to six Equations:

$$
\begin{array}{ll}
v_{i}=f_{i}(\Delta x) / \Delta t, & (i=A, B, C), \\
D_{i}={ }^{1} / 2_{i}\left(1-f_{i}\right)(\Delta x)^{2} / \Delta t, & (i=A, B, C) . \tag{3.29}
\end{array}
$$

This difficulty, however, can be overcome by introducing a sixth parameter: the velocity of the frame, $v_{o}$, related to the simulation parameter, $u_{o}$, by $v_{o}=$ $u_{o} \Delta x / \Delta t$. This causes a new set of fractional transfer parameters, $u_{i}(i=A, B$, $C$ ), which must be used in the simulation procedure defined as

$$
\begin{equation*}
u_{i}=f_{i}-u_{o}, \quad(i=A, B, C) \tag{3.30}
\end{equation*}
$$

Now $u_{l}$ becomes the fraction of mass moving from one box to the next thus $0<u_{i}<1(i=A, B, C)$. As is exposed above $u_{i}$, will then be determinative of the simulated diffusion, whereas $f_{i}$ still determines the velocity. In this method the simulated velocity and the simulated diffusion are no longer interdependent. Instead of Equations 3.28 and 3.29 we now have

$$
\begin{array}{ll}
v_{i}=\left(u_{i}+u_{o}\right)(\Delta x) / \Delta t, & (i=A, B, C) \\
D_{i}=1_{2} u_{i}\left(1-u_{i}\right)(\Delta x)^{2} / \Delta t, & (i=A, B, C) . \tag{3.32}
\end{array}
$$

Elimimating $\Delta x / \Delta t$ and $(\Delta x)^{2} / \Delta t$ and putting $v_{A} / v_{B}=A, v_{A} / v_{B}=B, D_{B} / D_{A}=C$, and $D_{C} / D_{A}=D$ a set of Equations is obtained for $u_{i}(i=O, A, B, C)$ :

$$
\begin{align*}
& A=\frac{u_{A}+u_{O}}{u_{B}+u_{O}}  \tag{3.33}\\
& B=\frac{u_{A}+u_{O}}{u_{C}+u_{O}}  \tag{3.34}\\
& C=\frac{u_{B}\left(1-u_{B}\right)}{u_{A}\left(1-u_{A}\right)}  \tag{3.35}\\
& D=\frac{u_{C}\left(1-u_{C}\right)}{u_{A}\left(1-u_{A}\right)} \tag{3.36}
\end{align*}
$$

From Equations 3.33-3.36 the following expressions can be found for $u_{O}, u_{A}$, $\dot{u}_{B}$ and $u_{C}$ :

$$
\begin{aligned}
& u_{A}={ }^{1} / 2 \pm{ }^{1} / 2 \sqrt{\frac{-A_{1} \pm \sqrt{A_{1}^{2}-4 A_{0} A_{2}}}{2 A_{0}}} \\
& u_{B}={ }^{1} / 2 \pm^{1} / 2 \sqrt{4 C u_{A}^{2}-4 C u_{A}+\mathbf{B}^{1}} \\
& u_{C}=\frac{(A-B) u_{A}+A(B-1) u_{B}}{B(A-1)} \\
& u_{O}=\frac{A u_{B}-u_{A}}{1-A}
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{0}=S^{2}-Q D C \\
& A_{1}=2 S T-Q(C+D-2 C D) \\
& A_{2}=T^{2}-Q(1-C)(1-D) \\
& S=C\left\{\frac{A(1-B)}{A-B}\right\}^{2}+D\left\{\frac{B(1-A)}{A-B}\right\}^{2}-1 \\
& T=(1-C)\left\{\frac{A(1-B)}{A-B}\right\}^{2}+(1-D)\left\{\frac{B(1-A)}{A-B}\right\}^{2} \\
& Q=4\left\{\frac{A(1-B)}{A-B}\right\}^{2}\left\{\frac{B(1-A)}{A-B}\right\}^{2}
\end{aligned}
$$

After $u_{A}, u_{B}, u_{C}$ and $u_{o}$ have been solved $\Delta t$ and $\Delta x$ are found by the scaling procedure described for the two component system. In principle by equations 3.33-3.36 there are 8 sets of solutions. The values found in this way are restricted by the condition $0<u_{i}<1(i=A, B, C)$. It should further be kept in mind that there exist pairs of solutions which are symmetrical about $u=\frac{1}{2}$ and the overall transport of which will be opposite. Obviously such a pair may represent the corresponding ascending and descending limbs in free electrophoresis (or gel filtration). If $f_{i}>0(i=A, B, C)$ we are dealing with the ascending side, whereas for $f_{1}<0$ the descending side is simulated.

In the case of gel filtration the fastest component is the complex which has the smallest partition coefficient and diffusion coefficient. It is clear from Figure 3.4 b that for this case a fit on the diffusion parabola can also be realized and proper values for $u_{i}(i=A, B, C)$ can be found. The same holds true for the case of ultracentrifugation, provided the conditions mentioned on page 38 are satisfied.

From the electrophoresis of widely different complex forming systems it is
evident that the electrophoretic mobility of the complexes is always intermediate between those of the pure reactants (Gilbert and Jenkins, 1959; Cann and Klapper, 1961; Thompson and MacKernan, 1961). In this case no solution of Equations 3.33-3.35 is available, as is apparent from Figure 3.4c. By considering the average diffusional flux a satisfactory solution can also be found for this case, as was shown above.

# IV A PROGRAM IN ALGOL FOR THE SIMULATION OF ELECTROPHORETIC REACTION BOUNDARIES OF INTERACTING BIOPOLYMERS 

### 4.1. CONSTRUCTION OF PROGRAM

The program used for the simulation of reaction boundaries of interacting biopolymers during electrophoresis was written in ALGOL-60. Input and output procedures were adopted according to the conventions proposed in ALGOL-60, as published by NAUR et al. (1963). The program was adapted to the Control Data 3200 Computer of the Computer Centre of the Agricultural University at Wageningen.

The simulation programs for the ascending and descending electrophoretic patterns were named ASC-PQ and DESC-PQ respectively. The programs are also applicable to the rising and descending boundaries in gel filtration experiments with existing plateau region (Winzor and Scheraga, 1963). The program DESC-PQ can also be applied to sedimentation of interacting macromolecules provided the influences of the non-uniformity of the centrifugal field and radial dilution effects (Schachman, 1959) may be neglected.

The main differences between these programs ASC-PQ and DESC-PQ were: first, the way in which the starting conditions were calculated;
second, the manner in which the output is presented. The flow scheme (Figure 3.2) of both programs, however, is the same. The successful operation of the simulation program demands that special attention should be paid to the following facts.

1. According to the transfer Equation 3.8 new concentrations in a given box after each transfer cycle are governed by the concentrations in that box and the preceding one before transfer. The transfers in a particular round should not influence each other. It is therefore necessary to carry out the successive transfers in upstream direction.
2. After each transfer the new equilibrium concentrations are calculated. This calculation consists of three steps:
First, the coefficients of the polynomial Equation 3.6 are calculated.
Second, the monomer concentration $A_{1}$ is found as the real and positive root of Equation 3.6 by Newton-Raphson iteration (Margenau and Murphy, 1955).
Third, the new concentrations of all components are calculated from $A_{1}$ with the aid of Equations 3.2 and 3.3 and the accepted values for the various equilibrium constants.

It is advantageous to reduce the number of iteration steps in the computation of $A_{1}$, since this part of the program is repeated mostly. Therefore a starting value for $A_{1}$ is chosen close as possible to its final value reached in the iteration. In this respect it should also be borne in mind that the degree of convergence of the Newton-Raphson iteration diminishes when the degree of the polynomial
increases. As an example in the present case of $\alpha_{s 1^{-}}$and $\beta$-casein complex formation - see Equation 2.1 - if the constituent concentration $\bar{A}$ is accepted as the starting value $25-50$ iteration steps are required to obtain an accuracy of $10^{-10}(\mathrm{~g} / \mathrm{dl})$ in $\left[A_{1}\right]$. This number can be reduced to $2-4$ by initiating the iteration with a value of $A_{1}$ which approaches the final value of the root more closely. To this end we proceed as follows. The width of the boundary is increased with the length of one box at each successive transport round (see Figure 4.1). Since $A_{1}$ has the largest mobility and the complexes dissociate in the reaction boundary (Gilbert and Jenkins, 1959) the concentration of $A_{1}$ will increase in the ascending reaction boundary. We now assume that the concentration of $A_{1}$ will vary linearly over the reaction boundary (Figure 4.1). Simple geometry then yields the following expression for the starting value of the iteration procedure:

$$
\begin{equation*}
\left[A_{1}\right]_{r, n}^{s t a r t}=\frac{m-r}{m}\left[A_{1}\right]_{r, n-1}+\frac{r}{m}\left[A_{1}\right]_{r-1, n-1} \tag{4.1}
\end{equation*}
$$

where $n$ is the number of the transport round, $r$ is box number and $m$ is the width of the boundary after the $n^{\text {th }}$ transport round. In the descending reaction boundary where the concentration of $A_{1}$ decreases, a similar reasoning can be applied (see Figure 4.1).


FIG. 4.1 Schematic picture of the monomer concentration $A_{1}$ over the electrophoretic channel during simulation. Ascending limb:
———boundary after $n-1$ transport rounds,
--- boundary after $n$ transport rounds.
Descending limb:
$\cdots$ boundary after $n-1$ transport rounds,
-... - boundary after $n$ transport rounds.
Meded. Landbouwhogeschool Wageningen 74-2 (1974)

In the output the concentrations of the different components over the reaction boundary are listed (see Table 4.1). Also, the velocities and the concentration gradient are given in Table 4.1 The latter is also presented as a schlieren pattern (see for instance Figure 3a-c). Furthermore the velocities of the extrema of the schlieren pattern and the area distribution under the bimodal peak are computed.

Table 4.1 Representing the concentrations of the various species present, the concentration gradient and the velocities over the different boxes corresponding to the schlieren pattern shown in Figure 3.3b.

| NR | AI.PHA | GETA | COMPLEXI | COMPLEX2 | COMPLEX | 3 COMPLEX4 | COMPLEX5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | +0.0175 | +0.3469 | +0.0606 | +0.0533 | +0.1354 | +0.2488 | +0.0696 |
| 1 | +0.0176 | +0.3335 | +0.0589 | +0.0522 |  |  |  |
| 2 | +0.0181 | +0.3006 | +0.0544 | +0.0522 +0.0494 | +0.1339 +0.1300 | +0.2484 +0.2470 | $+0.0701$ |
| 3 | +0.0187 | +0.2578 | +0.0483 | +0.0455 | +0.1241 | +0.2444 | +0.0733 |
| 4 | +0.0195 | +0.2164 | +0.0422 | +0.0414 | +0.1173 | +0.2404 | $+0.0750$ |
| 5 | +0.0203 | $+0.1814$ | +0.0368 | $+0.0375$ | +0.1104 | +0.2353 | $+0.0763$ |
| 6 | +0.0210 | $+0.1532$ | +0.0322 | +0.0340 | +0.1039 | +0.2295 | +0.0763 +0.0772 |
| 7 | +0.0217 | +0.1308 | $+0.0284$ | +0.0310 | +0.0979 | +0.2233 | +0.0776 |
| 8 | +0.0224 | +0.1129 | +0.0253 | +0.0284 | +0.0923 | +0.2169 | $+0.0776$ |
| 9 | +0.0230 | $+0.0985$ | +0.0226 | +0.0261 | +0.0871 | +0.2103 | +0.0773 |
| 10 | +0.0235 | +0.0866 | +0.0204 | +0.0241 | $+0.0824$ | $+0.2037$ | +0.0767 |
| 11 | +0.0241 | +0.0767 | +0.0184 | +0.0223 | +0.0779 | +0.1970 |  |
| 12 | +0.0245 | +0.0683 | +0.0168 | +0.0207 | +0.0738 | +0.1903 | +0.0758 |
| 13 | +0.0250 | -0.0610 | +0.0153 | +0.0192 | +0.0698 | +0.1835 | +0.074 |
| 14 | +0.0255 | +0.0547 | +0.0139 | +0.0178 | $+0.066$ | +0.1767 | $+0.0720$ |
| 15 16 | +0.0259 +0.0263 | +0.0491 +0.0442 | +0.0127 | +0.0166 | $+0.0624$ | +0.1698 | +0.0704. |
| 16 17 | +0.0263 +0.0267 | +0.04442 +0.0397 | +0.0116 +0.0106 | $+0.0154$ | +0.0588 | +0.1627 | +0.0685 |
| 18 | +0.0271 | +0.0397 +0.0357 | +0.0106 +0.0097 | +0.0143 | +0.0554 | +0.1556 | +0.0665 |
| 19 | +0.0275 | +0.0357 | +0.0097 +0.0088 | +0.0132 +0.0122 | +0.0520 +0.0486 | +0.1492 | +0.0643 |
| 20 | +0.0279 | +0.0286 | +0.0080 | +0.011? | +0.0486 +0.0453 | +0.1329 | +0.0619 +0.0593 |
| 21 | +0.0283 | +0.0254 | +0.007? | +0.0102 | $+0.0420$ |  |  |
| 22 | +0.0287 | $+0.0225$ | +0.0064 | +0.0093 | +0.0432 | +0.1248 +0.1164 | +0.0565 +0.0534 |
| 23 24 | +0.0290 +0.0294 | +0.0197 +0.0172 | +0.0057 +0.0050 | $+0.0084$ | +0.0353 | +0.1164 +0.1076 | +0.0534 +0.0500 +0.053 |
| 25 | +0.0294 +0.0798 | +0.0172 +0.0148 | +0.0050 +0.0044 | +0.0075 | +0.0319 | +0.0985 | $+0.0463$ |
| 26 | +0.0301 | +0.0125 | +0.0038 | +0.0066 +0.0057 | +0.0285 +0.0250 | +0.08990 +0.0797 | +0.0424 |
| 27 | +0.0305 | $+0.0104$ | +0.0032 | +0.0057 +0.0049 | +0.0250 +0.0216 | +0.0792 +0.0691 | $+0.038 ?$ +0.0337 |
| 28 | +0.0308 | +0.0085 | +0.0026 | +0.004 .9 +0.0041 | +0.0216 | +0.0691 +0.0588 | $+0.0337$ |
| 29 | +0.0311 | $+0.0067$ | +0.0021 | +0.0033 | +0.0148 | +0.0588 +0.0485 | +0.0290 +0.0242 |
| 30 | +0.0314 | +0.0051 | $+0.0016$ | +0.0026 | +0.0148 +0.0117 | +0.0485 +0.0386 | +0.0242 |
| 31 | +0.0317 | +0.0038 |  |  |  |  |  |
| 32 | +0.0319 | +0.0026 | +0.0008 | +0.0019 | +0.0088 | $+0.0293$ | +0.0149 |
| 33 | +0.0321 | +0.0017 | +0.0008 +0.0006 | +0.0014 | +0.0063 | +0.0210 | +0.0104 |
| 34 | +0.0323 | +0.0011 | +0.0006 +0.0003 | +0.0006 | $+1.0042$ | +0.0141 | $+0.0073$ |
| 35 | $+0.0323$ | +0.0006 | +0.0002 | +0.0006 | $\begin{aligned} & +0.0026 \\ & +0.0015 \end{aligned}$ | +0.0087 +0.0049 | +0.0045 +0.0026 |
| 36 37 | +0.0324 +0.0324 | +0.0003 +0.0001 | $+0.0000$ | +0.0002 | +0.0015 | +0.0049 +0.0025 | +0.0026 +0.0013 |
| 38 | +0.0324 +0.0324 | +0.0001 +0.0000 | +0.0000 | $+0.0000$ | +0.0003 | +0.0011 | +0.0006 |
| 39 | +0.0324 | +0.0000 +0.0000 | +0.0000 +0.0000 | +0.0000 +0.0000 | +0.0001 | +0.0004 | $+0.0002$ |
| 40 | +0.0324 | +0.0000 | +0.0000 | +0.0000 +0.0000 | +0.0000 | +0.0001 | +0.0000 |

The program calculates the reaction boundary using the equilibrium constants as variable parameters. The proper set of equilibrium constants is found by trial and error. This stage of the computations can be speeded up by calculating the areas of the leading ascending and trailing descending peaks and the constituent velocities for different sets of equilibrium constants only by Equations 2.3-2.8. As will be clear from the theory presented in Chapter 2, these


Meded. Landbouwhogeschool Wageningen 74-2 (1974)
quantities are indicative of the value of the equilibrium constants. The advantage of this procedure lies in the fact that only the equilibrium concentrations in the undisturbed solution are calculated, which requires a minimum of computer time.

## 4. 2. The computation parameters

The actual parameters necessary for the input of the program are presented in the following list of formal parameters. They have been placed in the order in which they are processed by the computer.
n : number of boxes;
A: initial concentration of $A(\mathrm{~g} / \mathrm{dl})$;
B: initial concentration of $B(\mathrm{~g} / \mathrm{dl})$;
E: electric field strength ( $\mathrm{V} / \mathrm{cm}$ );
AM: molecular weight of component $A$;
BM: molecular weight of component $B$;
p: degree of polymerization $\left(A_{p}\right)$;
$\mathrm{q}: \quad$ stoichiometry of complex $\left(A_{q} B\right)$;
MU: array with elements MU[1]... MU[q+3], representing the mobilities $\left(\mathrm{cm}^{2} / V . \mathrm{s}\right)$ of respectively $A, B, A B, A_{2} B, \ldots, A_{q} B$ and the polymers of $A$ which have equal mobilities (see Chapter 2).
KQ : array with elements $\mathrm{KQ}[\mathrm{i}]$, where $\mathrm{i}=0(1) \mathrm{q}$;
representing the complex forming constants defined as
$\mathrm{KQ}[\mathrm{i}]=A_{i} B / A_{i} B(\mathrm{~d} 1 / \mathrm{g})$; note that $\mathrm{KQ}[0]=1$;
KP : array with elements $\mathrm{KP}[\mathrm{i}]$, where $\mathrm{i}=1(1) \mathrm{p}+1$; representing the polymerization constants defined as $\mathrm{KP}[\mathrm{i}]=A_{i} / A^{i}$; note that $\mathrm{KP}[1]=1$ and $\mathrm{KP}[\mathrm{p}+1]=0$.
Other actual parameters which are important corresponding to the formal parameters are:
H : array with elements $\mathrm{H}[0] \ldots \mathrm{H}[\mathrm{p}+\mathrm{q}]$, representing the coefficients of the polynomial of equation 3.6 ;
T : array with elements $\mathrm{T}[1] \ldots \mathrm{T}[\mathrm{p}+\mathrm{q}]$, representing the part of the former polynomial which is independent of $\bar{A}$ and $\bar{B}$ (see Equation 3.6);
LA: array with elements LA [i], where $\mathrm{i}=0(1) \mathrm{q}$, $\mathrm{LA}[\mathrm{i}]=\lambda_{i}=\mathrm{MB} /(\mathrm{iMA}+\mathrm{MB})$;
LO: array with elements LO[i], where $\mathrm{i}=0(1) \mathrm{q}, \mathrm{LO}[\mathrm{i}]=1-\mathrm{LA}[\mathrm{i}]$;
C : two dimensional array $\mathrm{C}[\mathrm{j}, \mathrm{i}]$, where $\mathrm{j}=0(1) \mathrm{n}$ and $\mathrm{i}=1(1) \mathrm{q}+5$. The box number is represented by $j$, and $i$ indicates the concentration of the $\mathrm{q}+2$ solute species $\left(A, B, A B, A_{2} B, \ldots, A_{q} B\right)$, polymer concentration of $A$, total concentration and the concentration gradient.

### 4.3. The program lists

comment ASC-PQ ASSめCIATIØNTRANSPØRT H.NIJHUIS;
begin integer $n, i, j, p, q, r, d, k, v o, v i, m, s ;$
real $c l, c 2, c 3, c 4, c 5, a, b, x, y, d i f f, e p s, t o l, w, w a, A M, B M, E$, $\mathrm{vb}, \mathrm{ve}, \mathrm{su}, \mathrm{xm}, \mathrm{uw}, \mathrm{vm}, \mathrm{hp}, \mathrm{cor}$;
boolean good,styg;
arcay $\mathrm{H}, \mathrm{MA}[0: 20], \mathrm{T}, \mathrm{KP}, \mathrm{MU}, \mathrm{KC}, \mathrm{LA}, \mathrm{L} 0, \mathrm{LK}, \mathrm{KQ}, \mathrm{KR}[0: 10]$;
AAA: $\operatorname{INPUT}(60, \downarrow \downarrow, \mathrm{R}, \mathrm{a}, \mathrm{b}, \mathrm{E}, \mathrm{AM}, \mathrm{BM}, \mathrm{p}, \mathrm{q}, \mathrm{eps}) ;$ good: $=\mathrm{trul} ;$
for $j:=1$ step 1 until $q+3$ do $\operatorname{INPUT}(60, k y, M U[j])$;
for $j:=0$ step 1 until $q$ do $\operatorname{INPUT}(60, \downarrow\rangle, K Q[j])$;
for $j:=1$ step 1 unt1 $p+1$ do $\operatorname{INPUT}(60, \downarrow y, K P[J])$;
if $\mathrm{KQ}[0]$ 11 then good: false;
if $\mathrm{KP}[1] \neq 1$ then good: =false;
if $K P[p+1] \neq 0$ then good: $=f$ alse;
if good=false then goto SOS;
$\mathrm{KC}[0]:=\mathrm{KQ}[0] ; \mathrm{s}:=\mathrm{p}$; if $\mathrm{s}<\mathrm{q}$ then $\mathrm{s}:=\mathrm{q}$;
for $j:=1$ step 1 until $q \quad$ de $K C[j]:=K Q[J] \times K P[J]$;
Cor $j:=2$ step 1 until $p+1$ do $K R[j]:=\operatorname{KP}[j] / K P[j-1]$;
diff: $=1 /(\operatorname{Ex}(\operatorname{MU}[1]-\mathrm{MU}[2]))$;
for $j:=1$ step $t$ until $q+3$ do $M U[j]:=d 1 f f \times M U[j] \times E$;
for $j:=1,3$ step 1 until $q+3$ de $\mathrm{MU}[j]:=\mathrm{MU}[\mathrm{j}]-\mathrm{MU}[2]$; vo: $=\mathrm{vi}:=0 ;$ cor: $=0 ; r:=\mathrm{p}+\mathrm{q} ; \mathrm{d}:=\mathrm{r}-1$;
for $j:=0$ step 1 until q de $L A[j]:=B M /(B M+j \times A M)$;
for $f:=0$ step 1 until q do LD[J]: $=1-\mathrm{LA}[j]$;
for $j:=0$ step 1 untí a do $L K[J]:=\operatorname{LA}[j] \times K C[j]$;
for $j:=0$ step 1 until $r$ do $H[j]:=0$;
for $1:=1$ step $I$ until $p$ do
for $j:=0$ step 1 until $q$ de $H[i+j]:=H[i+j]+L K[j] \times K P[j] ;$
for $j:=1$ step 1 until $q$ do $T[j]:=H[J]$;
ヶol: $=0.0001 / \mathrm{n} / \mathrm{n} ; \mathrm{hp}:=\mathrm{H}[\mathrm{r}] ; \mathrm{MA}[0]:=\mathrm{T}$;
begin array $c[1: q+5,0: n]$;
real procedure NERA $(x)$; real $x$;
begin $w:=w a:=h p ; k:=d$;
SSS: $\quad w:=w \times x+H[k]$; wa: $=w a x x+w ; k:=k-1$;
If $k>0$ then rote $S S S$; NERA: $=(w \times x+H[k]) / w a$;
end procedure NERA;
real procedure REEQ(i); Inteqer i;
begin $y:=c[1,1]-$ cor ; $c 1:=c 2:=c 4:=c 5 ;=0$;
Cor $\mathrm{j}:=1$ step 1 until $q$ de $c 1:=c 1+L \emptyset[j] \times c[j+2,1]$;
for $j:=0$ step 1 untid $q$ do $c 2:=c 2+L A[j] \times c[j+2, i]$; $c 1:=c 1+c[1,1]+c[q+3,1] ; c 3:=c 1+c 2$; Lor $j:=0$ sted 1 until q do $H[J]:=T[j]+c 2 \times K C[j]-c 3 \times L K[j]$;
CYC: $x:=y ; y:=x-N E R A(x)$; if tol $\langle a b s(x-y)$ then gote CYC; for $\mathrm{j}:=1$ step 1 until $s$ de $\operatorname{MA}[j]:=y \times M A[j-1]$; Cor $j:=0$ step 1 untid q do $c 5:=c 5+L K[j] \times M A[j]$; $c[1,1]:=y ; c[2,1]:=c 2:=c 2 / c 5 ;$
Cor $j:=1$ ster 1 until q do $c[j+2,1]:=K C[j] \times M A[j] \times c 2 ;$ cor $j:=2$ step 1 until $p$ do $c 4:=c 4+K P[j] \times M A[j] ; c[q+3,1]:=c 4$ end procedure REEQ;
for i:=0 step 1 until $n$ do
for $j:=1$ step 1 untid $q+5$ do $c[j, 1]:=0$;
$c[1,0]:=a ; c[2,0]:=b ; \operatorname{REEQ}(0) ; c[q+4,0]:=a+b ;$

HHH:
vi:=vi+l; m:=0;
for 1: =n step -1 until 1 do
begin it $c[1,1-1]<t o l$ then goto VVV;
for j: $=\mathrm{q}+3$ step -1 until 3,1 do
begin cor: $=c[j,(£-1)]-c[j, 1]$; $c[j, 1]:=c[j, 1]+c$ ori $\times M U[J]$ end;
if $m=0$ then $m:=I$; cor: $=\operatorname{cor} \times(m-1) / m$; REEQ(1);
VVV:
end transport;

```
su:=0; for j:=1 sten 1 untid q+3 do
su:=su+c[j,0]-c[j,1];
if abs(su)<eps then
    begin
    for 1:=1 sted 1 untin n-1 do
        cor j:=1 sten 1 until_ q+3 do c[j,i]:=c[j,1+1];
        vo:=vo+1; qoto HHH
        end moving rrame;
```

su：$=0$ ；for $j:=3$ step 1 until $q+2$ do su：$=s u+c[j, n]$ ；
1f．su＜eps then goto HHH ；

Cor i：＝1．step 1 until $n$ do
begin for $j:=1$ step 1 until $q+3$ d $\rho$
$c[q+4, i]:=c[q+4, i]+c[j, 1] ;$ $c[q+5,1]:=c[q+4, i-1]-c[q+4,1]$ end；
$\mathrm{vb}:=(\mathrm{MU}[2]+\mathrm{vo} / \mathrm{vi}) / \mathrm{diff} ; \mathrm{diff}:=\mathrm{diff} \times \mathrm{v}^{\prime} i ; k:=0 ;$ ve：$=\mathrm{n} / \mathrm{diff} \mathrm{f}+\mathrm{vb}$ ；
Cor $1:=0$ step 1 until $n$ do
begin if $i=0 \vee i-k \times 50=1$ then
begin $k:=k+1$ ；
बUTPUT（61，$\downarrow \times / 97 \mathrm{~b}$（pagel，bzdy，k）；
QUTPUT（61，$\$ / \mathrm{b}$ 亿nr alpha beta $\gg)$ ；
for $\mathrm{j}:=1$ step 1 until $q$ do ØUTPUT（61，\＆（complexłdlb〉，j）；
ØUTPUT（61，\＆ołpolymer total dc／dr〉y）；
ØUTPUT（61，\＄7błvelocity nry／y）；
if $k>1$ then ØUTPUT $(61, k / / \downarrow)$
end：
ØUTPUT（61，$\downarrow / 2 z d 2 b \downarrow, i) ;$
for $j:=1$ step 1 until $q+4$ do
ØUTPUT（ $61, \Varangle+z d .4 d 1 b\rangle, c[j, 1])$ ；
oUTPUT $(61, k+z d .3 \mathrm{db} 3 \mathrm{~d} 1 \mathrm{~b}), c[q+5,1])$ ；
ØUTPUT $(61, \downarrow+z d .3 \mathrm{db} 3 \mathrm{db} 3 \mathrm{~d}, \mathrm{~b} 2 \mathrm{zd}\rangle, \mathrm{i} / \mathrm{diff}+\mathrm{vb}, 1)$ ；
if is $10=1 / 10$ then ØUTPUT $^{(61, ~} \downarrow / \searrow$ ）
end result one box；

If $25<n$ then $\operatorname{gUTPUT}(61, \$ x>)$ else $\operatorname{gUTPUT}(61, \downarrow / / \downarrow)$ ；
for i：$=1$ step 1 until $n$ do
bexin
ØUTPUT（61，$\nless / z z d 3 b\rangle, 1) ; m:=c[q+5,1] \times 1000 \times n \times n / 625$ ；
if $m>129$ then $k:=0$ else $k:=T$ ；
If $k=0$ then $m:=128$ ；

if $\mathrm{k}=0$ then めUTPUT $(61, \downarrow \nless 0\rangle>)$
end graph；

```
\emptysetUTPUT(61,\x 97bkpage>,zd`,0);
øUTPUT(61,4/9b&ASC-PQ ASSøCIATIØNTTRANSP\emptysetRT H.NIJHUIS\\);
ØUTPUT(61,45błascending reaction boundary\\);
ØUTPUT(61,$/ 9b\alpha- en beta-casein \y);
øUTPUT(61,& 2błalpha-cas. polymerizing.\\);
\emptyseturPUT(61,& 2błalpha en beta complexes: a/b=q/1 \\);
\emptysetUTPUT(61,$// 9b\boxes amount\2lb2zd \,n);
QuTPUT(61,\ 14b\field strength (volt/cm) $8bzd.4dy,E);
GUTPUT(61,&/ 9błinitial conc. alpha (g/dL)\ 8bzd.4d y,a);
\emptysetUTPUT(61,\ 9błmol weight alpha-cas. >'7b5zd>,AM);
\emptysetUTPUT(61,k/ 9błinitial conc. beta. (g/al)\ 9bzd.4d >,b);
\varnothingUTPUT(61,$ 9błmol weight beta-cas. \ 8b5zdy,BM);
\emptysetuTPUT(61,$/ 9bldelta T/delta x (sec/cm) \ 5b5zd >,diff/vi);
ØUTPUT(61,t 14błaccuracy in conc. (g/dl)\10bd.7dy,eps);
GUTPUT(61,$// 9błass.const. KC(i)=c(i)/bx(a)i (dl/g)i \\);
@UTPUT(61,$4b$KQLi]=ci/bxai (dl/g) \y);
OUTPUT(6l,\4błKA[i]=ci/axc(i-1) (dl/g) >>);
\emptysetUTPUT(61,&/20b,żd,5bd.5d$+3d>,0,KC[0] );
for i:=1 step 1 until q do
    begin
    \emptysetUTPUT(61,&/20b,zd,5ibd.5d$+3dy,i,KC[i] );
    gUTPUT(61,$13b2zd.d,23b2zd.d\,KQ[i];KC[i]/KC[1-1])
    end;
guTPUT(61,&// 9błmobilities\\);
for j:=1,3 sten 1 until q+3 do MU[j]:=MU[j]+MU[2];
for j:=1 step l untin q+3 do MU[Fj]:=MU[j]\timesvi/(Exdiff);
\emptysetUTPUT(61,\/ 9błalpha (cm2/voltxsec)\>>,MU[1]);
gUTPUT(61,$/ 9błbeta (cm2/voltxsec)\>,MU[2]);
for f:=1 step 1 untid q do
\emptysetUTPUT(61,$/ 9btcomplex\d,$(cm2/voltxsec)y y,f,MU[j+2]);
\emptysetUTPUT(61,t/ 9bkpolymer (cm2/voltxsec)\>,MU[q+3]);
øUTPUT(61,k// gb{polymerization-cons. KP=ap/(al)p \\);
\emptysetUTPUT(61,$4b&KR=a(p)/a(p-1)\timesa (dl/g) \t);
ØUTPUT(61,\downarrow 4błpolymerization degree alpha $2zdy,p);
ØUTPUT(61,\/20b,zd,5bd.5d$+3d\,l,KP[1]);
for 1:=2 step l until p+1 de
ØUTPUT(61,k/20b,zd,5bd.5d$$+3d,11b2zd.dy,i,KP[i],KR[i] );
```

 ØUTPUT(61, $\$ 1$ błmoving frame rounds executed $\$ 6 \mathrm{zd}, \mathrm{vo}$ );

```
gUTPUT(61,4//20błvelocities (cm/sec)\\);
ØUTPUT(61,&/1lbtbox nr 0\+3zd.3db3db3dy,vb);
OUTPUT(61,1 /11błbox nrl2zd,+3zd.3db3db3dy,n,ve);
\emptysetUTPUT(61,$/11błdifference)+2zd.3db3db3dy,ve-vb);
```

OUTPUT(6?, $\downarrow / / 13 \mathrm{~b}$ łmaxima and minima in gradient $\quad \$)$;

$c 2:=c[q+5,0] ; c 3:=c[q+5,1] ; c 5:=c[q+4,0] ;$
if $\mathrm{c} 2<\mathrm{c} 3$ then $s t y g:=$ true else styg: =false;
for 1:=2 step 1 until $n$ da
begin
c1:=c2; c2:=c3; c3:=c[q+5,1]; c4:=c5;
if $c 2<c 3$ = styg then gioto ØU1;
If stygㅎrue then styg: false else styg: =trye;
Uw: $=(c 1-c 3) /(c 1+c 3-2 \times c 2) / 2 ; x m:=1-1+u w ; ~ v m:=x m / d i f f+v b ;$
if uw $>0$ then $k:=1$ elsee $k:=-1$;
$c 5:=c[q+4, i-1]-k \times u w \times(c[q+4, i-1]-c[q+4, i+k-1]) ; s u:=c 4-c 5 ;$
ØUTPUT (61, $4 / 8 \mathrm{~b} 3 \mathrm{z} 2 \mathrm{~d} \cdot 3 \mathrm{~d}, 4 \mathrm{~b}+\mathrm{zd} \cdot 3 \mathrm{db} 3 \mathrm{db} 3 \mathrm{~d}, 5 \mathrm{~b}+\mathrm{zd} .4 \mathrm{~d}\rangle, \mathrm{xm}, \mathrm{vm}, \mathrm{su})$;
ØUT: end;
ØUTPUT (61, $\downarrow / 41 \mathrm{~b}+z \mathrm{~d} .4 \mathrm{~d}), \mathrm{c} 5-\mathrm{c}[\mathrm{q}+4, \mathrm{n}])$;
$c]:=\operatorname{MU}[1] \times(c[1,0]+c[q+3,0]) ; c 2:=0 ;$
for $j:=3$ step 1 until $q+2$ de $c 1:=c 1+L \emptyset[j-2] \times c[j, 0] \times M U[j]$;
for $j:=2$ step $]$ until $q+2$ de $c 2:=c 2+L A[j-2] \times c[j, 0] \times M U[j]$;
$\mathrm{c} 1:=\mathrm{c} 1 / \mathrm{a} ; \mathrm{c} 2:=\mathrm{c} 2 / \mathrm{b}$; su: $=\mathrm{ax}(\mathrm{cl}-\mathrm{c} 2) /(\mathrm{MU}[\mathrm{I}]-\mathrm{c} 2) ;$
DUTPUT(61, $\downarrow / 13 b \nmid a r e a$ leading peak $\rangle)$ );

ØUTPUT $(61, t / 10 b+z d .4 d 3 b,+z d . d y, c[q+4, n], c[q+4, n] \times 100 /(a+b)) ;$
ØUTPUT (61, $\downarrow+3 b z d \cdot 4 d 3 b,+z d . d\rangle, s u, s u \times 100 /(a+b))$;
DUTPUT ( $61,4 / / 3 \mathrm{~b} \not \mathrm{c}$ onst. velocity alphay $4 \mathrm{~b}+z \mathrm{~d} .3 \mathrm{db} 3 \mathrm{db} 3 \mathrm{~d}\rangle, \mathrm{cI}$ );
ØUTPUT(61, $8 / 3 b \not \subset c o n s t . v e l o c i t y$ beta) $5 b+z d .3 d b 3 d b 3 d y, c 2)$;
If $K P[1]=1$ A $K P[p+1]=0$ then goto $A A A$
end;

end
comment DESC-PQ ASSøCIATIONTRANSPQRT H.NIJHUIS;

```
begin
    Integer n,i,j,p,q,r,d,k,vo,vi,m,s;
        real cl,c2,c3,c4,c5,a,b,x;y,diff,eps,tol,w,wa,AM,BM,E,
        vb,ve,su,xm,uw,vm,hp, cor,mul,mu2,mud;
        beolean good,glyk,styg;
        arrav H,MA[0:20],T,KP,MU,KC,LA ,L0,LK,KQ,KR[0:10];
AAA: INPUT(60,\),n,\mp@code{a,b,E,AM,BM,p,q,eps); good:=हly̆k:=true;}
if n<0 then gote S0S;
Fon j:=1 step 1 unti] q+3 de INPUT(60,4y,MU[j]);
EOR j:=0 step 1 until q do INPUT(60, \\,KQ[j]);
for j:=1 step l until p+1 do INPUT(60,\y,KP[j]);
if KQ[0] #1 then good: =false;
if KP[1] #1 then good:=false;
1f KP[p+1]*0 then good:=false;
If good=false then moto S|S;
KC[0]:=KQ[0]; s:=p; if s < q then s:=q;
for j:=1 sted l until q do KC[j]:=KQ[j]\timesKP[j];
for j:=2 step 1 until p+1 do KR[j]:=KP[j]/KP[j-1];
diff:=1/(EX(MU[1]-MU[2])); vo:=vi:=0; cor:=0;
for j:=1 step 1 untir] q+3 do MU[j]:=diff\timesMU[j]\timesE;
mul:=MU[1]; mu2:=MU[2]; mud:=muT-mu2; r:=p+q; d:=r-1;
for j:=1 step 1 untf] q+3 de MU[j]:=MU[j]-mu2;
for j:=1 sten 1 util q+3 do MU[j]:=mud-mu[j];
for j:=0 sted 1 until q ac LA[J]:=BM/(BM+J\timesAM);
for j:=0 sten 1 until q do Lix[j]:=1-LA[j];
for j:=0 step l until q do LK[j]:=LA[j]\timesKC[j];
Cor j:=0 sten 1 until r de H[j]:=0;
for i:=1 step l until p de
for j:=0 sted l unti] q de H[i+j]:=H[i+j]+LK[j]\timesKP[i];
for }\textrm{f}:=0\mathrm{ stee 1 until q de T[j]:=H[j];
tol:=0.0001/n/n; hp:=H[r]; MA[0]:=t;
begin acray c[1:q+5,0:n];
real procedure NERA (x); real x;
begin w:=wa:=hp; k:=d;
SSS: w:=wxx+H[k]; wa:=waxx+w; k:=k-1;
    If k>0 then gete SSS; NERA:=(wxx+H[k])/wa;
end procedure NERA;
```

real procedure $\operatorname{REEQ}(1)$; integer 1 ;
begin $y:=c[1, i]$-cor; $\mathrm{cl}:=\mathrm{c} 2:=\mathrm{c} 4:=\mathrm{c} 5:=0$;
for $j:=1$ sten 1 until $q$ de $c 1:=c 1+L \|[J] \times c[j+2, i] ;$
for $j:=0$ step 1 until q de $c 2:=c 2+[A A[j] \times c[j+2, i]$;
$\mathrm{c} 1:=\mathrm{c} 1+\mathrm{c}[1,1]+\mathrm{c}[\mathrm{q}+3,1] ; \mathrm{c} 3:=\mathrm{c} 1+\mathrm{c} 2$;
Lor $j:=0$ 'step 1 until $q$ do $H[j]:=T[j]+c 2 \times K C[j]-c 3 \times L K[j]$;
CYC: $\mathrm{x}:=\mathrm{y}$; $\mathrm{y}:=\mathrm{x}-\mathrm{NERA}(\mathrm{x})$; 1f tol<abs ( $\mathrm{x}-\mathrm{y}$ ) then goto CYC;
for $j:=1$ step 1 untid $s$ de $\operatorname{MA}[j]:=y \times M A[j-1]$;
for $j:=0$ sted 1 untid $q$ do $c 5:=c 5+L K[J] \times M A[j]$;
$c[1,1]:=y ; c[2, i]:=c 2:=c 2 / c 5 ;$
for $j:=1$ sten 1 until $q$ do $c[j+2, i]:=K C[j] \times M A[j] \times c 2$;
for $j:=2$ steg 1 untin $p$ de $c 4:=c 4+\operatorname{KP}[j] \times M A[J] ; c[q+3,1]:=c 4$ end procedure REEQ;
for $1:=0$ step 1 until $n$ de
for $j:=1$ step 1 until $q+5$ de $c[j, 1]:=0$;
$c[1,0]:=a ; c[2,0]:=b ; \operatorname{REEQ}(0) ; c[q+4,0]:=a+b ;$
HHH :
vi:=vi+1; m:=0; glyk:=true;
Lor $1:=n$ step -1 until 1 do
begin if $c[1, i-1]<t o l$ then geto VW ;
for $\mathrm{j}:=\mathrm{q}+3$ stee -1 until 1 de
begin cor: $=c[j,(i-1)]-c[j, i]$;
$c[j, 1]:=c[j, i]+c o r \times M U[j]$ end;
if $m=0$ then $m:=1$; cor: $=\operatorname{cor} \times(m-1) / m$; REEQ(i);
vvv: end transport;
for $j:=1$ sten 1 until $q+2$ d
if abs (c $[j, 0]-c[j, 1])>$ eps then $g l y k:=$ false:
if glyk $\hat{\equiv}$ true then
begin
for $i:=1$ step 1 until $n-1$ de
for $f:=1$ step 1 until $q+3$ de $c[j, i]:=c[j, i+1]$;
vo: =voli; geto HHH
end moving frame;

```
su:=0; for j:=3 step 1 until q+2 do su:=su+c[j,n];
If su<eps then roto HHH;
for 1:=1 step l until n do
    begin for j:=1 step 1 until q q+3 do
        c[q+4,i]:=c[q+4,i]+c[j,i];
        c[q+5,i]:=c[q+4,i-1]-c[q+4,i] end;
vb: =(mul-vo/vi)/diff; diff:=-diffxvi; k:=0; ve:=n/diff+vb;
for 1:=0 step 1 until n de
begin if 1=0 v 1-k\times50=1 then
    besin k:=k+1;
    ØUTPUT(61, $\times/97b\page\,bzdy,k);
    QUTPUT(61,&/blnr alpha beta y>);
    for j:=1 step 1 until q de
    gUTPUT(61,& &complex\dlb`,j);
    QUTPUT(61,$b$polymer total dc/dryy);
    ØUTPUT(61,&7b&velocity nry/x);
    If k>1 then 凤UTPUT(61, (//\)
    end;
```



```
for j:=1 step 1 untill q+4 do
DUTPUT(61,\+zd.4dlb},c[j,i]);
\emptysetUTPUT(61,q+zd.3db3d1bs,c[q+5,1]);
ØUTPUT(61,&+zd.3ab3db3d,b2zdy,1/diff+vb,i);
```



```
end result one box;
if 25<n then ØUTPUT(61, \x\) else 谟UT(61,\//\);
for i:=n step -1 until l do
begin
    ZUTPUT(61, &/zzd3by,i); m: =c [q+5,i]\times1000\timesn\timesn/625;
    if m>129 then k:=0 else k:=T;
    If }k=0\mathrm{ then m:=128;
    for }1:=1 step l until m de ØUTPUT(61,4&xyy)
    If k=0 then ØUFPUT(61,\to\y)
end graph;
```

```
@UTPUT(61,\\times 97błpage\,zd`,0);
ØUTPUT(61,\/9b\DESC-PQ ASSØCIATIØNTRANSPØRT H.NIJHUIS\y);
OUTPUT(61,$5b\descending reaction boundary$));
OUTPUT(61,&/ 9błalpha- en beta-casein \>);
ZUTPUT(61,\ 2błalpha-cas. polymerizing $%);
OUTPUT(61,\ 2błalpha and beta complexes: a/b=q/l \%);
\UTPUT(61,&// gb&boxes amountl21b2zd y,n);
DUTPUT(61,k 14błfield strength (volt/cm) \8bzd.4dy,E );
ØUTPUT(61,\/ 9błinitial conc. alpha (g/dl)\ 8bzd.4d y,a);
QUTPUT(61,t 9b&mol weight alpha-cas. & 7b5zdy,AM);
ØUTPUT(61,\/ 9b\initial conc. beta (g/dl)\ 9bzd.4d y,b);
gUTPUT(61,\ 9b&mol weight beta-cas. \ 8b5zdy,BM);
\emptysetUTPUT(61,&/ 9b{delta T/delta x (sec/cm) \ 5b5zd y,-diff/vi);
gUTPUT(61,& 14błaccuracy in conc. (g/dl))10bd.7dy,eps);
\emptysetUTPUT(61,&// 9błass.const. KC(1)=c(i)/bx(a)i (dl/g)i 1\);
ØUTPUT(61,\4b\KQ[1]=ci/bxai (dl/g) \v);
ดUTPUT(61,\4b&KA[1]=ci/axc(i-1) (di/g) y);
ØUTPUT(61,\downarrow/20b,žd,5bd.5a$+3d\downarrow,0,KC[0] );
for i:=1 step l until q so
    begin
    #UTPUT(6I,&/20b,zd,5bd.5d$+3dy,i,Kc[1] );
    øUTPUT(61,k13b2zd.d,23b2zd.dy,KQ[i];KC[1]/KC[1-1])
    end;
\varnothingUTPUT(61,$// 9bdmobilities\\);
for j:=1 sten ] until] q+3 do MU[J]:=-MU[J]+mud;
for j:=1 step 1 until q+3 do MU[j]:=MU[f]+mu2;
for j:=1 step 1 until q+3 dq MU[J]:=-MU[J]\timesvi/E/diff;
gUTPUT(61,\/ gbłalpha (cm2/voltxsec)t \,MU[1]);
\emptysetUTPUT(61,\/ 9błbeta (cm2/voltxsec)\ },MU[2]);
for j:=1 step l until q de
gUTPUT(61,$/ gbłcomplex\d, \(cm2/voltxsec)\ \,j,MU[j+2]);
\emptysetUTPUT(61,\/ gb{polymer (cm2/voltxsec)& },MU[q+3]);
QUTPUT(61,\// gblpolymerization-cons. KP=ap/(a1)p y () ;
QUTPUT(61,\4b\KR=a(p)/a(p-1)\timesa (dl/g) \x);
\emptysetUTPUT(61,& 4b{polymerization degree alpha vezd>,p);
```



```
for 1:=2 step l unt11 p+1 de
QUTPUT(61,k/20b,zd,5bd.5d$+3d,11b2zd.d\rangle,1,KP[1],KR[1] );
```

```
0UTPUT(61,\2/11b\transport rounds executed $3b6zdy,vi);
DUTPUT(61,\ l1b&moving frame rounds executed $6zd`,vo);
DUTPUT(61,d//20b\velocities (cm/sec)\y);
gUTPUT(61,\/11błbox nr 0\+3zd.3db3db3dy,vb);
\emptysetUTPUT(61,九 /11błbox nr$2zd,+3zd.3db3db3dy,n,ve);
ØUTPUT(61,\/11b\difference\+2zd.3db3db3dy,ve-vb);
øUTPUT(61,\//13b&maxima and minima in gradient $);
gUTPUT(61,k/11b&box\12b $velocity`9błareayy);
    c2:=c[q+5,0]; c3:=c[q+5,1]; c5:=c[q+4,0];
    If c2<c3 then styg:=true else styg:=false;
    for i:=2 step 1 until n do
    begin
    c1:=c2; c2:=c3; c3:=c[q+5,1]; c4:=c5;
    if c2<c3 \equiv styg then getce ØUT;
    if styg=true then styg:=false else styg:=true;
    uw:=(c1-c3)/(c1+c3-2xc2)/2; xm:=i-1+uw; vm:=xm/diff +vb;
    1f uw>0 then k:=1 else k:=-1;
    c5:=c[q+4,i-1]-k\timesuw\times(c[q+4,i-1]-c[q+4,i+k-1]); su:=c4-c5;
    @UTPUT(61,\/8b3z2d.3d,4b+zd.3db3ab3a,5b+zd.4dy,xm,vm,su);
DUT:
    end;
    ØUTPUT(61,\/4Ib+zd.4dy,c5-c[q+4,n]);
cl:=MU[1]\times(c[1,0]+c[q+3,0]); c2:=0;
for j:=3 step 1 untfil q+2 do ci:=cl+L|[j-2]\timesc[j,0]\timesMU[{];;
for j:=2 sted 1 unti] q+2 do c2:=c2+LA[j-2]\timesc[j,0]\timesMU[j];
cl:=c1/a; c2:=c2/b; su:=bx(cl-c2)/(c1-mu[2]);
gUTPUT(61,& /13błarea tra1ling peaky);
ØUTPUT(61,\/12błobs $7b$per$6błcal$7b\peryy);
OUTPUT(61,4/10b+zd.4d3b,+zd.dy,c[q+4,n],c[q+4,n]\times100/(a+b));
8UTPUT(61, \+3bzd.4d3b,+zd.dy,su,sux100/(a+b));
\mathrm{ OUPUT(61, $//3błconst.velocity alpha\ 4b+zd.3ab3db3dy,c1);}
øUTPUT(61,$/3błconst.velocity beta\5b+zd.3db3db3ay,c2);
    if KP[1]=1 A KP[p+1]=0 then goto AAA
end;
SøS: if good=false then ØUTPUT(61,\\mistake\\);
end
```

SUMMARY

The anomalous boundaries occurring during free electrophoresis or ultracentrifugation of interacting biopolymers are investigated. As is already known from the early studies of LONGSworth and MacInnes (1942), such interactions can give rise to abnormal velocities and areas of the migrating peaks in transport patterns.

In this thesis in particular the complex formation between $\alpha_{s 1^{-}}$and $\beta$-casein two major proteins from milk, was studied. The importance of such complex formation for the cohesion of the natural casein micelles in milk has been stressed repeatedly.

Complex formation between these proteins was easily recognizable from the different number of moving peaks on both sides of the electrophoretic channel.

Application of the moving boundary theory (Chapter 2) leads to the conclusion that the constituent mobility of $\alpha_{s 1}$-casein is fairly high, which indicates the presence of complexes of a high stoichiometric ratio $\alpha_{s 1} / \beta$.

The development of the reaction boundaries during electrophoresis was simulated in the ALGOL-programs presented in Chapter IV. In the computations the self-polymerization of $\alpha_{s 1}$-casein under the experimental conditions and the simultaneous formation of the various complexes was taken into account. The results of such a simulation was found to be consistent with the conclusions of the moving boundary theory.

The simulation (Chapter 3) is brought about by dividing the electrophoretic channel into a large number of small boxes of equal length. The development of the reaction boundary then was simulated by means of alternate rounds of transport of material from one box to the next and subsequent re-equilibration. Only the transport due to the velocity is accounted for, which makes the procedure a simplification of Goad's method for the numerical solution of the conservation-of-mass equation of a system of migrating and interacting macromolecules. By reducing the calculation in this way a diffusion-like error is introduced which is used to advantage to imitate the diffusional flux. It is shown that this procedure is essentially identical to the countercurrent analog developed by Bethune and Kegeles to account for the effect of diffusion on the transport pattern of interacting proteins.

The adjustment of the simulated diffusion coefficients to their actual values is discussed and the results of different calculations compared. It is shown that in agreement with expectation diffusional spreading had only a minor influence on the development of a reaction boundary in prolonged experiments.

## SAMENVATTING

Onderzocht werden de anomalieën in de bewegende grenzen, die optreden tijdens vrije elektroforese of ultracentrifugering van biopolymeren waartussen interacties bestaan. Uit de studies van LongSworth en MacInnes in 1942 was reeds bekend dat zulke interacties aanleiding kunnen geven tot abnormale snelheden en oppervlakken van de zich verplaatsende pieken in transportexperimenten.

In dit proefschrift wordt de complexvorming bestudeerd tussen twee hoofdcomponenten van de melkeiwitten, namelijk $\alpha_{s 1}$ - en $\beta$-caseine. Op het belang van deze complexvorming voor de stabiliteit van caseïnemicellen is herhaaldelijk de nadruk gelegd.

De complexvorming tussen deze twee eiwitten was gemakkelijk herkenbaar aan het verschillende aantal pieken dat optreedt in de beide benen van het $U$ vormige elektroforesekanaal.

Door de 'moving boundary'-theorie (hoofdstuk 2) toe te passen, kan worden geconcludeerd dat de constituentsnelheden van $\alpha_{s 1}$-caseïne tamelijk hoog zijn, wat een aanwijzing is voor de aanwezigheid van complexen met een hoge stoichiometrische verhouding $\alpha_{s 1} / \beta$.

De ontwikkeling van de reactie-grenzen tijdens elektroforese is gesimuleerd in de ALGOL-programma's die in hoofdstuk 4 gegeven zijn. In de simulatie wordt rekening gehouden met de polymerisatie van $\alpha_{s 1}$-caseïne onder de experimentele omstandigheden en de gelijktijdige vorming van de verschillende complexen. Het resultaat van deze berekening bleek overeen te stemmen met dat van de 'moving boundary'-theorie.

In de simulatie (hoofdstuk 3) wordt het elektroforesekanaal in een groot aantal hokjes van gelijke diepte verdeeld. De vorming van de reactie-boundary wordt dan gesimuleerd door afwisselend de componenten van het ene naar het andere hokje te transporteren en daarna in de aldus ontstane inhoud van de hokjes het chemisch evenwicht zich opnieuw te laten instellen. Alleen het massatransport ten gevolge van het van buiten aangebrachte potentiaalveld wordt in rekening gebracht.

De gebruikte methode is zodoende een vereenvoudiging van de methode van Goad voor het numeriek oplossen van de conserveringsvergelijking van een systeem van transporterende componenten waartussen interacties bestaan. Door deze vereenvoudiging wordt er een diffusieachtige fout geïntroduceerd die ten nutte wordt aangewend om de diffusie te imiteren. Aangetoond wordt dat deze procedure in wezen vergelijkbaar is met de countercurrent-analogie waarmee Bethune en Kegeles de diffusie verdisconteerden in het transport van associērende eiwitten.

Het aanpassen van de gesimuleerde diffusiecoëfficiënten aan de werkelijke waarden wordt besproken en de resultaten van de verschillende berekeningen zijn vergeleken. Aangetoond wordt dat, overeenkomstig de verwachting, de spreiding ten gevolge van de diffusie slechts een ondergeschikte rol speelt in de ontwikkeling van de reactie-boundaries in langdurige experimenten.
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[^0]:    * The molecular parameters of monomeric $\alpha_{31}$ - and $\beta$-casein are almost the same (Schmidr, 1970; Noelken and Reibstein, 1968).

