Stellingen

. The structure of solid films, exhibiting surface mobility, can be uniquely determined by

Monte Carlo simulation of the fluorescence anisotropy.
(This Thesis, Chapter 4, 5)

. By comparing the X-ray structure and the ratio of the intra- and inter-stack energy
transfer rate constanls in a two-dimensional model of porphyrin films the relative
contributions of the Coulombic and exchange interaction to the transfer mechanism can

be determined.
(This Thesis, Chapter 5)

. The economic effects of the inflow of foreign investments in countries with a developing

market economy can be best predicted by Monte Carlo simulation of this process.

. The start of an epidemic can only be analyzed effectively by Monte Carlo computer

simulation.

. The distribution of effort over time in marathon running can be optimized using Monte

Carlo simulation,

. Winter soccer matches, as exercised in Belarus, should be included to the program of the

Olympic Games.

. The chemistry of cooking is underdeveloped.
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Preface

Scope of the Thesis

The light harvesting of solar energy by plants and its conversion to chemically useful forms is a
fascinating phenomenon, which sets an example how to usec natural energy resources in an
effective way. It is therefore highly relevant to construct a synthetic device that derives energy
from sunlight by using the basic principles of natural photosynthesis. Of course this idea is not
new and schemes for using energy from the sun have been around for hundreds of years. In the
last tens years there has been increasing interest in synthetic organic molecular devices,
including photodetectors, molecular semiconductors, light -harvesting systems, emitting diodes,
solar cells, etc [1,2,3,4,5,6,7,8]. Organic materials as compared to inorganic have several
advantages for these applications, i.e. low processing cost, large variety in molecular structures,
and the natural character of energy transformation [9,10,11]. From experience with other opto-
electronic devices it can be concluded that it is of critical importance to construct the synthetic
solar cells in the form of ultra thin solid organic films. Recently, in particular such films of
porphyrins have gained much interest because the porphyrins are well-known as the initiators of
many biological processes in nature [12] and attractive chemical species for the construction of
self-organizing structures [13,14,15] that provide insight into the mechanisms of biological
processes such as photosynthesis. The porphyrin compounds also occupy a relevant position in
the rapidly developing field of supramolecular chemistry [16,17], since these compounds are
frequently used as building blocks for the construction of artificial systems, designed to feature a
number of functions [18], i.e. light-harvesting and charge separation, as also occur in
photosynthesis. The photophysical properties of thin porphyrin films mainly related to the
mechanisms of electronic and hole conduction, energy transfer, and radiationless deactivation,
etc. are still far from completely understood. This is a one of the strongest motivations for the

work reported in this Thesis.

Thin organic films used in photovoltaic cells may contain one or more photoactive molecular
layers. In binary cells the layers act as an energy donor and —acceptor, respectively [19,20,21].
The efficiency of these films may be improved by making use of a light-collecting antenna
transferring the excitation energy to the photoactive region of the cell, where charge separation

takes place. The main subjects of the study of the thin porphyrin films are:



1. The structure and photophysical properties of a tetrameric porphyrin model system self-

organizing into a tetramer, exhibiting internal energy transfer.
2. The structure and photophysics of a self-organizing porphyrin layer on an inert substrate,

3. The cnergy transfer processes in these films and the transfer efficiency analyzed by
simulation techniques, with the application as a light-harvesting antenna in solar cells
devices in mind. The understanding of energy transfer and excited state relaxation following

excitation in thin porphyrin films is still in an early stage.
Goals of this work

This Thesis can be considered as a combination of advanced computer simulation algorithms and
the molecular photophysics of porphyrins. This combined approach has resulted in unique
methods to analyze the complex time-dependence of the fluorescence decay and fluorescence
polarization anisotropy of the porphyrin oligomers in solution as well as in thin solid films in the
presence of energy transfer and relaxation. There are several goals to be pursued during the
development of a computer simulation approach for the analysis of energy relaxation and energy

transport processes in the organized porphyrin systems:

o Elucidating the steady state and time-resolved spectroscopy of self-organized tetramers of

substituted porphyrin compounds in solution.

» Obtain quantitative data on energy relaxation and transport processes in thin organic solid

films of substituted porphyrin using the developed computer simulation method.

Monte Carlo simulation methods [22,23,24,25] are often an effective approach to analyze the
processes involving excitation energy transport in a variety of systems [26,27]. This Thesis
employs a more general approach resulting in the combination of Monte Carlo simulations and
the appropriate optimization algorithms. Usually, the optimization algorithms [28,29,30,31] are
used with well-known analytical expressions, which are often far too simple to describe the real
physical processes. For the interpretation of the experimental data making use of computer
simulations these methods have to be carefully analyzed. The new computer-simulation method
has been proven to be a powerful tool for the exploration of the systems for which energy

relaxation and -transport processes are difficult to analyze by analytical approximations.




The research reported in this Thesis relates to several organized porphyrin systems starting from
model systems in organic solvents and finishing with solid porphyrin films, containing two

different porphyrins, one acting as an energy donor and the other as an energy acceptor.

A logical way to investigate the above mentioned processes in defined porphyrin systems would

lead to the following systems:

i) self-organized tetramers of substituted porphyrin compounds in various organic solutions;

ii} solid films of self-organized tetramers as a model system for more complex porphyrin films;
iilyordered assemblies of substituted porphyrin compounds on an inert substrate;

iv)solid porphyrin films containing two different porphyrins (donor — acceptor pair).

Subjects i), iii) and iv) have been successfully completed, subject ii) needs further investigation.

A number of tetra-phenyl-porphyrin derivatives including zinc tetraphenylporphyrin (ZnTPP),
zine mono-(4-pyridyl)-triphenylporphyrin (ZnM(4-Py)TrPP), zinc tetra-{octylphenyl)-porphyrin
(ZnTOPP), copper tetra-(octylphenyl)-porphyrin (CuTOPP), free base tetra-(octylphenyl)-
porphyrin (H,TOPP) etc. were investigated, representing the abovementioned systems. The
photophysical and self-organizing propertics in majority of these porphyrins are described in
detail in literature [32,33,34,35,36,37].

History

Survey of porphyrin aggregates and assemblies. Various types of porphyrin aggregates and
assemblies have been designed and synthesized with the goal of applying these molecular
oligomers to molecular photonic devices and artificial light-harvesting systems. Frequently the
construction porphyrin aggregates is based on the use of several types of linking groups usually
vig meso position attachment. These include porphyrin structures joined by ethene-, ethyne-,
butadiyne-, furan-, enyne-, hexatriene-, p-phenylene-, phenylethene-, biphenyl-, pyridine-
linkage, etc [38,39,40,41,42,43,44]. Although there are a large variety of these pigments and
linkage structures, the particular choice of the most suitable attachment is mainly determined by
their function in a particular application, since the number of porphyrin units in the aggregate,
their size, and their spectral- and electronic properties strongly affect the overall photophysical

properties of the organized porphyrin system.

The various types of connecting motifs can be divided into two basic groups:



1) side-by-side connection involving the formation of covalent links between the porphyrin
rings (usually at the meso position);
ii) side-to-face connection which usually involves axial coordination of one porphyrin by a

substituent at the meso position of another porphyrin,

Using these and other connection motifs a large variety of multi-porphyrin systems have been
made in the past and recent years with different shape, 3D architecture, and functions
[45,46,47,48,49]. Notable examples of different multi-porphyrin systems, e.g. linear and star-
shaped pentamers, dimeric, trimeric and large linear or cyclic porphyrin arrays and polymers,
etc. have been reported in literature [50,51,52,53,54,55,56]. Recently, much attention has been
paid to porphyrin oligomers of metalloporphyrins such as Zn-(tetraphenyl)porphyrin derivatives.
These compounds are interesting as they show rather easily detectable S; fluorescence, are
simple building blocks for the construction of molecular aggregates and are still effective for
energy transport without too large losses due to radiationless transitions. Various Zn porphyrin
structures and aggregates have been synthesized and analyzed in different organic solutions
[8,37,57,58,59,60,61]. These investigations have provided a useful database for the
photophysical properties and self-organization of Zn-porphyrins in solutions. These properties
could be effectively used in un'derstanding those properties in thin organic films, but on the other
hand, and in contrast with dilute solutions, intermolecular interactions between neighboring
molecules in solid, undiluted dye films cannot be neglected. In thin layers of solid films the
photophysics of self-organized porphyrin assemblies are often affected by the effects of a
changed environment resulting from their close packing and ordering in large assemblies of
aggregates in (micro)crystalline structures. A systematic approach of the photophysical
properties of these solid films may therefore start with a study of the photophysics and excited

state kinetics of well-defined aggregates.

History of porphyrins films. The first thin films of organic molecules were synthesized in the
second half of last century and the interest to investigation of them has been rapidly growing
since the end of seventieth tears of last century [62,63,64,65,66,67,68]. Much less attention have
been paid for the thin porphyrin films especially to that of Zn-porphyrins. From the limited list of
these rescarches the works of Gregg [69], Takahashi [70], Fleischer [34], Krupitsky [37],
Schaafsma [71], Savenije [72], Leray [73], Kanayama [74], Donker [75] could be selected in

view of this Thesis.

History of energy transfer processes in porphyrin assemblies. The recent progress in

synthesizing capabilities of various porphyrin aggregates in solutions and solid films raises a




fundamental question regarding the relation between the photophysical properties, in particular
energy relaxation and transport and the molecular architecture. Natural systems have the unique
property of extremely efficient energy transfer even over long distances. Although much
progress has been made in understanding the photophysics of such complex systems, the excited
state dynamics of organized porphyrin assemblies and the reasons for such high efficiency of
energy transfer in natural systems are far from complete. The same is true for energy transport
processes in liquid crystalline materials and thin films where relatively little work has been done
[76,77,78,79,80,81].

The problems of energy transport in solid films can be outlined as follows: to act as an antenna
layer the film should have strongly anisotropic transport properties, with the highest excitation
mobility in the direction perpendicular to the substrate, with the charge separation (accepior)
layer. The excitation transport properties of the film are strongly influenced by the ordering,
sizes of the porphyrin aggregates, the distances and the mutual orientation of the molecules in
the film. Examples of ordered porphyrin structures for which the mechanism of intermolecular

energy transfer is known in some detail are very limited, however [82,83,84,85,86,87].

The first theory of energy transfer was developed by Firster [88] based on the assumption of a
weak interaction between the transition moments of the molecules participating in the energy
transfer process. Then, this interaction could be approximated by a dipole-dipole interaction and
the rate constant for energy transfer is proportional to the overlap integral of the absorption- and
emission spectra. Although this theory often yields results that agree with the experimental data,
the conditions under which it may be applied are still debated. Afterwards Dexter generalized
this theory inciuding multipole- and exchange interactions [8%]. Although a large number of
analytical expressions based Forster and Dexler theory approximations have been developed
describing energy transfer phenomena observed vig time-resolved fluorescence and fluorescence
anisotropy, very often these expressions are unsuitable for complex, non-isotropic molecular
systems, e.g. linear molecular aggregates in solution, liquid crystals, and solid films containing
ordered domains [90,91,92,93,94]. There are several reasons why the application of these

theories to energy transfer in thin porphyrin films is questionable:

i) sometimes it is hardly possible o sort the energy transfer process in the system with the

mathematical expression for the analytical solving;

ii) often the analytical description is so complicated that its physical meaning is hidden;



iii) if the Forster radius is comparable with the molecular size the dipole-dipole approximation
may not be valid, and one needs an extended dipole model or more terms of the multipole

expansion;

iv) if important properties of the medium of the solid film are unknown, e.g. the refractive index,

it may not be possible to calculate the rate constant for energy transfer.

History of Monte Carlo method for the problem of energy transfer in porphyrin aggregates. One
of the most efficient non-analytical methods which in principle can describe the energy transfer
processes in complex systems including non-isotropic ones is the Monte Carlo simulation
method [24,25,95]. Although this method has been used extensively to test the validity of the
approximations made in analytical theories [96,97,98,99], its possibilities stretch much further.
One of the advantages of simulating energy transfer processes in molecular assemblies using
Monte Carlo simulations is that it allows to understand straightforwardly how various parameters
of the model affect the properties of the system, e.g. the time dependence of the absorption
spectrum. Recently, Monte Carlo algorithms have been applied to several types of energy
transfer mechanisms in isotropic as well as in non-isotropic molecular systems
[90,92,93,94,95,97,98]. These algorithms need to assume a priori a particular type of energy
transfer, i.e. by a Férster-, multipole- or exchange mechanism. Often, in systems with donor-
acceptor distances comparable to the molecular dimensions such an a priori assumption cannot
be made, however, since it is then unclear to what extent each mechanism contributes {o the

energy transfer process.

Questions
Summarizing the history excursion, there are a number of key questions to be asked:

» What are photophysical properties of self-organizing porphyrin aggregates in organic

solvents and in solid films?
e How are the porphyrin structures formed in solid films?

e How quantitatively and qualitatively explain energy transfer occurring in self-organized

porphyrin structures?
¢  What is the efficiency of the energy transfers and how can it be improved?

This Thesis addresses in particular the following questions:




« How can the Monte Carlo simulation method be used for the analysis of energy transfer

processes in porphyrin aggregates in solid films?

s What are the photophysical properties of self-organizing porphyrin tetramers in organic

solvents and solid films?

o How can the rate constants for energy transfer in scli-organized tetramers in solution be

explained qualitatively as well as quantitatively?

o What is the energy transfer efficiency in the system of ZnTOPP-CuTOPP/H,TOPP

spincoated films?

A general remark should be made about the computer simulations applied in this work, These
simulations could also be used to determine the energy transfer parameters for a large variety of
artificial molecular systems as well as synthetic non-molecular systems. The application

facilities of the method are mainly limited by the power of the computer.
Contents

Chapter 1 introduces a theoretical description of the principles of artificial photosynthesis and
time-resolved spectroscopy. The methods of time-resolved fluorescence measurements and their
data analysis methods are reviewed. Computer modeling and principles of computer simulation

approach are described.

Chapter 2 describes the porphyrin systems, which have been analyzed. Chemicals, experimental

methods, equipment, and results of the photophysics of porphyrin systems are presented.

Chapter 3 treats the optimization methods for parameiric fitting via Monte Carlo simulation of
time-resolved fluorescence decays are analyzed. Also testing of the optimization methods and
statistical criteria is performed on the examples of several analytical and simulation models.

Error analysis and statistical characteristics of the estimated parameters are discussed.

Chapter 4 discusses the simulation model for energy transport and relaxation yielding time-
resolved fluorescence and fluorescence anisotropy decay. The simulation-based fitting of energy

relaxation processes are tested and the results of the tests discussed.

Chapter 5 describes the photophysics of organized porphyrin systems. Steady state spectra are

described by simple Kasha theory and non-calorimetric thermodynamic method. Computer



simulations of energy transfer processes in self-organized porphyrin tetramer and porphyrin
aggregates on the quartz films are presented. The results of computer simulations are discussed

and compared with Forster theory.
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Chapter 1

General Introduction

This Chapter describes the elementary photophysical processes, which play a crucial role in
artificial photosynthesis, as an introduction to the porphyrin systems investigated in this Thesis.
The basics of time-resolved fluorescence spectroscopy and -measurements to characterize these
processes are reviewed, including the methods of data analysis for the time domain spectroscopy.
Modeling concepts and computer methods to analyze the experimental data by simulating the

photophysical processes are discussed.

1.1. Photophysical processes in artificial photosynthesis

Natural photosynthesis [1,2] comprises a host of biochemical processes which convert sunlight
into energy-rich products, which are necessary for the growth and the reproduction of organisms
[3,4]. The primary steps of this process concern the collection of light and its conversion to
chemical potential energy by electronic charge separation. The photosynthetic process starts with
absorption of light by the antenna system of the organism, usually consisting of chlorophyll and
a number of other pigments. This antenna system collects light energy in various regions of the
solar spectrum and transfers the absorbed photon energy with transfer rates of ~ 1 ps” to a
reaction center where photochemistry occurs. In the reaction center charge separation occurs so
that the produced electrons can reduce carbon dioxide in a long chain of biochemical events,

eventually resulting in storage of the captured photon energy in the form of chemical energy.

Artificial photosynthesis [5] is broadly defined and includes many fields of science, for example
solid-state physics, chemistry, biochemistry, organic and inorganic chemistry [6,7,8,9]. The

primary objects in artificial photosynthesis research are

e how to induce energy- and/or charge transfer from a donor in one of its excited states to a
final acceptor at a time-scale faster then other optical processes involving these excited

states;

o how to improve the efficiency of the charge separation process and stabilize the charged

products in a photochemical reaction center.

The Thesis deals with the first subject.



Charge transfer in photosynthesis is a widely studied mechanism [10,11,12,13,14,15,16]. Many
groups have investigated charge- and in particular electron transfer processes in porphyrin
dimers, -trimers, -dyads, and analogous compounds [17,18,19,20,21]. These studies have shown,
that the distance and relative orientation of the electron donor and —acceptor components in these
compounds are of crucial importance for fast charge separation, requiring a high degree of
organization. In view of these findings, self-assembling porphyrin oligomers and self-organizing
films are very interesting candidates for artificial photosynthetic devices, in particular organic
solar cells [15,18,20]. There are relatively few studies of ET in such systems, however. In this
work mainly ET processes in the organized porphyrin systems have been investigated.
Therefore, this Chapter focuses on radiationless ET and the subsequent photophysical processes

involving the porphyrin excited states.

Generally, the chromophores in a molecular system, playing a role of a synthetic antenna, can be
divided in energy donor and -acceptor molecules. The donors absorb incident excitation light and
thereby are excited to one of the singlet states S, or triplet states T,,. The excitation energy is
subsequently transferred directly or trough several donor units to one or more acceptors, usually
the system components where charge separation takes place. The photophysical processes

occurring in the excited states of a donor and acceptor chromophore are illustrated by the
Jablonski diagram [22] (Fig. 1).

Donor Acceptor

'_V}
LI

So

Fig.1. Jablonski diagram for photophysical processes in donor-acceptor molecular systems.
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This simple kinetic scheme for the various processes following donor (D) singlet excitation

represents the following equations:

D+hv—'D I 4 (absorption)

D' >D+hv kg (fluorescence) ®
D' =D kisc (intersystem crossing) ?
D'-D kjc (internal conversion) ©
D' - products kp (formation of products) @
D'+A—D+A" key (energy transfer) ((S))
6

The energy relaxation processes in the donor excited states competing with non-radiative energy

transfer to an acceptor (A) are:

e vibrational relaxation lo the lowest exciled singlet state followed by radiative or non-
radiative fluorescence decay,

s intersystem crossing to the triplet manifold with subsequent phosphorescence,
¢ internal conversion to the ground state,
¢ photochemical reaction [23].

These energy relaxation pathways have been widely investigated for a variety of molecular

systems in solution as well in solids [24].

An important topic of interest in organized porphyrin systems concerns the radiationless
excitation energy transfer processes and its efficiency, both for basic reasons and with
applications in mind. A large number of studies have heen devoted to radiationless ET processes
in various molecular systems [25,26,27,28,29,30] following the classic discoveries of Forster
[31], Dexter (32], and Galanin [33]. According to these theories all ET mechanisms can be
distinguished in three basic groups on the basis of the mutual donor-acceptor interaction and

their environment:

Coulombic ET. This type of ET usually occurs at distances that are much less than the emission
wavelength. For allowed transitions the main contribution to energy transfer is due to dipole-

dipole interactions given by
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E. = Bp-Ba 3 (tp-R)}p4 R)
dd R3 Rs

g
where lp and s are the transition dipole moments of denor and acceptor, respectively, and R is
the center-to-center distance between L, and s, Following from eqn. (7) the dipole-dipole
interaction energy can be related to the angles 61, 6,, ¢ defining the mutual orientation between

the transition dipote moments

k(8), 62, @) = sin 0, sin 6, cos @ - 2 cos B, cos 6,
(8

where k(0), 0, @) is the orientation factor (see below), 8, and 8; are the angles between Jip and
R, and ps and R, respectively; @ is the azimuth angle between pp and pa. Typically, for

porphyrins Egg< 10 cm™ ~ 107 eV,

The Coulombic energy transfer rate constant Kyq is then given by

6
Rdd
Kaa =kEK2(RO]

9)

where kgis the rate constant for radiative decay of the energy donor and Rgd is the critical or

Forster distance at which the energy transfer is 50% efficient; Kgg can be calculated from

g _ 9000 (In10) g,

0

Em,(Me, (MAdA
1287°n'N DI p(R)e (VR

(10)

where (p is the absolute fluorescence quantum yield of the unquenched energy donor, n is the
solvent refractive index, N is Avogadro's number, Emp is the normalized donor emission

spectrumn, and £, is the acceptor extinction coefficient.

Eqn. (7) shows that the probability of Coulombic energy transfer is proportional to 1/R® and the

spectral overlap of the donor emission and the acceptor absorption spectra. The spectral overlap,
and thus the energy transfer rate constant K4q decreases with decreasing temperature. For the

interacting porphyrins the Coulombic energy transfer rate constants are in the range of 0.1 - 500

ps’'. Typical distances of the Coulombic ET for the interacting porphyrin molecules are 5 - 60 A.
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In principle Coulombic energy transfer may also occur through singlet - triplet or triplet - singlet
excited states of energy donor and -acceptor molecules, respectively. Although these transitions

are forbidden, they often compete successfully with radiative emissions.

Muitipole ET. Sometimes the dipole transitions are not allowed and ET can be due to multipole
interactions, for example dipole-quadruple, guadruple - quadruple, or exchange interactions (see

below).

For dipole-quadruple interaction, the energy transfer constant is given by
8
DA l3dmne” % 8
kgq =kgkp ——— [Emp(R)e o (MR dA
4R 0

(i)
where kﬁ is the rate constant for radiative decay of the energy acceptor and ¢ is light speed in
vacuum. According to eqn. (11) the probability of dipole-quadruple energy transfer is

propottional to IIRB; for quadruple - quadruple energy transfer is ~ /R whereas dipole-dipole

energy transfer is ~ 1/RS.

Exchange ET. In this case energy transfer can occur including triplet excited states or more
generally using excited states of different multiplicity. The physical reason for the exchange ET

is an overlap of the electron wavefunctions of donor and acceptor molecules.

For the exchange interaction the transfer rate is given by

21 /L%
kExc =—¢ jEmD(l)SA(l)dl
n 0
(12)
where L is the average effective Bohr radius. Typical distances for exchange-controlled ET

between the inleracting porphyrin molecules are 1 - 4 A.

1t should be noted that exchange ET can also be operative for singlet-singlet transitions if the

molecules form a tight-bonded complex.

Diffusion collisional ET. The theory of the diffusion collisional ET applies if there is diffusional
molecular motion. Then, the excited donor molecule moves towards an unexcited acceptor and

an encounter of both within a certain energy transfer distance causes excitation of the acceptor.



The rate constant for the diffusion collisional ET is time-dependent and in the simplest case

obeys the Smoluchowski diffusion theory [34] which can be expressed as

K = 47RN , Dp(l + Rp+/nDt)
(13)
where I is the diffusion coefficient, p is the ET probability per collision, and N A 15 the number

density of the acceptors.

The diffusion collisional ET theory can be also applied to a migration of excitation energy in

molecular crystals by excitons (see below).

Exciton ET. For strong molecular interaction with E > 100 cm™ (> 107 V), then energy transfer
can be faster than vibration relaxation and — expressing this situation in popular terms -the
excitation has no time to become localized at a particular molecule. In this case the wavefunction
describing the excitation has a finite amplitude at a set of molecules up to several hundreds. This
coherent, mobile excitation is called an exciton. This type of energy transfer is typical for

molecular crystals,
In conclusion, with respect to the main energy transfer mechanisms it should be noted that:

o several ET mechanisms can act simultaneously especially when the intermolecular distances

between donor- and acceptor molecules are comparable with their sizes;
s pure radiative ET processes are also possible;

s in solutions where additional molecular diffusion occurs collisional ET is often the dominant

process.

Basic models for energy relaxation and — transport in molecular systems. For an ideal energy

transfer system of static donor- and acceptor molecules in vacuum, separated by a constant
distance R, the density probability function for the donor to be still excited after a period t is

given by

fp(t)= e"(kRD +kgr )t
(14)
where Ky is the rate constant for energy transfer from the excited donor to the ground state
acceptor. In real physical systems in e.g, solution, condensed matter, and crystalline solids, the

functional form of eqn. (14) gets more complicated since other factors, such as the spatial
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distribution of molecules, the kind of intermolecular interaction must be included in eqn. (14).
Some basic analytical models for energy relaxation in molecular systems of randomly distributed

donors and acceptors in solutions are considered below.

The model of energy transfer in a donor acceptor systemn which is immobile at the time scale of
energy transfer by Coulombic interactions was developed by M. Hauser ef al. [35] and eqn. (14)
takes the form
¢ —KDy —j[I.SKZ(ES/6)a5T(lfs/6)(Rgd@)st(’”sH)dx
p(ty=¢e "Re
(15)

where s is the dimension of the system, I'(X) is the gamma function, C; is the volume or lincar

concentration of the acceptor molecules in one, two or there dimensions, respectively, and the

spatial factor a; is given by: a; =2, a, = 2%, and a3 = 4=.

According to the model for the Dexter mechanism of ET eqn. (14) can be written as [36]

£, (1) = e-kEte—(n/e)L3NAg(kEeZRT’L:)
(16)
with

]
a(z)=-[e™ (in* y)dy
0
(17)

where Rr is the critical distance at which the exchange ET is 50% efficient, kgis the rate

constant for radiative decay of the energy donor and L is the average effective Bohr radius.

The model of diffusional ET in the presence of Coulombic ET has been developed by Yokota
and Tanimoto [37], and then egn. (14) is modified to

2 3/4
—1'(1/2)5(37:/4)(113“)3(%} feBe

fr(t) = *Rle
(18)
with

173
X = D((Rgd)6kg , 273
(19
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A variety of other models to describe the ET processes has been designed and successfully
applied in studies of complex molecular systems using fluorescence and fluorescence anisotropy

measurements [24,23,33,36,38].
1.2. Principles of the time-resolved fluorescence spectroscopy

Fluorescence lifetimes and quantum yields. Time-resolved fluorescence spectroscopy provides a
powerful methodology for investigating the photophysical processes in excited states [23]. This
potential is primarily a result of the lifetime of the excited states and quantum vield since these
are the main characteristics of a fluorophore. The lifetime of the excited state is the average time
the molecule spends in the excited state prior to its return to the ground state and is defined as
T = (ke + kisc + kic + kp + ker)!

(20)
The lifetime determines the time available for the fluorophore to interact by energy transfer
processes or diffusion with its environment, and hence the information available from its

fluorescence emission.

The quantum yield is the number of emitted photons relative to the number of absorbed photons
and is given as
q = ke (ks + kisc + kic + kn+ kgp)”!
21
(see Fig. 1) Substances with strong emission have quantum yields approaching unity. Generally
molecular fluorescence lifetimes are in the range of tens of nanoseconds. For example, the
lifetimes of free base and zinc monomer porphyrins in organic solvents are typically 9 - 12 ns

and 1.8 - 2.6 ns, and quantum yields are 0.1 - 0.14 and 0.02 - 0.04, respectively.

Fluorescence anisotropy. The second set of important characteristics like the shape, size, and
orientation of a fluorophore, which are important for energy transfer processes, can be obtained
through time-resolved fluorescence anisotropy spectroscopy [23]. The fluorescence anisotropy
phenomenon is based on the principle of photoselective excitation of fluorophores by polarized
light. Fluorophores preferentially absorb photons whose electric vectors are aligned parallel to
the transition moment of the fluorophore. The transition moment has a defined orientation in the
fluorophere. In an isotropic solution, the fluorophores are randomly oriented. Upon excitation
with polarized light, one selectively excites those fluorophore molecules whose absorption
transition dipole is parallel to the electric vector of the excitation. This selective excitation of a

partially oriented population of fluorophores (photoselection) results in partially polarized
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fluorescence emission, The transition moments for absorption and emission have fixed
orientations within each fluorophore, and the relative angle between these moments determines

the maximum measured anisotropy I'y. The fluorescence anisotropy r is defined by

L +21,

(22)
where Ij and 1, are the fluorescence intensities of the vertically (||) and horizontally (1) polarized
emission, when the sample is excited with vertically polarized light. Several phenomena can
decrease the measured anisotropy to values lower than the maximum values of ry, the most

common being rotational diffusion and energy transfer.

Generally fluorescence spectroscopy can be broadly classified into two types, steady-state and

time-resolved. Steady-state spectroscopy uses continuous excitation and emission. The recorded
steady state fluorescence emission spectra (Igg) or fluorescence anisotropy spectra (rgs) are

averaged in time and defined by eqns. (23) and (24).

Tgg = JI(t)t
4]

(23)
oIt
_0
g =~
Tl )t
’ (24)

In time-resolved spectroscopy the sample is excited by a pulse of light with a pulse width which

is typically shorter than the decay time of the sample. The emission is recorded with a high-
speed detection system that permits the fluorescence intensity I(t) or anisotropy r(t) to be

measured at the nanosecond or shorter timescale.

A fluorophore with a single lifetime T and a single rotational correlation time ¢ such as for free
base or zinc perphyrin in toluene (see Section 5.2,2), then the time-dependent fluorescence and
anisotropy are given by eqns. (25) and (26) and their steady state values by eqns. (27) and (28),

respectively.

t
(25)
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where

t

r{t)y=r,e ¢
(26)
where I and Iy are the intensities and anisotropy at t = 0, immediatety following the excitation

pulse. Note that

ISS - I()T
27
and
I,
fgg = OT
I+—
(28)

In general, Iy is a parameter that depends on the fluorophore concentration and a number of
instrumental parameters; r characterizes the shape of the fluorophore; the correlation time ¢ of
the rotational diffusion processes is given by the Stokes-Einstein relation

o=

kT
(29

where M is the viscosity of the solution, k is the Boltzmann constant, T is the absolute

temperature, and V is the effective volume of the rotating molecule.

Whereas steady-state fluorescence measurements have the great advantage of being simple,
time-resolved measurements frequently contain more information e.g. about lifetimes, the

molecular shape and its flexibility, static and dynamic quenching, and energy transfer processes.
1.2.1. Time-resolved fluorescence measurements (review)

The methods of measuring the time-resolved fluorescence can be divided into two main groups:

i) frequency-domain and ii) time-domain methods.

Frequency-domain methods [23]. Using frequency-domain methods the sample is excited by

intensity-modulated light, typically using a sine wave modulation at a frequency which is high
as compared to the reciprocal of the fluorescence lifetime T. The emission is measured at the

same modulation frequency. As a result of the finite lifetime of the sample, the emission is

delayed in time relative to the moment of excitation. This delay is measured as a phase shift,
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which can be used to calculate the lifetime. Since this Thesis deals with time-domain methods,

no detailed description of the frequency-domain methods is presented here.

Time-domain methods [23]. In time-domain methods, the sample is excited with a pulse of light.
The width of the pulse is made as short as possible and is preferably much shorter than the
lifetime 7 of the fluorophore. The time-dependent intensity is measured following the excitation
pulse, and the lifetime 7 is calculated from the slope of a plot of logarithm of the fluorescence

intensity. There are a number of time-domain methods for time-resolved measurements:

Time correlaied single photon counting method. The principles of TCSPC can be understood by

inspection of a schematic diagram of the instrument (Fig. 2).

LS 1- . :
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v
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Time

Fig.2 Schematic diagram of time-correlated single photon counting,

The experiment starts with the excitation pulse, which excites the sample and starts the time
measurement clock. TCSPC is a digital technique, counting photons that are time-correlated in
relation to the excitation pulse. The heart of the methed is a time-to-amplitude converter, which
can be considered to be analogous to a fast stopwatch. The sample is repetitively excited using a
pulsed light source, often from a laser or flash lamp. A high-speed photodiode or photomultiplier
optically monitors each pulse, to produce a start signal, which is used to trigger the voltage ramp
of the time-to-amplitude converter, The voltage ramp is stopped when the first fluorescence

photon from the sample is detected. The time-to-amplitude converter provides an output pulse
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whose voltage is proportional to the time between the start and stop signals. A multichannel
analyzer converts this voltage to a time channel using an analog-to-digital converter, Summing
over many pulses, the multichannel analyzer builds up a probability histogram of counts versus
time channels. The experiment is continued until one has collected more than 10° counts in the

peak channel. Under these conditions, the histogram of photon arrival times represents the

intensity decay of the sample. This measured intensity decay F'(t) is a convolution of the actual
response function i(t) of the sample with the 8-function of the lamp, usually represented by the

finite instrument response function ¢(t). Mathematically, the convolution decay can be writlen as

FF(t)=e(t) ®i(t)=§e(t*XJi(X)dx

(30)
Streak camera detection. Streak cameras have a time resolution of several picoseconds and an
instrument response function of a few hundreds of femtoseconds, that is considerably faster than
with TCSPC. Streak cameras operate by dispersing the photoelectrons across an imaging screen.

This can be accomplished at high speed vsing deflection plates within the detecior (Fig. 3).

Slit Leﬁses éweep F‘hoéphor
Photocathode : Electrode Screen
Incident Light Accelerating Mesh Micra Channe! Plate
1L {1y
Time Time
Trigger Signal Sweep Circuit  Wavelength
—
g
------------ Streak Camera )-- > =

Phasphor Screen Image

Fig. 3. Schematic diagram of streak camera.

The streak cameras allows simultaneous measurement of the wavelength and the time-resolved
decays. Such data are valuable in the study of time-dependent spectral relaxation of samples that

contain fluorophores emitting at different wavelengths. In spite of the high time resolution, the
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streak cameras also have several disadvantages. The main disadvantage is the low dynamic range
of the measured intensities. Also, the signal-to-nois¢ ratio is poor compared to that for TCSPC.

These factors limit the ability of streak cameras to resolve complex decays.

Upconversion methods. The extremely high time resolution is achieved by methods which
bypass the limited time resolution of the detectors and rely on the picosecond and femtosecond
pulse widths available with modern lasers. The basic idea is to pass the fluorescence signal
through an upconversion crystal and to gate the crystal with another picosecond or ferntosecond
light pulse, One observes the shorter-wavelength harmonic generated by the combined effects of
the laser pulse and the emission. The intensity decay is sampled by sweeping the gating pulse
with a time delay. The time resolution is determined by the width of the laser pulse. The signals
are typically weak, so that an optical chopper and lock-in detector are needed to measure the
upconverted signal in the presence of considerable background. The time-resolved decay is
obtained by measuring the intensity of the upconverted signal as the delay time is varied. Also,
decay times of more than 1 - 2 ns are difficult to measure owing to the use of a delay line (~1

ns/ft). Alignment of the delay line can be difficult to maintain as the time delay is altered.

Gated detection. The basic idea of gated detection is to sample the intensity decay repetitively
following pulsed excitation. The detection gate is displaced across the intensity decay until the
entire decay is measured. Gated detection can be accomplished in two ways: i) the first method
is to turn on or gate the gain of the detector for a short period during the intensity decay. This
can be accomplished at a timescale adequate for measurement of nanosecond lifetimes; ii) the
detector can be on during the entire decay, and the electrical pulse measured with a sampling
oscilloscope. In such a set up such devices can sample electrical signals with a resolution of tens
of picoseconds. An advantage of this method is that one can detect many photons per lamp
pulse, which should provide improved statistics, A disadvantage of this methed is the lack of
knowledge of the noise level for each data point, so that one needs to estimate the experimental

uncertainties during data analysis.
1.2.2. Methods for the analysis of the TCSPC data {review)

The methods for analyzing the TCSPC data are used to solve eqn. (30), i.e. the deconvolution of
I(t) to calculate the fluorescence and anisotropy decay parameters. The most commonly used

methods are briefly reviewed here.
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Nonlinear least squares [39]. Curve fitting using nonlinear least squares techniques is the most
widely used method of deconvolution to solve eqn. (30). The method usually involves
linearization of the fitting function and a least squares solution, Because the method is a
statistical fitting method, large data sets must be used to insure the validity of the results. As in
any fitting procedure, the parameters derived from it should be judged against a physically
meaningful model. Several nonlinear least squares methods are analyzed in Chapter 3 of this
Thesis.

Method of moments [40]. The second most popular deconvolution method is the so-called
method of moments. This method is only used for a multiexponential decay functions. The idea

of the method is as follows:

i) definition of a statistical moment for all the j parameters for both the decay function f{t)

and the excitation function e(t);
i) transformation of eqn. (30), using a statistical moment, 1o a set of 2n linear equations;

iii) solving the 2n equations by determinant methods to produce the n values of T that are

further used to yield the pre-exponential factors,

Phase plane method [40]. This method is suitable for single exponential decays for which the
lifetime is relatively long compared to the excitation pulse. It is a linearization method which,
similar to others, directly delivers T as a slope of a line. Advantages of this method are the
extreme ease of the method and the sensitivity of the plots to non-exponentiality. However,
because of the widespread availability of computers capable of performing least-squares and
other more sophisticated methods of analysis at higher precision than the phase plane method,

the use of this method is declining.

Transform methods [40,45]. The basic convolution eqn. (30) can be transformed using either
Laplace or Fourier formalisms and the transformed equations solved, However, since the
transformed equations run over infinite time while the data runs only to finite times, immediate
problems arise concerning how to judge the convergence. That is, cut off corrections are
required. Iterative techniques are employed to judge the cut off, and in general suitable

convergence can be oblained afier five iterations. For multiple exponential decays where the

lifetimes are similar ( T,/T; < 2), errors accurnulate rapidly.
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Global analysis [41]. The simultaneous analysis of several related experimental sets of data is
referred to as global analysis. Brand and coworkers [41] have developed and popularized this
method of deconvolution and applied it to several complex analysis problems. In a global
analysis, related experiments are simultaneously analyzed by considering the total collected
fluorescence decay surface at once. This approach leads to a better parameter recovery with less
uncertainty on the estimates, and to a better model discrimination power. A decay data surface is
obtained by collecting decay samples across the wavelength range of an emission spectrum, for
example, or along any other experimental axis. The total decay surface is then analyzed for all

the different parameters, to reveal those parameters, which are linked.

Target analysis [42]. In this method, one analyzes the decay directly in terms of discrete physical
models, rather than relying on the empirical nature of the pre-exponential factors and relaxation
times derived from conventional deconvolution. A global target analysis combines the two
approaches into a very powerful method of analysis. It is the recommended methodology for
solving complex problems involving linked emission decay experiments, e.g., those sets of
experiments involving series of quencher concentration variations, or temperatures, or some
other variable that leads to data sets that together constitute a functional block that needs to be

solved cohesively. This methed is amenable to solution using transform formalisms also.

Deconvolution against a reference [43). Improved case and accuracy of fitting can often be
obtained by using the experimental decay profile of a reference emitter in place of the instrument
response function obtained with a scattering solution. The reference emitter can either emit at the
same wavelength as the sample under study, or it may be a component of the emission to be
fitted. The virtue of this method is that instrument response functions as well as complex kinetic

components can be accommodated within a single set of reference data.

Maximum entropy methods (MEM) [44]. This method promises to have great utility for complex
systems since it is capable of recovering lifetime distributions over broad lifetime range. In the
MEM method, one does not analyze a discrete set of multi-exponential functions to fit the decay,
but rather probes for a distributed set of N decay functions logarithmically spaced across the time
spectrum. Decay function amplitudes are reconstructed from an entropy-like function with the
imposed constraint that the goal function of the x2 criterion must be near unity. The calculated

spectrum of decay functions is known to be unique.
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1.3. Mathematical modeling and Monte Carlo methods (review)

Mathematical Modeling. The methods of mathematical modeling are widely used in a variety of
science fields and have undergone significant changes today [45,46,47,48.49,50]. Modeling like
other interdisciplinary fields of science uses specific terms and concepts. Such terms as "model”,

"modeling”, "parameters”, "simulation”, etc. have been used in quite different connotations. For
example "modeling" denotes an actual series of operations as contrasted with the model, which
represents a mathematical description of the real process. Other frequently encountered terms
and their use in the text are: "model” is such a mathematical or simulation description designed
to help to analyze and understand a complex physical process; "parameter” is a property of the
process or its environment, that can be assigned arbitrary numerical values; "simulation” is the
study of a system or its parts by manipulation of its mathematical representation or its physical

model [51].

Modeling can facilitate the understanding of almost all physical processes and systems and often

has the following advantages:

economical experimentation;

¢ cxtrapolation of operating conditions, some of which might be impractical or impossible to

use in real systems;
e reproduction of experiments;

e testing the sensitivity of basic system parameters;

possibility to study of system stability.

MC methods. Mathematical modeling includes a large group of methods that is applied in this
Thesis and is called Monte Carlo simulation methods’ [52,53,54,55]. MC methods are stochastic
techniques, meaning that they are based on the use of random numbers and probability statistics

to investigate problems.

The MC methods provide approximate solutions to a variety of mathematical problems by
performing statistical sampling experiments on a computer. The methods applies to problems

with no probabilistic content as well as to those with inherent probabilistic structure. Among all

“The methads are called after the city in the Monaco principality, because of a roulette, a simple random number
generator. The name and the systematic development of Monte Carlo methods dates from about 1944,
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numerical methods that rely on N - point evaluations in M - dimensional space to produce an
L
approximate solution, the MC methods have an absolute error of estimate that decreases as N 2

whereas in the absence of special data structure all other methods have errors that decrease as

!
N M at best.

MC merhods for molecular simulations. Although MC methods are used in a number of ways, in
the context of molecular spectroscopy application there are five types which are most commonly

encountered:

¢ "classical” MC: samples are drawn from a probability distribution, often the classical
Boltzmann distribution, to obtain thermodynamic properties, minimum-energy structures
and/or rate coefficients, or perhaps just to sample conformers as part of a global conformer

search algorithm

¢ '"quantum" MC: random walks are used to compute quantum mechanical energies and
wavefunctions, often to solve electronic structure problems, using Schroedinger's equation as

a formal starting point

« '"path-integral'" quantum MC: quantum statistical mechanical integrals are computed to
obtain thermodynamic properties, or even rate coefficients, using Feynman's path integral as

a formal starting point

s  "volumetric" MC: random and quasirandom number generators are used to generate

molecular volumes and sample molecular phase-space surfaces

o "simulation" MC: stochastic algorithms are used to generate initial conditions for
quasiclassical trajectory simulations, or to actually simulate processes using scaling
arguments to establish time scales or by introducing stochastic effects into molecular
dynamics. "Kinetic MC" is an example of an SMC method. So is "thermalization” of a

molecular dynamics trajectory.

There are many variations on these basic themes in the literature. For example, molecular
dynamics is often coupled to stochastic engines to provide rapid thermalization, including for
example Nose walks and Brownian dynamics. The results of "Molecular MC” calculations can

be used to predict for example thermally averaged structures, molecular charge distributions,

27



reaction rate constants, free energies, dielectric constants, compressibility, heat capacities, phase

transition temperatures.

MC methods for simulation energy transport. MC simulation methods are also often used to
solve the problem of energy transfer processes in fluorescence spectroscopy, where they can
directly simulate energy transport processes and generate the data that are close to those in real

physical experiments [56].
Generally, the MC methods have been used in two ways:

e o test the validity of the approximations made in analytical theories, and confirm the

developed theory by a numerical experiment [57,58,59,60];

¢ to compare simulated and experimental results and from that comparison gain further insight

into the origin of the results [61,62,63].

This Thesis rather deals with the second utilization of the MC methods.
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Chapter 2

Experimental Methods

This Chapter describes in some detail the investigated porphyrin systems, their preparation and
characterization, experimental methods, equipment, and a few typical examples of the results of the
steady state and the time-resolved measurements. For the application of the methods, described in this

Chapter, see Chapter 4 and 5.

2.1. Investigated systems

Tetramers of substituted porphyrin compounds in solution have much interest since these
tetramers may be considered as simple models for plant pigments at close and fixed distance,
such as various forms of chlorophyll in complexes with the surrounding proteins. As in

photosynthesis, these model systems show

(i) energy transfer from a particular excited porphyrin to one or more of its neighbors;

(ii) loss of excitation energy by relaxation to the ground state.

ZnM(4-Py)TrPP has been selected as a good candidate for self-assembling aggregates [1,2,3] of
which the photophysics has been studied in two organic solvents i.e. toluene and a mixture of
polystyrene in toluene. In order to get a better understanding of the photophysical properties of
solid, organized porphyrin films, attempts were made to spincoat porphyrin tetramers onto an
inert substrate, and compare the properties of such a film with those of the solution. In such an
organized film the monomers in the tetrameric units were expected to have a mutually fixed
position and relative orientation. By this property such films are expected to show similar
properties as natural energy transferring pigments, which are also kept in fixed positions by their
protein surroundings. These attempts were unsuccessful, however, because tetramers on an inert
substrate turn out to have a much lower fluorescence yield than in solution, ruling out accurate
time-resolved experiments. This problem does not apply to ZnTOPP films spincoated on an inert
substrate under the same experimental conditions, since the fluorescence vield of ZnTOPP films
is relatively high and quite suitable for the analysis of the energy relaxation and transport
processes in ZnTOPP aggregates, known to self-assemble into stacks on inert solid surfaces [4].

Solid ZnTOPP films have been investigated containing two different porphyrins, of which one is
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acting as an energy donor and the other as an energy acceptor. Such organized, mixed films
could be easily produced by doping the film with a varying fraction of acceptor compound, in
this work CuTOPP or H;TOPP.,

2.1.1. Porphyrin tetramers in dry non-ligating organic solvents

H,TPP and a derivative H;M(4-Py)TrPP, were synthesized from pyrrole and benzaldehyde, and
from pyrrole and a mixture of benzaldehyde and 4-pyridinecarbaldehyde, respectively, by
standard procedures [5]. Zinc was inserted into the free base by refluxing a solution in
dimethylformamide (DMF) in the presence of excess zinc(Il)chloride [6] yielding ZuTPP and
ZnM({4-Py)TrPP, respectively. The zinc porphyrins were purified by chromatography over silica
gel (Merck) with chloroform (Merck p.a.) as the eluent. The porphyrins were estimated to be
>99% pure by thin-layer chromatography, absorption- and fluorescence spectroscopy. All
reagents (Merck) were synthetic grade.

A solution of ZnTPP in dry toluene and in toluene/pyridine 1:10 v/v is used as a reference for the
non-ligated and ligated ZuM(4-Py)TtPP species, respectively. Schematically, ZnTPP, ZnTPP
ligated by pyridine, and ZnM(4-Py)TrPP monomers are shown in Fig. 1.

P S L\ I
[
A 2N
BRI

Fig. 1. Structures of ZnTPP (A), ZnTPP-Py (B), and Zn(4-Py)TrPP (C)

For spectroscopic measurements solutions were prepared in toluene (Merck, p.a.) dried on
sodium wire, and in viscous solutions of polystyrene (PS)/ toluene mixtures (further denoted as
PS/Tol), and stored over molecular sieve. Anhydrous pyridine (Aldrich) was used without

additional drying or purification. All solvents used were p.a. grade, unless stated otherwise.

2.1.2. Solid porphyrin films

ZnTOPP and H,TOPP (Fig. 2) were synthesized by the same procedure as in section 2.1.1., and
using CuCl,.2H;0 (Merck, p.a.) to prepare CuTOPP.
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Fig. 2. Structure of Zn-, Cu-, and H; TPP

H,TPP, H;TOPP and H,M(4-Py)TrPP were synthesized by condensation of benzaldehyde , 4-(n-
octyl)benzaldehyde and a mixture of benzaldehyde and 4-pyridinecarbaldehyde, respectively,
with pyrrole (Janssen Chimica, 99%) in refluxing propionic acid (Merck, z.s.) [7,8]. The
porphyrins were purified by chromatography on silica (Merck, silica gel 60) with toluene
(ZnTOPP, CuTOPP) or chloroform (ZnTPP, ZnM(4-Py)TrPP) as ¢lucnt.

Thin porphyrin films on quartz plates (suprasil, & 15 mm, 1 mm thickness) were prepared by
spincoaling from solutions with different concentrations of the compound. Thin ZnTOPP films
doped with various concentrations of CaTOPP/H;TOPP were prepared in the same way since the
solutions already contained the appropriate amounts of ZnTOPP and CuTOPP/ H,TOPP. It can
be assumed that in the films the CuTOPP/ H, TOPP molecules are distributed statistically among
the ZnTOPP molecules. Before spincoating the quartz plates were subsequently rinsed with aqua

regia, water, methanol and toluene and blown dry with nitrogen.

2.2. Steady state optical spectroscopy

A Cary 5E spectrophotometer and a Perkin Elmer LS5 fluorimeter or a Fluorolog 3-22 Jobin
Yvon spectrophotometer, equipped with a cuvette chamber for liquid samples and an integrating
diffuse reflectance sphere for the spincoated films, were used to record the absorption- and
fluorescence spectra. The Fluorolog spectrophotometer was also equipped with two
electrenically actuated Glann-Thompson UV polarizers (Model 1008 Dual Auto Polarizer) for

measurement of polarized steady state fluorescence spectra.
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The unpolarized and polarized absorption- and fluorescence spectra of the porphyrin solutions

were measured at 10°, 15°, 25°, 35°, 45°, 55° C and those of the ZnTOPP spincoated f{ilms at room

temperature. The degree of polarization, denoted as anisotropy, is expressed as

r(t)

_L®-GL®
1,(t) +2GI, (1)

(D

where (3 is geometry factor. Typical spectra are shown in Figs. 3 and 4.
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Fig. 3. Unpolarized absorption- and fluorescence spectra (Aexo = 565 nm) of 2.2-10_5 M Zn(4-Py)trPP in
toluene at: (A) 10°, 35° 55° C; (B) 10°, [5°, 25°, 35°, 45°, 55° C.
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2.3. Time-resolved laser spectroscopy

The components Ij(t) and I,(t) of the time-resolved fluorescence polarized parallel and
perpendicular to the polarization direction of the excitation light were collected using two
different experimental methods [9]: i} time-correlated single photon counting and ii) streak

camera detection.

2.3.1. Picosecond laser TSCPS instrumentation and streak camera

TCSPC instrumentation. Time-resolved fluorescence measurements were carried out using
excitation with mode-locked lasers and detection using TCSPC electronics. A mode-locked
continuous wave Nd:YLF laser (Coherent model Antares 76-YLF [10]), was equipped with a
LBO frequency doubler with temperature controlter (Coherent model 7900 SHGTC) and BBO
frequency tripler (Coherent model 7950 THG), to obiain up to 1 W of continuous wave mode-
locked output power at L =351 nm, synchronously pumping a continuous wave dye laser.
Stilbene 420 (Exciton Inc.) was used as the dye for excitation at 435 nm and Coumarin 460 for
excitation at 465 nm. The dyc laser was a Coherent Radiation model CR 590, standard three
mirror cavity design, but the output mirror was placed at the cormrect distance for a perfect
matching of the cavity lengths of the pump and the dye laser. The high reflector pump and fold
mirror radii were R = 75 mm, whereas the high reflector end mirror radius was R = 50 mm. The
output mirror was flat and had a transmission of about = 7% over the tuning range 415- 465 nm.
Provisions were made to reduce the effective temperature dependence of the dye laser cavity
length to a negligible value. To reduce the pulse rate of the excitation pulses to 594 kHz, a set-up
was used with an electro-optic modulator in a dual pass configuration [11]. The final pulse width
of the excitation pulses was = 4 ps FWHM, the wavelength 435 nm and the maximum pulse

energy about 100 pJ.

Porphyrin solutions of 0.5 cm® volume were contained in 1 cm light path fused silica cuvettes
(Hellma model 114F-Q8S), placed in a thermostated sample holder. The laser beam used the full 1
cm pathlength to travel (= 45 ps) through the solution for excitation. The spincoated samples
were fixed on a thermostated, spring-loaded holder at an angle of 15° with respect to the
direction of excitation, The reflections and the scatter of the excitation beam incident on the
substrate were caught by highly absorbing black paper to prevent multiple excitation of the
sample. The sample holder was placed in a housing, which also contained the main detection
optics. Extreme care was taken to avoid artifacts from depolarization effects. At the front of the

sample housing a Glan-laser polarizer was mounted, optimizing the vertical polarization of the
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input light beam. The fluorescence was collected at an angle of 90” with respect to the direction
of the exciting light beam. Between the sample and the photomultiplier detector were placed: a
single fast lens (uncoated fused silica, F/3.0), two cut-off filters (Schott KV500), a rotatable
sheet type polarizer in between and a second single fast lens (uncoated fused silica, F/3.0),
focusing the fluorescence on the photomultiplier cathode. The polarizer sheet was in a dc¢ motor
driven ball-bearing holder with mechanical stops, allowing computer controlled rotation to
parallel and perpendicular polarized detection of the fluorescence. For experiments with
detection of the fluorescence polarized at the magic angle a separate mechanical stop was used.
The sheet polarizer was Polaroid type HNP'B. The detection monochromator was a CVI model
Digikrém 112 double monochromator (F/3.9) with the two gratings placed in a subtractive
dispersion configuration. The G-factors of the monochromator at different wavelengths, i.e. the
relative detection sensitivities for horizontally and perpendicularly polarized light, were
determined using two different methods: (i) using unpolarized and depolarized light from a
incandescent lamp, (ii) detecting the decay of a fast rotating fluorescence probe and applying a
so-called tail matching procedure. The orientations of the polarizers were carefully aligned and

the performance of the instrument was finally checked by measuring reference samples.

The detection electronics were standard TCSPC modules. The start signal for the time-to-
amplitude converter (TAC, Tennelec model TC 864) was generated by exciting a fast PIN-
photodiode {(Hewlett Packard model 5082-4204 at 45 V reverse bias) using a small fraction of
the intensity of the exciting light pulses. That signal was fed into a wide band amplifier (Becker
& Hickl model ACA 35 dB, 1.8 GHz) and then into one channel of a quad constant fraction
discriminator (CFD, Tennelec modified model TC 454). Single fluorescence photon responses
from a microchanne! plate photomultiplier (Hamamatsu model R3809U-50 at 3100 V) were
amplified by a wide-band amplifier (Becker & Hickl model ACA-2; 21 dB, 1.8 GHz), analyzed
in another channel of the CFD and then used as the stop signal for the TAC. The output pulses of
the TAC were analyzed by an ADC (Analog to Digital Converter, Nuclear Data model 8715, 800
ns fixed dead-time), used in the Coincidence and Sampled Voltage Analysis mode, triggered by
the Valid Conversion Output pulses of the TAC. The output of the ADC was collected in 1024,
2048, 4096 or 8192 channels of a multichannel analyzer (MCA board, Nuclear Data model

AccuspecB, incorporated in a personal computer),

By reducing the intensity of the excitation pulses, a maximum photon frequency of 30 kHz (=5%
of 594 kHz) was chosen [12] to prevent pile-up distortion. Also other instrumental sources for

distortion of data were minimized [13] to below the noise level of normal photon statistics.
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Extreme care was taken to prevent artifacts from background luminescence. One cycle of
measurements consisted of collecting parallel polarized fluorescence for ten seconds, followed
by collecting perpendicularly polarized fluorescence during the same time interval. These cycles
were repeated until an integrated content of the MCA of 10° to 10° registrated start-stop events
was reached. To obtain a dynamic instrumental response for deconvolution purposes, the fast
single exponential fluorescence decay of Erythrosin B in water and the scatter of a rough-hewn,
uncoated quartz substrate of | mm thickness, were used as a reference for liquid and solid
samples, respectively. One complete measurement consisted of measuring the (polarized)
fluorescence from reference, sample, and reference compound again. In that way a possible

temporal shift can easily be verified and corrected for, if necessary.

Streak camera. The experimental set-up for streak camera detection has been previously
described [14}. The 100 fs pulses for the excitation at 550 and 565 nm were generated with a 125
kHz repetition rate using a Titanium: sapphire based oscillator (Coherent, MIRA), a regenerative
amplifier (Coherent, REGA) and a double pass optical parametric amplifier {Coherent, OPA-
9400). The pulse energy was typically 25 nl. The polarization of the exciting light was alternated
between horizontal and vertical. The vertically and horizontally polarized fluorescence
components were detected using a Hamamatsu C5680 synchroscan streak camera equipped with
a Chromex 23018 spectrograph. The overall time response of the system was 3.5 ps (FWHM) at
& nm spectral resolution. One streak image measured 315 nm in the spectral domain (1018

pixels) and 200 ps/2200 ps (1000 pixels) in the time-domain,
2.3.2. Measurement of fluorescence decays

Using the TCSPC streak camera methods the total fluorescence FE(t) {Chapter 1, eqn.(30)) can

be calculated from the observed polarized components Iy(t) and L(t) of the time resolved

fluorescence as

I(t) = Ty(t) + 2GI.(t)

@
with and Li(t) and [, (t) are given by
1()= :{e(t —%)f; (X)dx
)
L= et~ 7, (0dx
@
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where e(t) is the instrumental response function.

TCSPC fluorescence measurements. The TCSPC method has been applied to solutions of ZnTPP
in toluene, toluene/pyridine, and PS/Tol, and to ZnM(4-Py)TrPP in toluene and PS/Tol. The
sample temperature was adjusted to 10, 15, 25 and 55°C, using a cold nitrogen gas flow from an
Oxford ITC4 temperature controller. The excitation wavelength was 435 nm and the
fluorescence wavelengths were selected by a cut-off filter (Schott KV 500) and line filters of 595
and 625 nm with a 16 nm band width for the liquid samples. The number of the channels of the
multichannel analyzer was 4096 (2.081 ps/channel). For the spincoated films, the excitation
wavelength was 465 nm and the fluorescence wavelengths were selected by a cut-off filter
{Schott KV 500) and line filters of 580 and 725 nm with a 16 nm band. The number of the
channels of the multichannel analyzer was 8192 (3.125 ps/channel). Some typical results of the
time-resolved fluorescence decays for a ZnTOPP film at different fluorescence wavelengths are

shown in Fig. 5.

Ln I(t)

T T

0 5 w15 20 25
Time (ns)

Fig. 5. Fluorescence decay curves for a ZnTOPP film; (a2} Ager = 580 nm, (b) Aget = 725 nm (c)
instrumental response at 465 nm (heyc = 465 nm, 3.125 ps/channel).

Streak camera measuremenis. The streak camera detection was applied to a 2.2:10° M ZnM(4-
Py)TrPP solution in toluene. The porphyrin solution was excited at 550 nm at 55°C and 565 nm

at 10°C. Typical time-resolved fluorescence spectra at 55°C are presented in Fig.6.
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Fig. 6. Time-resolved fluorescence spectra of a 2.2:10° M ZaM(4-Py)TrPP solution in toluene (hexe
= 465 nm, 2.2 ps/pixel).

2.3.3. Measurements of the time-dependent fluorescence polarization anisotropy

The time dependence of the fluorescence anisotropy cannet be measured directly, but must
instead be extracted from the observed polarized components I(t) and I 1(t) of the time resolved
fluorescence. Some typical time-resolved fluorescence anisotropy decays using TSCPS and

streak camera are presented in Figs. 7 and 8,
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Fig. 7. Time-resolved fluorescence anisotropy decays vs. temperature for 2.2 10°M Zn(4-PyTrPP) in
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Fig. 8. Time-tesolved fluorescence anisotropy specira for 2.2 10°M Zn(4-PyTrPP) in toluene at 10°C
(dexc = 465 nm, 0.2 ps/pixel).
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Chapter 3

Optimization methods for fluorescence decay fitting

This Chapter contains the material published in the Belarusian Journal of Applied Spectroscopy, Vel. 67
(5) (2000) 612-619 fin Russian)

Comparative analysis of the optimization methods for fluorescence decay fitting has been performed with
the aim to discover the ones most appropriate for application in the investigation of energy transfer
processes by Monte Carlo simutations. Testing of the optimization methods has been implemented on the
base of models developed for the fluorescence intensity decay (single, double, three and "stretched”
exponentials). Statistical criteria for judging the simulation-based fits, error analysis, and confidence

interval evaluation have been tested and their numerical performance are discussed.

3.1. Introduction

The method of time-resolved fluorescence spectroscopy is a very reliable and sensitive tool in
many chemical and physical applications [1]. However, the potential of this method has not vet
been completely revealed. One of the approaches for further improvements is related to the
development of consistent mathematical models, which could adequately describe experimental
data. Traditionally, the kinetics of photo-physical processes arc analyzed in terms of a sum of
exponentials [2,3]. This option is supported by very well established and worked out procedures
of multi-exponential fitting [2,3.4,5,6]. Although such procedures allow to obtain a very good
quality of the fit, the real physical nature of the fitted parameters is hidden and those parameters
may only serve as a kind of compressed representation of the experimental data. The same
drawback is concerned in the methods of fluorescence decay analysis (see Chapter 1), that are set
for rather simple analytical models. Much deeper understanding of the photo-physical
phenomena might be reached by MC methods [7,8].

In this Chapter the methods of fluorescence decay fitting, criteria for judging the quality of fits
and the confidence intervals evaluation have been tested by single, double, three and "stretched"”

exponential models for the fluorescence intensity decays as well as by MC simulations.
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3.2. Optimization algorithms

Commonly used fitting or optimization algorithms for the fluorescence decay analysis might be
divided into two big groups: gradient and non-derivative methods. Gradient methods use a

partial parameter derivative in the fitting procedure, whereas non-derivative ones don't [9]. The
core of optimization is finding a global minimum for a function @ with a corresponding set @ of
parameters a,,...,aN:

D(a,t) = £(F(1), F(a,t)

)
where £ is a mathematical operator for a function @, FE(t) is a histogram of experimental data,
FT(a,t) is a histogram obtained from the analytical equation or simulation model. Regarding the
particularities of a function @, there are several sorts of optimizations such as global,

constrained, unconstrained, uni-modal, multi-modal, uni-directional, multi-directional, etc.

[10,11,12].
3.2.1.Non-derivative optimization methods

Non-derivative optimization methods (often also called search methods) are useful for solving
two problems: i} when ®(a,t)/8a; i=1,...,N cannot be taken; ii) when ®(a,t) contains noise.
These two properties of non-derivative methods make them promising candidates for the
application in MC simulation for the fluorescence decay analysis. By the optimization procedure,
the search algorithms may be grouped into: i) direct search m’ethods (grid, Hooke-Jeeves, Powell
methods, etc. [13]); ii) simplex methods (simplex, Nelder and Mead, complex methods, etc.
[14]); and iii) stochastic methods (random walk, simulated annealing, etc. [15]). Several

methods from each group are considered in this Chapter.

Grid method (GM) [16). If the variations of ®(a,t) with respect to each parameter a; are
independent on the quality of the approximation on the other parameters, then the parameter
values can be determined by the minimization of O{&,t) with respect to each parameter one by

one. Reliability for non-unimodal functions, simplicity of implementation and satisfactory

accuracy of the parameter search are the main advantages of the GM. However, if the variations

of @(a,t) with respect to the parameters are dependent, convergence can be extremely slow,

Hooke-Jeeves method (HJM) [13,14]. The HIM implements a sequence of investigating

coordinate searches around a basic point with a constant value of a search step h. The HIM is
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accelerated by using an extrapolation for a search step value h, thal promotes increasing its

general efficiency.

Powell method (PM) [13,14]. The PM uses the building of a vector set in parameter space and
processing a one-direction search along each vector direction. The PM is an iterative procedure
and one cycle of the iteration has finished when a vector set is updated to a new direction of

maximal success.

Rosenbrock method (RM) [13,14]. The RM searches a global minimum along a break of
derivatives. The combination of the rotation of a direction vector with the regulation of the scale

makes the RM quite effective with the decision of complex optimization tasks, in particular, for
optimization of @(a,t) from many variables. At the same time the method successfully works in
conditions of deep ravine surfaces of @©(a,t). Disadvantage is that the method only optimizes

uni-modal ®(a,t).

Simplex method (SM) [17]. The SM moves a fixed size pattern of N + 1 trials in N variables
towards the optimum response. The SM works stable for systems of large dimensions. However,

it can hardly be applied for ravine-like surfaces of ®(a,t).

Nealder and Mead method (NM) (18]. The NMM is a hill-climbing medification of the simplex
method that moves a variable size pattern of N + 1 trials in N variables towards the optimum
response, However, the NMM is inapplicable for non-unimodal ®(a,t). The time of the

convergence and the amount of calculations may depend on an initial simplex.

Simulated annealing method (SAM) [19]. A method that is resistant to becoming trapped by a
local extreme is the SAM. The usefulness of SAM arises from its willingness to accept a “bad”
move in parameter space (a move in a direction for the value of ®(a,t) becomes worse) and so

to extricate itself from a local minimum in further search of a possible global minimum,

Modification Nealder and Mead method (MNMM) [20]. The basic disadvantage of the search
algorithms is a poor application to multi-modal optimization. The solution to this problem can be
the combination of the considered methods, for example, the NMM with SAM. A combination
of two methods can avoid local minima and at the same time the search is not slowed down due

to the fast NMM.
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Box method (BM) [14). The BM or the complex method in essence is an update of the NMM,

however, which includes restrictions in a parameter space. The main requirement is a convex

shape of ®(a,t). The method consists of iterative algorithm using the calculation of 2N points.

3.2.2. Gradient optimization methods

Application of the gradient optimization algorithms, which normally, compared to the non-
derivative methods, ensure faster convergence to the optimum value of @©(a,t), may cause extra
difficulties due to the fact that they require calculation of 2®(a,t)/Pa; i = 1,...,N. Generally,

the derivative can be approximated by the following finite difference:

o0(t,a) N O, {a),...a,...,an} ) O(t,{a,,...,a; +Aa;,...,ay}) .
da; Aa; ’

t 1

]:---1Ns

2)
where Aa; is the increment for parameter a;. However, when a MC simulation is used for fitting
or a theoretical histogram FT(a,t) has noise, the calculation of eqn. (2) is essentially ill-posed
and may result in significant numerical distortions. The approach for solving this problem is to
control the process of the simulations by establishing identical initial values for a random

variable generator, used in the MC model. Then the simulated statistical fluctuations in any two

realizations of the simulated theoretical histograms F'(t,{a,,...,a;,...ay}) and F'(t, {a,,...,a;+

Aa,...aN} ) are highly correlated and eqn. (2) can be calculated with higher accuracy. Among

the variety of gradient optimization algorithms, the most widely used in time-resolved
fuorescence spectroscopy are Levenberg-Marquardt, Gaus-Newton, Line Search, Large Scale

[21,22,23,24]. A short excursion to the theory of gradient methods is presented below.

Steepest descent method (SDM) [21]. The SDM searches along the gradient of ®(a,t) to obtain a
better estimate of the parameters. This method is especially useful for large problems, as it
requires the least computer memory. However, the SDM does require many more iterations than

other known gradient optimization methods and converges linearly.

Gauss-Newton method (GNM) [22]. The GNM is a less general but computationally simpler

optimization method because it can only minimize the least-squares norm, whereas parabolic
extrapolation of ®(a,t) might be used to minimize any norm of the data and fitting function. The
method exhibits a “quadratic convergence”™ which, simply put, means that the uncertainty in the

parameters afer i+1 iterations is proportional to the square of the uncertainty afier i iterations.
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Once these uncertainties begin to get small they decrease quite rapidly. The major problem with
the GNM is that it sometimes diverges instead of converges. The algorithm of the method is

formulated as a system of Taylor series expansions of the fitting function.

Modified Gauss-Newton method (MGNM) [25]. The MGNM is a combination of the Gauss-
Newton and quasi-Newton strategies. The MGNM uses a decision whether to take the Gauss-
Newton step or the step that is computed by the quasi-Newton approximation. Applying a quasi~

Newton algorithm is logical since quasi-Newton algorithms are superlinearly convergent.

Levenberg-Maorquardt method (LMM) [23,24]. The LMM is the most commeonly used procedure
of improving the convergence properties of the GNM. It is essentially a linear combination of the
SDM and GNM. The LMM retains the robust, but linear, convergence properties of the steepest
descent method when the parameter values are far from their final values, and it still has the
rapid quadratic convergence properties of the GNM when the parameter values are close to the
final converged values. The advantages of the LMM are that the algorithm is relatively easy to

implement, usually converges rapidly, and does not require large storage arrays.
3.3. Statistical Criteria and Error Analysis

xz criterion [26]. x2 criterion for MC simulation analysis is defined in Section 4.1, and its

practical application for the fitting problem is given in Sections 4.2, and 4.3.

Kolmogorov-Smirnov criterion [26]. The Kolmogorov-Smirnov test examines the maximum
deviations between the expected and observed distribution functions and sometimes more for

detecting local defects. The Kolmogorov-Smirnov statistics is

K, =vn max [FE(t;)-F1(t;,a)=max(K;,K})
O<t; <n
. 3)
FE(t)= 3 FE(t;)
=0
. @
FT(t,,2)= 3 FT(t;,a)

=0

(5)

where max denotes the maximum deviation between K, and K, K, is related to the

maximum observed positive deviation from expected F (1;), and K, is related to the maximum
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negative deviation. After statistics of K, and K, calculated they should be compared with

predicted values of K, and K, distribution in the tables.

Romanovsky criterion [27,28)]. Romanovsky test checks statistics

Fo(t;)—F' (t;,a)

)= JW(t;)

to be Gaussian distribution with N(m,5), where m = 0 and ¢ = (xz(a))

(6)
“2, Hence, after

calculating the xz(a) statistics the Romanovsky value is

1 (@) - v

R =
J2v

M
If R < 3 then with high probability it is Gaussian distribution.

Graphical composition of observed and calculated curves. An additional test, which can help to
distinguish a poor fit, is sometimes just direct graphical visualization of observed and fitted
decay curves. However, it can be a poor tool when instrumental artifacts are present in the

observed curve and therefore the quality of the fit may hardly be distinguished.

Plot of the weighted residuals. The weighted residuals calculated in i-th channel can be plotted

against the time channels. Residuals from successful fits should be randomly distributed around

Zero.

Autocorrelation function of the weighted residuals [1,2,3]. The autocorrelation function is

1 m

— 2 p(tp(tiy ;)
Cr(tJ) — mlil - ;
=X p ()
ni=1

(&)
where m= n — j. The autocorrelation function from a successful fit should be randomly

distributed around zero.
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Durbin-Waison parameter (2,3]. Durbin and Watson introduced a parameter that has some
resemblance to the autocorrelation function of the residuals for an autocorrelation channel j = 1.

The defining equation is

3 [p(t) - plt )
DW = 1=2

& 2
Zp(t)
=1
9
Durbin and Watson tabulated upper and lower limits for the parameter for different numbers of
data peints and numbers of estimated parameters. Success of the fits can be checked with tables
designed by Durbin and Watson.

Measure of skewness [2,3]. A measure of skewness of a fit can be estimated with equation

1/2

sk-|—2"L |« et -pP
ﬁgmao—m2 .
(10)
with
p=2o(t,)/(n 1)
(11)

For a normal distribution SK is approximately normally distributed with a mean of zero and a

standard deviation given by [6/(n - l)]m. Absolute values of SK greater than [6/(1 - 1)]'? are

therefore indicative of a skewed fit.

Measure of Kuriosis [2,3]. A most sensitive measure of departure from the Gaussian distribution

can be calculated as

m—némao—m‘

n 2
(;mao—ﬂﬂ
i=l1
(12)

For the Gaussian distribution this ratio has the value 3.
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Other tests [16,26]. Other suggested fitting criteria include the standard normal variety, variation
of fitting range and initial guesses, the root mean square deviation of the residuals, run and
sequence tests, etc. These tests and criteria are not so important and sensitive to the analysis by

the simulation fitting approach and therefore may be omitted from the tests.

3.4. Confidence interval estimation

The critical importance in the parameter fitting is the determination of the accuracy of the
estimated parameters. There are numerous methods of evaluating the confidence intervals of

determined parameters [29] and only several are briefly considered.

MC method [30]. Once a set of parameters has been determined a set of synthetic data based on
these parameters can be generated. This set of data should be as close an approximation to the
actual experimental data set as possible using the same independent variables. Realistic
pseudorandom experimental uncertainties are then added to the synthetic data set, and the
parameter estimation procedure is repeated to obtain a new set of parameters. This process is
repeated many times to obtain a description of parameter values. Confidence intervals can then
be generated from the parameter probability distribution obtained for each of the parameters.
When the MC method is used for the confidence interval evaluation of the parameters from MC
simulation then it is enough to collect a set of data just by generating different initial values for

the random generator used in a MC model.

Grid search method [31]. The grid search involves creating a grid of parameter values and
evaluating the XZ value at each of the grid vertexes. The confidence intervals are the regions

. . . 2 - .. -
surrounding the minimum over which the %~ values do not increase significantly with regards to

the minimum value. This method is quite precise but requires substantial computer time.

Asymptotic standard errors |32]. The most common method of evaluating confidence intervals

of estimated parameters is to use the diagonal elements of the variance covariance matrix:

VC=(A"AY ¢’y
(13}
where A is a normalized matrix of the partial derivatives of @(a,t). The square roots of diagonal
elements of the VC matrix are asymptotic standard errors of the estimated parameters. The
calculation of the confidential interval of estimated parameters from the standard error follow

below,
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A P percent confidence interval on the parameter aj, j = 1,...,N is given by

2 —2
aj—ta,z’mfc Cjj=aj<aj+t,,,4/0°Cy
(14)

where o =1-B; t,,,, is the upper a./2 percentage point of the ¢ is distribution (Student

distribution [33]) with v degrees of freedom; 4, is the value of estimated parameter 1 C i is the

jj element of the VC matrix; B is the confidential probability (0< <1); &7 is the estimate of

the error variance (32 = x2 a1 for good fits). Errors must be normally and independently

distributed with mean zero and variance o°.

Other methods of evaluating the confidence intervals [29,31] like linear joint, support plane,
exhaustive search, etc. are not so promising for the simulation approach described in this Thesis

and therefore are omitted from the consideration.
3.5. Simulation-based testing of the fitting algorithms

A collection of the models for the fluorescence intensity decay have previously been developed
[1,2,3], among them exponential, multi-exponential and “stretched™ exponential models are
widely popular. These models have been chosen for the tests since they are excessively

understood and can allow a wide-variation range for the parameter fitting,
3.5.1. Analytical and simulation models

Exponential model. The simplest model of the fluorescence intensity decay, as that of a low-
concentration solution of non-interacting molecules, is a single exponential. Tts analytical

presentation is given by eqn. (25) of the Chapter 1. The MC simulation is performed by the

generation of the time 14, of the photon arrivals at a detector with equation

tye = — 7 In{rand(1))
(15)

where rand(1) is a generator of random variables in the range of [0,1]. The set of Ngc

excitations are played for one individual molecule and after generating ty. the channel number,
that will serve as the current accumulator of the considered event of excitation decay, can be

calculated as Kger = (tae/At) where At is the time channel width of a multichannet detector. The

decay times of the photon arrivals tee are stored in the F E(t) or F T(a,t) histograms.
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Mult-exponential model. The multi-exponential model can describe the fluorescence decay of a
mixture of dye molecule with corresponding lifetimes T; (i = 1,...,J). The analytical
representation of the multi-exponentials is
. _t
1) = 3Pie
i=1T;

(16)
with

(1n

To generate the time ty of i -th dye to be used in the MC simulation, two random numbers z; =

rand(1) and z; = rand(1) have 1o be played. After that, the interval [0,1] is divided into j

channels, which i-th channel width assumed to be proportional to the contribution of i-th dye
molecule. If Z; falls in 1 -th channel than ty is generated as

taer = — T; In (22)

(18)

Then filling a histogram is performed in the same manner as in the upper algorithm. Finally,

after Ngc simulation runs the multi-exponential fluorescence decay has been collected in the

FE(t) or F'(a,t) histograms.

“Stretched” exponential model. The "stretched" exponential model is a represent of the donor
fluorescence intensity decay in the presence of Forster type ET in a donor-acceptor molecular
systern. Regarding Chapter 1, the egn. (23) for the donor fluorescence in 3D space can be written
as

(1) = Toexp{- UTa ~ Ga(t'70)'"”}

(19)
where Ip = I{t = 0); qa = 0.5[Ca)/[Cao], Cao and C4 are critical and actual acceptor
concentrations, respectively {34]. The MC simulation of the donor fluorescence affected by the
Forster type ET has been previously described [35,36]. In this Chapter the MC simulation model
of the donor fluorescence has been implemented through the simplified atgorithm based on the

Neumann method [37]. Regarding this algorithm, the donor decay time ty., can be generated with
eqn. (15) whereas the ET time tgy is differently: if z, < exp{- qA(tET/rd)”z} (where z; =

rand(1) and tgr = Ty, rand(1), T, is the detecting timewindow width) then tgy is accepted.
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Afterward if tge; < tgr then ty is stored into the F(t) or F'(a,t) histograms otherwise to stop
without detection (assumed that acceptors are the energy traps). Running Ngc times the
simulation procedure, the donor fluorescence of two parameters (a and Ty) is collected in the

F"(t) or F'(a,t) histograms.
3.5.2. Comparative analysis of the fitting procedures

The tests on the abovementioned algorithms have been spent on synthetic data, generated in
accordance with the TCSPC method [38] on an IBM PII 233MHz PC. All numerical procedures

have been coded using the programming language C++ for IBM computers. The actual

parameters for the modeling of the numerical "experimental” decays FE(t) were set 1o

demonstrate the properties of the fitting methods as well as to investigate the extremal borders of

their applicability. Several characteristics for the quality of the optimization methods have been

used:

i) the stability St of the fitting method that is defined by
St= NIG+ NIG-l

(20)

where N[G+ and Njg are numbers of successful and total optimizations. When a global

minimum (for instance, its 99% critical region) of @(a,t) is reached then the Ny is counted;

ii) the number N of the calculations of ®(a,t);
iii)the time t" (milliseconds) needed for a successful fitting;

iv) the number Ng¢ of simulated counts which controls the statistical noise in each histogram

FE(t) or F'{a,t). Typically, Ngc = 10%, ..., 10%;

v) the segment region Sjg defining the remoteness of the initial guesses from the actual
parameter values, Sig is built around the actual parameters and %- sized relative to the values
from which the initial guess is generated. Typically, Sig = [0;10%)], [10%;30%], [30%;50%],
[50%:;100%], [100%;150%], [150%;200%], [200%;300%], [300%:400%], ... .

The number of time channels in the F'(t) or F'(a,t) histograms is varied from 128 up to 8192

with the channel width from 0.001 up to 0.050 of a.u. (arbitrary units). In every numerical
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experiment, an optimization procedure has been repeated Njg times, each one with a different set
of the initial guesses randomly generated in a segment region Sig. Then, after Ni; optimizations,
the St', N§', and t" are mean values of the statistics {St; , ..., Stug}, {Npy, ..., N}, and
{t+|, s t+Nm}. The stopping criterion for the optimization methods is chosen as follows. Since
the values of parameters as well as the value of the x2 criterion in the global minimum can be

exactly determined beforehand, one can easily calculate the region of the xz criterion values,
around the global minimum at any confidence level, according to F-statistics [16]. As soon as the
value of xz during the fit becomes less than the border of that region, the iterative procedure

stops. In our numerical experiments, the critical region is calculated at the 99% confidence level.

Testing of criteria and confidence inferval evaluations. The tests of statistical criteria and
methods of error analysis are directed to answer two important questions: which criterion is the
best for judging the goodness of the fits and how does it influence the convergence? The typical

results of the computer tests on the selected criteria are presented in Table 1, In a most of tests,
the x2 criterion has been observed to be sensitive for the goodness of the fits and at the same time
providing fast convergence as a "fitting" function. The Kolmogorov-Smirnov criterion judges
well for relatively Jarge number of the channels (> 1024) and even better then xz criterion for

8192 channels.

Table 1. The mean values Nt~ for different criteria

and channels obtained by MC simulation fitting of Criterion/ 256 1024 4096 8192
the "stretched" exponential intensity decay (see Channels
section 3.5.1.). Ny = 100, S16=[200%;300%], Nt x2 28 30 29 33

KS 212 135 51 29

= 6107, (KS) Kolmogorov-Smirnov criterion, (R)
R 436 401 389 375

Romanovsky criterion,

Romanovsky criterion can in principle acceptably judge but is less effective then the X2 or
Kolmogorov-Smirnov criteria. Any additional important advantages of the xz , Kolmogorov-
Smirnov, and Romanovsky criteria to simulation fitting have not been found. Other criteria and
methods of error analysis (see section 3.3.) are also might be used for the analysis of
experimental data by MC simulation fits and their properties are not much different from the

standard fitting.

Tests on the methods presented in section 3.4. support their application for the confidence

interval evaluation of the parameters retrieved via a MC simulation fit. Sizes of the confidence
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intervals are strongly influenced by the number Ngc of the simulated counts in both histograms

as it can be concluded from the xzcontours plots in Fig. 1.

A B
14 NI 14
/ ]
/l 1 ]
)
124 1] 12
104 10
D.81 08 -
0é 06
C 14 D14
12 12
1.0 10
—_‘—/:’/— e
08 % 08
06 ——— 0 — 0.4

Fig. 1. The xzcontours built with the analytical (eqn. (19)): (A),(B) and MC simulation modei: (C){D) for
the "stretched" exponential intensity decay. 1 and 2 denote the 75% and 93% confidence infervals,

respectively. Simulated counts Ngc: (A) - 104; (B) - 105; (C)- 2-105; (D) - 6-105. The parameters ga = |
and t4 = 4 are corresponded to the minimum.

As the value Ng¢ increases, the estimated confidence interval climbs to the actual confidence

interval of the parameter. The grid search methods and MC methods have been found accurate in
the estimation of the confidence intervals but require too much computer time for acceptable

evaluation. Since it is better to have a compromise between accuracy and the time, the method
using VC matrix has the highest priority. The method of asympiotic standard errors is very fast
but less accurate. For instance, for a "good" fit (Ngc = 10° - 10%) errors in the confidence

intervals are in 10 - 30%.
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Testing of the fitting algorithms. The results of the comparative analysis of the optimization
methods for the estimating the fluorescence decay parameters of two, three and “stretched”

exponential intensity decays by both analytical and MC simulations are presented in Fig. 2.

Fig. 2. The 3D diagrams of the mean value Ng~ (z- axis) for different segment regions Sjg (x- axis) and
optimization methods (y- axis). (A):- analytical two exponentia} fitting (Ngc =105); (B): analytical three
exponential fitting (Ns¢ =5-105); {C): analytical “stretched”" exponential fitting (Nsc =2-105); (D). MC
simulation fitting of "stretched” exponential decay (Ngc =6-105). Nig = 100.

The GM properly restores the parameters of analytical multi-exponentials. The number Nf* is
considerably increased with increasing the number of exponentials. The method is badly applied
for the analysis of the "stretched” exponential decay law where the xl contours are the narrow

ravines (see Fig. 1). Rather frequently the GM prematurely stopped or got into local minima. The
convergence to a global minimum have only been performed from successfully generated initial

guesses. Taking the results of the tests into account, the GM is expedient for applying at a
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preliminary stage of the fitting and could be fruitful for the allocation of a global minimum that

might further be used as initial guesses for a more powerful optimization method.

The HIM is slow in the convergence what might be due to the constant factor for the reduction
of a search step h (usually 10 and too poor for the fast convergence}. It has been observed that
the constant factor should be reduced gradually, i.e. 10, 8, 6, 4, etc. In this case a relative
acceleration of the search was reached. The HIM is ineffective for the multi-modal xz contours

yielded from the high values of the statistical noise (see Fig. 3).

The PM allows receiving steady parametric estimations for the analytical parameter fitting.

Undoubtedly, the PM is one of the best search algorithms for the traditional fitting by an
analytical expression as it can be concluded from the comparison of the Nf* values in Fig. 2.
This method is also mobile for the analysis of the ET processes by a MC simulation fitting. The

disadvantage is the poor application for multi-modal xz surfaces.

The estimations by the RM are statistically steady for all kinds of parameter fittings. Drawbacks
are the impossibility to analyze multi- modal x2 contours and nevertheless rather slow

convergence as compared to gradient methods (see Fig. 1). For increasing the speed of

convergence, so-called update of Davise, Swen, and Kemp [14] has been considered. This

modification is a one-dimensional search on a method parameter A. Testing of the updated

algorithm has shown that such a reception could be justified. The Ng* values have been

decreased to almost 80%. Thus, the RM and its updating could be used for the complex decay

curve analysis.

The SM provides fast convergence only for simple fitting where the topological contours have a
fundamental character and large gradients of heights are excluded. However, the method can
successfully work for multi-modal fitting. On the other hand, the simplex method is one of the
slowest methods considered in this chapter and therefore cannot be recommended for the

experimental data analysis.

One of the most flexible and universal methods for fitting by MC simulation is the NMM. The

method provides high accuracy avoiding ravine-like contours, However, the NMM is strongly
declined down or even can stop into the local minima when x2 surface is multi-modal. Efficiency

of the NMM depends on a choice of an initial simplex and, hence, the method is expedient for

using at the finishing stage of the fitting procedure.

57



.30
Fig. 3. The xzcontours built with the MC simulation of two ¢xponential intensity decay. Simulated counts
Nac: (A) - 16%; (B) - 10%; (C) - 10°; (D) - 10°. The parameters p; = 0.75, 7; = 0.5 and pp = 0.25, T2 = 3 are
correspond to the minimum.

Since the SAM only uses a random search procedure without any accelerating mechanisms, a
slow convergence has always been registered. On the other hand, the SAM has provided
practically a systematic exit from any local minimum. Thus, pure application of the SAM for

simulation fitting is not effective and has resulted extremely large time for the fitting.

Acceptable resulis have been obtained for the combination of NMM and SAM. The number N¢
spent for the unimodal optimization is comparable to that for the NMM. However, for mult-

modal optimization the N1* value is less than that from the NMM,
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The BM requires rather large the N5 but it is fully compensated by the steady convergence into

a global minimum. The random formatting of an initial complex provides the covering of a large
area in parameter space and, hence, the consequent tendency to converge to a global minimum.

This method is very convenient for experimental data containing a substantial growth of the
noise. The tests on the BM have shown that around 20 - 30% of t" has been served for
localizing the area of ihe global minimum and the rest time (70 - 80 % of t+‘) the method
specified restored parameters, being pulled in the region of a minimum. One of the accelerating
mechanisms for the last stage of the optimization could be a variant of sharing with the NMM:
the BM allocates the global minimum area, whereupon, the "fast" NMM specifies the parameter
values. The second updating of the BM is which uses the square-law interpolation along a direct
line connecting the reflected and central points of a complex. Using the square-law interpolation
resulted in the Nt to be reduced by 30 - 40% compared to the standard BM. However, the
updating method works incorrectly for unconvex xz contours where the movement of a complex
prematurely breaks and results in unpredictable consequences of the search procedure. Certainly,

the given updating method represents large interest and could be used for MC simulation fitting.

The gradient fitting procedures have provided faster convergence than non-derivative methods

especially for multi-parametric fitting (with two or tree exponentials). However, several methods
(SDM and GNM) are still slow for processing the ravine-like xz surfers, The second drawback of
the gradient methods is often worse stability of the convergence from far Sig regions (typically,
[400%;500%], [500%;600%], etc.). The LMM and the MGNM are the favorites of the gradient

methods as they use much less Nt and t” then others.

Coming discussion is devoted to the comparative analysis of two fitting methods: the first one is
from the non—derivative group, the NMM, and the second one is from the gradient group, the

LMM. Both methods are the favorites of the respective method groups and their comparative
analysis is rather interesting for practical application. The St', Ng', and t for different segment

regions 8g are presented in Fig. 4.
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Fig. 4. The St', N, and t characteristics for different segment regions Sig obtained for the LMM
(solid lin¢) and NMM (broken line). (A): analytical "stretched” exponential fitting (m: Ngc =104, ®: Ngc
=105); {B): MC simulation fitting of "stretched" exponential intensity decay (m: Ngc =105, ®: Ngc
=5-105); (C): MC simulation fitting of two exponential intensity decay (m: Ngc :2-105, o: Nsc =6-105).
The Nf' and t" are omitted for the St* < 0.5 since it is too poor for statistics sufficient for building
confident estimators.

For the fits by the analytical and MC simulations, the LMM ensures better performance than the
NMM. The problems in the LMM only arise when initial guesses are generated from the far
segment regions Sig (typically, [400%;500%], [500%;600%], etc.). For the analytical fits, when
the number Ngc of simulated counts in the FE(t) histogram increases then the N and t™ values
for both methods become higher. Obviously, narrowing (the increase of ravine-likeness) of the
xz contours (see Fig. 1A and 1B) for the larger number of collected counts leads to the increase
of the number of iterations in order to reach the optimum. In the case of MC simulation fitting,
the increase of the number Ng¢ of simulated counts in the F=(t) or F'(a,1) histograms results in

a faster convergence and higher stability for both methods. One can see in Fig. 1.C and 1D that

the slope of the %’ contour for 5-10° simulated counts is much steeper than for the %’ contour

with 2:10° simulated counts. Comparing the };2 contours built with the analytical and the MC

simulations, one can conclude that in the latter case the shape of the global minimum region has

been expanded and the slope becomes gentler. That is the explanation why the performance of

the methods is better against increasing Ngc for the MC simulation fits. The increase of statistics

in the FT(a,t) histogram will certainly provide better results. Due to the increased number of
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parameters, provided by the MC simulation of the two exponential intensity decay, the stability

St* of both methods essentially decreases.
3.6. Conclusions

e The x2 criterion is the best one for judging the goodness of the simulation-based fits as well

as for parameter fitting. The other statistical tests can be used as support for xz statistics;

e The accuracy of estimated parameters after simulation based fitting can be checked with the

asymptotic standard errors method;

e A comparative analysis of the optimization algorithms for fluorescence decay fitting by both
analytical and Monte Carlo simulations allows to select the Nealder and Mead method,
Modification Nealder and Mead method, Powell method, Box method, Levenberg-Marquardt
method and Modified Gauss-Newton method for the practical applications in data analysis,

where the energy transfer processes are studied by Monte Carlo methods.
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Chapter 4

Global analysis of energy relaxation and -transport

processes

This Chapter describes a Monte Carlo simulation model for energy transport and -relaxation, affecting
fluorescence- and fluorescence anisotropy decay. Equations for the x2 criterion and its weighting factors,
used in a Monte Carlo simulation fitting procedure, are presented and madified for different types of
time-resolved data analysis. [llustrative examples demonstrating several fits of the fluorescence- and
fluorescence anisotropy decay using the Monte Carlo simulation fitting are presented. The concepts

behind the simulations are discussed.
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4.1. Simulation model of the processes of energy relaxation and fransport

Non-isotropic Excitation Energy Transport in Organized Molecular
Systems: Monte-Carlo Simulation-based Analysis of Fluorescence- and

Fluorescence Anisotropy Decay

Mikalai M. Yatskou™®, Harry Donker®, Eugene G. Novikov®, Rob B.M. Koehorst”,

Arie van Hoek®, Vladimir V. Apanasovich®, Tjeerd J. Schaafsma™

* Laboratory of Biophysics, Department of Aprotechnology and Food Sciences, Wageningen University,
Dreijenlaan 3, 6703 HA Wageningen, The Netherlands

® Department of Systems Analysis, Belarusian State University, 4, F. Scoryna Ave., Minsk, 220050,

Belarus

{Submirted to J. Phys. Chem. A)
Abstract

A novel method for the analysis of time-resolved fluorescence data has been applied to
organized molecular systems exhibiting a number of different, non-isotropic energy transfer
processes. This work focuses on the analysis of the experimental fluorescence- and fluorescence
anisotropy decays of two complex molecular systems, using Monte Carlo simulations by
parameter fitting, employing physical models, developed for these systems. This procedure
yields a final set of parameters, which characterizes the energy transfer processes in the
investigated systems. The advantage of such a simulation-based analysis for global parametric

fitting is discussed.

Energy transfer processes have been analyzed by this approach for two porphyrin model
systems, 1., spincoated films of zinc tetra-(octylphenyl)-porphyrins (ZnTOPP) and the tetramer
of zinc mono(4-pyridyDtriphenylporphyrin (ZnM(4-Py)TrPP). For the ZnTOPP film energy
transfer rate constants of ~ 1x10" s and ~ 80x10” s have been found, and are assigned to

intra- and inter-stack transfer, respectively. For the tetramers, the transfer rale constants of

*Corresponding authors: Tel: +31-317482044; Fax: + 31-317482725; e-mail: Tjeerd. Schaafsma@mac.mf . wau.nl
Tel./Fax: + 375-172 789345; e-mail: yatskou@rfe.bsu.unibel.by
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38x10° s and 5x10° s corresponding to transfer to nearest and next nearest neighbor

molecules, respectively, are in agreement with a Férster type energy transfer mechanism,

Keywords: Energy transfer, computer simulation, Monte Carlo methods, parametric fitting,

global analysis, zinc porphyrin films, zinc porphyrin tetramers,

1. Introduction

Energy transport, in the following denoted as ET, in organized molecular systems is one of the
most important processes in photosynthesis, opto-electronic devices, artificial light harvesting
systems, and solar cells [1,2,3,4,5]. The unique property of ET in photosynthetic complexes is its
high efficiency even though this transfer occurs over relatively long distances. The reasons for

this high efficiency are currentty only partly understood.

ET processes in various natural pigment complexes and synthetic assemblies of chromophores
have been widely studied through time-resolved fluorescence- and fluorescence anisotropy
measurements [6,7,8,9]. Although a number of analytical expressions have been developed
describing energy transfer phenomena observed via time-resolved fluorescence- and
fluorescence anisotropy decay, mostly these expressions are unsuitable for complex, non-
isotropic molecular systems, e.g. linear molecular aggregates in solution, liquid crystals, and
solid films containing ordered domains [10,11,12,13,14]. One of the efficient non-analytical
methods which in principle can describe the ET processes in complex systems, including non-
isotropic ones, is the Monte Carlo (in the following denoted as MC) simulation method
[7,15,16). Although this method has been used extensively to test the wvalidity of the
approximations made in analytical theories [17,18,19,20], its possibilities stretch much further,

as is demonstrated in this work.

Modeling ET processes in molecular assemblies using MC simulations has the advantage —
among others - that it gives direct insight how various parameters of the model affect the
experimental characteristics of the system, e.g. the time dependence of the anisotropy spectrum.
Recently, MC algorithins have been applied to several types of ET mechanisms in non-isotropic
molecular systems [10,12,19]. These algorithms need to assume a priori a particular type of ET,
i.e. by a Forster-, higher multipole- or exchange mechanism [6,21,22]. Ofien, in systems with
donor-acceptor distances comparable to the molecular dimensions such an a priori assumption

cannot be made, however, since it is then unclear to what extent each mechanism contributes to
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the observed ET rate comnstants. Another common problem concerns those systems where
analytical expressions lead to undistinguishable results or are too complicated to provide clear

evidence for a dominant energy transfer mechanism [14].

We propose a more general method to investigate ET processes in ordered, non-isotropic
molecular systems, based on the parameter fitting vie MC simulations [23,24], which does not
require the type of ET mechanism to be known beforehand. There are three steps to be taken in
this approach: i) create a physical model (which includes the geometry, dynamics, etc.) of the
investigated molecular system; ii) develop and program a simulation model based on the
physical model, with the model parameters corresponding to the various kinetic characteristics of
the molecular system; iii) find through parametric fitting an optimum set of parameters of the

simulation model corresponding to the experimental data.

This paper describes in detail how the kinetic constants for ET between the components of non-
isotropic molecular systems, i.e. for two different porphyrins, can be determined using MC
parameter fitting. Porphyrins belong to a widely studied class of compounds that can form
ordered structures [25,26,27,28,29], and thereby should be expected to exhibit non-isotropic ET
We consider two porphyrin systems, for which an analytical description of the ET process can

hardly be derived from general principles and thus MC simulations might be useful.

The first porphyrin medel system (further denoted as system 1) consists of £ 100 nm thick,
spincoated films of a self-organizing porphyrin, ZnTOPP (Fig. 1A}, on quartz substrates which
have intentionally been doped with known amounts of an effective fluorescence quencher, i.e.
copper tetra(-octylphenyl}-porphyrin (CuTOPP), A spectroscopic study of these films [30] has
shown that the films consist of layers built from one-dimensional stacks of porphyrins with a
“slipped deck of cards” configuration. The stacks are oriented with their short axes perpendicular
to the substrate, whereas their long axes are distributed randomly in the plane parallef to the
substrate, most likely in ordered domains. Time-resolved fluorescence measurements have
shown that the fluorescence decay is not a single exponential, indicating ET inside the film.
Analysis of the fluorescence decay using analytical models has also shown that the ET process

(shown to be of the singlet type) is best
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Figure 1. Structures of ZnTOPP (A) and Zn(4-Py)TrPP (B).

described by a quasi one-dimensional diffusion-limited model [31,32]. Such an analytical model
only yields a rough estimate of the rate constant for intra-stack energy transfer but not for the
inter-stack process. Finally, the application of the analytical model led to the conclusion that
undoped ZnTOPP films contain a significant amount of non-intentional traps. Again, only a
rough estimate could be given of the concentration of these traps. The present work demonstrates
that more accurate and detailed information about the ET processes and the trap concentration

can be obtained using MC simulations.

The second model system (further denoted as system 2) is the tetramer of Zn(4-Py)TrPP (Fig.
IB), in toluene solution [33]. Contrary to what has been observed for ZnTOPP films, the
tetramer fluorescence decay of [Zn{(4-Py)TrPP], is a single exponential, which reflects the
kinetics of the lowest singlet excited state S, of ligated Zn(4-Py)TrPP [33]. Since the porphyrin
units in the tetramer are identical, energy transfer processes occurring between these units can
only show up in the fluorescence anisotropy. Although the fluorescence anisotropy can in
principle be analyzed by one of the proposed algorithms [19,34,35], the distances between the
porphyrin units in the tetramer are comparable to the porphyrin diameter and therefore an a
priori choice for a dominant mechanism of energy transfer is not justified. It could be argued that
the exchange mechanism does not apply as a result of the perpendicular orientation of the
porphyrin monomers. That may not be true, however, if the monomers in the tetramer are not
perfectly flat, i.e. do not have Dy, e.g. by distortion of the monomers as a result of the mutual
ligation of the monomers in the tetramer. As is shown by this work the energy transfer rate
constants as well as the transfer mechanism for the tetramer can be determined by MC

simulation.
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2. Simulation approach
2.1. Parametric fitting via MC simulations

Parametric fitting using MC simulations is schematically presented in Fig. 2.
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Figure 2. Simulation approach by parametric fitting.

The method approximates the experimental data (bleck 3) by the synthetic data (block 2)
simulated using the MC methods [7,15,16], Assuming that the theoretical model with the least

number N of system parameters & ={a;,...,an} unambiguously describes the system (block 1},

the best approximation of the experimental data yields the values of @. The best approximation is
defined by a criterion (or set of criteria), establishing how far the simulated theoretical function
deviates from the experimental data. Generally, such a criterion is analytically represented by a
function of the experimental and simulated data and is strongly dependent on the particular
application area, the particular simulation method and the experimental conditions. In our

numerical experiments we use the following criterion

)= L) -F @ af
i=1 w(t;)

(1)

where N is the number of channels of the multichannel analyzer (N << n), w(t;) is the weighting
factor, F E(ti) is the experimental fluorescence decay, represented by a number of detected counts

per channel, FT(ti,a) is the theoretical histogram, represented by the number of simulated counts

per channel. According to this criterion the best approximation, corresponding to the set of
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parameters &, is that which yields a minimum for xz(a). Although the criterion xz(a) in eqn.
(1) is similar to that widely applied in statistics as the xz criterion [36,37], the expression (1)

differs from that commonly used, since both F'(t;,@) and F=(t;) contain statistical noise.

Fortunately, the statistical characteristics of the noise in the experimental data, as well as in the
simulation model, are often known. For our case, all measurements were made using the time-
correlated single photon counting method and streak camera detection, respectively, where the
number of counts per channel of the multichannel analyzer is well approximated by Poisson
statistics [38,39]. If the amount of experimentél data is large enough (> ~30 counts per channel)
the Poisson statistics transforms into Gaussian statistics [38,39]. Since the simulation model can
be reproduced with an a priori statistical preciseness which is the same as, for instance, for the

molecular behavior under the same conditions as in the experiments, the same statistics can be

made to apply to the simulated data of FT(ti,a).

Under the present conditions the statistical characteristics of the xz criterion are directly
applicable to eqn. (1). Indeed, the numerator [FE(t;) — F'(t;,a)] of eqn. (1) is the difference

between two Gaussian random variables. This difference itself is also the random variable of a

Gaussian distribution with a zero mean value and a variance given by

w(t;) = var[F® (t;) - F' (t;,@)] = var[F" (t;)] + var[F" (t;,a)]
(2)
where it is assumed that F(t;) and FT(ti,a) are statistically independent and that F T(ti,a)

represents the best approximation for the experimental data FE(ti). Using eqn. (2) as a weighting
factor W(t;) in equation (1), the latter becomes a sum of squares of n independent standard
Gaussian variates and can be discribed by a x2 density distribution function. Therefore, it should
be expected that the mean value of a random variable of xz(a) equals the number of degrees of
freedom v=n — N — 1, and the variance of a random variable of (@) equals V. In the

following we will use the normalised value X *(@)/v of X (a).

If the number of counts per channel in the theoretical histogram approaches infinity, then the
variance var[F'(t, )] vanishes, and we arrive at the commonly used representation of the X.2

criterion. In practice, we are able to increase the number of simulated counts as much as the

computer facilities allow us to do, thus ensuring higher accuracy for the theoretical function.
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Note that, although many papers nicely describe the application of the MC method to different
molecular systems exhibiting ET [7,9,10,12,19], all of them require a set of a priori known
parameters, which define the system structure and functionality. In our method we employ the
same type of simulation models but with a set of unknown input parameter values. The correct

values (or their estimates) are found through parametric fitting of the experimental data.
2.2. Giobal analysis

MC simulation monitored by the parametric fitting procedure opens the way for the application
of the global analysis approach to a wide variety of research fields. The method commonly
consists of fitting a set of measured responses by a corresponding set of theoretical models.
Certain parameters of the theoretical models can be linked, for example, by forcing these

parameters to be equal for all synthetic curves of the set.

In a more general approach a multi-dimensional experimental surface (for example, the
fluorescence response, measured at different times, excitation/emission wavelengths,
concentrations, temperatures, polarization angles, etc.) i fitted by the corresponding multi-
dimensional theoretical model with a common set of unknown parameters. Such theoretical
models are built on the basis of general physical laws, As a consequence there is no need to
equalize particular parameters. This way of analysis ensures a consistent picture of the processes

under investigation.

To build such a theoretical response in a multi-dimensional space is a rather tedious task using
analytical techniques. The problems inherent to this approach are at least twofold: i) obtaining
the analytical description of the processes, often represented by integral- or differential
equations, and ii) technical problems of numerical implementation inherent to handling multi-
dimensional arrays of numbers, which usually is very time- and memory- consuming even on
modern computers. If, according to the model, one needs to solve integral or differential

equations in multi-dimensional space, it most likely siows down the calculations considerably.

On the other hand, a MC simulation model operates by the elementary processes, which are easy
to understand and to program. As a rule, no sophisticated mathematical methods are required: the
simulation algorithm reproduces the physical processes occurring in the system almost directly.
Moreover, the generation of a multi-dimensional theoretical function in the case of ET is rather
straightforward. If, for example, one simulates the effects of ET in a time-resolved fluorescence

experiment, each excitation photon is considered as an object having time- and space
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coordinates, a polarization vector, an energy, etc. In the simulation procedure, those parameters
can be introduced with the required preciseness. Simultaneously, the desired statistical

characteristics can be recorded, thus resulting in a defined multi-dimensional response.

We finally note that the MC approach used in the experimental data analysis is somewhat similar
to the MC methods, widely used in numerical analysis [15,16,40,41]. For example, multi-
dimensional integration, performed using the methods of Monte-Carlo often allows one to save

computer memory and, eventually, CPU time.
2.3. Simulation of the time-resolved fluorescence and anisotropy

In the following paragraphs we describe the basic principles underlying the simulation of
fluorescence- and fluorescence anisotropy decay. Since each photon can be simulated as an
object having a time coordinate and a polarization vector, the simulation model can generate

simultaneously both the fluorescence- and the anisotropy decays.

The experimental procedure includes the determination of the components of the detected
fluorescence, which are differently polarized w.r.t. the polarization direction of the excitation
light. Fig.3 schematically represents the basic principles of the detection of the paraliel (I)) and
perpendicularly (1) polarized fluorescence components, corresponding to the detection using a
polarizer oriented at 0° and 90° w.r.t. the polarization direction of the excitation light, denoted as
the z-direction. A molecule can absorb an excitation photon with a probability that is
proportional to the square of the cosines of the angle between the polarization vector of the
excitation photon and one or more absorption transition moments of a molecule. Note that

usually for isotropic systems a molecular coordinate system (X*,y*,2°) is randomly oriented in a

fixed laboratory coordinate system (X,Y,Z).
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Figure 3. Schematic diagram for the
measurement and simulation of parallel and
perpendicularly polarized fluorescence

components; ¢: angle between the transition
moment for emission and the direction of the

parallel detector; ¢: angle between the
projection of the emission transition moment
onto the XY plane and the X axis.

Excitation
light @

This may be incorrect for non-isotropic molecular systems, however, since the molecular

‘-~
%

coordinate system can be either fixed or non-randomly distributed relative to the laboratory

coordinate system. Afier being excited, a melecule remains in an excited state for a random time

interval At;, defined by the exponential probability density function with a mean value equat to
the fluorescence lifetime 7. Subsequently, a molecule can emit a photon in any direction, but we
are interested in the X and Z directions only, since Ij and I, are detected atong these two axes.

Detecting the X (I)) and z (I,) components of the emitied photons, the total fluorescence and

anisotropy can be represented by the following equations
I(t) = Iu(t)"' 2IJ_(t)

O-LW)
[1,(t)+ 21, (1)]

(3}

r(t)

4)

Fig. 4 shows a flow diagram of the algorithm for simulation of the I (t} and I,(t) components of

the time-resolved fluorescence. The simulation procedure starts in block 1 by setting the number

Np of simulation runs (or excitation photons) and generating the initial orientations €p” and
Q;of the absorption and emission transition dipole moments, characterized by the azimuth and

polar angles with respect to the laboratory system.

73



L. Setting the

Ny, generating
Q? and £2°

t

2. Simulation of
time shift Atgr
and §2*

l

3. Simulation of
tirne shifi At, and
At =Atgp + At,

5. Filling 6. Filling
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7. Alt N runs ?
Yes

8 Data output

Figure 4. Flow diagram of the simulation

algorithm for the I;(t) and 1,(t) components of
the time-resolved fluorescence.

The full travel of a single photon, starting
from the excitation of the molecular system
and finishing by the photon emission, is
considered as one simulation run.
Employing an excitation-hopping model for
the ET in block 2 we simulate a time
interval Atg and the orientation Q°(ct,$) of

the emission transition dipole moment after
and diffusional

rotations of the molecular system. Particular

several transfer Thops
excitation-hopping models for systems 1

and 2 will be considered in sections 4.1.2
and 4.2.2, respectively. A time shift At, due
to the finite width of the excitation pulse and
delays in the detector is simulated in block 3
using the experimentally  measured
instrumental impulse response function E(t)
representing the convolution of the shape of
laser pulse and the detector response. The
algorithm of generating a time shift At, can

be implemented in several ways [42,43,44].

Since E(t} is an experimentally measured function we use the numerical algorithm based on the

+o0
Neumann method [45]. To apply this algorithm we first rormalize E(t), so that JE'(t)dt =1
0

where E'(1) = E(t)/A and A is the normalization factor. Afier the nommalization, the

instrumental impulse response function E*(t) represents a probability density function which can

be directly used in the Neumann simulation procedure. In order to avoid possible fitting

problems, caused by the different numbers of photon counts for the experimental and simulated

decays, we apply the same normalization procedure for both experimental and simulated decays.

Thus, after several simulation steps, the total time shift At = Atgr + At, is recorded in blocks 5
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or 6 as belonging to either the "parallel component” (PI”) or the "perpendicular component”

(PIl } histograms, respectively, using the following equations [&]

PI” ~cos’ a
()
P~ sin’¢ sin’a

(6)
The angles o and ¢ are determined by the density distribution function f{tt,§) of the emission
transition moment around the X, ¥, and Z coordinate axes, by the molecular geometry as it affects
the diffusion coefficients for rotation D,mx‘, Dm[yl, and Dmtzi, by the angle between the
absorption- and emission transition moments, and by the energy transfer process itself [46].

Simulation runs (blocks 2 - 6) are repeated Np times (block 7). Finally, both histograms are used

to calculate the simulated fluorescence- and anisotropy decays using eqns. {3) and (4).

The presented simulation model encompasses the case when the position of the detector in the

laboratory system is not included into the eqns. (5) and (6). In principle, the detector can be
oriented at any steric angle 8% = (OLDEt,d)DEt) with respect to the laboratory coordinate system.
Then the probability to detect the emitted photon in the direction &7 is propaortional to the

radiation intensity in the 8" direction and equals 3/2 sinzy [17], where ¥ is an angle between

the emission dipole moment and the poiarization angle of the detector. Then, eqns. (5) and (6)
take the form:

B~ 3/2 sin®y cos® o = 3/2 [1 — (cos & cos o.”' + sin & cos ¢ sin o” cos ¢+
sin o sin ¢ sin o sin ¢"*] cos®
2 2 D De D(e7)
Py ~3/2sin’y sin’d sin“a = 3/2 [1 — (cos o cos ™' + sin o cos ¢ sin o™ cos o7
+
sin o sin ¢ sin ™' sin $°*)’] sin’¢ sin’at
3

Det

I the detector is oriented in the y- direction as in Fig. 3, i.e. o= 90° ¢ = 90°, then eqns. (7)

and (8) become
PIlI ~3/2 (1 —sin® a sin? $) cos® o

e)

P ~32(1- sin” o sin” ¢) sin’¢ sin’c.
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(10)

In general the shape of the optical spectra can be simulated as well using the above mentioned

mathematical algorithms.
3. Experimental
3.1. Chemicals

Zinc tetraphenylporphyrin  (ZnTPP), ZnTOPP and ZnM(4-Py)TrPP were prepared by
metallization of free base tetraphenylporphyrin (H.TPP) free base tetra~(octylphenyl)-porphyrin
(H,TOPP) and free base mono(4-pyridyD)-triphenytporphyrin (H.M(4-Py)TrPP), respectively, by
refluxing in DMF with ZnCly (Merck, p.a.). CaTOPP was synthesized by the same procedure
using CuCl,. 2H,Q (Merck, p.a). [47]. H,TPP, H,TOPP and H,M(4-Py)TrPP were synthesized
by condensation of benzaldehyde, 4-(n-octyl)benzaldehyde and a mixture of benzaldehyde and
4-pyridinecarbaldehyde, respectively, with pyrrole (Janssen Chimica, 99%) in refluxing
propionic acid (Merck, z.s.) [48,49]. The porphyrins were purified by chromatography on silica
(Merck, silica gel 60) with toluene (ZnTOPP, CuTOPP) or chloroform (ZnTPP, ZnM(4-
Py)}TrPP)} as eluent. All porphyrins are estimated to be >99% pure as shown by thin-layer

chromatography and absorption, fluorescence spectroscopy.

Preparation of porphyrin films for the system 1. Thin films of ZnTOPP doped with various
concentrations of CuTOPP as well as undoped films on quartz plates {Suprasil, & 15mm and 1
mm thickness) were prepared by spincoating from 5-10°° M toluene solutions. As the solutions
already contained the appropriate amounts of ZnTOPP and CuTOPP, it may be assumed that in
the films the CuTOPP molecules are distributed statistically among the ZnTOPP molecules.
Before spincoating the quartz plates were subsequently rinsed with aqua regia, water, methanol
and toluene and blown dry with nitrogen. For duplicate samples ZnTOPP purchased from
Porphyrin Products were used. Results obtained with purchased or home-synthesized ZnTOPP

were identical.

Preparation of solutions for system 2. Solutions of the 10° M ZnM(4-Py)TrPP in toluene were

prepared after drying with sodium wire and storing over molecular sieves.
3.2. Time-correlated photon counting set-up

The experimental set-up for TCSPC has been described in detail elsewhere [30,50,51]. A mode-
locked continuous wave Nd:YLF laser (Coherent model Antares 76-YLF, equipped with a LBO
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frequency doubler {Coherent model 7900 SHGTC) and BBO frequency tripler (Coherent model
7950 THG) was used to synchronously pump a continuous wave dye laser (Coherent radiation
model CR 590). As a dye Coumarin 460 was used for excitation at 465 nm. A set-up with
electro-optic modulators in a dual pass configuration was used to reduce the pulse rate to 594
kHz [52]. The final pulse duration of the excitation pulses was ~ 4 ps FWHM and the maximum
pulse energy was ~100 pJ. The spincoated samples were fixed on a thermostated, spring-loaded

holder at an angle of 15° with respect to the direction of excitation.

Fluorescence light was collected at an angle of 90° with respect to the direction of the exciting
light beam. Between the sample and the photomultiplier detector were placed: a set of single fast
lenses with a rotatable sheet type polarizer in between, followed by a monochromator and a
second set of single fast lenses focusing the output light of the monochromator on the
photomultiplier cathode. All lenses were uncoated fused silica, F/3.0. The polarizer sheet was in
a dc motor driven ball-bearing holder with mechanical stops, allowing computer controlled
rotation (0.2 s). The sheet polarizer was Polaroid type HNP'B. The emission was detecied,
polarized under magic angle. The detection monochromator was a CVI model Digikrém 112
double monochromator (F/3.9) with the two gratings placed in a subtractive dispersion
configuration. Due to the low intensity wide slits (Ai = 16 nm) were used. Detection electronics
were standard time correlated single photon counting modules. The presented data were
collected in a multichannel analyzer (MCA board from Nuclear Data model AccuspecB, in a PC)

with a time window of 8192 channels at 3.125 ps/channel.

By reducing the intensity of the excitation pulses, a maximum photon frequency of 30 kHz (=5%
of 594 kHz) was chosen [33] to prevent pile-up distortion. Also other instrumental sources for
distortion of data werc minimized [54] to below the noise level of normal photon statistics.
Extreme care was taken to prevent artifacts from background luminescence. All substrates were
carefully cleaned and checked for background luminescence prior to the measurements. For
samples with a low fluorescence yield, the background luminescence of an uncoated substrate
was recorded and subtracted from the sample data in analysis. For obtaining a dynamic
instrumental response (~30 ps FWHM) for deconvolution purposes, the scatter of a rough-hewn,

uncoated quartz substrate of 1 mm thickness was measured at the excitation wavelength.
3.3, Streak camera device

The experimental set-up for the streak camera has been described in [55]. The sample of ZnM(4-
Py)TtPP in toluene was excited with 100 fs pulses of 565 nm, selected for the tetramers, at 10°C.
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The pulses were generated at a 125 kHz repetition rate using a titanium: sapphire based oscillator
(Coherent MIRA), a regenerative amplifier {(Coherent REGA) and a double pass optical
parametric amplifier (Coherent OPA-9400). The pulse energy was typically 25 nJ. The
polarization of the exciting light was alternated between horizontal and vertical. The vertical
component of the fluorescence was detected using a Hamamatsu C35680 synchroscan streak
camera with a Chromex 25018 spectrograph. The full width at half of the maximum (FWHM) of
the overall time response of this system was 3.5 ps and the spectral resolution was 8 nm. One
streak image measured 315 nm in the spectral domain (1018 pixels) and 200 ps (1000 pixels) in

the time-domain.
4, Analysis of porphyrin systems by MC simulations
4.1. System 1

4.1.1. Film structure

The porphyrin system 1 consists of domains of ordered potphyrins on a quartz substrate as
shown in Fig. 5. Within a particular domain the porphyrins are organized as a collection of
stacks with their long axes oriented with respect to the domain axis [30). There are two types of
molecules in this system which are involved in energy transfer: (i) ZnTOPP which may act as an
energy donor to (ii) CuTOPP acting as energy acceptor. The energy transport in this system can
be studied through the donor fluorescence as CaTOPP acts as a dark energy trap, quenching the
ZnTOPP fluorescence. Also the presence of non-intentional traps (non-eliminated impurity
molecules) results in quenching of the ZnTOPP fluorescence. The molar fraction Neyropp of
CuTOPP was 0, lx10'2, 2><10‘2, 3x10'2, and the fraction Nimp of non-intentional impurity

molecules was constant under the experimental conditions. Under these conditions energy

transfer between separated domains and singlet-singlet annihilation are assumed to be negligible,
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Figure 5. Molecular arrangement of ZnTOPP stacks spincoated from toluene solution on a quartz

substrate.

4,1,2 Simulation model

The simulation model for system 1 is built on the basis of a single domain model of porphyrin
stacks approximated by the field of 1000x200 molecular sites in the (X,¥) plane, parallel to the
substrate surface, which is assumed to be atomically flat (Fig. 6). The parameters K'gy and k¥gr

represent the ET rate constants in the X and ¥ directions, and T is the fluorescence lifetime of

monomeric ZnTOPP in the film. The parameters ker, k', ! are proportional to the

probabilities P*gr, P"gr, and P, where P*gr + P g+ P, = 1, to be used in the simulation model.
We make the following assumptions: 1) the probabilities of the "left" and "right" ET are equal in
both X and ¥ directions; ii) the probability of ET between non-neighboring molecules in a stack
is at least one order smaller than that for transfer between neighboring porphyrin molecules; iii)
the probability of the jump in the ¥y direction covers all possible ways of the energy transfers in

the ¥ direction. Summarizing, the simulation model is now characterized by five parameters, i.e.

X1y
K'er, kK'e1, Neuropp, Nimps and T.
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Figure 6. Domain arrangement of porphyrins for system 1. The arrows indicate the directions of energy
transfer.

A flow diagram for a single simulation run for system 1 is presented in Fig. 7, and can be
considered as a subroutine of block 2 in Fig. 4. The molecular sites in the X and in ¥y directions
are counted by i = 1,...,1000 and j = 1,...,200, respectively. The position (ig,jo) of the first
excited molecule, the positions (i],j]), I = 1,...,1000:Ncyropp of the Neyropp dopant molecules
and the positions (ik,jk), k=1,..., 1000-Niz, of Nip,p, impurity molecules are randomly generated
at the start of every simulation run (bleck 1). Subsequently, the fluorescence emission events
and ET steps in the X and y directions are simulated in block 3 using a discrete probability
distribution, defined by P*gr, P*gr, P., using a random number R, uniformly distributed in the

interval [0;1]), and generated in bleck 2. The time required for a single of energy transfer step
can be considered to be a continuous, random variable, distributed exponentially. Thus, the time
At of ET from one molecule to another is given by [7]:

At=-— (quT)-l ll’l(R)
(D

where ( represents either X or ¥, depending on the direction of the hop. Random traveling of
excitation energy through the system is simulated in blocks 2 - 11 until it is emitted or trapped

by the dopant or impurity molecule in blocks 12-13 [7]. Upon trapping by an impurity, the
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excitation energy walk stops without registering Atgr in block 16, i.e. without emission of the

photon.

| Start of simulation nan |

:

1.G eneration of (igjp), GiLiH,
and (9, t=0,i=1,§=jp

- 4
L A

2. Generation of R,
uniformly disteibuted in [0;1]

3.6 = @ e
@2

r
Stop / Stop
14. P> (Pt Pler)?

16. Fumsh smulaticn
rus with Ay =t

Figure 7. Flow diagram of one simulation tun in system 1.

4.1.3 Results and discussion of computer simulations

The time-resolved fluorescence decays of ZnTOPP films (system 1) were analyzed using

parametric fitting via Monte Carlo simulation models as described above. The number of
channels in simulated histograms is 2048. For every simulation run a time shift At, was

simulated using the algorithmn described in section 2.3,

Parametric fitting was applied based on the Nealder and Mead optimization method [56]. The

fluorescence responses of films containing 1x107, 2x107%, and 3x10? molar fractions of
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CuTOPP were analyzed globally. Since the fluorescence decays measured for different
concentrations of CuTOPP should have the same lifetime and percent of non-intentional
impurity, these parameters were global parameters or linked through fluorescence decays of

porphyrin system 1, measured at different concentrations.

The statistical xz criterion as well as the plots of the weighted residuals and the autocorrelation
function were used to judge the quality of fit. The 95% confidence intervals of the simulated
decay parameters were calculated using the method of asymptotic standard errors [57]. All

computer simulations were performed on the PC IBM Pentium I11, 366 MHz.

Table 1. Parameters and their 95% confidence intervals® for simulation-based fits of
experimental decays of systems 1 and 2.

Systems " (ns) Nimp Newrorr  Ker(x102 sy Kerk er
(x107) (x10%) K (x10°s™) (x10° s
1 1.80 0.6 0.0 1.1 71
[1.76:1.84] [0.5:0.7] [0.0;0.0] [0.9;1.3] [63;79]
1.0 1.0 83
[0.9;1.1]) [0.8:1.2] [71;95]
2.0 0.9 77
[1.9:2.1) [0.8;1.0] [67:87]
3.0 0.9 83
[2.9:3.1] [0.8:1.0) [67;99]
2 1.50 - - 38 5
[1.45;1.55] [33;43] [0:6]

In square brackets
® Simultaneous fit of lifetime and impurity levels using global analysis

To build up theoretical fluorescence decay we used 10° simulation runs. This ensures, at one
hand, an acceptable signal to noise ratio for the simulated decay, and on the other hand a
reasonably short simulation time, All experimental fluorescence decays could be satisfactorily
fitted by the simulated decays. Fig. 8 shows typical fits of the experimental decay of ZnTOPP

using the parameters collected in Table 1.
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Figure 8. Parametric fit of fluorescence decays
of ZnTOPP with 0 ((1):m, ¥ —1.18), 1x107
(@), X=1.10), 2x107 ((3): A, ¥'=1.11), and
3x107 ((3):8, %’=1.08) molar fractions of
doped CuTOPP. Experimental data are repre-

sented by solid lines. Aexe = 465 nm; Ager = 580
nm.

4.2, System 2

4.2.1. Structure

The intra-stack energy transfer rate constant
K*er is found to be almost one order larger
than the inter-stack transfer k”gr. The molar
fraction Neyrope of CuTOPP in the film is
found to be in the same range as that of the
porphyrin solution used for spin coating.
From the simulation results we found Nimp
~ 0.6x107

molecules to be present in addition to the

molar fraction of impurity

dopant. The ZnTOPP fluorescence lifetime T
is close to the value of 1.81+0.03 ns found
in toluene solution in the absence of dopant
or impurity. Finally, all ET parameters
obtained from the MC simulation-based
analysis for system 1 support previously

reported results [30].

The porphyrin tetramer of system 2 resuits from self-organization of Zn(4-Py)TrPP in toluene at

10°C [33] as shown in Fig. 9.
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Figure 9. The tetrameric structure of [ZnM(4-
Py)TtPPls.

4.2.2 Simulation model

v ; 1

Figure 10. Schematic diagram of the energy
transfer pathways in the [ZnM(4-Py)TrPP]4
tetramer. For meaning of symbols, see text.

The porphyrin tetramer of system 2 results
from self-organization of Zn(4-Py)TrPP in
toluene at 10°C [33] as shown in Fig. 9.
Since energy transfer between the identical
porphyrin units in the tetramer does not
affect the fluorescence lifetime the only way
to obtain information on ET within the
tetramer is to analyze the time dependence
of the fluorescence anisotropy, following a

polarized excitation pulse.

The simulation model of system 2 assumes

the [ZnM(4-Py)TrPP], aggregate to consist

" of four mutually ligated porphyrns bound in

such way that each melecule is
perpendicular to the plane of a neighboring
one. A schematic diagram of ET pathways

in the tetramer is shown in Fig. 10.

The positions and relative orientations of the
gight porphyrin transition dipole coordinate
systern of a monomer within the tetramer
completely characterize the spectroscopic

properties of the tetramer.

At the start of simulation run the coordinate system of the tetramer is randomly generated in the

laboratory coordinate system. If the molecules in the tetramer are numbered as 1,2,3,4 then all

possible molecular pairs involved in ET are labeled ij, where i = 1,2,3,4 and j = 1,2,3,4, 1 = ].

The parameters K'gr represent the rate constants for energy transfer between the i- and j- th

molecules in the tetramer; and T is the ZnM(4-Py)TrPP {luorescence lifetime. If we assume that

K"kt = K'g7 then alt possible ET steps in the tetramer can be reduced to two parameters: KNt



for ET between nearest neighbors and kAET for ET between next nearest neighbors, i.e. between
a pair of molecules across the tetramer The parameters Kk er Ker, T are proportional to the

probabilities PAer, PNerL P, {where Per+ PNET+ P.= 1), to be used in the simulation model.

| Start of simulstion run |

v

1.Getwration of igand £2,1=0,1 =ig

2. Generation R, uniformly
disiributedin [0,1]

A t=t+ 0 1=142 SA=i+ALi=14l

Ti=t+ A,

8. Finish smulation
ran with ©, 1, M=t

Figure 11. Flow diagram of one simulation run in system 2.

A flow diagram of the simulation model of ET in system 2 is presented in Fig. 11. This diagram
represents in fact a subroutine of block 2 in Fig. 4. An ET walk starts (block 1) by generating the

number iy of the initially excited molecules and their orientation Q = (o, §, &) with respect to

the laboratory coordinate system. Note that for a given tetramer structure ( also defines the

orientation of the tetramer,

The emission transition dipoles of metallo-porphyrins are degenerate and mutually

perpendicular, since the porphyrin macrocycle has Dy, symmetry. The orientation of the
porphytin monomer is then defined by three angles. For example, if o and ¢ are the spherical
coordinates of either one of the degenerate emission moments with respect to the laboratory
cootdinate systemn, then § is a third angle defining the orientation of the molecular coordinate

system with respect 1o that of the laboratory.
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Following bleck 2 the events of fluorescence emission or E.ET are simulated in block 3 using a

random number R, uniformly distributed in the interval [0;1], as generated in block 2 and the
probabilities PAET, PNET, P.. Again, the actual excitation event is considered to be

instantaneous. The time At at which the excitation is localized on the i-th molecules is given by
[7]:
At=— (k%" In(R)
(12)
where ¢ = N or A. Simulation of ET is repeated in blocks 2 - 5 until the event of the

fluorescence emission is generated. After each simulation run the total time Atgr after multiple

hops is recorded as histograms of the "parallel component” (P[”) or the "perpendicular

component" (PIJ_ ), where “paralle]” and “perpendicular” refer to the orientation of the last

molecule participating in the ET chain. Then, for the initially excited and next nearest porphyrin

within the tetramer, eqns. (9),(10) can be rewritten as

PI" ~3/4 (1 - sin® « sin” §) (cos ¢ cos a cos & — sin ¢ sin & + cos ¢ sin o)

(13)
.2 ) . 2
Py ~3/4 (1 —sin” a sin” ¢) (- sin a cos § + cos o)
(14)
and for the nearest neighbors to the left and right of the initially excited porphyrin unit, eqns.
(9),(10) are

P,” ~3/8 (1 - sin® o sin® §) (~/3 cos ¢ cos a cos & — /3 sin ¢ sin & + cos ¢ sin o)
(15}
P,L ~3/8 (1 - sin® o sin’ ¢) (—\fS sin o cos € + cos cc)2
(16)

4.2.3 Results and discussion of computer simulations

The monomer porphyrins were excluded from the simulation, as their fraction is negligibly small
under the conditions of the experiment (10°C, Age = 565 nm and Ay = 616 nm). Energy transfer
between the tetramers and singlet-singlet annihilation are not included in the simulations

considering the low concentration (10" M) and excitation rate, respectively.
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Since the analysis uses a 160 ps time
window and (K™er)" and (K*er)" << Qhere ~
1 ns [33] rotational diffusion of the
tetramers is not taken into consideration.
The experimental fluorescence anisotropy
decay of the porphyrin tetramers was
analyzed using parametric fitting by the MC

simulation model for system 2, described

a1 above.

é% oy" o P L ..

Be y - ) Using 999 channels with 0.2 ps per channel
g 5 02 . for the simulated histograms, the
§§32]~‘ - fluorescence anisotropy decay could be
& fitted well by the simulated decay using 10

simulation runs. Fig. 12 shows typical fits of
Fi;ure 12. Example of simuilation-based fit (e, ) ) .
¥°=101) of the experimental [ZnM(4- the experimental anisotropy decay with the

Py)TrPP]y fluorescence anisotropy decay (—). following parameters: kNET = 38x10° st

hexe= 565 nm; Aget=616 nm. A o
k*er=5%10"s", and 1= 1.50ns (Table 1).

As expected, ET between neighboring porphyrins is much faster than across the tetramer, which
explains the fast depolarization in the initial part of the anisotropy decay. The E.ET parameters
obtained by the MC simulations agree with the values of (31 = 2]><]09 s and (53« 0.3)><]09 st
calculated from Férster theory using the point dipole-dipole model. The calculated value of
31x10° s is close to that of the short component of ~ 38x10° s found by the MC simulations
whereas the calculated value of 5.3x10° 5™ equals the longer one from the simulation. Note,
however, that the lower boundary of the 95% confidence interval of kAET is undefined between

the upper boundary and zero in the detection window of 160 ps.

We have also checked the influence of monomer deformation in the tetramer on the ET rate

constants by optimizing the angle between the degenerated absorption- and emission monomer
transition dipole moments. Introducing the angle 1y as half of the angle between degencrate

moments, eqns. {15) and (16) become

&7



Py, ~3/2 (1 - sin” o sin” ¢) (cos ¢ cos & cos & sin ) —sin ¢ sin & sin n +

cos ¢ sin o cos 1)’
(17
P ~32(1- sin® « sin’ ¢} (—sin o cos & sin n + cos o, cos 'n):Z

(18)
Deformation of the monomers bound into the teframer may influence the rate constants for both
abovementioned ET processes by changing the relative contribution to these rate constants by the
dipole-dipole and exchange mechanism. The best fit has been found when the porphyrins are
completely flat in the tetramer, i.c. the angle between the degenerate moments is 90°. A = 1°
deviation of this angle leaves other parameters in the 95% confidence intervals of The
distortions of the tetramer, resulting from rotation of the monomers, are omitted since the steady
state optical spectra of the tetramers indicate that the bound monomers are mutually

perpendicular [33].
5. Conclusions

® A novel type of analysis of time-resolved fluorescence data by means Monte Carlo
simulations, i.e. direct fitting the measured fluorescence and anisotropy decays, has been

developed and demonstrated for two differently organized porphyrin systems;

e Two energy transfer constants, i.c. ~ 1x10"* s and ~ 80x10° "' assigned to intra- and inter-
stack transfer, respectively, and a ~ 0.6x10” molar fraction of non-intentional impurity were

found in thin, undoped films of zinc tetra-(octylphenyl)-porphyrin;

¢ Using the Monte Carlo method, the ET rate constants were calculated for porphyrin tetramers
to be 38x10° s and 5x10° s, These values agree with Forster type of E.T, yielding 31x10°
s and 5.3x10° s"' for transfer to nearest and next nearest neighbors and support the model of
the symmetrical tetramer in which the porphyrins are not distorted from the Dy, symmetry

and are perpendicularly oriented by intermolecular ligation, excluding exchange interactions.
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4.2. Simulation-based fitting of the time-resolved fluorescence- and

anisotropy decays

This Section describes several approaches for MC simulation-based fitting of fluorescence and
anisotropy decays detected through TCSPC and streak camera measurements. Attention is
focused on the ¥° criterion and its weighting factors since it has been shown in Chapter 3 that this

criterion is one of the best tests for fluorescence decay fitting using MC simulations.
Simulation-based fitting against scatter decay.

Fluorescence. If the fluorescence intensity is measured at the position of the polarization

detector at the magic angle (54.7%), then eqgn. (1) of Section 4.1. can be straightforwardly used for
simulation-based fitting of the experimental data. With the parallel (FE"(t)) and perpendicularly
(F" (1)) polarized components of the fluorescence decay F'(t) are measured, the weighting
factor for eqn. (1) becomes
w(t;) = var[F ") (t;)] + 4var[F L(t,)] + var[F T (t;,a)] + 4 var[F T 1 (t;,@)]

(1a)
where F'i(t.a) and Fi(t,4) arc the parallel and perpendicular components of the simulated
fluorescence F'(t,a). Note that eqn. (1) of Section 4.1. contains a so-called G — factor, or

geometry factor. which for a properly designed detection system equals 1. In this Section all

equations have G = 1.

Assuming Poissonian statistics of the TCSPC experimental data, the variances of the

experimental and simulated decays can be approximated as

var[F" (H)] = F'|(®),
var[F® ()] = F.(1),
var[F'(t.@)] = F|(t,a),
var[F' (t,a)] =F",(t,a).
(1b -d)
Anisotropy. The observed fluorescence anisotropy decay rE(t) can be fitted in several ways.

The direct approach is to fit the anisotropy

r5(t) = [F¥ (0) - FE.())/ [Fo(t) + 2 TP ()]
(2a)
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by the simulated one

r'(t,a) = [F' (ta) - F' (t@))/ [F'/(t.a) + 2F" (t.a)].

(2b}
Then the xz criterion that should be minimized takes the form
() -1 (1,00
1 (@)= Z
i=1 (tl)
(2¢)

Using the principles of error propagation, the weighting factor w(t;) for the xz criterion is given
by

var[FF 1(6;)]+ 4 var[F® | (t; )] Var[FE" (t; )]+var[FEJ_(t )]
[EE)(t) + 2F% L (1)) [FEN(t) - FEL ()’

w(t,) =[r"(t )]{

var[F%(t.)]+ 2 var[FE L (t,)] ]
E . E o vreE gy pE gl
(7 (t) + 2F L) [F =yt ) — Fr ()]

(Tt a)]2(Var[FTll(t )]+ 4varfFTu (t;,a)] | var[Fy(t;,@)] + var(F L (t;,@)] |
v [FT(t;,a) + 2FT L(t;, @) [ET)(t;,@) — FT L(t;,a)]
var[ET(t;,a)] + 2var[F L (t;,a)]

[ETy(t;, @)+ 2FT L(t, a)][FT)(ti. @) = F L (t;,a)]

(2d)
The second method is that of parametric estimation of rE(t), since it actvally fits the parallel
FE"(t) and perpendicular F© | (t) fluorescence components. Then, using eqn. (1) of Section 4.1.,

the minimizing xz equation can be written as

[F°t)-Fy(t, @)  &[FL(t)-F.@,af
r@= 2[? w(t) § w,(t;) }
(3a)
with

w (t;) = var[F®(t;)] + var[F " (t;,a)]
(3b)

w (t;) = var[F® L (t;)] + var[F " 1 (t;,a)]
(3¢)
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Simulation-based fitting using the decay of a reference compound.

Fluorescence. In general, the simulation fitting can hardly be applied to the analysis of

fluorescence decay data using the previously proposed [1] reference compound method.

According to this method the observed fluorescence FE(t) is approximated by a function FT(t,a)

calculated with following equation

. . . d.
F'(t,a)=F, (1) i(0,a) + F,(t) ®[i(t,@) - 1. + &-tl(t,a)]
)
where F{t} and T,.r are the observed flucrescence decay and the a priory known lifetime of the
reference fluorophore, and i(t,@) = ij(t,@) + 2 i,{t,a@) is a histogram of the fluorescence

impulse response function obtained from a simulation model. Since i(t) is statistically distorted
for MC simulation, the derivative d—l(t, @) in eqn. (4) cannot be accurately calculated, and this

normally results in significant numerical distortions in the function approximating the

fluorescence.

Chowdhury at al. [2] proposed an algorithm which can be used in a reference deconvolution
method with MC convolution. This approach can also be applied for MC simulation fitting. The
idea of the algorithm consists of an additional convolution of the sample decay with a reference

compound decay, i.e. convoluting both sides of eqn. (23) of Chapter 1 with the known impulse

function of the reference fluorophore i{t), yielding

DO FE(t) = i(HPe(t)Ri(t, @)

(5)
Denoting
F(0) = e(OQ1(1)
()
eqn. (5) becomes
FE()®i(t) = F{)®i(t,a)
M

and the ;(2 criterion for the fluorescence decay fitting transforms to the form
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(t)®i.(t;) - F(t)® i(ti’“)lz
w(t;)

n [FE
v@=2
i=1
(8a)
with the weighting factor w(t;) given by
: 2 : 2 2 :
w(t;) = var[F" (t))] @i (t;)1’ + var[F, ()] ®[i(t;,@))° + (1)1 @ varfi(y;, )]
(8b)
Anisorropy. The fluorescence anisotropy parameters can be obtained in the same way as the

parameters obtained from the fluorescence decay and using parameter fitting for - (1) as in eqn
(3a). Rewriting eqn. (7) for the polarized fluorescence components FE"(‘[) and FE (t) and

substituting them into eqn. (3a), x2 can be written as

L@t (i[psa(ti)oair“(ti)—ﬁ" )@l

2\ W||(ti)
2 [FEL(t) ®i,, () -F (1) ®i, (t;,®)]
i=1 w(t;)
(9a)
with
i () = (1/3) i1 + 2r40)]
(9b)
() = (1/3) id®)[1 - (1))
(9b)

where r,{t) is the known fluorescence anisotropy of the reference fluorophore. The weighting

factors wy(t;) and w (1;} for the eqn. (9a) are

wy () = var[F y (t)] ® i, (61 + var[F,, (6,1 ® iy (t;, @)1 +

LE,, (t;)F ® varliy(t;, )]
(9¢c)
w o (t;) = var[F L (t)] B [i,, (t;)]° + var[F, | ()] ®[i, (t;, @) +

[F, (t))) ® varli, (t;,a)]
(5d)
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Simulation-based fitting using multi-exponential deconvolution.

Fluorescence. In this approach the observed fluorescence FE(t) is approximated by a multi-
exponential function i(t,&), with = {P1.... Pn1:Tts---, Ta1} and nl the number of fluorescence

exponentials using multi-exponential fitting [3]. Then the deconvolution of the measured decay

FE(t) consists of the calculation of the parameters @ of that multi-exponential response. Once

the approximated decay function i(t,fi) is known it can be fitted by a MC simulated decay

i(t,@), yiclding the real physical parameters of the system. In this case the ¥ equation takes the

form
)= 2Dt
i=l w(t;)
{10a)
with
w(t;) = varli(t;,a)]
(10b)
and
var[i(t,@)] = i(t.a) + 4F" ,(t.a).
(10¢)

Anisotropy. The same approach can be applied to multi-exponential anisotropy decay T(t;,d),

with @= {B1.... Bn2; @1,.... P2}, and n2 the number of anisotropy exponentials resulting from
the best fit of the experimental anisotropy decay 5 (1). Then the multi-exponential anisotropy
decay T(t;,@) is fitted by the simulated anisotropy decay r'(ta) = [i(ta) — i (t.a))/ [i(ta)

+ 2i,(t,a)] using eqns. (2) or (3a). The weighting factor for eqn. is

var(i (t;,a)] + 4var[i_(t;,a)] N varfi, (t;,a)] + var[i_ (t;.a))
i (t;, @) + 21 (1;,@)F [i (t;. @) i, (t;, @)

varfiy (t;,@)] + 2 varfi, (t;,2)]

(3 (t @) + 2i ; (4, @)][1 (1;,4) — il(tiaa)]]

w(t,)=[rT(t;,a)]

(11a)
The weighting factors for eqn. (3a) are
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w) (t;) = var[i (t;,a)]

(11b)
w (t;)=var[i, (t;,0)]

(11¢)

4.3. Testing the computer simulation approach for fitting of the processes of

energy relaxation and -transport using TCSPC data

Tests of the computer simulation approach for fitting of the energy relaxation- and transport
processes for different molecular systems are presented in Section 4.1. In this Section several
examples of test results of the techniques mentioned in Section 4.2. are presented as applied to

the TCSPC and streak camera experimental data.

Testing of simulation-based fitting against scatter decay. The result of fitting of the fluorescence
decay of spin coated ZnTOPP films using scatter decays are described in detail in Section 4.1.
An example of the ftting of the [Zn(4-Py)TrPP], fluorescence anisotropy decay using eqn. (2) is
shown in Section 4.1, Fig. 12. The number of simulation runs Ny (or simulation counts) is of
critical importance in simulation-based fitting because it determines the signal to noise ratio.
Fitted fluorescence decays of spin coated ZnTOPP films for Ng = 10°, 10%, and 107 simulation
runs are shown in Fig. 1.

Since it is significant to minimize the computer simulation time and at the same time to reach
acceptable statistics of the simulated data, the number ¥y of simulation runs should be carefully
chosen. The x2 value vs. Np for simulation-based fits of the flucrescence decay of ZnTOPP films

and the fluorescence anisotropy decay of [Zn(4-Py)TrPP], is presented in Fig. 2.

For Ny < 10%, x2 approaches a value < 1 corresponding to poor statistics of the simulated data.
For 10 < Np < 10° x2 > 1, i.e. the signal to noise ratio is still close to the critical margin. For Ng
~ 10° - +o xz approaches 1. As can be seen in Fig. 2, the change of x2 with Ny for the data of
the ZnTOPP films is more pronounced than for [Zn(4-Py)TrPPl,. This is due to the

specifications of the simulation model in both cases, in particular the global set of the

parameters.
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Fig.1. Examples of MC simulation fluorescence decay fits of spin coated ZnTOPP films doped with

1x107 molar fraction of CuTOPP; Nz = 10° (A), 10° (B), and 107 (C); ==: experimental data; o:

simulated data; Aex. = 465 nm; Age = 580 nm.
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Ny, x10%
Fig. 2. x2 vs. Ng for simulation-based fits. — — —: fluorescence decay of ZnTOPP films doped with
1><10'2 molar fraction of HoTOPP; —: fluorescence ansiotrapy decay of [Zn(4-Py)TrPP], in toluene,

10°C.

Simulation-based fitting using the decay of a reference compound.

The example of the fluorescence decay fit of [Zn(4-Py)TrPP)s in toluene at 10°C, using eqns.
(8a),(8b), is shown in Fig. 3.

FEO®i(t)
F.(t)®i(t,a)

0.0 25 5.0 75 10.0
Time, ns

Fig. 3. Fluorescence decay fit of [Zn{4-Py)TrPP]; in toluene at 10°C; Np = 10° ; — FE(t)®ir(t); .
FAt)@i(t,@). Aexe= 435 nm; Ager= 625 nm,

Simulation-based fitting using multi-exponential deconvolution. Fig. 4 shows several typical

examples of the fluorescence decay fits for spin coated ZnTOPP films using eqns. (10a) - (10c).
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Ln i(t)

Time, ns

Fig. 4. Examples of parametric fits of the fluorescence decays of ZnTOPP films. m,(1}. doped with 1x107
molar fraction of HyTOPP, Age = 725 nm; #{2): same dopant concentration, Ader = 580 nm; & ,(3%:
undoped ZnTOPP films, Agey = 580 nm; +,(4): doped with 1x107 molar fraction of CuTOPP, Ager = 580
nm. Experimental data are represented by solid lines. For all examples gy = 465 nm.

The advantage of this method is that the deconvolution for the multi-exponential decay function

can be done rather accurately and reasonably fast. In addition, further parametric fit of the multi-

exponential decay i(t,ﬁ) does not require convolution at each iteration, which considerably

slows down the whole calculation procedure.
4.4. Conclusions

e A successful Monte Carlo simulation model for energy transport and -relaxation has been

developed, yielding excellent fits of the fluorescence- and fluorescence anisotropy decays

» Several approaches for the simulation-based fitting of the fluorescence- and fluorescence
anisotropy decay have been critically reviewed. A number of illustrative examples
demonstrate the effects of the simulation parameters on the quality of the fits for the

experimental data of the time-correlated single photon counting and streak camera methods.
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Chapter §

The Analysis of the Photophysics of Self-organized
Porphyrin Systems

This Chapter describes the photophysics of organized porphyrin systems. Steady state spectra are
explained by simple exciton theory and a non-calorimetric thermodynamic method. Computer simulations
of energy transfer processes in self-organized porphyrin tetramer and ordered porphyrin domains on a
solid substrate of the quartz films are presented. The results of computer simulations are discussed and

compared with the predictions of Forster theory.

5.1. Introduction to the simulation of photophysical processes in organized

porphyrin systems

Understanding the photophysics of self-organized porphyrin structures is extremely important
since it opens the way to manipulate and construct molecular structures for a variety of practical
applications (see Preface). For example, for artificial antennas in organic solar cells, a seli-
organized porphyrin system should be i) an effective harvesting system for absorbing visible
light; ii) an effective ET system, i.e. the ET rate constant should be much larger than those for
other energy relaxation processes; and iif) photochemically stable over a prolonged period of
time and insensitive to temperature changes. These properties of self-organized porphyrin
systems should first be studied in liquid solution, the results being used as a guideline for
subsequent solid films studies. Furthermore, in studies of the films the properties of self-
organized porphyrin systems can be combined with knowledge of the film structure, its
spectroscopic properties, and the nature and strength of the intermolecular interactions. This
combination is a protnising approach to investigate which self-organized aggregates are most

suitable as candidates for artificial antennas, e.g. for organic solar cells.

Self-assembled [ZnM(4-Py)TrPP]4 tetramers and ZnTOPP ordered domains are typical examples
of self-organized porphyrin systems for artificial antennas. Both systems have been investigated
using steady state and time-resolved fluorescence spectroscopy. In solution the photophysical
processes of these self-organized ZnM(4-Py)TrPP and ZnTOPP molecular systems can be

investigated in great detail by a number of methods:
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s applying simple exciton theory 1o explain the optical spectra [1],

¢ using the non-calorimetric thermodynamic method [2] to determine the enthalpy and -entropy

changes upon tetramer formation,

¢ using fluorescence and anisotropy decay parameters to study excited states involved in

ET processes and the relevant geometrical distances by application of Férster theory [3]

MC simulations presented in various parts of this Thesis.

The optical spectra and fluorescence decays of solid dye films obey the same basics as the same
dyes in solution but are in addition affected by the environment of the dye molecules and their
close packing in the solid layer. Noting that the optical properties of solid films, such as the
refractive index or the permittivity coefficient, are not well defined at the molecular level, the
optical spectra for self-organized porphyrin systems can only qualitatively be analyzed by
comparison with these spectra in solution or systems which are much better understood, e.g.
films of monomers. The fluorescence decay of the organized porphyrin films is multi-
exponential due to close packing of the porphyrins resulting in energy transfer to energy traps
formed by physical defects or non-intentional impurity molecules. For the same reasons as
mentioned before for optical spectra the fluorescence and fluorescence anisotropy decay can not
be analyzed by the traditional approach of using analytical expressions for ET of the Forster- or
exchange type. The ET process(es) giving rise to the optical spectra and the fluorescence- and
fluorescence anisotropy decay can be successfully analyzed using Monte Carlo simulations,

specifically developed for that purpose.
5.2. Photophysics of porphyrin systems in solution and solid films

5.2.1. Energy levels and the Kasha model

A general theory for excitonic interactions in molecular aggregates has been developed by Kasha
[1] and subsequently adapted to explain the optical spectra of different porphyrin structures [4].
The basic assumption of the exciton model theory is that the interaction between an excited
molecule and a neighboring ground state molecule can be described as a dipole-dipole
interaction. The application of the Kasha model is only justified when the overlap between the
electronic wavefunction of the energy donor is small so that interacting molecules preserve their

individuality in an aggregate. A typical example of a calculation of wave-functions and energy
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levels applying Kasha theory to the [ZnM(4-Py)TrPP], tetramer in toluene is given in Section
5.2.2.

Using the molecular exciton model the energy levels of [ZnM(4-Py)TrPP), tetramer in toluene
solution can be calculated by taking into account the interactions between the parallel and
perpendicular transition dipole moments (see Section 5.2.2.). For the dimer, cyclic trimer and
higher aggregates, as well for linear polymers the pattern of the energy levels is expected to be
more complicated than for the cyclic tetramer. For example, two bands should be present in the
absorption spectrum of larger cyclic aggregates: one band, centered at the lowest, unshifted
position w.r.t that of the ligated ZnM(4-Py)TrPP monomer, resulting from the interactions
between paraliel oriented transition dipole moments in the aggregate, and a second one red-
shifted w.r.t. the position of the ligated monomer and broadened, as a result of interactions of
non-parallel transition dipole moments. For linear polymers only a single, strongly broadened
band is predicted, unshifted w.r.t. the position of ligated monomer. The width of this broadened
band is determined by the steric structure of the linear polymer.

The application of the Kasha exciton mode! to explain the absorption spectra of porphyrin
aggregates in the films can be criticized for two reasons: 1) there is no clear evidence for
applicability of Kasha theory since the electron overlap can be significant and therefore the
dipole-dipole approximation may not be valid; ii) the properties of the molecular environment of
the film at a solid substrate are not well-defined and thus the energy levels and the transition
dipole values, for example, can not be calculated with accuracy. By consequence, the optical
spectra of the porphyrin aggregates in the films can only be analyzed by qualitative comparison

with these in solutions.
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Abstract

Aggregation of zinc mono-(4-pyridyl)-triphenylporphyrin (ZnM(4-Py)TrPP) in toluene and
polystyrene/toluene mixtures has been investigated by steady state optical spectroscopy. The Q-
band absorption spectra as well as the fluorescence spectra show a temperature-dependent red
shift as a result of ligation of the porphyrin zinc center. The smallest aggregate that can account
for the optical spectra and their concentration dependence is a symmetrical tetramer in which
each zinc atom is ligated to a pyridyl substituent of a neighboring porphyrin molecule. The Soret
band shows a splitting which can be explained by applying simple exciton theory to the tetramer.

The equilibrium constant and thermodynamic parameters for the monomer-tetramer equilibrium
have been determined as K = 6.2+0.8 10" M, AH = 40 £2 kCalM™", AS =150+10 CalK'M, in

agreement with tetramer formation.

Introduction

Thin porphyrin films have been widely studied by optical spectroscopy for several reasons, one
of them being their potential application in organic solar cells [1,2,3]. Photovoltaic cells have
been constructed using two photoactive porphyrin layers acting as an electron donor and —
acceptor, respectively [4,5,6]. The efficiency of these cells may be improved by making use of a
light-collecting antenna transferring the excitation energy to the photoactive region of the cell,

where charge separation takes place.

# On leave from Department of Systems Analysis, Belarusian State University, 4, F. Scoryna Ave., Minsk, 220050,
Belarus
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As in natural photosynthetic antenna complexes [7,8,9], the efficiency of energy transfer relative

to other photophysical processes in porphyrin complexes is expected to depend on the relative
position and orientation of the porphyrins involved. Various porphyrin assemblies, both
covalently as well as non-covalently bound, have been studied to obtain a better understanding of
their photophysical properties, including internal energy transfer [10,11,12,13,14]. Although
much progress has been made in understanding the excited state kinetics in these porphyrin
assemblies, the current understanding of the steady state and time-dependent properties of their

excited state(s) is still incomplete.

This paper (I) reports the steady state absorption- and fluorescence properties of a model system
of a self-assembled symmetric porphyrin tetramer in toluene solution, using zinc mono (4-
pyridyl)-triphenylporphyrin (ZnM(4-Py)TrPP, Fig. 1) as a good candidate for self-assembled
aggregates [15,16,17].

The ground state structure of the ietramer
cannot be determined from 'H NMR ring
current shifts [16,18,19,20] due the low
//‘f f\ - solubility of the tetramer in toluene, and
f ML N “ therefore has been calculated using a Chem-X

i In * X —

TN ST program [21]. The thermodynamic parameters

L A b of the tetramer ground state are reported,
A whereas its  excited state properties are -
|f ' explained by simple exciton theory. The
4 subsequent paper (IT) presents the quantitative
Figure 1. Zinc mono-(4-pyridyl)- kinetics of the tetramer excited state using
triphenylporphyrin (ZnM(4-Py)TrPP). time-resolved fluorescence spectroscopy and

anisotropy measurements.

Both papers are part of a program, starting with a description of the photophysical processes in a
well-defined porphyrin aggregate, to elucidate these processes in more complicated disordered
and ordered solid porphyrin films, which may for instance serve as light-collecting antenna’s in

organic solar cells.

In the experiments reported in this and the following paper I a solution of zinc
tetraphenylporphyrin (ZnTPP) in dry toluene and in toluene/pyridine 1:10 v/v is used as a
reference for the non-ligated and ligated species, respectively. For the same reasons as

mentioned before, similar studies as reported in this work have been carried out on a number of
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other tetra-phenyl-porphyrin derivatives including zinc tetra-(octylphenyl)-porphyrin (ZnTOFPP)
[22].

Experimental

Chemicals

Meso-tetraphenylporphyrin free base (H,TPP) and a derivative with one meso-phenyl group
substituted by a meso-(4-pyridyl) group, mono{4-pyridyl)-triphenylporphyrin free base (H,M(4-
Py)TrPP), were synthesized from pyrrole and benzaldehyde, and from pyrrole and a mixture of
benzaldehyde and 4-pyridinecarbaldehyde, respectively, by standard procedures [23]. Zinc was
inserted into the free base by refluxing a solution in dimethylformamide (DMF) in the presence
of excess zinc{I)chloride [24] yielding ZnTPP and ZnM(4-Py)TtPP, respectively. The zinc
porphyrins were purified by chromatography over silica gel (Merck) with chloroform (Merck
p.a) as the eluent. The porphyrins were estimated to be >99% pure by thin-layer
chromatography, absorption- and fluorescence spectroscopy. All reagents (Merck) were

synthetic grade.

For optical measurements solutions were prepared in toluene (Merck, p.a.) after drying with
sodium wire and storing over molecular sieve. Anhydrous pyridine (Aldrich) was used without
additional drying or purification. For measuring polarization steady state fluorescence anisotropy
the porphyrins were dissolved in viscous solutions of polystyrene (PS) in toluene (further

denoted as PS/Tol). All solvents used were p.a. grade, unless stated otherwise.

Steady-State Absorption and Emission Measurements

A Cary 5E spectrophotometer and a Perkin Elmer LS5 fluorimeter or a Fluorolog 3-22 Jobin
Yvon spectrophotometer were used to record the electronic absorption- and fluorescence spectra.
The Fluorolog spectrophotometer was equipped with 2 electronically actuated Glann-Thompson
UV polarizers (Model 1008 Dual Auto Polarizer) to measure the steady state anisotropy spectra.
To study the effect of pyridine ligation, absorption - and fluorescence spectra were recorded of =
2.2:10° and 1.6:10° M ZnTPP solutions in neat toluene and in toluene/10* M pyridine,
respectively. Complexation of ZnM(4-Py)TrPP via intermolecular ligation of the zinc center of
one porphyrin to a pyridyl substituent of a neighboring porphyrin was studied by measuring the
absorption- and fluorescence spectra of 2.2- 10 - 8.0-10° M solutions in toluene over a 10-55°C
temperature range. Steady state absorplion- and fluorescence anisotropy spectra of ZnM(4-

Py)TtPP in PS/Tol were recorded to sindy energy transfer processes within an aggregate.
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Results

Temperature-dependent absorption spectra are shown in Fig. 2 for solutions of (A): = 2.2-10° M
ZnTPP in toluene, (B): = 1.6-10° M ZnTPP in toluene/10™ M pyridine, and (C): = 4.0-10° M

ZnM(4-Py)T1PP in toluene,

=5

Absorbance

o ®

"‘.L

450

400 500

550
Wavelength, nm

€00 650

Figure 2. Effect of temperature on the absorption
spectrum of (A) a = 22:10°° M solution of ZnTPP
in toluene, (B} a = 1.6:10” M solution of ZnTPP in

a toluene/10™* M pyridine mixture, (C) a = 40107
M solution of ZnM{4-Py)TtPP in toluene. Solid
line: 55°C; broken line: 35°C; dotted line: 10°C.

All spectra show similar absorption spectra at
55°C, with maxima at 550 and 595 nm for the
Q(0,1) and Q(0,0) bands, respectively, and at
423 nm for the Soret band. However, the
absorption spectra of (A), (B), and {C) change
differently with decreasing temperature.
Decreasing the temperature from 55 to 10°C
results for (A) in only small changes of the
absorption spectrum (Fig. 2A}. Obviously,
despite drying on sodium wire still a trace
amount of water is present in the dried toluene,
giving rise to a small, temperature dependent,
ligation shift, as can be concluded by
comparison with the spectrum of ZnTPP in
non-dried toluene. Since the ligation strength
of the oxygen donor of water is much smaller -
than that of pyridine the ligation shift was
accordingly much smaller [25,26].For the same
temperature range the maxima of the Q(0,0),
Q(0.1) and Soret absorption bands of (B) shift
from 589 to 601 nm, from 550 nm to 561 nm,
and from 423 to 428 nm, respectively (Fig.
2B), whereas for (C) shifts were found from
589 to 604 nm and 550 to 560 nm for the

Q(0,0) and Q(0,1) bands, respectively.

At 10°C the Soret band is split into two components, of which one is red-shifted from 422 to 430

nm and the other is practically not shifted with respect to the monomer wavelength of 423 nm at

55°C.

108



Fluorescence intensity, a.u.

T T 1 T I
580 600 620 640 66D GBO 700
Wavelength, nm

Figure 3. Effect of temperature on the
fluorescence spectrum of (A) a = 22:10° M
solution of ZnTPP in toluene, (B) a = 1.6:10° M
solution of ZnTPP in a foluene/10™* M pyridine
mixture, (C) a = 4.0-10” M solution of ZnM(4-
Py)TtPP in toluene. Solid line: 55°C; broken line:

10°C. Excitation of all samples at the Q{0,1)
maximum.
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Fignre 4. Steady state anisotropy detected at 10°C
of (A) = 1.6:10° M ZnTPP; (B) = 1.610° M
ZnM(4-Py)TrPP both in PS/Tol. Excitation at the
Q0,1 maximum.
Fluorescence emission spectra of the same
porphyrin samples at 10 and 55°C are
presented in Fig. 3. All emission spectra were
recorded using excitation at the maximum of
the Q(0,1) band. At 10°C the fluorescence
spectrum of (B) is red-shified with respect to
that of (A} (Fig. 3A,B) and the intensity of the
Q(0,0) band is higher than that of Q(0,1)
typical for ligated metalloporphyrins [27]. For
(C) at 10°C (Fig. 3C) the fluorescence
spectrum looks similar to that of (B), but

somewhat less resolved (Fig. 3B).

Steady state fluorescence anisotropy spectra of = 1.6:10° M ZnTPP and the same concentration

of ZnM(4-Py)TrPP in PS/Tol at 10°C are presented in Fig. 4. The steady state anisotropy

spectrum of ZnTPP (Fig. 4A) varies around a mean value of 0.1. The average anisotropy of
ZnM(4-Py)TrPP (Fig. 4B) is lower than that of ZnTPP and has two minima at 625 and 675 nm,

and two maxima at 600 and 650 nm.

Discussion

The changes observed for the Soret- and Q-bands, presented in Fig. 2B, are attributed to ligation
of the metal center of ZnTPP to pyridine at 10°C. From the shifts in both the (} - and the Soret
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bands we can conclude that at 10°C ligation of ZnTPP with pyridine is almost complete [28],
whereas at 55°C the equilibrium constant K for the equilibrium ZnP + L = ZnP-L is much
smaller. With the coordinating ligand covalently linked to the porphyrin as for ZnM(4-Py)TrPP,
a decrease of temperature of the solution is expected to result in porphyrin complexation via
zinc-pyridyl tigation. Indeed we observe Q-band shifts in the absorption spectrum upon a 55 to
10°C temperature decrease (Fig. 2C) [16,25]. The Q-bands shifts are very similar to those in Fig.
2B, and can therefore be ascribed to a high percentage of the ligated zinc porphyrin at 10°C.
Previously, the Soret band splitting was not observed for the same compound in CHC11 [16] or
just reported to be broadened [3] at 25°C for toluene and CH,C1; as a solvent. The split Soret
band observed at 10°C might suggest that only half of the ZnM(4-Py)TrPP molecules are
internally ligated in agreement with a dimer model as previously proposed [3], but contradicting
the observation that the entire (Q-band is shifted. A polymeric structure for ZnM{4-Py)TrPP in
CHC; at concentrations up to 107 M [16] is unlikely to explain our results in view of the low

concentration (= 4.0-10"° M) which we have used.

Figure S§. ZnoM{4-Py)TrPP tetramer structure, Figure 6. The structural arrangements of the

calculated by the Chem X program. transition moments (M, i=1,..,8) in the ZnM(4-
Py)TtPP tetramer. The porphyrins in the
aggregate are numbered 1 - [V.

A symmetrical tetramer in which each zinc atom is ligated to a pyridyl substituent of one of the
neighboring porphyrin molecules is the smallest complex, which can account for the shift of the
entire Q-band (Fig. 5). The formation of a tetrameric complex also explains the splitting of the
Soret band, inveking simple dipole-dipole excitonic interactions [29,30,31] in the S;-state
between four mutually perpendicular porphyrin molecules for which the spatial arrangement of

the transition dipole moments for the cyclic tetrameric complex is shown in Fig. 6.
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The ground state wavefunction of the tetramer is:

Yo =wivvmviv

(1}
where Yy, Wy, Wi . Wiv are the ground state wavefunctions of molecules L, 11, 1T, and 1V,
respectively. The Hamiltonian operator for the tetramer is

188
2i=lj=1
(2)

where Hy, Hy, Hyp, Hyv are the Hamiltonians for the isolated molecules I, I, 111, and IV; Vj; for

i=1,...,8 and j=1,...,8 are the intermolecular perturbation potentials.
The wavefunction for the tetramer excited state can be written as
# *2 *3 *4
We =aw; YW mViy + by vnvm¥y Vv Y m¥iv + v Vi

*5 *6 7 h g
+ew Wy + vy gV W Y Yy + hwiwnvvy
(3)

i T R o B S B I L . .
where WL WL WV Wi Wiy, Wiy are excited state wavefunctions for the

excited states corresponding to 1-, 2-, 3-, 4-, 5-, 6-, 7-, 8-th transition dipole moments of

molecule # I, 1L, 111, and IV; a, b, ¢, d, e, f, g, h are coefficients to be determined.

Solving for the energies E_E and coefficients of the eight excited state tetramer [30]

eigenfunctions WE vields

F-g 0 0 -10 0010

g5 10 0 0 1 00 0

T+es 001 0 0010

= g+& = 1 0 0
Eg = “:—el; ¥e=lg 00 00 —? 0 8 01
T -ty 0 -1 0 0 1 00

T - 26q, +E4g 0 -10 1 0 -101

| €+ 289 +845 | (06 1 0 1 0 1 0 1]

4
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With g = gji,i = 1,....8 and j = 1,...,8, the non-zero values of €5 = £37, £48 = £26, B2z = B24= E4¢

= ¢y aAre

€15 = fm\l’:l‘I’]l‘l’mWlvVISWIWIIW;ISIWIH‘I’WdTIdTHdtllldtlv
Ea4 = [ WYY mViv Vaa¥ 1y vi¥ vdr drpdeydeyy

£45 = 1wy viT WIIIWlVV48W1Wl[WIII‘V;%dtIdTlldTIIldTIV
(5)

—~ * * * . . .
where € =E +3E; +D ; E is the isolaied monomer excited state energy; Eg is the

monomer ground state energy, and D’ represents the van der Waals interaction energy in the
excited state, defined as
* *| ¥ .
D (=&; =) = fllve vavmvv Vv vnvmyvdodrgdrgdry, i=1,....8
{6

Eqn. (4) yields two allowed transitions of which one is twofold degencrate with energy € + €5

and one non-degenerate with energy € + 28,, + €45. Now we would calculate the energy

splitting AE between the two allowed transitions. From the optical spectrum of the ZnM(4-
Py)TrPP monomer in toluene [32], the dipole strength of the Soret band is calculated to be
9.5+0.5 D. Using the point-dipole point-dipole approximation for the intermolecular perturbation
potentials® the energy splitting AE between the two allowed transitions of the tetramer is
calculated to be 480450 cm™', in good agreement with the experimental splitting ~ 440 cm’™.
Relative energy levels and transitions for monomer, ligated monomer, and tetramer dipole

arrangements are shown in Fig, 7.

*From the tetramer structure in vacuum, calculated using the Chem-X program the center-to-center distances are
found to be = 10 A for nearest neighbor porphyrins and = 14 A for the next nearest neighbor ones.
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Figure 7. The tetramer energy level scheme, calculated using the exciton model (see text), and rclative
non-ligated and ligated monomer energy levels. Thick and thin arrows represent allowed and forbidden
transitions, respectively.

According to the exciton model the component of the Soret band, which is red shifted w.r.t. the
non-ligated monomer position, results from a superposition of two transition dipole-dipole
interactions, i.e. M;/Ms and M3/M;. The total transition moment of the redshified band is
Msnia ™ = M;+M3+M;s+M; = 4M. The band is 32+4 cm'' red-shifted w.r.t. position of the ligated
monomet, too small a shift to be resolved in the absorption spectrum. In view of the discussion
above, the component which is unshifted w.r.t. the non-ligated monomer position, is the result of
excitonic interaction between four parallel transition dipole moments (M», M4, Ms, and Mg} with
the same directions and the total transition dipole moment of this band is again MUnShiﬁTmal =
My+Ms+Mg+Mz = 4M. This band is significantly blue-shifted (AE ~ 480 cm'l) w.r.t. the position
of the ligated monomer. The total calculated dipole strengths are in agreement with those
calculated from the experimental splitting of the Soret bands. The red-shift of the Q-bands only
results from axial ligation of the zinc porphyrins, since exciton interaction between the 5, states
is negligibly small due to the much smaller transition moments involved. It is important to note
that application of the extended dipole-dipole model [33] does not significantly change the

abovementioned conclusions and changes the results of calculations with less then 10%.
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The isosbestic points at 560 and 580 nm in the absorption spectra of Fig. 2C indicate a shift in
the equilibrium between two and only two species absorbing at different wavelengths at constant
total concentration. The 2.2 10° M ZnTM(4-Py)TrPP spectrum measured at 55°C and the 8.0 107
5 M ZnTM{(4-Py)TsPP spectrum measured at 15°C can be assigned to the non-ligated and the
ligated ZnM(4-Py)TrPP" monomers, respectively. This conclusion is supported by the
observation that the emission spectra for both abovementioned concentrations and temperatures
do not change with excitation at A = 413, 420, 425,430, and 435 nm. This implies that the spectra
at an arbitrary, intermediate concentration can be described as a linear combination of the spectra
of the abovementioned two species. Using the total concentration of the porphyrin in solution the
concentration of non-ligated - and ligated ZnM(4-Py)TrPP at different temperatures can then be
determined. Applying Lambert-Beer’s law to the absorption of non-ligated - and ligated species,

the absorption spectrum for a given total concentration Cig= CTan+ CTan.L at different

wavelengths and temperatures is given by:

Awr (M= {CTZnP'SZnP(}\')-I- CTZnP'L'EZnP-LO\')}'l
0]

where AtotT(l) is the total absorbance at a temperature T (°C) and wavelength A (nm); C,, is the
total ZnM{(4-Py)TrPP molar concentration, and Cz,p, Cy,p.1. are the monomer concentration of
non-ligated porphyrin and that of ligated porphyrin, respectively; €znp and Ezpp. are the
corresponding molar extinction coefficients (IM''cm™), assumed to be constant over the

experimental temperature range, and / is the optical pathlength of the cuvette (I cm). With data

. . 55°C 15°C - -
taken from absorption spectra, i.e. A2_2.10‘6M (?L),AS.O.lO,SM(?L) of the 2.2 10 and 8.0 107

M ZnTM(4-Py)TrPP solutions measured at 55 and 15°C, respectively, and using £7,p(550 nm) =

22.000 IM '™ and §z,p.1 (560 nm) = 20.000 IM™'cm' [3), eqn. (7) can be written as

AL (R)=CT Afzoftrﬁm (A)-£7,p(550nm) A:;.S(;’SO‘S ) Eznp1, (560nm)
wt{A)=Czup - A55°C 550 +lzpL ATC 560
22106 (350Nm) 80105 (360nMm}
(8)

“In this context ligated ZnM{(4-P5)TrPP monomer refers to the absorption spectrum of 8.0 10* M ZnTM(4-Py)TrPP
recorded at 15°C.
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Thus, the concentrations C;nP’C;nP-L of non-ligated and ligated porphyrins can now be

calculated from eqn.(8). The results calculated for the three ZnM(Py-4)TTPP concentrations are

plotted in Figure 8 and summarized in Table 1.

1.04

Figure 8. Concentrations of the non-ligated

~

monomers CZnP (solid curves) and ligated

MONnomers Ean_L(broken lines) of (set a)
2210° M, (set b) 22107 M, and (set ©)
8.0-10° M ZnM(4-Py)TrPP vs temperature.

Concentrations, normalized to 1

CZnP +aZnP-L is normalized to 1.

Because of considerable overlap between the fluorescence- and absorption spectra of non-ligated
— and ligated ZnM(4-Py)TrPP and the energy difference between their lowest excited singlet-
states (corresponding to 589 and 604 nm, respectively) in non-cyclic complexes {e.g. dimers,
trimers and oligomers) unidirectional energy transfer can take place from an excited, non-ligated
porphyrin to a neighboring, ligated one. Consequently, incorporating non-ligated monomers into
these structures should result in a decrease of the fluorescence yield of the non-ligated species
due to the energy transfer to ligated species in the chain and a simultaneous increase of the yield
of ligated species. The temperature dependence of the fluorescence spectrum (excitation at 550)
fits to a different model, however, as will be demonstrated below. The temperature-dependent

fluorescence spectra of the 2.2-10° M ZnTM(4-Py)TrPP can be simulated in the same way as
their absorption spectra, calculating the total porphyrin fluorescence intensity ITtot(l) at

temperature T, from that of the separate non-ligated- and ligated zinc porphyrins (eqn. (9)):
I'o(2) = T'zep(R) + I zp (M)
9

We note that for 2.2-10° M solutions the fluorescence spectrum at 55°C (IZS;SO‘GMO“) in

eqn.(10)}, originates from 100% non-ligated monomers. Likewise, for 8.0-10° M solutions the

10°C

0
fluorescence spectrum at 10°C (18_0.l 05 M

() in egn. (11)), corresponds to the 100% ligated

species (see above).

The simulated spectra were calculated making the reasonable assumption that the fluorescence

intensity of both species varies linearly with their relative concentrations. Then:
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1z0p(8) = (CTzo 2.2:10) 1356 4 (3)
(10
I'zap1(A) = (CT2ap1 /8.0-107) I:;.]O,(ljofs m )
(1D

where CTZnP and CTZHP.L are the estimated contributions of non-ligated and ligated species

expressed as monomer concentrations.

Combining egns. (9)-(11}) yields:

o) = (€ 2210 75 o\ (4) +(CTap0 /8.010°) 15 ()

22107 M 8.0.107° M

(12)
The simulated specira contain the same contribution of ZnP and ZnP'L. as experimentally found
from the temperature dependence of the absorption spectra. This result contradicts a model that
includes formation of non-cyclic structures but is in agreement with the proposed tetramer

formation,

The steady state anisotropy of ZnM(4-Py)TTPP is at least two times lower at the maximum of the
Q(0,1) transition as compared to that of the ZnTPP spectrum (Fig. 4A). Using the Perrin
equation for the steady state anisotropy
r= Bo/(1+(/$))
(13)
with Bg - the magnitude of the initial anisotropy, T - the fluorescence lifetime, and ¢ - the

effective rotational volume of the molecule. Note that for zinc porphyrins in viscous PS/Tol

solution /¢ << 1 as will be shown in Part Il, so that the estimated value of the steady state

anisotropy ¢an be approximated as ¥ = By. It is seen from Fig. 4 that for monomers Py is ~ 0.1
and for tetramers ~ 0.025 at the maximum of the Q(0,1) transitions. The decreased magnitude of
the initial anisotropy is a clear indication of an additional depolarization channel in the tetramer,
as is expected for one or more energy transfer processes within the tetramer. The increase of the
steady state anisotropy around 600 nm and 650 nm indicates the presence of a fraction of non-
ligated monomers. The effects of energy transfer on the time dependence of the fluorescence

anisotropy are analyzed in more detail in Part 1L

The changes in the absorplion spectra resulting from tetramer formation may be utilized to
quantitatively study the equilibrium reaction by the non-calorimetric thermodynamic method

[34]. Although this method has limited accuracy it provides an additional argument for the
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proposed monomer-tetramer equilibrium, Generally, the equilibrium constants Kim,) for the

reactions: 1-{M] = [M, ] can be calculated using the equation [34]:
Kima= [MpJ/[M]"
(14)

where [M] and [M,] are the molar concentrations of the monomer and an aggregate of n ligated
molecules in the aggregate, respectively. Taking the monomer concentration of non-ligated and
ligated porphyrins from Table 1 and using eqn. (14), the enthalpy AH and entropy AS with n
can be calculated from the slopes of the van "t Hoff plots [34].

" 1TK
i 2 1 e s s 7 s @ g‘oows 000315 0.O0IZS  OOCKS G035 0.00355
o ;
404 -
gx %
g i 5 2
:E' S0 3 3 3 3 = 30
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34
n
1 2 3 4 5 ] 7 -3 9
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= 01 i Figure 10. Van °t Hoff plot for the equilibrium
£ ] ¥ 4-[M] = [My], with [M] and [My] the molar
S an; i concentrations of monomers and tetramers,
@ 21 t g respectively.
230 4 i
-260

Figure 9. The enthalpy AH and entropy AS for
the equilibrium between n molecules M and the
aggregate M,

Fig. 9 presents AH and AS for the aggregates formed by n = 2,...,8 ligated molecules. The
values for n = 2,3,7,8 need not be considered as their van *t Hoff plots are distinctly non-linear,
implying an equilibrium between more then two species, contradicting the finding of an
isosbestic point of the optical spectra. Also, AS values do not change much starting from n = 6,
indicating that large aggregates (11 > 6) can also be rejected, leaving aggregates withn =4 and 5
to be considered. The smallest aggregate has n = 4 which agrees with the result of the calculation
of the excitonic splitting of the Soret band. The same calculations for the pentamer (n =5) and
hexamer (n =6) result in more complicated spectra. For tetramers involved in the reaction, Kim,),

AH, and AS are calculated to be 6.2+:0.8 10" M, 40 2 kCalM™, and 150410 CalK'M",

respectively. The van ’t HofT plot is shown in Fig. 10. AH for insertion of one ZnM(4-Py)TtPP
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molecule into the tetrameric complex is ~10 kcalM™ in good agreement with values calculated

for the ZnTPP/pyridine equilibrium [35,36]. AS is almost one order larger than for ZnTPP

ligated to pyridine [35,36], that also supports the formation of a relatively large closed structure.

Conclusions

This work clearly demonstrate that

the effects of lowering the temperature or increasing the concentration of a ZnM(4-
Py)TrPP/toluene solution on the absorption- and fluorescence spectra are the result of

porphyrin aggregation;

the shifts, found in both the Q-band region of the absorption spectrum and in the
fluorescence spectrum, can be ascribed to coordination of the metal center of one ZnM(4-
Py)TTPP molecule to the pyridy] substituent of a second, neighboring molecule. Excitonic

interactions can be neglected for the §, state;

the splitting of the Soret band in the absorption spectrum can be readily explained by an
excitonic interaction in the S»-state between four perpendicularly oriented ZnM(4-Py)TrPP
molecules in a structure in which each zinc atom is ligated to a pyridyl substituent of a

neighboring molecule;

a symmetrical tetramer is the smallest complex that can account for all of the observed shifis

in the optical spectra;

the estimated thermodynamic parameters are in good agreement with those expected for a

tetramer.

The abovementioned conclusions outlined here are supported and extended in part 11 of this

paper using time-resolved fluorescence and fluorescence anisotropy measurements.
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Abstract

Excited state kinetics of complexes of a functionalised zinc tetraphenylporphyrin (ZnTPP)
derivative, zinc mono(d-pyridyl)triphenylporphyrin  (ZnM(4-Py)TrPP) in toluene and
polystyrene/toluene mixtures have been investigated by time-resolved fluorescence
spectroscopy. In addition to the ~ 2.0 ns monomer fluorescence lifetime a ~ 1.5 ns component
was found by applying global analysis to the time-resolved fluorescence decay. The 1.5 ns
component is assigned to a cyclic porphyrin tetramer [see Part I}, with a = 1 ns rotational
cotrelation time at 10° C. The initial fluorescence anisotropy of the monomer is found to be 0.1.
In the tetramer an additional depolarization process occurs with a correlation tiume of ~ 31 ps,
resulting in a further decrease of the anisotropy from 0.1 to 0.025. This additional depolarization
is ascribed to singlet energy transfer between the porphyrin units that constitute the tetramer.

The intramolecular energy transfer processes have been simulated using the Monte Carlo
method, vielding rate constants of (26 + 4 ps)! and < (180 ps)" for energy transfer between

nearest neighbor and next nearest neighbor porphyrins in the tetramer.

*On leave from Department of Systems Analysis, Belarusian State University, 4, F. Scoryna Ave., Minsk, 220050,
Belarus
“Corresponding author: Tel: +31-317482044; Fax: + 31-; e-mail: Tjgerd.Schaafsma@mac.mf wau.ni
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Introduction

Energy transfer in photosynthetic light-harvesting complexes is extremely efficient even over
long distances [1,2]. Although much progress has been made in describing the photophysics of
such complex systems, the understanding of their excited state dynamics is still far from
complete. Many synthetic model systems have been synthesized to obtain a better insight in the
energy transfer processes in natural systems [3,4,5,6,7,8,9,10,11,12]. In particular self-assembled
aggregates of metalloporphyrin arrays have been used as building blocks for artificial light

harvesting systems and various molecular electronic devices {13,14,15,16].

This work focuses on porphyrin tetramers as models for plant pigments, such as chlorophyll
organized in various protein complexes, since similarly to these complexes the tetramers have a
fixed, defined structure and show fast energy transfer from a particular excited porphyrin to one
or more of its neighbors and loss of excitation energy by relaxation to the ground state [Part IJ.
Differently from photosynthetic pigment complexes, in porphyrin tetramers these processes can
be studied in isolated units in a time domain, which is experimentally much better accessible
than in the natural systems, which often exhibit extremely fast excited state dynamics in response

to optical excitation [17,18,19],

This study is part of a research program aimed at understanding how the concepts of the
molecular basis of photosynthesis can be used to construct artificial devices, in particular solar

cells with a high photovoltaic efficiency.

From the steady state absorption- and fluorescence spectra (Part I) it could be concluded, that at
low temperature a self-assembled aggregate of ZnM(4-Py)TrPP is formed in toluene and viscous
polystyrene/ toluene mixtures (PS/Tol) with a cyclic, tetrameric structure (Fig. 1). This Part 1T
reports the kinetics of the processes involving the first excited singlet state of the tetramer using
time-correlated single photon counting as well as streak camera detection [20]. The latter method
has some distinct advantages, i.e. a time-resolution almost 10 times as high as the TCSPC
method, which allows resolving fluorescence- and fluorescence anisotropy decay times of less
than 1 ps. Also, the kinetics of the whole spectrum is detected instead of at a single wavelength,
as with TCSPC. For streak camera measurements, the solution needs to be circulated limiting the
experiments to non-viscous and non-inertial solvents (e.g, toluene) and excluding viscous
sotvents. For this reason, all measurements on viscous PS/Tol solutions had to be done using the
TCSPC method.
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Figure 1. Self-organization of ZnM(4-Py)TrPP into the tetramer.

To understand the photophysical properties of ZnM(4-Py)TrPP tetramers, resulting from time-
resolved fluorescence- and fluorescence anisotropy measurements we also investigated
unsubstituted zinc tetra(p-phenylyporphyrin (ZnTPP) and its pyridine-ligated analog as reference
compounds under the same experimental conditions, but without forming aggregates. In view of
its structure (Fig.1) the fluorescence lifetime of the cyclic tetramer should be close to that of
pyridine ligated ZnTPP. Furthermore, note that energy transfer between the porphyrin units of
the tetramer does not affect this lifetime since all monomer units of the tetramer are identical.
Thus, energy transfer processes within the porphyrin tetramer can only be studied by

investigating the fluorescence anisotropy decay.

For porphyrin monomers the time dependent fluorescence anisotropy r{t}) is only determined by
rotational diffusion:

Tt} = i ()
(1)

where IMRD(‘[) is the rotational diffusion anisotropy of the monomer. On the other hand, for a
porphyrin complex in solution the time dependent fluorescence anisotropy 1(t) can be written as
a product of two independent depolarization processes

() = (tyrr (1) (2)

where rET(t) and rTRD(t) represent energy transfer within the complex and rotational diffusion of

the complex itself.
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The steady state fluorescence anisotropy r° () = lim r®! (t)= ¢ = constant and equals
t—yo0

0.025 for the tetramer in PS/Tol selution [see Part IJ; rTRD(t) in eqn. (2) represents the
fluorescence anisotropy decay resulting from fully spherical rotational diffusion of the tetramer,
which decays to zero in toluene solution for t — 0. Considering the size of the tetramer, for high
viscosity solvents such as PS/Tol we may safely assume that the energy transfer in the tetramer

is much faster than rotational diffusion. Then, for t — o© the fluorescence anisotropy of the

tetramer is given by r(t) = c-rr ().

We applied global analysis to the TCSPC fluorescence decay components of ZnM{4-Py)}TrPP in
the 10°C — 535°C temperature range. The monomer and tetramer fluorescence lifetime
components were associated with their corresponding anisotropies, yielding rMRD(t) and
c-rTRD(t) of the monomers and tetramers, respectively, Global analysis has also been applied to
streak camera data, yielding a time constant that describes the depolarization due to energy
transfer within the tetramer. By associating the fluorescence anisotropy with the spectral
properties of the tetramer, its anisotropy decay IET(t) could be resolved in two time domains:
one with a short decay time due to energy transfer within the tetramer and a second one with a

relatively long decay time due to the rotational diffusion of the tetramer. The rate constants for

singlet energy transfer within the tetramer were extracted from the fluorescence anisotropy decay
E . . . L
r T(t) using Monte Carlo simulation, vielding the rate constants for energy transfer and —

relaxation processes in a rather straightforward manner [11,21,21,22].

The application of the Monte Carlo method is of course not limited to porphyrin tetramers in
solution as has been demonstrated for ordered, spin coated solid organic films of zinc tetra-

(octylphenyl)-porphyrin (ZnTOPP) [23,24].
Experimental

Materials

ZnM(4-Py)TiPP and ZnTPP were prepared following standard procedures [25,26]. The
porphyrins were chromatographically purified over silica gel (Merck) using chloroform (Merck
pa) as the eluent. The porphyrins were estimated to be >99% pure by thin-layer

chromatography, absorption- and fluorescence spectroscopy. Approximately 2-10° M solutions
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of ZnM(4-Py)TrPP and ZnTPP were prepared in dry toluene, viscous solutions of PS/Tol, and a

toluene/10™* M pyridine mixture.
Time-resolved methods

TCSPC instrumentation. The experimental set-up for TCSPC has previously been described
[24,27,28]. A mode-locked continuous wave Né:YLF laser (Coherent model Antares 76-YLF,
equipped with a LBO frequency doubler (Coherent model 7900 SHGTC) and BBQ frequency
tripler (Coherent model 7950 THG) was used to synchroncusly pump a continuous wave dye
laser (Coherent radiation model CR 590). As a dye Coumarin 460 (Exciton Inc.j was used for
excitation at 465 nm. A set-up with electro-optic modulators in a dual pass configuration was
used to reduce the pulse rate to 594 kHz [29]. The final pulse duration of the excitation pulses
was ~ 4 ps FWHM and the maximum pulse energy was ~100 pl. To obtain a dynamic
instramental response (~ 50 ps FWHM) for deconvolution purposes, the fast single exponential
fluorescence decay of Erythrosin B in water was used as a reference. The presented data were
collected in a multichannel analyzer (MCA board from Nuclear Data model AccuspecB, in a PC)
with a time window of 4096 channels at 2.5 ps/channel. The excitation wave-length was 435 nm
and the emission wavelengths were selected by a cut-off filter (Schott KV 500) and line filters of
595 and 625 nm with a 16 nm band width.

The TCSPC method has been applied to ZnTPP in toluene, toluene/pyridine, and PS/Tol, and to
ZnM({4-Py)TrPP in toluene and PS/Tol. The sample temperature was adjusted to 10, 15, 25 and

55°C, using a cold nitrogen gas flow from an Oxford ITC4 temperature controller.

Streak camera detection. The experimental set-up for streak camera detection has been
previously described [30]. Solutions of ZnM(4-Py)TrPP in toluene were contained in a 1 cm path
length glass cuvette, and were thermostated either at 10 or 55 °C. The sample was refreshed
using a small magnetic stitrer. The sample was excited with 100 s pulses at 565 nm (10 °C,
relatively selective for tetramers) or 550 nm (55 °C, relatively selective for monomers), which
were generated at a 125 kHz repetition rate using a Titanium: sapphire based oscillator
(Coherent, MIRA), a regenerative amplifier (Coherent, REGA)Y and a double pass optical
parametric amplifier (Coherent, OPA-9400). The pulse energy was typically 25 n]. The
polarization of the exciting light was alternated between horizontal and vertical. The vertically
and horizontally polarized fluorescence components were detected using a Hamaratsu C5680
synchroscan streak camera equipped with a Chromex 250IS spectrograph. The instrument
response function (IRF) was Gaussian shaped with a FWHM width of = 3.5 ps. The spectral
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resolution was 8 nm. One streak image measured 313 nm in the spectral domain (1018 pixels)

and 200 ps or 2.2 ns (1000 pixels) in the time-domain.
Time-resolved Decay Analysis

TCSPC. The experimental time-resolved fluorescence- as well as the anisotropy decay results

from the convolution of the instrumental and sample response functions. The fluorescence- and

anisotropy decays I(t) and r(t) were fitted to a sum of exponentials

N
I(t) = Zp; exp(-t/ ;)
i=l
(3)
M
1(t) = _ZIBi exp(-t/¢;)
i=
S
by the iterative nonlinear least squares method using the Marquardt algorithm [31]; p; and T; are
the amplitude and lifetime of the i-th fluorescence component, respectively; [}; and ¢y are the

. amplitude and the rotational correlation time of the i-th exponential of the fluorescence

M
anisotropy component, and By = XB; is the initial fluorescence anisotropy; N and M are the

numbers of the fluorescence and anisotropy exponentials.

The abovementioned parameters were obtained by global analysis [32] of the fluorescence decay
measured over a 10°C - 55°C temperature range and detection at 597 nm and 625 nm,
simultaneously fitting the fluorescence decays at different temperatures as well as wavelengths.
The parameters of the anisotropy decays were retrieved using a non-associative as well as an

associative model for the time-resolved fluorescence anisotropy.

For the non-associative model the Iy(t) and I, (t) intensity components take the form

1,0 = I + 2r(8)]
LL() = (o)1 - r(1)]

&)

©®
where I(t) and r(t) are given by eqns. (3) and (4), respectively. For the associative model applied

to the anisotropy decay, the fluorescence intensities Ij(t) and I (t) contributing to the anisotropy

can be written as
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M;
(D= SA;exp(-t/5)[1+ 2 3 By exp(—t/dy)
i= i=
(N
N M;
1, (t)= _Z]Ai exp(—t/7;)[1- _ZlBij exp(—t/¢;)]
i= j=
(8)

where M; is the number of anisotropy exponentials contributed by the i-th fluorescence
component, and ¢; is the rotational correlation time of the j-th exponential of the fluorescence

anisotropy contributed by the i-th fluorescence component. The total initial anisotropy is
N - Mi - . o -

Bo=ZPBg, with B = Z By the initial anisotropy of the i-th fluorescence component. The
i) j=1

total time-dependent anisotropy can then be written as

NM;
2 X piBy exp(-t/7; )exp(—t/¢;)
i=1j=1

r(t) =

iglpi exp(—t/t;)
&)
Global analysis was applied to the TCSPC data using Fluorescence Data Processor Software
[33]. The accuracy of the fluorescence and anisotropy decay parameters from this analysis was
estimated by the exhaustive search method [32]. The quality of the fit was judged by the x*
statistical criterion and by visual inspection of the time-dependent weighted residuals and their

autocorrelation functions [34).

Streak camera. The data were globally analyzed using an associative model with two
components decaying independently, each possessing its own anisotropy [35] Thus, the data for

parallel and perpendicular detection are described by:

2

Ty(t)= Zei()L+ 280, exp(-ty) exp(-vr,) @ TR()

(10)
2

1,(t)= Ze, (W)1 - Boexp(-t/d;) exp(-t/1)) ® IRF(t)
(11
where €, o, ¢ and T, represent the species associated spectra, the initial anisotropy, the
anisotropy decay time constant and the fluorescence lifetime of component |, respectively; &

indicates the convolution with a Gaussian shaped instrument response function IRF(t).
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Results

TCSPC measurements

Monomers. For ZnTPP a single fluorescence lifetime of 1.95 ns in toluene and 2.05 ns in PS/Tol

was found. The best fit of the anisotropy decay of ZnTPP is found with a single exponential with
§1 = 70 ps/90 ps at 55°C/10°C for toluene as a solvent; for PS/Tol as a solvent there are two
exponentials at 55°C with ¢ = 1.44 ns, ¢, = 16.00 ns and a single exponential at 10°C with ¢, =
21.00 ns. The initial fluorescence anisotropy of ZnTPP monomers (which do not aggregate in the
temperature and concentration range of our experiments) is ~ 0.07 in toluene and ~ 0.1 in
PS/Tol. The fits of the anisotropy decays of ZnTPP in toluene and P8/Tol at 10 and 55°C are
shown in Figs. 3A and 3C. The lifetime T, the initial anisotropies B and [3;, and the rotational
correlation times ¢; and ¢ for the ZnTPP monomers in toluene and PS/Tol are collected in

Table 1.

Table 1. Fluorescence and anisotropy decay parameters of zinc porphyrin monomers in toluene {Tol) and
PS/Tol solvents at different temperatures using eqns. (1) - (4).

Temperature, 55°C Temperature, 10°C

Sample fra | T.ns B d1,ns B 92, ns B d. ns

ZnTPP/Tol 1.95 0.070 0.07 - - 0.073 0.09
597 nm [1.94,1.97] | [0.068,0.072]  [0.06;0.09] [0.071,0.078]  [0.08;0.11]

ZnTPP/Tol 1.58 0.068 0.07 - - 0.075 0.09
with Pyridine | 1ss1s82) | (0.067,0071]  (0.06,0.08] 10.073:0.079]  [0.08,0.10]

625 nm

ZnTPP/PS/Tol 2.05 0.072 1.44 0.022 16.00 0.101 21.00

597 nm [2.042.07) | [0.071,0073] [1.381.52] [0.021;0.023]  [14.00:~] | [0.084:0.408]  [20.00:~)
ZnTPP/PS/Tol 1.61 0.076 1.62 0.024 17.00 0.098 24.00
with Pyridine | n.eoi.62] | (00750077 [1.46:1.74]  [0.023,0.625]  [16.00~] | [0920.108]  [22.00]
625 nm

The confidence intervals of the parameters, shown in square brackets, are estimated at the 95% level.
The marker “~" indicates undefined upper values of the anisotropy decay parameters.
The marker “---" indicates the absence of a calculated parameter.

Ligated monomers. The same analysis of ZnTPP in the presence of excess pyridine as a ligand

yielded a lifetime of 1.58 ns in toluene and 1.61 ns in PS/Tol. A fit of the anisotropy decay of

ZnTPP/pyridine shows a single exponential with §; = 70 ps /90 ps at 55°C/10°C in toluene as a
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solvent and with two exponentials at 55°C with ¢, = 1.62 ns, $ = 17.00 ns; a single exponential

was found at 10°C with ¢ = 24.00 ns in PS/Tol as a solvent. As expected, the initial anisotropy

value of ZnTPP/pyridine is temperature-independent, and equals ~ 0.07 in toluene and ~ 0.1 in

PS/Tol. The lifetime T, the initial anisotropy values f3; and P,, and the rotational correlation

times ¢y and ¢, for ZnTPP/pyridine in toluene and PS/Tol are collected in Table 1.

Tetramers. Assuming that the lifetime of the lowest singlet excited state of both ligated and non-

ligated ZnM(4-Py)TrPP is independent of temperature in the 10°C - 55°C range, the fluorescence

decay parameters of the mixture of monomers and tetramers were determined by global analysis.

Two fluorescence exponentials were found to nicely fit to all temperature-dependent ZnM(4-

Py)TrPP experimental decay curves. A fit to a single exponential gave less satisfactory results

and fitting with more than two exponentials did not lead to significant improvement either.

b
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decays measured at 55°C (a, o) and 10°C (b, 0,
and fitted (solid lines) curves for ZnM(4-

Py)TrPP; dexe= 435 nm and Age= 625 nm.

Figore 2. Experimental
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The two global fluorescence components of
ZaM(4-Py)TrPP in toluene have 1.97 ns and
1.53 ns lifetimes, and 2.22 ns and 1.56 ns for
PS/Tol as a solvent. In toluene and PS/Tol
the relative contribution of the 1.53 - 1.56 ns
fluorescence to the
fluorescence reaches 90% and 84% at 10°C

and 39% and 48% at 55°C, respectively.

component total

" Fig.2 shows two experimental fluorescence

decays detected at 625 nm at 10°C and
55°C, and the result of the global analysis
using two exponentials. The ZnM(4-
Py)TtPP anisotropy associated with the
different fluorescence components measured
at 10°C could be appropriately analyzed

using single exponentials with rotational
correlation times ¢, = 100 ps/26.00 ns and

¢21 = 1.00/90.00 ns in toluene and PS/Tol
for the 1.97 - 2.22 ns and 1.53 - 1.56 ns

lifetime components, respectively.
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0.10- The ZnM(4-Py)TrPP anisotropy decay at 55°C

%‘ ::g:: : was analyzed using an associative as well as a
E 3]222. non-associative model, of which only the latter
< 0.004 . . .
002 gave reliable results, yielding a single
2,10+ exponential (¢; = 80 ps) in toluene and two
. 008
E oo exponentials (§; = 1.05 ns and ¢; = 21.00 ns)
& :gz: . in PS/Tol. The initial anisotropy value of the
ez 0 1.97 - 2.22 ns fluorescence component is 0.076
0.129 and 0.1 in toluene and PS/Tol, respectively,
0.10- N
E ppedl ' whereas the initial anisotropy value of the 1.53
£
f 3;;'.;: - 1.56 ns fluorescence component was
0.00-
042 considerably lower, i.e. 0.020 and 0.025 in
g::: toluene and PS/Tol, respectively. The results of
E ooy e the fits of the anisotropy decay of the ZnM(4-
Y e
g yed Py)TtPP in toluene and PS/Tol at 10 and 55°C
0.00-
-0.02 T — 1 1 are shown in Figs. 3B and 3D. The results of

Time, ns the fluorescence global analysis with

Figure 3. Experimental (0,0} and fitted (solid)
curves of (A, C): ZnTPP and (B, D): ZnM(4-
Py)T[PP fluorescence anisgtr()py in toluene (A’ HJ’liSOlTOpy for Zl‘lM(4'Py)T1’PP in toluene and
B) and PS/Tol (C, D) detected at 35°C (a, O) p8/Tal are presented in Table 2.

and 10°C (b, O); Aexe= 435 nm; Agee= 595 nm

and g = 625 nm.

associative as well as non-associative

Streak camera measurements

Using the streak camera faster kinetics of the tetramer is accessible than with the TCSPC
method, including energy transfer within the tetramer. Since the streak camera measures the time
evolution of the whole fluorescence spectrum rather than at single wavelengths, the monomer
and tetramer spectra associated with different fluorescence- and fluorescence anisotropy
lifetimes could be resolved. These species-associated fluorescence spectra for ZnM(4-Py)TrPP in

toluene at 10°C and 55°C are shown in Fig. 4.

Monomers. Fig. 4A shows the results of the measurements at 55°C. The dominating contribution

has a spectrum (dotted curve) which peaks at 642 nm, The fluorescence lifetime of this
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Figure 4. Species associated spectra resulting from the global analysis of the polarized streakcamera
datasets applying an associative model (see text). A) Temperature 55 °C, excitation wavelength 550 nm.
Solid line: compenent of unclear origin with 83 ps isotropic lifetime; dotted line: monomers, with a 1.9 ns
fluorescence lifetime and a 67 ps (amplitude 0.08) fluorescence anisotropy lifetime; dashed line: IRF-
limited coniribution representing Raman scattering by the solvent. B} Temperature 10 °C, excitation
wavelength 565 nm. Solid line: tetramers, with a 1.6 ns fluorescence lifetime and a 31 ps (amplitude 0.07)
fluorescence anisotropy lifetime; dotted line: monomers, with a 2.1 ns fluorescence lifetime and a 0.61 ns
(amplitude 0.13) fluorescence anisotropy lifetime; dashed line: IRF-limited contribution representing
Raman scattering by the solvent.

component is 1.9 + 0.2 ns, whereas the rotational correlation time is 67 = 7 ps. These combined
data are a clear indication that this component represents the monomers. A small ~ 83 ps rising
component (solid curve) was also necessary to obtain a good fit of the data, the nature of which

1s presently unknown.

The monomer species, corresponding to the spectrum in Fig 4B, detected at 10°C (dotted curve)
with a peak around 645 nm, has a fluorescence lifetime of 2.1 £ 0.2 ns and a rotational
correlation time of 0.61 £+ 0.06 ns, with an amplitude of 0.13 £ 0.01. The dashed component in
Figs. 4A and -B, which peaks at 656 and 677 nm, respectively, represents a pulse-limited
contribution, assigned to a Raman scattering line of toluene 2900 cm™' red shifted with respect to

the excitation wavelength,

Tetramers. Fig. 4B shows the species-associated spectra for ZnM(4-Py)TrPP in toluene at 10°C,
at which temperature monomers and tetramers co-exist. To record intramolecular energy transfer
in the tetramers 565 nm was used for excitation, which is relatively selective for this species. The
solid line in Fig. 4B represents a spectrum with maxima around 612 nm and 652 nm of a species
with a 1.6 + 0.2 ns fluorescence lifetime and a ~ 31 ps rotational correlation time with a 0.07 £
0.01 relative amplitude. The fluorescence spectrum and -lifetime of this species were basically

identical to those found in the TCSPC measurements, indicating that this species is the tetramer.
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We therefore conclude that the 31 ps anisotropy decay reflects energy transfer within the
tetramer. The relative amplitude of this decay component agrees with the expected initial
anisotropy of (1. The small contribution with ~ 0.02 relative amplitude of the anisotropy decay
in the nanosecond region due to rotational diffusion, that was observed in the TCSPC

measurements, was not resolved by the streak-camera measurements.
Discussion

TCSPC results

ZnTPP monomers. The 1.95 - 2.05 ns lifetimes for monomeric, non-ligated ZnTPP collected in
Table | are in good agreement with literature [36,37,38,39]. The slight increase of the lifetime in

PS/Tol as compared to that in toluene is considered to be a medium effect. The fluorescence
anisotropy decay r(t) of ZnTPP in toluene is a single exponential {Table 1), in agreement with
published results [36,40,41,42]. However, the fluorescence anisotropy r(t) of ZnTPP monomers
in PS/Tol cannot be fitted to a single exponential at 55°C. In viscous solutions the fluorescence
anisotropy T(t) of a planar molecule such as the ZnTPP monomer is given by [36]

r(t) = Bo [0.25-exp(-6-D-1)}+0.75-exp(-(2-D +4-D ) t)]

(12)
where Dy and D) are the in-plane and out-of-plane rotational diffusion coefficients. Eqn. (12) is
a double exponential and fits the experimental data of ZnTPP in PS/Tol at 55°C very well. The
best fitted parameters collected in Table 1 show that the pre-exponential factors [3; and [3; are
close to those in eqn. (12). The upper limits of the 95% confidence intervals of the rotational
correlation times corresponding to the largest [3; value cannot be determined with sufficient
accuracy because in viscous solution the correlation times are longer than the 8 ns experimental
time window. The ZnTPP anisotropy decay measured in PS/Tol solution at 10°C can be
approximated by a single exponential. The second slower anisotropy component is not found at
10°C presumably again due to the 8 ns experimental time window and the slowing down of the
rolation at this temperature. The initial anisotropy value [3y for the ZnTPP in PS/Tol is ~ 0.1 in
good agreement with both the predicted values [43,44] and published data [7,45]. We found a
somewhat lower value of 0.07 - 0.08 for By for the porphyrin monomers in the non-viscous

solvent toluene, resulting from the relatively fast rotational diffusion with a 80 - 100 ps

correlation time in this solvent.
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Ligated ZnTPP monomers. Ligation of ZnTPP to pyridine results in shortening of the
fluorescence lifetime to 1.58 - 1.61 ns in both solvents. The slight increase of the lifetime in
PS/Tol as compared to that in toluene is again ascribed to a medivm effect. Ligation of ZnTPP
with pyridine does not significantly change the anisotropy decay parameters (Table 1), so that

the previous discussion of the results for non-ligated ZnTPP also applies to its ligated analog.

ZnM(4-Py)TrPP monomers and teframers. Following the previous analysis of the monomer
fluorescence- and fluorescence anisotropy decay of ZnTPP monomers in toluene and PS/Tol, we
now apply the same method to the porphyrin tetramer. Note that the anisotropy decays in both
solvents are expected to be affected by the energy transfer processes within the tetramer, and

thus by the porphyrin aggregate structure.

Using global analysis to retrieve the ZnM(4-Py)TrPP fluorescence components, we attribute the
1.97 - 2.22 ns lifetime to the non-ligated monomers in view of the results for ZnTPP in Table 1.
The 1.53 - 1.56 ns fluorescence lifetime is close to the 35% confidence interval of the lifetime of
pyridine-ligated ZnTPP, and thus likely corresponds to the ligated ZnM({4-Py)TrPP unit in the
tetramer. Similarly, the increase of the relative contribution of the 1.53 - 156 ns fluorescence
component to 84% and 93% in toluene and PS/Tol, respectively, by lowering the temperature to
10°C can be explained by the temperature-dependent intramolecular ligation of the porphyrin
units resulting in formation of a cyclic tetramer as shown in Fig. 1 (c/ paper 1). At 55°C ligated
porphyrins in toluene and PS/Tol still contribute 39% and 52%, respectively, to the total
fluorescence. This relatively large contribution, even at 55°C, results from the fact that the
excitation was around 435 nm, closest to the Soret band maximum of the ligated species at 430
nm, whereas the fluorescence was detected at 625 nm, again corresponding to the ligated species.
The different fractions of the ligated species at 10°C and 55°C in toluene and PS/Tol,

respectively, are caused by the lower solubility of porphyrins in Ps/Tol than in toluene.

The ZnM(4-Py)TrPP rotational correlation time ¢ = 100 ps in toluene at 10°C associated with
the 1.97 ns lifetime is of the same order as that of ZnTPP under the same experimental
conditions and therefore is assumed to reflect the monomer anisotropy. The anisotropy
associated with the 1.53 ns lifetime is also a single exponential in toluene at 10°C but now with a
long ¢, = 1.00 ns rotational correlation time, which is characteristic for rotation of the

aggregate, assuming that the energy transfer is much faster then rotational diffusion (¢f. eqns. (3)

and (4)). From the associative analysis of the anisotropy decay of ZnM(4-Py)TrPP in toluene at

10°C we conclude that ¢, associated with the 1.53 ns fluorescence component, is about ten
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times longer than ¢;; of the monomer at the same temperature (Table 1). Describing the

rotational dynamics of porphyrin monomers and -tetramers in toluene by single ¢ and ¢y,
values and approximating the tetramer as a sphere, its effective rotational radius Preyr can be

related to that of the monomer py as follows from the Stokes-Einstein-Debye-Perrin relation
[46]:
Pren= ($11/921)" Py

(13)
The radius of the solvent cavity in which the tetramer rotates is calculated to be almost twice that
of the porphyrin monomer and quite close to the radius calculated from the tetramer vacuum
structure using the Chem-X program [47]. Although this finding may not be considered as
unambiguous evidence for a tetrameric aggregate, it certainly points to a cyclic, closed structure.
The same conclusions as for ZnM(4-Py)TrPP in toluene apply to the PS/Tol solution, i.e. that (i)
the anisotropy decay parameters of ZnM(4-Py)TrPP associated with the 2.22 fluorescence
component closely agree with those for ZnTPP; (ii) the rotational correlation time associated
with the 1.56 fluorescence component is longer than that for ZnTPP monomers; (iii) the
rotational correlation time of the tetramer in PS/Tol solution is less accurate than in toluene as a
result of the 8 ns experimental time window. The ZnM(4-Py)TrPP anisotropy at 55°C analyzed
with a non-associative model reflects almost the same anisotropy parameters as for the ZnTPP

monomers in both solvents (¢f” Tables I and 2).

The initial 3, anisotropy value of the ZnM(4-Py)TrPP monomer in PS/Tol at 10°C, associated
with the 1.97 - 2.22 ns fluorescence compeneat is ~ 0.075 - 0.100 in both solvents, in good
agreement with the Zn'TPP monomer values (¢f Tables 1, 2 and Fig. 3). The By, value of 0.025,

associated with the 1.53 - 1.56 ns fluorescence component at 10°C, is approximately four times
smaller than for the porphyrin monomer in toluene and PS/Tol (¢f Tables 1,2 and Fig. 3). From
this finding we may conclude that fast internal energy transfer occurs between the porphyrin
units within the tetramer, resulting in effective fluorescence depolarization. This is also
noticeable for toluene as a solvent but less accurate than for PS/Tol, since rotational motion may
also affect the anisotropy decay. Taking into account that energy transfer processes are at least

one order faster than the 1.58 ns lifetime and its associated rotational correlation time, then the
observed initial anisotropy [}7; is expected to reflect the relative orientations of the porphyrin

molecules in the aggregate. Foliowing Fig. 6 of Part I the theoretical value for [37; is calculated
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to be 0.025, in very good accordance with the experimental results (Table 2) and the steady state

anisotropy (Part [, Fig. 4B).
Streak camera results

Having collected the tetramer fluorescence- and anisotropy data in an 8 ns time window using
the TCSPC method, subsequently a streak camera with a higher time resolution was used. The
time-resolved fluorescence- and anisotropy decays for 2.2:10° M ZnM(4-Py)TrPP in toluene

were analyzed in a 200 ps time window at the same temperature as in the TCSPC measurements.

Zn(4-Py)TrPP monomers and tetramers. Just as with the TCSPC method, lifetimes of 1.6 and
1.95 - 2.10 ns were found for the Zn{4-Py)TrPP tetramer and the monomer by applying the
global analysts to the fluorescence decays. The 67 ps rotational correlation time associated with
the monomer spectrurn at 55°C agrees with that previously observed for the monomers using the
TCSPC method. At 10°C a 0.61 ns rotational correlation time is found, definitely higher than the
100 ps value from TCSPC measurement. This long anisoiropy component is most likely
resulting from a less accurate resolution of the associated long rotational correlation times.

Taking into account that at 10°C the tetramer concentration is much higher than that of the

Mond)thon ~ BTetr Tetr

monomers and noting the relation [3 i for the anisotropy parameters, the

0.61 ns correlation time actually constitutes the mean value of the monomer and tetramer
rotational correlation times weighted with their relative contributions, basically in agreement
with the results of TCSPC data analysis. The 31 ps component, that only could be observed at
the higher time resolution of the streak camera, obviously must be assigned to energy transfer

within the tetramer.

Following this critical evaluation of the various TCSPC- and streak camera results, now the rate
constants for energy transfer processes within the tetramer can be quantitatively determined. This
is done by analyzing the experimental time-resolved fluorescence anisotropy decay detected at
612 nm making use of Monte Carlo simulations and adopting a hopping model for energy

transfer within the tetramer.
Monte Carlo simulations

The Monte Carlo algorithm for generating the fluorescence- as well as the anisotropy decay
closely follows previously developed procedures [22,48]. Fig. 5 schematically presents the basic

principles for collecting the parallel and perpendicularly polarized components of the porphyrin
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Figure 5. Schematic diagram for the measurement and simulation of parallel and perpendicular
fluorescence components. The molecular coordinate system (x°,y7,z’) has a random orientation with
respect to the laboratory system (x,v,z).

monomer fluorescence. It is important to note that this monomer scheme can be extended to that
for the tetramer by assuming four connected porphyrin monomers fixed in a molecular

coordinate system attached to one of the monomers in the aggregate. The contributions of the

tetramer to the fluorescence intensities I and [, are given by [48]

P]II ~cos’ o

(14)
P~ 0.5sin” o,

(15)
where P[\I and PIL denote the probabilities of the I;f and I, fluorescence components; o is the
angle between the emission transition moment and the detecting polarizer which is oriented
parallel to the polarization of the excitation light. Eqns. (14) and (15) correspond to detection
with the polarizer oriented at 0° and 90° w.r.t the polarization of the excitation light. The angle o
is determined by the geometry of the tetramer by the rotational diffusion coeflicients D,mx.,

D.o, Dio and the energy transfer rate constants. For the monomer porphyrin D, = Dy =

Dy, and D" = D for rotational diffusion around the x , y , z molecular coordinate axes.

The simulation of the energy transfer processes in the tetramer is based on random hopping of
the excitation energy. Starting from an initially excited molecule, the excitation visits the

porphyrin monomer units in the tetramer until the event of emission. The time spent by the
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hopping excitation from the moment of initial excitation till emission is considered as one run in

the simulation procedure.

Excitation
light

Figure 6. Schematic illustration for the kinetic processes within the arrangement of the porphyrins (grey
squares) and their transition moments (bold arrows).

The schematic diagram of excitation hopping in the tetramer is shown in Fig. 6. To simplify the

discussion we number the molecules in the tetramer by I, II, 1, and IV. Then all possible
molecular pairs which are the sites for excitation hops are labeled as i, with1 # j =1, II, IIL, IV.

The probabilities for clockwise and anti-clockwise excitation hopping are assumed to be equal,
ie. Pij = Pji. The probabilities for excitation hopping between neighboring units are denoted Py
= Prii= Pi.in = Piiiv = Prva, and between units at opposite sides of the tetramer P4 = Py =
Py.rv. With P, the probability for fluorescence emission, Py, Pa, P are related by Py + Py +
P, = 1. The Monte Carlo random walk starts by generating an initial orientation of the tetramer,
in particular an orientation of the initially excited molecule i with its coordinate system
(x.,y',z'); [48] in the laboratory coordinate system (X,y,z}. Next, excitation hopping is
simulated using a random numbers generator and introducing starting values for the probabilities
Py, Pa, Py [22]. The procedure is repeated until the event of fluorescence emission. At the last

step of the simulation run the total time At elapsed after a number of energy transfer hops
following one excitation is stored either as the "parallel” or the "perpendicular” component using
eqns. (14) and (15) [48], vielding two histograms, which are the source for the simulated

anisotropy decay using
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[(t)+21, ()
| (16)
Finally we note that the probabilities Py, Pa, P, are inversely proportional to the corresponding
energy transfer hopping times ‘CETN, ‘CETA, and the tetramer fluorescence lifetime ‘rmr,
respectively. We simulated 107 excitation runs, which ensured a combination of an acceptable

signal to noisc ratio, stable values of xz, and a reasonably short simulation time. Isolated

monomer porphyrins were excluded from the simulations, since associative anisotropy analysis
showed a negligible contribution of the monomers to the total emission under the experimental
conditions (10°C, Ay = 565 nm; Ager = 612 nm). Energy transfer between the tetramers and
singlet-singlet annihilation are also not considered because of the low molar porphyrin

concentration and excitation rates. Since the analysis is limited to a 200 ps time window

rotational diffusion of the tetramers need not be considered since both ‘I:ETN and presumably

T4 << $rere = | ns (Table 2).

The lifetimes ‘I:ETN, TETA, and T were used to fit the simulated anisotropy decay to the
experimental decay curve, employing a published fitting algorithm [49,50]. The 93% confidence
intervals of the simulated decay parameters were estimated using the method of asymptotic

standard errors [34).

0147 As shown in Fig. 7 the experimental tetramer
o ‘ anisotropy decay at 612 nm could be nicely
gs;:: fitted with the following set of parameters:
3 .06 3 ¥ S 1 ; ETy=26+4 Ps 7574 = 190 ps, implying that
Z’m_ g \ ) the rate constant for energy transfer across the
0‘.: . _ o . tetramer is bounded as 0 < k¥4 < (180 ps)”,
Toweps s and T = 1.5 £ 0.1 ns. Note, however, that the
;%is ;ll. - "'_‘,:' _v-a_* i b value of (190 ps) ! for the (1774 )'1 rate
F " . . constant may have an uncertainty due to cross-
'g§Eg-’:.‘.;.;'._"_';»_'-*’-.-.-‘..;:".l.- correlation with the rotational correlation time
k!

of the tetramer. As expected, the rate
Figure 7. Examples of simulation-based fit (e) of ¢te" P

the tetramer fluorescence anisotropy decay (—); constant for energy transfer between

Aexc= 465 nm, Ager= 612 nm; Dy=D,= 0. neighboring porphyrins is found to be much
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larger than across the tetramer, explaining the fast depolarization in the initial part of the

anisotropy decay.

As an additional test of the simulations we calculate the anisotropy of a non-rotating tetramer in
the 8 ns time window, implying I3 = D = 0. The Monte Carlo simulations of experiments under
these conditions result in an initial anisotropy value of 0.025, in close agreement with the

experimental initial anisotropy (32 (Table 1).

If all four porphyrin planes in the tetramer are indeed perpendicular, as shown in Fig.1, then
there is no overlap between the m-orbitals of any two porphyrin monomers, and consequently no

energy transfer by the exchange mechanism. Then the rate constants for energy transfer coming

out of the Monte Carlo simulations should agree with those calculated with a Fiorster type of
energy transfer [51]. Using a point dipole model the energy transfer rate constant kgt follows

from

Ker = K> K (Ro/R)°
(17
with

Ro’=9-10%-Qn*J
(18)

where K is the orientation factor, ky,q is the rate constant for radiative decay of the energy donor,
Ry is the critical transfer distance (Forster radius), R is the center-to-center distance between
energy donor and - acceptor, () is the absolute excitation vield of the unquenched energy donor,
1 is the solvent refractive index, and J is the overlap integral of the donor fluorescence spectrum
with the acceptor absorption spectrum. Using the absorption - and emission spectra of ZnM(4-
Py)TtPP at 10°C, the overlap integral was calculated to be ~ 8.5:10"° M'em™. With Q = 0.04
[52], and Nygjuene = 1.49 [53] in eqn. (18) it follows that Ry~ 19 A. The center-to-center distances
R between neighbor and next nearest neighbor molecules in the tetramer were determined from a
molecular model to be 10 A and 14 A. Substituting these data in eqn. (17) and using ¥ = 1 for
parallel transition moments and K, = (.5 for those across the tetramer (Fig. 8), the Farster rate

constants kgt are calculated to be ~ (32 ps)’ and ~ (190 ps)’ for energy transfer between

molecules I-1I/I-TV and I-I11, respectively. Note that the (190 ps) ' rate constant is the result of
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the sum of two rate constants (240 ps)”' and (960 ps)! calculated with orientation factors X = 1

and K = 0.5 , respectively (Fig. 8) for the transition moments of molecules I and I1L.

. il

(240 psy';
k=1l §

Figure 8. Energy transfer pathways in the porphyrin tetramer and the corresponding rate
constants calculated using egns. {15) and (16).

The ~ (32 ps)"' rate constant is close to that of the Monte Carlo simulations, whereas the (190 ps)
"' calculated using eqn. (17), equals the abovementioned simulated upper limit (¢f’ Fig. 8). The
total tate constant for energy transfer from a particular excited porphyrin in the tetramer to any
of the other porphyrins, is calculated to be (23 + 3 ps)” using the Monte Carlo simulations. This
result is in fair agreement with the averaged (31 ps)"' rate constant, which we already calculated

by global fitting of the experimental anisotropy decays at 10°C.

The porphyrin units in the tetramer structure of Fig. 1 are in fact so close, that one may wonder
whether the point dipole model, used to calculate the Forster rate constants is justified at all. We
found that the use of the extended-dipole model [54] does not significantly alter the conclusions
of this work and changes the abovementioned results by no more than 10%. The good agreement
between the experimental and calculated Férster energy transfer rate constants nicely confirms

the tetramer structure presented in Fig. 1.
Conclusions

s Lowering the temperature of solutions of ZnM(4-Py)TrPP in toluene and
polymer/toluene results in formation of cyclic tetramers via zinc-pyridyl ligation as can
be concluded from the ligation shifts and splitting of the Soret band in the visible

absorption spectra (Part 1). Consistent with this observation the monomer fluorescence
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with a 1.95 - 2.22 ns lifetime is accompanied by a 1.53 - 1.56 ns lifetime component,
assigned to ligated porphyrin units. The 1.5 ns fluorescence component is associated with
a rotational correlation time of ~1 ns, as compared to ~100 ps for the monomer, in

agreement with the tetramer/monomer size ratio.

¢ Both the steady state anisotropy spectrum and the fluorescence anisotropy decay of
ZnM(4-Py)TrP at 10°C are in agreement with internal energy transfer resulting in
fluorescence depolarization and a static value of 0.025 for the fluorescence anisotropy.
The anisotropy decay parameters are shown to be in accordance with a tetrameric

structure of the aggregate.

e i follows from Monte Carlo simulations, that the rate constants for energy transfer
between nearest and next nearest neighbors are ~ (26 ps)'l and ~ (190 ps)'l, respectively.
These rate constants are in agreement with a Forster energy transfer mechanism and

confirm a tetramer structure with all four porphyrin monomers mutually perpendicular.

¢ This work demonstrates that Monte Carlo simulation of time-resolved fluorescence and
anisotropy data is powerful tool to determine the structure and the excited state kinetics
of self-assembled porphyrin aggregates in solution. Since this method is not limited to
solutions, it is expected to be generally applicable to interacting dyes including solid dye

films.
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Abstract

Energy transfer processes in spin coated, thin films of zinc fetra{-octylphenyl)-porphyrin
(ZnTOPP) doped with copper tetra(-octylphenyl)-porphyrin (CuTOPP) or free-base tetra(-
octylphenyl)-porphyrin  (H,TOPP) were investigated by time-resolved fluorescence
measurements and analyzed by means of Monte Carlo simulations. The simulations have been
applied to a single domain model of parallel porphyrin stacks, yielding two energy transfer
pathways i.e. the intra- and inter-stack energy transfer within each domain, with rate constants
(0.8 — 1.1) x10" s and (71 — 91) x10° s, respectively. The fluorescence lifetimes for the
ZnTOPP and H,TOPP films are (1.80 — 1.88) x10™ s and (6.8 — 7.3) x107 s, respectively. In
addition a rate constant for HyTOPP to ZnTOPP back transfer was found to be (8.8 — 9.4) x10°

s, These results are in perfect agreement with those of a previous analytical analysis [1].

Key words: Spincoated film, ZnTOPP, CuTOPP, H,TOPP, fluorescence decay, energy transfer,

Monte Carlo simulation.

Introduction

Recently, dye films have gained much interest since these are promising materials for

constructing organic solar cells [2,3,4,5]. For such cells to be efficient, energy transfer, further
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denoted as E.T., through the film must be optimized [6,7,8]. There are at least two reasons why

the analysis of E.T. in molecular films is far from simple since: (i) the films may contain
different types of aggregates, e.g. linear or cyclic chains or ordered domains [1,9,10,11} with
different spectroscopic properties, and (ii) the E.T. rate constants depend on the nature and
strength of the intermolecular interactions at the aggregate and domain level [12,13,14}. These

interactions depend again on the detailed film structure.

This paper reports and discusses the results of a study of E.T. processes in thin, spincoated films

of a self-organizing porphyrin, ZnTOPP (Fig. 1) on quartz substrates.

The films have been intentionally doped
s with  known amounts of effective
' fluorescence quenchers, i.e. CuTOPP or
H>TOPP (Fig. 1). Optical spectroscopy of
o these films [1] has shown that they consist

of layers of one-dimensional stacks in a

M: Zn, Ci; H, “slipped deck of cards™ configuration. The

o porphyrin planes within the stacks are

o oriented perpendicular to the substrate. The
Figure 1. Molecular structure of Zn-, Cu-, and long axes of the stacks, which form ordered
H,TOPP. domains, are parallel to the substrate.

The domain orientations are randomly distributed in the substrate plane. The fluorescence decay
of these films cannot be described by a single exponential, most likely indicating energy transfer/
migration within the domains. Analysis of the fluorescence decay of the ZnTOPP films using
analytical models has shown that the spectroscopic properties of the films are best described by
quasi one-dimensional, diffusion limited energy transfer [1]. This analysis yields a rough
estimate of ((0.1 — 1.0) x10" sy and 0.07 x10* s for the inter- and intra-stack energy transfer
rate constants, respectively, The results of that study also showed that the undoped films contain
a considerable fraction of non-intentionally incorporated traps, but again only an estimate could

be given.

An alternative and effective approach for retrieving the energy transfer characteristics from the
fluorescence decay is the Monte Carlo (further denoted as MC) simulation method [15,16,17].
We applied MC simulation to the fluorescence data of the film using a model of the porphyrin
film, which assumes that the film consists of domains containing a number of parallel porphyrin

stacks. In principle for this model at least two E.T. rate constants should be found, corresponding
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to initra- and inter-stack energy transfer within cach domain. Considering their excited state
energies, also back transfer from HyTOPP to ZnTOPP is expected to occur, and therefore has

been incorporated in the model and the MC simulations.

Experimental

Materials

ZnTOPP and CuTOPP were prepared by metallization of H;TOPP by refluxing in DMF with
ZnCly (Merck, p.a.) and CuCl,.2H;0 (Merck, p.a.), respectively [18]. H;TOPP was synthesized
by condensation of 4-(n-octyl)benzaldehyde (Kodak, 99%) with pyrrole (Janssen Chimica, 99%)
in refluxing propionic acid (Merck, z.s.) [19]. The porphyrins were purified by chromatography
on silica (Merck, silica gel 60) with toluene as eluent. For duplicate samples ZnTOPP purchased
from Porphyrin Products was used. Results obtained with purchased or home-synthesized
ZnTOPP were identical. All porphyrins are estimated to be >99% pure as shown by thin-layer

chromatography and absorption- as well as fluorescence spectroscopy.

Thin films of ZnTOPP doped with various concentrations of CuTOPP and H,TOPP as well as
undoped films on quartz plates (suprasil, & 15mm and 1 mm thickness)} were prepared by
spincoating from 5-10” M toluene solutions. As the solutions already contained the appropriate
amounts of ZnTOPP and CuTOPP, it may be assumed that in the films the CuTOPP molecules
are distributed statistically among the ZnTOPP molecules. Before spincoating the quartz plates
were subsequently rinsed with aqua regia, water, methanol and toluene and blown dry with

nitrogen. All solvents were p.a. quality, if not stated otherwise.

For the time-resolved fluorescence measurements we used ZnTOPP films with the following
composition: i)- iv): 0, 1, 2, 3 x10? molar fraction of CuTOPP; v)- vii): 1, 2, 3 x107 molar
fraction of H,TOPP,

Equipment

The instrumentation for time-resolved fluorescence measurement is time-correlated single
photon counting equipment which has been described in detail elsewhere [1,20]. A mode-locked
continuous wave Nd:YLF laser (Coherent model Antares 76-YLF, equipped with a LBO
frequency doubler (Coherent model 7900 SHGTC) and BBO frequency tripler (Coherent model
7950 THG) was used to synchronously pump a continuous wave dye laser (Coherent radiation
model CR 590). As a dye Coumarin 460 was used for excitation at 465 nm. A set-up with
electro-optic modulators in a dual pass configuration was used to reduce the pulse rate to 594

kHz [21]. The final pulse duration of excitation pulses was ~ 4 ps FWHM and the maximum
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pulse energy ~100 pl. The spincoated samples were fixed on a thermostated, spring-loaded
holder at an angle of 15° with respect to the direction of excitation. Data were collecied using a
multichannel analyzer (MCA board Nuclear Data model Accuspec B, in a PC) with a time
window of 8192 channels at 3.125 ps/channel. To obtain a favorable dynamic instrumental
response (~ 50 ps FWHM) for deconvolution purposes, the scatter of a rough-hewn, uncoated

quartz substrate of 1 mm thickness was measured at the excitation wavelength.

The porphyrin films were measured at room temperature. Excitation was at 465 nm and detection
was at 580 nm and 723 nm for the ZnTOPP and H,TOPP fluorescence, respectively.

MC simulations

As previously found [1], ZnTOPP porphyrins on a quartz substrate are self-organizing in two-

dimensional (2D) domains. Inside each domain the ZnTOQPP monomers are presumably

assembled in parallel stacks oriented along one of the domain axes (Fig. 2).
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Figure 2. Schematic two-dimensional fragment of self-organized ZnTOPP film.
The center-to-center distances between the nearest neighbor ZnTOPPs in a stack and in nearby
stacks are ~ 5 and ~ 10 — 50 A, respectively, the latter distance depending on the particular

domain structure. Three dominant E.T. pathways are expected for such a 2D domain: i) intra-

stack E.T. along the porphyrin stack; ii) inter-stack E.T. between adjacent stacks; iii) inter-

domain E.T. between adjacent stacks in two neighboring domains.
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In ZnTOPP films doped with H:TOPP or CuTOPP the latter are energy acceptors, acting as
traps, in both film types. The long tail of the ZnTOPP fluorescence decay at 580 nm (see Fig. 6)
indicates a relatively slow back transfer from H,TOPP to ZnTOPP [1].

The presence of a non-intentional impurity, possibly H;TOPP as a residue of the ZnTOPP
preparation, results in non-exponential fluorescence decay of the undoped ZnTOPP films. This
non-intentional impurity also acts as an energy acceptor and is assumed to have a constant
concentration in all experiments. We also assume that singlet-singlet annihilation can be
neglected at the low excitation rates which were used. Finally, we neglect E.T. between adjacent

domains as compared to intra- and inter-stack E.T.

The MC model for E.T. processes in the ZnTOPP films is based on a single domain of 200
parallel porphyrin stacks, each containing 1000 molecules. Associating the X and Yy axes in the
simulation model with the paralle] and perpendicular directions to one of domain axes (Fig. 3),

then the intra-stack E.T. rate constants in the X and in y directions are denoted as k*gr and k¥gr,

respectively,
CBeO00O00O0DD Furthermore, Ncyp, Ny, p and Nimp define
Qe oeodOoO00O00O0 the molar fractions of CuTOPP, H,TOPP,

&

e 066 e 9000 and the non-intentional impurity molecules,

OB eDEeDOGODEDBOO respectively. The parameter k®** is the E.T.
D e deaesed 000 rate constani for the back transfer from

¥
L’ H.TOPP to ZnTOPP and Tzup and Ty p

X
Figure 3. Schematic fragment of a single indicate  the ZnTOPP and H,TOPP

porphyrin domain used in the Monte Carlo fluorescence lifetimes, respectively.
simulations; @ ZnTOPP; ¢ impurity trap.

The parameters K*er, Kk, (Tzap) ', K*** and (‘cHzP y' are proportional to the probabilities
P*er, PYer, and PTZ nP , PE** and PtH 2P , used in the simulation model related by

Per+ Pler+ P1;an =1
(n
PBack+ P.LHZP =1
)

The following assumptions have been made in the simulation medel:
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1) rate constants for "left" and "right" E.T. in the x direction are equal as well as for "up” and

"down" E.T. in the y direction (Fig. 3);

ii) the rate constant k*gr, corresponding to nearest neighbor transfer, is at least one order larger
than to the next nearest neighbor or more distant molecules, i.e. E.T. beyond one or more

neighboring molecules is neglected;
iii) the rate constant k'gy is a statistical mean value covering all E.T. pathways to the nearest
nearby stack;

iv) the back transfer from CuTOPP to ZnTOPFP is neglected.

Finally, the simulation model has the following set of the parameters:

a) IK*er, Ker, and Nimp, and Tyzup for the undoped ZnTOPP film;
b) kK'er, K'er, Neur, Nimp, and Tzqp for the CuTOPP doped ZnTOPP film;
¢} K%er, K'er, Ny, p» Nips Tzar, k5% and Ty, p for the H,TOPP doped ZnTOPP film,

A flow diagram for one run of the simulation model is shown in Fig. 4A. The molecular sites are
numbered as i = 1,...,1000 in the X direction and j =1,...,200 in the y direction , respectively.
The position (ig,jo) of the first excited molecule, the positions (iljl), 1=1,...,1000-N¢yp/ Ny ,P
of the Now/ Ny ,P impurity traps and the positions (ik,,jk), k =1,..., 1000-Njpp of Nimp non-
intentional impurity traps are randomly generated using a uniform standard number generator
[24] at the start of every simulation nin (block 1). After checking whether the first excited
molecule is a trap (block 2), the events of the fluorescence emission or E.T. in the X or the ¥
directions are simulated in block 5 according to the discrete probability distribution, defined by
Per, PYer, and P, using a random number R, generated in block 4. The time of the
excitation energy transfer is considered to be a continuous random variable, distributed

exponentially, Thus, the time At for E.T. from one molecule to its next neighbor is given by [17]
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Figure 4. (A) Flow diagram of one simulation run and (B) its subroufine.
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At = - (k%) In(R)
(3)

where ( is X or ¥, and R is a uniformly distributed random number in [0;1]. Random travel of
excitation energy is simulated in blocks 2 - 15 until the fluorescence event (block 18,19) or
trapped by a CuTOPP or H;TOPP site or non-intentional impurity in blocks 3, 16, and 17. If a
trap is CuTOPP or a non-intentional impurity molecule then the simulation run stops there

without Af having been determined, otherwise, At for the events of back ET or emission by a

H,;TOPP trap is generated in blocks 3, 16 and 17 using a discrete exponential probability

Back

distribution for P™" and PtH 21:(Fig. 4B). The finally simulated time Atgy is recorded in a

histogram [17] representing the simulated decay. The simulation runs are repeated many times
(typically more then 10° runs). The simulation program is stopped when the simulated decay has

reached an acceptable signal to noise ratio.

The simulation-based parametric fitting [16,22] was applied to the fluorescence decay of
ZnTOPP filns. A time shift due to the convolution of the decay curve with the instrumental
response function was simulated using a published algorithm {23]. Global analysis was then
applied to analyze the fluorescence decay and its change with different molar fractions of the
doped CuTOPP and H,TOPP molecules. Since the [luorescence decays for different
concentrations of impurity traps should result in the same values for the ZnTOPP- and ILTOPP
lifetimes and the corresponding E.T. rate constants, these parameters were globally linked and
fitted.

The number of channels in the simulated histograms is 8096. The statistical ¥’ criterion as well
as the plots of the weighted residuals and autocorrelation function were used to judge the quality
of the fits. The 95% confidence intervals for the best fitted parameters were estimated using the
method of asymptotic standard errors [24]. All computer simulations were performed on an IBM
Pentium III 366 MHz PC.

To produce a simulated fluorescence decay with an acceptable signal to noise ratio typically 10°
photon runs were needed to get stable xz values, and, at the same time, a reasonably short

simulation time.
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Results and Discussion

The experimental fluorescence decay of all ZnTOPP films can be nicely fitted by the simulated
decay curves. Fig. 5 shows the best fits of the ZnTOPP fluorescence with different molar
fractions of CuTOPP traps and similarly Fig. 6 for HyTOPP traps.
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b Y

. el
ey 4 B e
£=3 - By, o [ s T
B = S s,
Y ) o,

3 S, . g e, e

WVieighted residuals
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Figure 5. Parametric fit of the experimental Figure 6. Parametric fit of the experimental
ZnTOPP fluorescence decays (—) with O (a, m), ZnTOPP fluorescence decays (—) for a 1x107
1107 (b, +), 2x107 (¢, 4), and 3x10° (d, ®) molar fraction of HyTOPP; Jexc = 465 nm; (a,
molgar fractions of CuTOPP; deye = 465 nm; Ade B): Adet= 580 nm; (b,®): Ager= 725 nm.

= 580 nm,

The parameters corresponding to the best fits are collected in Table 1.

The ZnTOPP fluorescence lifetime found through MC simulations is in range of the (1.80 - 1.88)
x107° s for all ZnTOPP films, close to the experimental lifetime of 1.81+0.3 x10” 5 in toluene,
typical for a zinc porphyrin in organic solvents [25,26,27)]. The intra-stack E.T. constant is in
range of the (0.8 — 1.1) x10'* s and almost one order higher than that of the (71 —91) x10° s of
inter stack. The calculated molar fractions of CuTOPP and H,;TOP were found to be in
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accordance with those in the solution, used for spin coating. The simulated fluorescence lifetime

of H;TOPP is (6.8 — 7.3) x10° s, a little shorter than 9.2+0.5 x10” s for HoTPP in toluene.

Table 1. Fluorescence lifetimes, molar fraction, energy transfer parameters and corresponding 95%
confidence intervals® determined by MC simulation of experimental fluorescence decay of undoped,

CuTOPP- and HyTOPP-doped ZnTOPP films.

k
System )., Tzp Nlm? New Ny ,P KB Th,p K61 K'er
mm)  x10's) (x10T) (107 (x107) (x10°s") *10°5) x102sY  (x10°s™)
Undoped 380 1.80 0.6 1.1 71
ZnTOPP {1.76;1.84] [0.50.7] [0.9;1.3]  [63;79]
ZnTOPP/ 580 1.81 0.5 1.0 0.9 81
CuTOPP [1.7%:1.84] [0.4:0.6] [09;1.1] [0.7:1.1]  [68:94]
2.0
[1.9;2.1]
3.0
[2.9;3.1]
ZnTOPP! 380 1.84 0.5 1.0 9.4 6.8 0.8 91
H,TOPP [1.82;1.86]  [0.4;0.6] [09;1.1]  [60;128] [657.1]  [0.6;1.0]  [71;111]
2.0
[1.9:2.1]
3.0
[2.9;3.1]
ZnTOPP/ 725 1.88 0.4 1.0 8.8 7.3 1.0 71
H,TOPP [1.80;1.96] [0.3;0.5] [09;1.11 [57:11.9] [7.0;7.6] [0.8;12]  [56:96]
2.0
[1.9;:2.1]
3.0
[2.9;3.1]

? Between square brackets

The rate constant for back transfer from HyTOPP to ZnTOPP comes out as (8.8 — 9.4) x 10° 57

Although the back transfer is much slower than intra- or inter-stack E.T., this process obviously

influences the ZnTOPP fluorescence, as revealed by the MC simulation. The simutated initial

ingrowths of the H;TOPP fluorescence at A4y = 725 nm nicely fits the experiment (Fig. 6).

Finally, the simulations reveal a (0.4 — 0.6) x10” molar fraction of non-intentional impurity

molecules, a more accurate number than could be determined by the analytical method [1].
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Conclusions

Monte Carlo simulation of the energy transfer processes in an undoped, self-organized
ZnTOPP fitm, using a physical model of its structure and excited state kinetics, has been
demonstrated to be a successful method to extract the relevant kinetic parameters from the
experimental complex fluorescence decay of the film. The simulated fluorescence decay
nicely fits the experimenta) three-exponential fluorescence decay, with fast intra- stack and

much slower inter-stack energy transfer as the result.

Generally, the method is not limited to the specific process or system as in this work. It is
expected to be equally effective, when applied to other, more complex systems and/or
different processes involving excited states, as long as a model can be constructed, which

contains the essential parameters of the processes occurring in these systems.

Notwithstanding the non-exponential experimental fluorescence decay fluorescence lifetimes
of (1.80 — 1.88) x10” s and (6.8 — 7.3) x10™ s for ZnTOPP and H,TOPP films, respectively,

have been determined in a 95% confidence interval with quite good accuracy.

The different rate constants for intra-stack and inter-stack energy transfer in the ZnTOPP
film of (0.8 — 1.1) x10"* 5™ and (71 — 91) x10° 57, respectively, as well as the molar fractions
of intentional and non-intentional traps, obtained from the Monte Carlo simulations, support

the results and conclusions of previous work [1];

Acknowledgments. The authors are grateful to Dr. E.G. Novikov and Prof. R. van Grondelle

for useful discussions. M.M.Y. was supported by a Wageningen University Ph.D. Fellowship

(Sandwich Program).

References

[1] H. Donker, R.B.M. Kochorst, A. van Hoek, W. van Schaik, M.M. Yatskou, T.J. Schaafsma, J. Phys. Chem. B

submitted.

[2] B.A. Gregg, M.A. Fox, A.J. Bard, J. Phys. Chem. 93 (1989) 4227.

[3] T.J. Schaafsma, Sol. Energy Mat, Sol. Cetls 38 (1995) 349.

[4] 1. Leray, M.C. Vemiéres, R. Pansu, C. Bied-Charreton, J. Faure, Thin Solid Films 303 (1997) 295,
[5] N. Kanayama, T.Kanbara, H. Kitano, J. Phys. Chem. B 104 (2000) 271.

[6] M. Quiflec, Ed., Materials for Optoelectronics, Kluwer Academic Publishers, Boston, 1996.

[7] S. Donati, Photodetectors, Devices, Circuits and Applications, Plenum Press, New York, 2000,

[8] K.L. Chopra, S.R. Das, Thin Film Solar Cells, Plenum Press, New York, [983.

155



[9] EK.L. Yeow, K.P. Giggino, J.H.N. Reck, M.J. Crossley, A.W. Bosman, A.P.H.J. Schenning, E.W. Meijer, 1.
Phys. Chem. B 104 (2000} 2596.

[10] D. Markovitsi, A. Germain, P. Millié, P. Lécuyer, L. K. Gallos, P. Argyrakis, H. Bengs, H. Ringsdorf, J. Phys.
Chem. 99 (1995) 1005,

[11] N. Kemetani, H. Nakajima, K. Asami, Y. Yonezawa, O. Kajimoto, I. Phys. Chem. B 104 (2000) 9630.

[12] N. Kanayama, T. Kanbara, H, Kitano, J. Phys. Chem. B 104 (2000) 271.

[13] N. Sato, S. Ito, K. Sugiura, M. Yamamoto, J. Phys. Chem. A 103 (1999) 3402.

[14] L.M.S. Loura, M. Prieto, I. Chem. Phys. B 104 (2000} 6911.

[15] B. Kalman, L.B.-A. Johansson, M. Lindberg, S. Engstrom, J. Phys. Chem. 93 (1989) 8371.

[16] M.M. Yatskou, H. Donker, E.G. Novikov, R.B.M. Koehorst, A. van Haek, V.V. Apanasovich, T.J. Schaafsma,
J. Phys, Chem. A submitted,

[L7] L. Andrews, A. Demidov, Eds., Resonance Energy Transfer, Wiley, New York, 1999,

[18] A.D. Adler, F.R. Longo, F. Kampas, J. Kim, J. Inorg. Nucl. Chem. 32 (1970} 2443.

[19] A.D. Adler, F.R. Longo, W. 1. Shergalis, Am. Chem. Soc. 86 (1964) 3145.

[20] AJW.G. Visser, P.A.W. van den Berg, N.V. Visser, A. van Hoek, H.A. van den Burg, D. Parsonage, A.
Claiborne, J. Phys. Chem. B 102 (1998) 10431.

[21] A. van Hoek, A.J.W.G. Visser, Rev. Sci. Instrum. 52 {1981) 1199.

[22] V. V. Apanasovich, E.G. Novikov, N.N. Yatskov, Proc. SPIE 2980 (1997) 495.

[23] F.N. Chowdhury, Z.5. Kolber, M.D. Batkley, Rev. Sci. Instrum. 62 (1991) 47.

[24] P.R. Bevington, Data Reduction and Error Analysis for the Physical Sciences, McGraw-Hill, New York, 1969.
[25] N.C. Maiti, S. Mazumdar, N. Periasamy, J. Phys. Chem. 99 (1995) 10708,

[26] P. Lopez-Comgjo, S.M.B. Costa, Langmuir 14 (1998) 2042.

[27] H.N. Fonda, I.V. Gilbert, R.A. Cormier, J.R. Sprague, K. Kamioka, J.S. Connoly, J. Phys. Chem. 97 (1993)
7024.

156




5.4. A fluorescence anisotropy decay study of energy transfer in spin coated

porphyrin films

Zn(4-Py)TrPP films. To make films containing tetrameric structures on quartz substrate, the
Zn{4-Py)TrPP/quartz films were spin coated from (0.2 — 5.0)-10”° M toluene and THF solutions.
To investigate ET between close packed tetramers in the films, additional samples of the Zn(4-
Py)TrOOPP/quartz films have been created by the same way as the Zn{4-Py)TrPP/quartz films.
Since it is expected that the [Zn(4-Py)TrOOPP)4 tetramers will be surrounded by long chains
(tails) of OCq, protecting the tetramers against close packing, ET between the tetramers should
be reduced. ZnTPP/quartz films have been used as a reference the steady state spectra.

The steady state spectra of several porphyrin films are shown in Figs. 1 - 3,
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Fig. 1. Absorption spectra of (a) ZnTPP/quartz and  Fig. 2. Excitation spectra of Zn(4-Py)TrPP/quartz
(b) Zn(4-Py)TrPP/quartz films spin coated from  films spin coated from (a) 5.0-10" M THEF, and (b)

-5 . _ N -
107 M toluenc solutions. 25107 M -, {c) 1.3-107 M -, (d) 0.6:10" M -, (¢)
0.310° M -, () 0.2:10” M toluene solutions. Aem
~ 675 nm.

Fig. 3. Fluorescence spectra of Zn(4-Py)TiFP/
quartz films spin coated from (a) 5.010° M
THF, and (b) 25-16° M, (¢) 1.3-10° M, (d)
0.610° M (¢) 0.3-10° M, (f) 0.510° M, and
ZnTPP/quartz film spin coated from {g} 1.0-107
M toluene solutions. hexe = 450 nm.
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With the exception of the Soret and Q maxima band shifis and a larger splitting in the Soret
bands, the optical spectra of the porphyrin films are basically the same as those for solutions.
The shifts and splitting in Soret and Q bands are most likely the result of the solid substrate

environment,

Time-resolved fluorescence anisotropy has been measured for the Zn(4-Py)TrPP/quartz films,
spin coated from 2.5:10”° M toluene and 5.0-10° M THF solutions, and Zn(4-Py)TrOOPP/quartz
films. Although the measurements were carried out almost at the detection limit at A4, = 665 nm,
where the fluorescence yield is very low, the results are most likely what we think thai they
indicate. The observed fluorescence decays of the porphyrin films were definitely multi-
exponential, and typically contain two or three exponentials. There are a number of models

explaining this multi-exponential decay:

e Tetramer-tetramer ET followed by trapping in non-intentional Hx(4-Py)TTPP impurity

(see Section 5.3);

e Direct ET from the tetramer to a non-intentional Hy(4-Py)TTPP impurity. The energy
transfer from the tetramer to the impurity trap is expected to be highly effective in view
of the close packing and the relatively large spectral overlap for Zn{4-Py)TrPP and H;(4-
Py)TrPP. Therefore direct ET may well compete with intra-tetramer ET.

Some surprising and promising results have been obtained from the measurements of the
fluorescence anisotropy decays of the porphyrin films. Setting the TCSPC spectrometer at high
sensitive detection with ~50 ps FWHM as the instrumental response function, the short

anisotropy components as low as 5 ps and the corresponding initial anisotropy values could be

determined using single exponential fitting with parameters 3,8, (see eqn. (4) of Section 5.2.2).

Table 1. Fluorescence anisotropy decay parameters and corresponding 95% confidence
intervals” determined by single exponential fitting for different porphyrin films.

Film/solvent!  Zn(4-Py)TrPP  Zn(4-Py)TTPP  Zn(4-Py)TrOQOPP  Zn(4-Py)TrOOPP

Exponent 1 fToluene /THF /Toluene {THF
P 0.14 0.28 0.00 0.06
[0.11;0.18]) [0.16;0.42] {-0.01;0.011 [0.05;0.07]
¢]’x10'|25 25 10 o0 18
[21;32] [5:13] [14;26]

chtween brackets
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The experimental and fitted fluorescence anisotropy decays for several spin ceated porphyrin

films and corresponding best-fitted parameters are shown in Fig. 4 and Table 1, respectively.
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Fig. 4. Anisotropy decay oft (A) Zn(4-Py)TrPP/ quartz film spin coated from toluene; (B) Zn(4-
Py)TrPP/quartz film spin coated from THF; (C) Zn(4-Py)TrOOPP/quartz film spin coated from toluene;

(D) Zn(4-Py)TrOOPP/quartz film spin coated from THF; kexe = 440 nm; A e = 665 nm.,

Granted that these results shown in Fig. 4 are preliminary and likely to contain experimental

uncertainty, especially in the B; values, they obviously indicate that:

1) there is ET with an average rate constant of (20x10°'2 s)" present in the organized films;

ii) the anisotropy not affected by ET is expected to have the constant value of 0.1 as for the
monomer in toluene solution at zero time. For Zn(4-Py)TrPP films the fluorescence
anisotropy decays from above 0.1 down to 0 in (10 - 25)x107"% s (see Fig. 4A and Table 1).
This time constant is close to that of (20 - 30)x10™? s obtained for the ET between nearest
neighbor porphyrins within the tetramer in toluene. The constant component with 0.025

amplitude, as observed for the symmetrical tetramer in solution, has not been found in the

films.
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A possible reason for the absence of this long anisotropy component might be that the
tetramers are deformed in such way that they are on the average not symmetrical as in
solution. The excitation spectra of Zn(4-Py)TrPP films clearly show the splitting of Soret
band, however, indicating ligation of each porphyrin unit as in toluene. A zero value for the
anisotropy at long time in fact would be found for a linear polymer. The optical spectra of
monomer, dimer, trimer, or higher linear polymer in ZnTPP and Zn(i-Py)TrPP films (i =
1....4), as previously reported 1,2}, are quite different from those in Figs. 1 - 3. We therefore
conclude that the absence of the long anisotropy component has a more trivial reason, i.e. very

low emission intensity which cannot be distinguished from the noise;

iiiythe fluorescence anisotropy for Zn(4-Py)TrOOPP films does not contain longer anisotropy
components in addition to the one with the ~ 22x10™7 s time constant, as in Zn(4-Py)TrPP
films, neither was a short anisotropy component resolved for this film, This finding is a strong

argument against tetramer-tetramer ET in the films;

iv)considering the previous conclusion (ii) about intrameolecular ligation between
perpendicularly oriented porphyrins in the tetramer, the contribution of an exchange ET
mechanism to the total ET within the tetramer is significantly small and for the films (just as

in toluene solution) need not be considered.

.......

F=@== Zn(4-Py)TPP, top view Cyclic intra tetramer ET

EE=8 Impurity trap, top view - » 7n(4-Py)TPP — Impurity
trap ET

Fig. 3. ET processes in [Zn(4-Py)TrPP]4 tetramers on a quartz substrate.
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In view of this and previous arguments, we propose that the multi-exponential fluorescence
intensity decay of Zn(4-Py)TrOOPP filmns is the result of tetramer-impurity trap ET with Ha(4-
Py)TtPP as a likely non-intentional impurity. Fig. § shows a scheme of ET in [Zn(4-Py)TrPP]4

films.

Summarizing the preliminary results on steady state and time-resolved anisotropy measurements,
the tetramer structure of the porphyrin units forming the films is an @ priori assumption, which

agrees with the experimental data.

ZnTOPP films. In addition to the fluorescence decay measurements, the fluorescence anisotropy
decay of undoped ZnTOPP films spin coated from toluene and CHCI; solutions was determined
with the aim to extract the orientation of the porphyrin stacks on the quartz substrate and

collecting complementary data on the ET processes in the film.

The fluorescence anisotropy decays of the undoped ZnTOPP films have satisfactortly been fitted

with a sum of two exponentials with parameters: B1,¢;2.92. (see eqn. (4) of Section 5.2.2).
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Fig. 6. Fluorescence anisotropy decay of ZnTOPP films spin coated from (A) toluene and (B) CHCI3
solutions; Aexe = 440 nm; hger = 6350 nm.

Fig. 6 illustrates the experimental and fitted fluorescence anisotropy decays for different

ZnTOPP films. The corresponding set of the besi-fitted parameters is collected in Table 2.
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Table 2. Fluorescence anisotropy decay parameters and corresponding 95%

a
confidence intervals determined by two exponential fitting for undoped ZnTOPP

films spin coated from toluene and CHCly solutions

Film/solvent Exponent 1 Exponent 2
Bl ¢|X10-125 BZ ¢2 X]O-gs
ZnTOPP/Toluene 0.24 14 0.053 20
[0.12;0.36] [11;17] {0.051; 0.056] [18:~]
ZnTOPP/CHCl, 0.25 12 0.059 16
[0.15;0.29] [9:15] [0.055;0.062] [14;~]

a
Between brackets

The initial anisotropy values of .29 — (.31 are significantly higher than that of the porphyrin
monomer (typically 0.1) and have broad 95% confidence intervals, ie. {0.17;0.41] and
[0.21:0.35] for ZnTOPP/toluene and ZnTOPP/CHCI; films, respectively, that are mainly due to
an uncertainty in the 3, values. The high initial anisotropy is the result of a special porphyrin
ordering on the solid substrate, i.¢. the porphyrin cores are randomly oriented in the planes
perpendicular o the substrate. This conclusion is supported by Monte Carlo simulation of such a
porphyrin assembling yielding the mean value 0.24 for the initial anisotropy with the film holder
oriented at an angle of 25° with respect to the direction of the incident light (Fig. 7).

E ZnTOPP ] Quartz substrate
TE)
' ‘\“‘\Porphyrm layer
Polarization of
excitation light o
\@ , .
Excitation -~ Excitation I /®
. . L LY
SOUrce light

Detector

Fig. 7. Scheme for the fluorescence anisotropy decay measurement of the ZnTOPP film.

162




The other substantial conclusion from the initial anisotropy analysis is that the porphyrin planes
are parallel within each stack, otherwise the initial anisotropy value should be much lower than

observed,

The short anisotropy component with a correlation time of ¢, = (12 — 14)x10"? s perfectly
agrees with the ~ 80 x10° s™' rate constant for the inter-stack ET obtained through Monte Carlo

simulations (see Section 5.2.3.). The long anisotropy component with ¢y >14x10° s may
correspond to inter-domain ET. The amplitude of the long component is 0.053 — 0.059 and
should reflect the stack orientations. Again applying Monte Carlo simulation, the anisotropy
amplitude of 0.053 — 0.059 has been found 1o be the result of a specific stack order on the
substrate: the porphyrin planes of two neighboring stacks are mutually perpendicular and form

an angle of 45° with the long stack axis as shown in Fig. 8.

V
AN
Vo
A NN

Fig. 8. Fragment of the stack arrangement in a domain.

The abovementioned results of the fluorescence anisotropy decay analysis for the ZnTOPP films
strongly support the 2D multi-domain model of porphyrin stacks, vielding very fast intra-stack
ET, (70 — 80)x10° s rate constant for inter-stack ET, and a slow < 70 x10° s rate constant for

inter-domain ET. The porphyrins stacks have been found to be highly ordered as shown in Fig. 8.
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5.5. Summary of the experimental results and computer simulation analysis

This Chapter reports the results of a study of self-organized [Zn(4-Py)TrPP], tetramers in toluene
and toluene/polystyrene solution and in ordered domains of solid films. A simple exciton model
explains the optical spectra of porphyrin aggregates in the solutions as the result of internal
porphyrin ligation in a symmetrical tetramer structure. The same cyclic tetramer structure is
consistent with the enthalpy and entropy changes of the system calculated with a non-
calorimetric thermodynamic method. These studies as well as the analysis of the optical spectra
of [Zn(4-Py)TrPP], tetramers in organic solution are presented in the Section 5.2.1. The results
of the Sections 5.1. and 5.2.1. confirm that the symmetrical, cyclic tetramer is the only self-

assembling structure in the solutions.

The tetramer excited state kinetic properties are presented in Section 5.2.2. The main conclusion

from the fluorescence and anisotropy decay analysis, following from Monte Carlo simulations, is

that singlet-singlet energy occurs within the tetramer with an average rate constant of (23 ps)".

Applying the Monte Carlo simulations to ZnTOPP films (Section 5.2.3) results in a multi-
domain model of parallel porphyrin stacks. In each stack the porphyrin planes are perpendicular
to the substrate and make an angle of 45” with the long stack axis. MC simulation fitting yields
rate constants for intra-stack and inter-stack ET as ~ 1x10'? 57 and ~ 80x10” s'; and a

fluorescence lifetime of ~ 1.8 x10” s.

Section 5.4. reports the preliminary results of fluorescence anisotropy decay measurements for
ZnTOPP and Zn{4-Py)TrPP films, as well as a qualitatively analysis of these results. Optical
spectra and fluorescence anisotropy decay of the Zn(4-Py)TrPP films are basically in agreement

with a tetramer structure of the porphyrin assemblies in these films.
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Summary

The general goal of this Thesis was the development of an advanced computer simulation
approach to improve the analysis of the complex fluorescence- and fluorescence anisotropy
decay of porphyrin oligomers in solution as well as in thin solid films in the presence of energy
transfer processes. With the application to light-harvesting antenna’s in solar cells in mind, the
energy transfer- and relaxation properties of several artificial antenna’s, consisting of self-
organized porphyrins in ultra-thin, spin coated films and as oligomers in different solutions, have

been studied by the designed computer simulation approach,

Chapter 1 contains a general description of the photophysical processes in artificial
photosynthesis, the steady state- and time-resolved fluorescence spectroscopy, the methods used
to analyze the time correlated single photon counting data and the mathematical modeling
methods. The theoretical framework presented in this Chapter forms the background for
understanding the basics of the studied porphyrin systems and the experimental and calculational

methods {o investigate these systems.

Chapter 2 describes the analyzed porphyrin systems, the experimental steady state- and time-
resolved absorption and fluorescence methods, technical details of the equipment, and typical

results of the photophysics of some porphyrin systems.

Chapter 3 compares the various optimization methods for fitting the fluorescence decay with the
aim to review their properties. These properties are important when applying Monte Carlo
simulations to the investigated energy transfer processes. A number of methods have been found
to be promising for practical application in data analysis using computer simulation approach:
the Nealder and Mead method and its simulated annealing modification, the Marquardt method,
the Powell, Box , and Levenberg-Marquardt methods and modified Gauss and Newton method.
Also, the x2 criterion turned out to be one of the best criteria for judging the goodness of the
simulation-based fits as well as for parameter fitting. By the method of asymptotic standard
errors an optimal equilibrium could be achieved between CPU and the accuracy of the calculated

parametets requiring a confidence interval evaluation procedure.

In Chapter 4 a computer simulation approach, based on Monte Carlo and optimization methods,
is described for the investigation of energy transport and -relaxation, as these processes affect the

fluorescence- and fluorescence anisotropy decay. This novel type of analysis of time-resolved
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fluorescence data ts demonstrated for two differently organized porphyrin systems. Equations for
the xz criterion and its weighting factors, used in Monte Carlo simulation fitting procedure, are
presented and modified for different types of time-resolved data analysis, This Chapter presents
some illustrative examples demonstrating several fits of the fluorescence- and the fluorescence
anisotropy decay using Monte Carlo simulation fitting. Also, the conceptual properties behind

the fitting procedures are discussed.

Chapter 5 reports the results of a study of self-organized [Zn(4-Py)TrPP], tetramers in toluene
and polystyrene/toluene solutions and in solid films, as well as of ordered ZnTOPP domains in
solid films. The effects of lowering the temperature or increasing the concentration of a ZnM(4-
Py)TrPP/toluene solution on the absorption- and fluorescence spectra are the result of porphyrin
aggregation. A simple exciton model can describe the optical spectra of porphyrin aggregates in
solution as the result of porphyrin ligation within the symmetrical tetramer structure. The shifts,
found in both the Q-band region of the absorption specirum and in the fluorescence spectrum can
be ascribed to coordination of the metal center of one ZnM(4-Py)TrPP molecule to the pyridyl
substituent of a second, neighboring molecule. Excitonic interactions can be neglected for the §,
state. The splitting of the Soret band in the absorption spectrum can be readily explained by an
excitonic interaction in the Sp-state between the four mutually perpendicular ZnM(4-Py)TrPP
monomers in the tetramer. This symmetrical tetramer is the smallest complex that can account
for all of the observed shifts in the optical spectra. The experimental thermodynamic parameters
are in good agreement with those expected for a tetramer. The global analysis of the time-
resolved fluorescence decays of ZnM(4-Py)TrPP in toluene and PS/Tol at 10 °C yields two
fluorescence components with 1.95 - 2.22 ns and 1.53 - 1.56 ns lifetime, where the shorter
component is assigned to ligated monomers in the fraction of cyclic tetramers in the solution.
The ~1.3 ns fluorescence component is associated with a rotational correlation time of ~ 1 ns, as

compared to ~100 ps for the monomer at 10°C, in agreement the size of the tetramer.

The flucrescence- and anisotropy decay analysis by Monte Carlo simulations yields a singlet-
singlet energy transfer rate constant of 40x10° s for the average energy transfer within the

tetramer.

Applying the Monte Carlo simulations to ZnTOPP films, the results of fluorescence- and
anisotropy decay can be explained by assuming a multi-domain model of parallel porphyrin
stacks. In each stack the porphyrin planes are perpendicular to the substrate and form an angle of

45° with the long stack axis. Monte Carlo simulation analysis yields the rate constants for intra-
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stack and inter-stack energy transfer as ~ 1x10'* 5 and ~ 80x10° s'; whereas the fluorescence

lifetime is ~ 1.8 x10% s.

The results of fluoreseence and fluorescence anisotropy decay measurements of Zn(4-Py)TrPP
films are qualitatively described. A preliminary analysis of these results indicates that the optical
spectra and the fluorescence anisotropy decay of the Zn(4-Py)TrPP films are basically in

agreement with the tetramer porphyrin structure being the assembling unit in the solid film.
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Samenvatting

Het hoofddoel van dit proefschrift was de ontwikkeling van een geavanceerde
computersimulatiemethode om de analyse van het complexe fluorescentie- en
fluorescentieanisotropieverval van porfyrine oligomeren, zowel in oplossing als in dunne vaste
films, in de aanwezigheid van energieoverdrachtsprocessen, te verbeteren. Met de toepassing van
lichtverzamelende antennes voor zonnecellen in gedachten, zijn de energieoverdrachts- en
reiaxatieprocessen van verschillende kunstmatige antennes bestudeerd met de ontworpen
computersimulatiemethode. Deze antennes bestaan uit ultra dunne films van zelf-organiserende
porfyrines en hun oligomeren. De films zijn gemaskt m.b.v, de spin-coating methode,

gebruikmakend van verschillende oplosmiddelen.

Hoofdstuk 1 bevat een algemene beschrijving van de fotofysische processen in kunstmatige
fotosynthetische systemen, de steady-state en tijdsopgeloste fluorescentiespectroscopie, de
methoden die werden gebruikt om de tijdsgecorreleerde single photon counting gegevens te
analyseren en de methoden, die zijn gebruikt voor de mathematische modellering. Het
theoretische kader dat in dit hoofdstuk ontwikkeld wordt, vormt de achtergrond voor het
begrijpen van niet alleen de basale eigenschappen van de bestudeerde porfyrine systemen, maar
ook voor het inzicht in zowel de experimentele technieken als de rekenmethoden waarmee deze

systemen zijn onderzocht.

Hoofdstuk 2 beschrijft de geanalyseerde porfyrine systemen, de experimentele steady-state en
tijdsopgeloste absorptie- en fluorescentiemethoden, de technische details van de gebruikte

apparatuur, en karakteristicke resultaten m.b.t. de fotofysica van enkele porfyrinesysiemen.

In Hoofdstuk 3 worden de verschillende optimalisatie methoden voor het fitten van de
experimentele fluorescentie vervalcurves met elkaar vergeleken, om inzicht te geven in de
eigenschappen van deze metheden. Deze cigenschappen zijn belangrijk bij toepassing van Monte
Carlo simulaties op de onderzochte energieoverdrachtsprocessen. Een aantal methoden blijkt
veelbelovend te zijn voor praktische toepassing in de data-analyse, die gebruik maakt van
computersimulaties. Het gaat daarbij om de Nealder en Mead-methode en de simulated
annealing modificatie daarvan, de Marquardt-methode, de Powell-, Box-, en Levenberg-
Marquardt methoden, en de gemodificeerde Gauss- en Newton-methode. Ook bleek dat het xz -
criterium een van de beste is om de kwaliteit van op simulatie gebaseerde fits, maar ook van

parameterfitting te beoordelen. Met behulp van de methode van de asymptotische standaard

168




afwijkingen kon een optimaal evenwicht verkregen worden tussen de benodigde CPU tijd en de
nauwkeurigheid van de berekende parameters. Voor de laatste is een evaluatieprocedure nodig

voor de bepaling van het betrouwbaarheids-interval.

Hoofdstuk 4 beschrijft een computer simulatiemethode, die is gebaseerd op Monte Carlo- en
optimalisatiemethoden. Deze methode kan worden gebruikt voor het bepalen van de
energietransport- en -relaxatie eigenschappen, omdat deze processen het fluorescentie- en
fluorescentieanisotropieverval  beinvloeden. Deze nieuwe manier van analyseren van
tijdsopgeloste fluorescentiedata wordt gedemonstreerd aan de hand van twee verschillend
georganiseerde porfyrine systemen. Vergelijkingen zijn ontwikkeld voor het )(2 -criterium en de
daarbij behorende gewichtsfactoren, die in de Monte-Carlo-simulatiefittingprocedure worden
gebruikt en zijn aangepastaan de verschillende soorten analyses van de tijdsopgeloste data. In
dit hoofdstuk worden enkele illustraties gegeven van verschillende fits van fluorescentie- en
fluorescentieanisotropieverval, gebruikmakend van de Monte Carlo simulatiefitting. Ook worden

de achtergronden van de fitprocedures besproken.

Hoofdstuk 5 rapporteert de resultaten van een studie van enerzijds zelf-georganiseerde [Zn(4-
Py)TrPP], -tetrameren in tolueen en polystyreen/tolueen oplossingen en anderzijds van vaste
films van  geordende ZnTOPP-domeinen. De effecten van temperatuurverlaging cn
concentratieverhoging van een ZnM(4-Py)TrPP/toluecenoplossing op de absorptie- en
fluorescentiespectra blijken het gevolg te zijn van porfyrineaggregatie. Met behulp van een
eenvoudig excitonmodel kunnen de optische spectra van deze porfyrineaggregaten worden
beschreven als het gevolg van ligandering van de porfyrine eenheden binnen een symmetrische
tetrameer-structuur. De spectrale verschuivingen in het (Q-band gebied van het absorptie- en het
fluorescentie spectrum kunnen worden toegeschreven aan codrdinatie van het centrale zink ion
van een ZnM(4-Py)TrPP- molecuu] met de pyridyl substituent van een tweede naburig porfyrine
molecuul. Exciton mteracties kunnen voor de Si-toestand verwaarloosd worden. De opsplitsing
van de Soret-band kan gemakkelijk verklaard worden door exciton interacties tussen de So-
toestanden van de vier onderling loodrechte ZnM(4-Py)TrPP-monomeren in het tetrameer. Dit
syminetrische tetrameer is het kleinste complex dat alle experimentele spectrale verschuivingen
in de zichtbare spectra kan verklaren. De experimentele, thermodynamische parameters stemmen
goed overeen met de verwachte waarden voor een tetrameer. Toepassing van de globale analyse
methode op de tijdsopgeloste fluorescentievervalcurven van ZnM(4-Py)TTPP in tolueen en in
PS/Tol bij 10 °C levert twee levensduurcomponenten op: 1.95 - 2.22 ns en 1.53 - 1.56 ns. De

kortste daarvan kan worden toegeschreven aan de fractie geligandeerde monomeren in de
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oplossing. De ~1.5 ns fluorescentie component is geassocieerd met een rotatiecorrelatietijd van ~
I ns, vergeleken met de ~100 ps voor het monomeer bij 10°C, in overcenstemming met wat men

verwacht op grond van de grootte van het tetrameer.

De analyse van het fluorescentie- en anisotropie verval van het tetrameer met behulp van Monte
Carlo simulaties levert een gemiddelde snelheidsconstante voor singlet-singlet energieoverdracht

op van 40x10° 5™,

Bij toepassing van Monte Carlo simulatie op ZnTOPP films kunnen de resultaten van het
fluorescentie- en anisotropieverval verklaard worden door een multi-domein model van
parallelle porfyrine kolommen aan te nemen. In elke kolom staan de porfyrinevlakken loodrecht
op het substraat en maken een hoek van 45° met de kolom-as. Uit de Monte Carlo simulatie
volgen snelheidsconstanten voor energie overdracht binnen en tussen de kolommen van ~ 1x10"

s'en ~80x10°s”, bij een fluorescentielevensduur ~ 1.8 x10” s is.

De resultaten van de de metingen van het fluorescentie- en fluorescentie-anisotropie verval van
Zn(4-Py)TrPP-films kunnen op dit moment alleen kwalitatief worden beschreven. Een
voorlopige analyse van deze resultaten wijst erop dat de optische spectra en de fluorescentie-
anisotropie van de Zn(4-Py)TrPP-films in principe overeenstemmen met een film die is

opgebouwd uit afzonderlijke porfyrine tetrameren.
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Pe3ome

OcHoRHAd leNib  JaHHOH JMcceprauMoHHO# paBoTel coctoMT B paspadoTke MeToza
KOMITBIOTEPHOTO MOAETHPOBAHMA, [O3BONAIOIIETO HAYMTEIRHO TORBICHTE PHEKTUBHOCTE
aHaNH3a CHOXKHBIX KPHBBIX 3aTyXaHua (uiyopecleHLMHd H aHH30TpOIMM (IyopecHeHIINH
MOpHUPHHOBEIX OJIMTOMEPOB B PAacTBOpax H TOHKHMX TBEPAOTENBHHIX IJICHKAX © YUETOM
MpOLIECCOB MepeHoca YHeprud. TIpuMeHeHHe paspadoTaHHOTO MeTOo[a NO3BONNIO HCCIEAORATE
CBOHCTBA TIEPeHOCa W PEAKCALMH JHEPTHH B PAZE HCKYCCTBEHHEIX CBETOCOOHMpAIOIIHX aHTEHH,
AMEMEATOB  COTHeYHRX Oarapel, CKOHCTPYMPOBAHHEIX Ha OCHOBE TOHKHX IUICHOK

CaMOOPraHH3YIOIIHXCA TOPHHPUHORKX OJIMTOMEPOB.

Tmapa 1 comepxur dopManshoe omucanie QOTO(HINYCCKHX TNPOLECCOB HCKYCCTBEHHOIO
GOTOCHHTE3a, METONOB CTALIHOHAPHOW H KMHETHHUECKOHl CIIEKTPOCKONHMH, METOAOB aHAIH3A
IKCNCPHMEHTAILHEIX AAHHBIX, PETHCTPUPYEMBIX 1O METOny OSHOQOTOHHOID cHeTa, a Tak e
METOAOR MaTEMaTHYECKOTO MOlenipoRatus. JlanHas riasa opMHpYeT OCHOBY TS MOHHMAHHA
(OTODH3IMUECKHX NPOLECCOB, BMECTé ¢ TeM  PACCMOTPEHBl  OKCIIEPHUMEHTaNbHEIE H

BLIMHCJIHTCIIBHEIC METOLBI HCCTCAOBAHHA HOpq)ﬂpHHOBHX CHCTCM.

B I'naBe 2 maHo onvcaHHe MCCIegyeMblx Zn- TOPQUPHHOBEIX CHCTEM, CTaliOHAPHBIX H
KHHETHYECKHX METOHOB PErucTpauuM [OINOWEHHA W (UIyOpeCLEHTHOrO HCITyCKaHHA,
TEXHHUYECKHX JeTajied  OKCIEpUMEHTANBLHONO o0OpynoBaHusi. PaccMOTpeHBl  THUIMYHBIE

(orodH3HIeCKIE Pe3yNBTaTEH HEKOTOPBIX NOP{PHPHHOBBIX CHCTEM.

B Taaee 3 npueefeHnl pe3yibTaThl CPABHUTENBHOTO aHANM3A PpA3IMYHBIX  METOIOB
ONTHMH3AINH ¢ NENBIc Hccaeaosania Hapbonee d@upeKTHRHEIX YCNOBHA JA aNNPOKCHMALINH
KPMBLIX 3aTyXaHus (UIyOpECUSHIMH W NPUMEHEHHA ¢ Henoas3oBaHHeM MeToga Monte Kaprmo.
TokazaHo, YTO caMBIMH TNIEPCOCKTHEHBIMH MCTOJAMH NIPH AHAIH3E OAHHEIX ABNAIOTCA: METOX
Hennepa-Muna u ero “simulated annealing” moauduxanus, metoa Mapksapara, metoa bokca,
Mmeton [Toyana, meron Jlepenbepra-MapxeapnTa, a Takxke MoaudwiuMposanusii Meton [ayca-
Hrtotona. Kpurepuii xz obecneTHBaeT JOCTATOMHO TOYHYE) OLEHKY KaYecTRa annpoKCHMAalui ¢
YUYCTOM MOJCIHPOBAHKSA, BMECTE C TeM sBiAeTcS Hauboiee YAOOGHBIM HMHCTPYMEHTOM s
OlIEHKH mapaMeTpoR. MeTo/i ACHMITOTHYECKHX CTAHAAPTHHIX OWMOOK NO3BOISET ICAYHHTB
ONTHMAJLHOE COOTHOINEHHE MEXy BpeMEHeM M TOUHOCTRI0 OLICHKH JIOBEPHTCIBHEIX

MATEPBAIOB LI IAPaMETPOR.
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Fnana 4 pocesinena pa3paBoTKe METONA KOMNBIOTEPHOTO MOJENHPOBAHWUA HA OCHOBE METOIA
Moute Kapao, K0Topelil MCIONB3YETCA IS HCCICAOBAHHA MPOLECCOB NMEPEHOCA H pPenakcallii
3HEPTHH, 00YCIIABIHBAONIMX 3aTyXaHWe (UyopecUeHIMH H AHH3OTPOIHIO (IyOpecleHLUH.
Hoswii moaxofi K aHATH3Y 3aTyXaHWA ¢AyopeclEHUMH NPeACIaBICH HA IPHMEPE IBYX
nopdupunosslx cucteM. IlonyueHsl BBIpEKEHHA I KPUTEpHs x2 H BECOBRIX (haKToOpoB,
HCNIONB3YCMBIX B npoueaypax alnpoKkcHMalHH Pa3IHYHLIX THIIOB KHHETHYECCKHX
3KCNICPUMEHTANIBHEIX OaHHEIX. B rmaBe npenctaBneHbl MNPUMEPHl AMMPOKCHMAIHH KPHBBIX
3aTyXaHus QUYOpPECHEHIMH ¢ HCIoNb3oBaHMeM Meroia Monte Kapno. O6cyxneHbr

KOHLCOTYAJIBHBIC CBOHCTBA HMHTAIHOHHBIX NpoLEAYP AIMIPOKCHMALHH.

PesyeTaTe MCCE0BaHHA caMoopTaHH3yomwmxacs [Zn(4-Py)TrPP)s rerpamMepos B pacrBopax H
TBEPAOTE/IBHEIX [NEHKAX, a Takke ynopsgouycHHplx ZnTOPP noMeHOB B TBEpAOTENBHBIX
mieHKax npeacTaineHsl B [nase 5. PesynstatoM arperaunu nophupuios obwacuserca sddexr
BIMAHHUSA H3IMECHEHHA TEMIEPaTYDH WITH KOHLEHTpalMH pacTBopa obpasua ZnM(4-Py)TrPP Ha
CIEKTPEl MOTJIOINEHHA H MCnyckanus., J[lokazano, 4T0 B COOTBETCTBHH ¢ MpocTeHIucH
3KCHTOHHOM MOJEILIO, ONTHYECKHE CINEKTPEI MOP(HHUPHHOBBIX arperaToB ABRAKIOTCA PERYNETATOM
JMTaHJHPOBAHUA BHYTPH CHMMETPHUHOH TeTpaMepHo cTpYKTYphl. Capuru Q- nonoc cnexktpon
NOTTOMWEHHS W HCIYCKAHHA COOTBETCTBYIOT KOOPZHHAUMH wmeTammorienTpa ZnM(4-Py)TrPP
MOJIEKYNTB] K THPHAHIOBOMY 3aMECTHTEN BTOpPOH, COCEAHEH MOJCKYNB. JKCHUTOHHBIE
B3aUMOJISHCTRBHA TIPEHEOpSmUMO Manbl Juisl BO30YKIACHHBIX CHHITIETHBRIX COCTOSHME S
Pacmennenne momocel Cope B chekTpe OornotieHHs oOBACHAETCA  SKCHTOHHBIM
BIAUMOAEHCTBMEM B BOIDYIMIEHHOM CHHTJIETHOM COCTOSHHH S; MEKIY YeTHIPbM# B3auMHO
NepNeHANKYIAPHEIME - ZnM(4-Py)TrPP moHomepaMn B TerpamepHoil  crpykrype. Takoi
CHMMETpHUYHBIH  TeTpaMep  SBIACTCA  HaMMEHBLICH  CTPYKTYpoH  YAOBIETROpAIOICH
HafyIIoJlaeMBIM ~ CIABHTAM B ONTHYECKHX CHEKTPax. TepMOIMHAMHYECKHE TapaMeTphl,
pacCYMTAHHBLIE HA OCHOBE ONTHYECKHMX CTNEKTPOE, COTTACYHOTCH C TEOPETHMECKH [1apaMeTpaMH
BEIYHCICHHBIMU 118 CTPYKTYPH THNA Terpamep. ['moGanbHblii aHaNU3 KMHETHYECKMX KPHMBBIX
3aTyxaHns duayopecueHunn ZnM(4-Py)TIPP B pacTBopax Tomyosna H MONHCTHpPEeHA NMO3BONAET
BBIIENUTE JBE KOMIOHEHTBl QNYOPECHEHINH ¢ BpeMeHaMH ku3HK 1.95 - 2.22 He u 1.53 - 1.56
HC, TIe KOpOTXasd KOMIIOHEHTa COOTBETCTBYET JIMraH THPOBAHHBIM MOHOMEPaM 00BEIHHEHHBIM B
LMKIHYECKHE TeTpaMepsl. KoMnonenTa gnyopeciieHUMH ~1.5 He accollMMpOBAHA ¢ BPEMEHEM
BpaaTenLHON KOPPEMALMH ~ | NS 1 COOTBETCTBYET F€OMETPHYECKOMY PasMepy TETPAMEPHOTO
KOMILIEKCA, B TO K€ BpPEMS BPEMeH BpalATeNbHOH Koppensuuu ~100 1c cooTBercTByeT

MOHOMEDY.
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AHaTH3 KPHBHIX 3aTyXaHHA (ayopecleHId B aHH30TPOIHA (UIyopecleHIHH MeTonoM Monte
Kapno nospoifier moayunTe cpeiHee 3HAYEHME KOHCTAHTHI CKOPOCTH CHHTNIET-CUHTISTHOTO

MEPEHOCA SHEPTHH B TeTpaMepe pasHoe 40x 1 0’ ¢

Henonesys meron Monte Kapno nma avammsa ZnTOPP nneHoK, KpHMBBIE 3aTyXaHHA
dryopecleHIMM ¥ AHW3OTPONHH (UIYOPECUEHUMH OOBACHAKITCH MYNbTH-IOMEHHOH MOIE/IbIO
mapannensHslx NopQUPHHOBLIX CTeKoB. B KamaoM cTeke MOJEKy/ b OpPHEHTHPOBAHHEL
OEPIeHIHKYIAPHO K OCHOBAHHIO NOANOKKH H (OPMHPYIOT yron B 45° ¢ MponoNbHOH OChIO
Crexa. AHaIN3, C MCHONB30BaHueM MeToaa Monte Kapno, no3BoifA€T NONyYHTh KOHCTAHTH
CKOPOCTH TepeHoca S3HEPTHH PaBHbBIE ~ 13107 ¢! i ~ 80x10° ¢ win BHYTPH CTEKOBOTO H MEK

CTEKOBOTO MEPEHOCA COOTBETCTBCHHO, OUEHEHHOE BpeMa xH3Hu diyopectennmn ~ 1.8 x107 ¢,

KadecreeHHO H3y9eHB Pe3yALTATHl  M3MEpPEHMIT KHMHETHUYECKHX  KPHMBBIX  3aTyXaHus
duryopecucHunn 1 anrzoTponul gnyopectienunn Zn(4-Py)TrPP newox. TlpensaputensHeni
aHATH3 IKCHEPHMEHTANBHEIX PE3Y/ABTATOB MOKA3LIBACT, YTO ONTHYECKHE CIEKTPHl H 3aTyXaHHE
anu3oTponud tmyopecuerimu Zn{4-Py)TrPP nneHok cOOTBETCTBYIOT MOJENN NOPPHPHHOBOTO

TeTpaMepa, KOTOPbIA ABNAeTCA 06pasyoniM OIIOKOM B TBEPAOTETHHEIX MIEHKAX.
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Abstract

Yatskou, M., 2001. Computer simulation of energy relaxation and -transport in organized

porphyrin systems.

This Thesis is devoted to the investigation of optical photophysical processes in organized
porphyrin systems. These systems can serve as molecular antennas for organic solar cells, a field
of research which recently has received increasing interest. Using a novel application of Monte
Carlo computer simulation an improved analysis of the complex fluorescence and fluorescence

anisotropy decay in the presence of energy transfer processes has been introduced.

Self-organized [Zn(4-Py)TrPP}4 tetramers in solution and in solid films as well as ZnTOPP
domains in spin coated films have been studied experimentally by steady state and time-resolved
spectroscopy. The results have been analyzed using the abovementioned Monte Carlo simu-

lation, yielding the characteristic rate constants for energy transfer- and relaxation processes.

The results of these Monte Carlo simulations are: for [Zn(4-Py)TrPP], tetramers in solution the
fluorescence lifetime is ~ 1.5 x10™ s and nearest neighbor energy transfer rate constant is ~ 40
x10° s'l; ZnTOPP forms parallel porphyrin stacks within one domain in the films, whereas in
each stack the porphyrin planes are perpendicularly oriented with respect to the substrate and
make an angle of 45° with the long stack axis. As follows from the fit of simulated decay curves
to the experimental fluorescence- and fluorescence anisotropy decay curves the rate constants for
intra-stack and inter-stack energy transfer are ~ 1x10' s and ~ 80x10° s‘l, respectively,

whereas the fluorescence lifetime is ~ 1.8 x107 s.




