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STELLINGEN 

1. Meetmethoden die een ruimtelijke meting vertegenwoordigen zoals bij remote 
sensing, kunnen niet goed gevalideerd worden met conventionele methoden. 
Dit proefschrif. 

2. Schattingen van bodemvocht op pixelbasis met actieve microgolf remote sensing 
introduceren een constante fout door speckle, die niet optreedt bij het schatten 
op veldbasis. 
Dit proefschrift. 

3. Assimilatie van microgolf helderheidstemperaturen of verstrooiingscoefncienten 
is effectiever dan de assimilatie van de daaruit afgeleidde bodemvochtschat-
tingen in hydrologische modellen. 
Dit proefschrift. 

4. Remote sensing technieken zijn een aanvulling op reeds bestaande technieken 
en niet een vervanging van deze technieken. 

5. De politiek kent vaak veel gewicht aan bepaalde zaken toe, springt er vervolgens 
lichtvoetig mee om, om te constateren dat het toch te weinig massa heeft. 

6. To expect science to give you answers to problems is absurd. 

7. Werkwoorden in stellingen die een schijnbare tegenstelling aanduiden zoals lij-
ken, schijnen e.d. zijn een contradictio in terminis. 

8. In de rechtsstaat is gelijk hebben gratis, maar gelijk krijgen niet. 

9. Moderne vogelbescherming: beter 10 vogels in de lucht dan 1 in de hand. 

10. De wet op natuurbescherming, en met name de verboden daarin, als beleidsin-
strument voor natuurbescherming is vrijwel zinloos als er geen alternatief voor 
het onwenselijke (te straffen) gedrag voor handen is. 

Stellingen behorend bij het proefschrift Estimation of Areal Water Content through 
Microwave Remote Sensing. Peter J. van Oevelen, Wageningen, 1 november 2000. 
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Abstract 

Van Oevelen, P.J., 2000. Estimation of area! soil water content through microwave 
remote sensing. Ph.D. thesis, Wageningen University, The Netherlands. 

In this thesis the use of microwave remote sensing to estimate soil water content 
is investigated. A general framework is described which is applicable to both passive 
and active microwave remote sensing of soil water content. The various steps necessary 
to estimate areal soil water content are discussed through literature review, laboratory 
experimental results and results of extensive field experimental work. Even with the 
large amount of field data being available, no experiment provided all the necessary 
data to illustrate the framework completely for both passive and active techniques. 

The framework developed is intended to be independent of the models used. In this 
way insight is gained in the dominating factors and problems associated with the use 
of remote sensing and not with specific models. Throughout the thesis both passive 
and active techniques are used and compared. 

The passive techniques, mainly L-band and C-band, show better results that are 
more easily obtained at the cost of a relatively low spatial resolution. The standard 
error in the remotely sensed soil moisture estimates (< 5%) even in the presence 
of low to moderate vegetation cover is often lower than that of the ground truth 
measurements. The launch of a space-borne L-band radiometer will make this tech­
nique useful for mesoscale and global scale hydrological and meteorological modelling. 

The active techniques are severely tampered by vegetation and surface roughness 
effects, making soil water content estimation more cumbersome. Despite these draw­
backs this technique is complimentary to the passive technique because of the higher 
attainable spatial resolutions and the possible use of longer wave lengths (P-band). 
The latter enables estimation of soil water content under vegetation cover and over 
larger depths, about 30 cm for P-band, compared to for example about 5-10 cm depth 
for L-band. The standard error of soil moisture estimates in absence of vegetation is 
in general around 5%. 

In this thesis the effects of vegetation have been excluded in the analysis. To oper-
ationalise remotely sensed soil moisture estimation it will be necessary to develop 
methods that can estimate soil water content when vegetation is present. Especially 
for active and space-borne passive techniques. 

Direct comparison between a passive L-band radiometer and an active C-band radar 
showed consistent results over stationary heterogeneous areas, i.e. low vegetation cover 
and relatively homogeneous surface roughness characteristics. 

The estimation of soil water content needs to be done from the perspective of the 
objective. This means that in the case of hydrological and meteorological modelling 
assimilation of direct remotely sensed measurements such as brightness temperatures 



or backscattering coefficients can yield better results, e.g. better forecast, than incor­
poration of the remotely sensed soil water content. This depends strongly on the land 
surface parameterization and in particular the definition of soil water content in the 
models used. 
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wavelength 
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vertical (v) polarization 
Presnel surface reflectivity at nadir 
effective reflectivity 
complex electrical conductivity 
(o- = o->-ja") 
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RMS of the height differences 
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complementary scattering coefficient 
Kirchhoff scattering coefficient 
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dielectric conductivy (<rc = a'c — ja") 
effective conductivity 
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optical thickness or depth 
fractal exponent 
phase angle, azimuth angle 
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volume fraction of phase a 
angle 
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potential 
orientation, rotation angle 
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single-scattering albedo 
single-scattering albedo for polariza­
tion p 

Dimension 

L 

L- 2 

L- 2 

L- 2 

L2L~2 

L2L"2 

L2L-2 

L2L~2 

L2L"2 

L2L~2 

L - 3 M - i T 3 ! 2 

L - 3 M - i T 3 l 2 

1 
T 

L 2 T - 2 

Unit 

m 

m - 2 

m" 2 

m" 2 

-

-
-
-
-
-
s m _ 1 

s m _ 1 

-
s 
-
-
rad or ° 
-
-
rad or ° 
rad or ° 
rad or ° 
-
-
J kg- 1 

rad or ° 
sr 
sr 
rad s _ 1 

-
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Mathemat ica l operators , symbols, sub- and superscripts 

Operator symbol Description 
V 
d,fx 

£ 
/ 
§ 
A 

d,r 
In 

l°Sa 
(A),E(A),A 
J 
\A\ 
A " 1 

A* 
de tA 
AT 

X 

oo 

#> < , > , < , > 
l-S> 

w 
_ de/ 

J 
Rez, z' 
Imz, z" 

v(xW(x) 
cov(X, Y) 

gradient 
partial differential 
summation 
integral, antiderivative 
closed (line) integral 
difference, change or increment 
derivative 
natural logarithm 
logarithm with base a 
average or expectation of A 

V=i 
modulus of A 
inverse of A 
conjugate of A 
determinant of A 
transpose of A 
scalar or dot product 
vector or cross product 
infinity 
inequality 
is proportional to 
is aproximately equal to 

is denned as 
square root 
real part of z 
imaginary part of z 
variance of X 
covariance of X 
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Vector analysis 

Definitions of vector operations in three dimensions 

Definition of a vector: A = (Ax, Ay, Az) 
Scalar or dot product A • B 
Cross or vector product A x B 
Divergence V • A Flux of A through a closed surface 
Laplacian V • V = V2 

Rotation or curl V x A (line) integral of A around a loop 

Complex numbers 

Complex numbers are often used in the analysis of physical phenomena specially when 
they have a periodic character such as electromagnetic waves. This way of representing 
functions has numerous mathematical advantages since it is easier to work with an 
exponential function than with a cosine or sine. In this thesis oscillatory functions are 
represented by real parts of complex functions. Suppose we have a force: 

F = F0cosujt (0.1) 

this can be written as a real part of a complex number: 

F = F0eiut (0.2) 

since 

e ^ ' = cos ut + j sin ut (0.3) 

From Eqs. 0.1 until 0.3 it can be seen that in the complex quantity F only the real 
part of this number represents the actual (real!) force. 

Tensors 

Tensors can be ranked as follows: 

zero rank tensor the partial derivative is zero —• scalar 
first rank tensor the partial derivative is one —> vector 
second rank tensor the partial derivative is two —* tensor 
third and higher rank tensor the partial derivative is three and higher —• tensor 
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An example of the use of a tensor The relationship between the dielectric displace­
ment and an electric field in an isotropic medium can be described as a scalar rela­
tionship i.e. the displacement D is everywhere in the field equal proportional to the 
applied field E : 

D = eE (0.4) 

in which the permittivity e is of type scalar. 

In an anisotropic medium the dielectric displacement at a certain point in the re­
spectively x, y and z direction depends on the x, y and z components of the electric 
field at that point the relationship between the two quantities then becomes a tensor 
relationship in which e is of type tensor: 

In the x- direction D depends on E: 

D x = £UEX + e^Ey + ei3Ez (0.5) 

In the y- direction D depends on E: 

By = e2iEx + e22Ey + £23E* (0.6) 

In the z- direction D depends on E: 

D z = £31EX + E32EJ, + £33EZ (0.7) 

the tensor e can thus be written as: 

£ n £12 £ i3 

£ik -> | £21 £22 £23 ) (0 .8) 

£31 £32 £33 

in which the number of indices is equal to the order of the tensor. In general a tensor 
relationship between two quantities can be described by: 

T>i = J2£ikVk (0.9) 



Chapter 1 

Introduction 

In earth sciences there is a great need for data that are available globally or that 
at least cover larger areas than can be monitored using in situ techniques. The tool 
to achieve this is called remote sensing. The use of spatial data has in the last 30 
years increased tremendously. With the availability of more and more types of the 
data that can be gathered from airborne and spaceborne platforms, the application 
of these data seem endless and the possible achievements limitless. Indeed remotely 
sensed data is a powerful tool but it has its limits. 

In this thesis a framework is presented to estimate soil moisture using microwave 
remote sensing techniques. 

1.1 Remote sensing as a measurement tool 
Remote sensing can be defined as the acquisition of information without direct contact 
with objects that are at a certain distance. Other definitions are available but this one 
is general and includes e.g. medical imaging, extra terrestrial exploration, the use of 
acoustic waves and electromagnetic radiation. The term earth observation is reserved 
for remote sensing of the earth (including atmosphere, surface and subsurface and the 
processes that take place) using electromagnetic radiation. The electromagnetic (EM) 
spectrum covers all the types of radiation from X-rays to visible light to microwaves. 
All this radiation is energy that is transported in accordance with the wave theory. 

The term microwave remote sensing is usually reserved for data that have been col­
lected by instruments that operate in the frequency range of 0.3 to 300 GHz, i.e. 
wavelength A between 1 mm and 1 m, although sometimes the submillimeter range 
is included too. Most of the microwave sensing of the earth's surface is done using 
frequencies below 40 GHz. Microwave radiometry of the atmosphere is done predom­
inantly in the mm and sub-mm range. 

Passive microwave remote sensing or microwave radiometry detects the earth's emis­
sion in the microwave region (0.3 to 300 GHz). The amount of radiation that is 

1 
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emitted is relatively small so it is difficult to obtain a high spatial resolution and it is 
necessary to have sensitive instruments. The amount of radiation received is usually 
expressed as brightness temperatures, Tg which is the temperature of a blackbody 
that would emit the same amount of radiation. The ratio of Tg with the objects 
physical temperature, T gives the emissivity, e. 

Active microwave remote sensing uses instruments (radars, scatterometers) that both 
emit and detect microwave radiation (in the region of 0.3 to 300 GHz although for 
earth observation mostly the lower region < 20 GHz is used). Because the instrument 
sends out its own radiation (in the form of a pulse) it is easier to obtain higher spatial 
resolution (e.g. by increasing power). The disadvantage is that the technology of the 
instrument is more complex. With SAR (Synthetic Aperture Radar) the processing of 
the data becomes also complex. For SAR the movement of the instrument is used to 
artificially lengthen the antenna (making shorter antennas possible at low frequencies) 
thus the correlation of the signals that have been transmitted and received needs to 
be correctly correlated which can be a tedious task. The radiation that is scattered 
back to the sensor is expressed as a (back)scattering coefficient, <r° and is usually 
expressed in dB. 

An important term in both active and passive microwave remote sensing is sensing 
depth or sampling depth (see also section 4.5). Because of the longer wavelength 
microwave radiation is capable of penetrating objects, such as clouds but also to a 
certain extent vegetation and soils. This unique capability enables to look into an 
object but how far is not always clear. The sensing depth is defined as the depth over 
which the sensor has retrieved a return signal yielding information. It can also be 
defined as the thickness of the soil layer which gives the most significant contribution 
to the scattering or emission (Raju et al., 1995). Various studies have investigated 
the magnitude of this sampling depth either through pure physically based models 
(Njoku & Kong, 1977; Wilheit, 1978) or combinations of physically based models with 
empirical methods (Wang, 1987). 

With remote sensing measurements a set of parameters related to the radiation re­
ceived is measured. We are however not interested in purely the radiation amount 
but more in parameters that influences this radiation amount. In general the process 
of extraction of a parameter or a set of parameters from another set of (measured) 
parameters is called inversion. 

1.2 Problem definition 
1.2.1 Temporal and spatial variability of soil moisture 

The spatial variability of soil moisture is naturally time variant. The spatial correla­
tion is highest for wet soils but it decorrelates when the soil becomes drier. Most likely 
the rate of spatial decorrelation of the soil moisture covariance is spatially correlated 
to the soil hydraulic properties such as (un)saturated hydraulic conductivity. These 
properties are not only dependent upon soil characteristics such as soil texture and 
chemical composition, but also upon meteorological conditions such as precipitation, 
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evapotranspiration as well as geomorphological factors such as pedology, topography, 
surface slope, orientation and shading. Another important factor is the type of vege­
tation cover along with its root distribution. All these factors (and the list is definitely 
not complete) have a direct impact on the soil moisture distribution and its change. 
In this respect it often does not make a difference to distinguish between vertical and 
horizontal variability since both are strongly dependent on each other. 

The use of statistical methods to describe the soil moisture variability, such as semi-
variograms, Fourier analysis and kriging, are useful but since there are so many factors 
influencing that variability they are limited. The description of the time and space de­
pendent processes involved through e.g. hydrological/meteorological modelling would 
be a sound way to describe and predict the soil moisture distribution given that the 
most important factors are well described and that the input is spatially consistent. 
For example a wrong input of the spatial distribution of precipitation would inherently 
mean a wrong output. Fortunately for many applications such detailed information 
is not necessary and simplifications and assumptions can be made. One of the simpli­
fications could be the use of characteristics scales, i.e. simply denned as the scale at 
which the variability -spatial covariance- becomes a constant, when present. 

To measure the spatial variability is a tedious and difficult undertaking. Field mea­
surements are often point measurements and can only be representative for a small 
area. The amount of labour and other expenses involved to use these methods are 
enormous and as such it is not possible to use these approaches at the meso- or global 
scales. Measurement techniques that are non-point measurements but true spatial 
measurements such as remote sensing cannot be properly validated using the conven­
tional methods. 

This is the crux, since these methods are considered to be ground truth which are 
used to calibrate, validate or verify other true spatial measurement approaches This 
problem is nowadays referred to as upscaling or downscaling. A satisfying solution 
has still to be found. 

1.3 A theoretical framework 
The estimation of areal soil water content by means of microwave remote sensing can 
be set in theoretical framework that describes the neccesary steps. This framework is 
with minor changes applicable for both passive and active microwave remote sensing. 
The framework for the active case has been published by Van Oevelen and Hoekman 
(1999). Each of the steps in the framework determines how accurate the inversion 
results will be. Although the instrument's sensitivity and accuracy in determining the 
measured variable can have a large influence on the inversion results, these results are 
independent of the methodology followed. 

• The first step is to establish the relationship between the soil surface param­
eters, such as surface roughness and dielectric properties, and the observed 
radar backscatter <r° or brightness temperature TB\ 

• The second step is to describe the influence of vegetation on the relationship 
between a° or TB and the surface parameters; 
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• The third step is to find a relationship between the dielectric properties, e 
and soil parameters to retrieve the soil water content, 0; 

• The fourth step is the relationship between soil moisture profile, soil het­
erogeneity and the sensing depth. 

• The fifth and last step is the assimilation of the estimated soil water content 
into hydrological and meteorological models. 

In this thesis the first four steps will be discussed thoroughly using both results from 
literature and analysis and verification from experimental data. The last two steps 
will only be discussed based upon literature. 

1.3.1 Surface parameters , observed backscatter and 
microwave emission 

The relationship between the observed backscatter coefficient o° or microwave emis­
sion e and surface parameters is the basic relationship. The er° and e are a function of 
wave parameters such as frequency / , polarization and incidence angle 6mc. The sur­
face parameters are characterised by the dielectric properties e and surface roughness 
parameters kl and ka. The dielectric properties determine the response (molecules 
with their electrons and atoms) of a material under the influence of an electromag­
netic field (see Chapter 2). 

In case of microwave emission the effects of surface roughness has been studied ex­
tensively but to date no real satisfying model has been developed. The model of 
Choudhury et al., 1979 has been used extensively and seems to perform well in most 
cases. However, this model is empirical of nature and cannot explain all the phenom­
ena related to surface roughness and care has to be taken when this model is used. The 
surface physical temperature T is important in the estimation of e from measured TB-
A rough estimate of the surface temperature from thermal infrared measurements, or 
estimates through Soil-Vegetation-Atmosphere Transfer (SVAT) models will usually 
suffice. These SVAT models can be used to model the water and energy balance above, 
at and/or below a vegetated surface. 

For the active case, an accurate description of the relationship between a° and surface 
characteristics, e, kl and ka is cumbersome and computationally intensive (Tsang 
et a l , 1985; Ogilvy, 1990). This can be circumvented by choosing (semi-)empirical 
approaches, (Dobson & Ulaby, 1986; Oh et al., 1992; Dubois et al., 1995), or simplified 
theoretical models (Chen et al., 1995; Huang & Jin, 1995; Fung et al, 1992; Ulaby 
et al., 1982). The empirical approaches have the disadvantage that their validity is 
restricted by the conditions under which the calibration or fitting is performed. The 
validity of the theoretical models is usually limited by the severe assumptions adopted 
regarding the surface characteristics. 

1.3.2 Effects of vegetation 

For the passive case the effect of vegetation on the microwave emission is twofold: veg­
etation contributes to total surface emission and vegetation attenuates and rescatters 
emission from the bare soil surface. The most important object parameters influencing 
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this relationship are plant biomass (through the dielectric properties e of vegetation) 
and temperature, T; the most important sensor parameter is the frequency, / . Various 
simple but adequate models have been developed to correct for the effects of vegeta­
tion on microwave emission (Jackson & Schmugge, 1991; Mo et al., 1982; Schmugge 
& Jackson, 1992). 

The effect of vegetation on microwave backscattering is complex since the structure 
of the vegetation and the roughness of the surface dominate. Three components con­
tribute to the total backscatter: 

• Vegetation; 
• Soil surface attenuated by the vegetation; 
• Interaction between vegetation and soil attenuated by the vegetation. 

The latter component makes the inversion more complicated because more surface pa­
rameters are involved. However, this contribution can be significant enough to enable 
estimation of soil surface parameters under vegetated surfaces such as forests. 

For the active case a simple model to calculate the effect of vegetation is the "CLOUD-
model" which models the vegetation as a low density cloud of small identical particles 
on top of a dielectric surface (Attema & Ulaby, 1978). This model only assumes sin­
gle scattering and for most vegetated surfaces has to be adapted to include multiple 
scattering, e.g. Hoekman, (1990). The Cloud model is easy to invert but has a limited 
validity. The models with larger validity ranges are unfortunately also more complex. 
Consequently, inversion of these models is either impossible or at least very tedious. 
However, these more complex models can yield insight into the dominating factors 
that determine the vegetation effects. For certain cases simplification, using dominat­
ing factors only, may yield satisfactory results (Rijckenberg, 1997; Dobson & Ulaby, 
1998). Currently, such models are in general not capable of correcting for the effect of 
vegetation in a satisfactory manner. Until appropriate models become available it is 
necessary to at least establish the pixels for which the effect of vegetation is minimal 
and hence, the inversion can yield reliable soil moisture estimates. More models that 
describe backscattering from vegetated surfaces are described in Chapter 3. 

1.3.3 Effective soil water content 
In the microwave region liquid water has relatively high dielectric properties compared 
to that of dry soil. Thus adding water to a soil increases its dielectric constant. It is 
this property that enables sensing of soil moisture by microwaves. Various models 
have been developed to describe the relationship between the dielectric properties 
and the soil properties such as texture, water content, salinity and soil temperature 
(Dobson et al., 1985; de Loor, 1983; HaUikainen et al., 1985; Wang &: Schmugge, 
1980) (see Chapter 2). Although these models seem to suffice, especially for soils in 
the agricultural regions of the world, care has to be taken when dealing with soils 
from other regions , such as ferrasols with a high iron content (Nitzsche, 1994). 

A microwave sensor will not observe an actual soil moisture profile but, depending 
upon the frequency, a weighted average over the sensing depth, which we call the 
effective soil water content. The weighing function depends strongly upon the dielec­
tric properties distribution. Using multiple frequencies qualitative information can 
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be gathered over the average soil moisture distribution over depth. However, certain 
features, such as infiltration fronts, cannot be observed. Thus, from the relationship 
between the dielectric properties and soil parameters it is possible to retrieve an ef­
fective soil water content. 

1.3.4 Soil moisture profile and sensing dep th 

Due to the processes in which soils are formed, natural soils usually exhibit a variation 
of properties both over the surface and in depth. The vertical cross-section of a soil 
is called a soil profile and is seldomly uniform in depth but consists of a succession of 
more-or-less distinct layers (Hillel, 1980). Even within a relatively uniform soil layer 
the variation of the soil properties, such as texture, organic matter content and bulk 
density can be large. The soil moisture profile can exhibit strong variation due to the 
soil heterogeneity and the forces acting upon the water in the soil. The soil profile, 
soil moisture profile and temperature profile have a strong influence on the dielectric 
properties of the soil column and thus on the emission or backscatter from the soil 
surface. 

Raju et al., 1995 (Raju et al, 1995) examined the effect of soil moisture and physical 
temperature profiles on the microwave emission ( / > 1 GHz) and showed that there 
is a considerable influence of these profiles on the emission. They noted that there 
is general agreement on the order of magnitude of the microwave sampling depth, in 
the range of 0.2Ao — 0.25Ao where A0 is the wavelength in free space. These values 
however, are often determined empirically. 

With increasing wavelength (decreasing frequency) and depending upon the dielectric 
properties (profile) of the soil, the type of scattering will change from pure surface 
scattering to volume scattering (Fung et al., 1996). At a certain point this volume 
scattering term cannot be ignored and needs to be accounted for. This may be true 
for P-band ( / ~ 0.5 GHz) but even for higher frequencies. Surface scattering models 
such as the IEM model (Fung et al., 1992; Fung & Chen, 1995) are in the case of 
volume scattering not longer sufficient and have to be modified. 

1.3.5 The role of soil moisture in hydrological models 

Soil moisture represents the coupling between the energy balance and water balance 
at the earth's surface. However, this is not only surface soil moisture over bare soil 
fields but in vegetated areas more importantly the water in the root zone . Remote 
sensing will be capable of determining an effective water content of approximately the 
top 10 cm of the soil. There is still much debate as to whether the soil moisture in this 
top layer (< 10 cm) is of significant importance in hydrological modelling (Choud-
hury et al., 1995; Feddes & Koopmans, 1995). There are various ways to incorporate 
remotely sensed soil moisture in hydrological models. But given the constraints of 
hydrological models (e.g. soil water content definition, number of soil layers) this is a 
difficult task (see Chapter 7). Assimilation of TB or o~° might be a better alternative 
to incorporate remotely sensed data. 
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To capture the heterogeneity of soil water content over large areas remote sensing is 
currently the only technique available that seems promising (Engman k. Chauhan, 
1995; Jackson et ai., 1995; van Oevelen & Hoekman, 1999). Thus, for mesoscale hy-
drological models and climate models such as General Circulation Models (GCMs) 
and Numerical Weather Prediction models (NWPs), remotely sensed data in the form 
of effective soil water content or radiance will be valuable (Kalma et al., 1999). 

1.4 Thesis objective and outline 
1.4.1 Thesis objective 

The objective of this thesis is to provide, describe and illustrate a general applicable 
framework to estimate areal soil water content by means of microwave remote sensing. 
The framework should be general in the sense that it is independent of the models 
used and is applicable for use in hydrological and meteorological models at various 
scales. 

1.4.2 Thesis outline 

The thesis organisation follows the steps of the logical framework for remotely sensed 
soil moisture estimation and application as described in section 1.3, although in a 
different order. 

The general scope of the thesis has been given in Chapter 1, where the background 
and rationale for this study were outlined. 

In Chapter 2 the background on the dielectric properties of soils and the so-called soil 
mixing models are given, along with the most frequently used models for soil moisture 
estimation. The dielectric properties are an important link between the interaction of 
electromagnetic radiation and the amount of moisture present in the soil. 

In Chapter 3 various types of scattering and emission models are discussed. These 
models give the relationship between the measured radiation for an object and its 
physical properties. Chapters 2 and 3 therefore give relationships between surface 
parameters and observed backscatter or emission. 

In Chapter 4 the estimation of soil moisture using microwave data is outlined. The 
inversion of some of the available scattering and emission models as well as soil mixing 
models are illustrated. 

In Chapter 5 a summary of the available data used in this study is given. Despite the 
large amount of remote sensing and ground truth data available it has proven tedious 
to find one single (field)experiment where all criteria could be met to illustrate the 
complete framework. 

In Chapter 6 the approaches used to estimate areal soil water content are discussed 
and validated using the experimental data described in Chapter 5. 
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In Chapter 7 a discussion of different approaches towards soil moisture estimation 
and its application in hydrological and meteorological models is given along with an 
outlook on the future use of microwave data in hydrology and meteorology. 



Chapter 2 

Dielectric properties of soils 

2.1 Introduction 
The electrical properties of materials are of interest in many areas of science and en­
gineering, because they determine the coupling and distribution of (electromagnetic) 
energy. The dielectric constant, e (or electric permittivity) and the magnetic perme­
ability, fi are the dielectric properties which describe the interaction of a dielectric 
with electric, magnetic and electromagnetic fields (Hippel, 1958; Mudgett, 1986). In 
microwave remote sensing research in general one of the basic properties is the permit­
tivity e. In this thesis the terms permittivity and dielectric constant are considered 
the same and preference to the use of the term permittivity is given. However, it 
should be noted that some authors use the term permittivity only for the real part 
of the dielectric constant and others use it exclusively for the term relative dielectric 
constant! To fully understand the principles of dielectric properties and to be able to 
describe them properly it is necessary to understand the theory of electromagnetic 
fields. A brief description of the fundamentals of this theory is given in section C.2. For 
a more thorough treatment on the theory of electromagnetics the reader is referred 
to the references given in this Chapter. 

2.2 Theory of dielectrics 
2.2.1 Description of the dielectric properties 
The interaction such as reflection, refraction, attenuation and change in direction of 
propagation, between non-conducting matter or insulators and time varying electric 
fields is generally described by a complex permittivity: 

e = e'-ie" (2.1) 

The interaction between objects and magnetic fields by a complex permeability is 
described as: 

H = n'-in" (2.2) 

9 
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Usually the dielectric properties of materials are expressed relative to the dielectric 
permittivity of vacuum, £Q a n d permeabillity of vacuum fi0. In case of electric fields 
by the relative complex permittivity: 

£r = 4 - K ' (2.3) 

and in the case of magnetic fields by the relative complex permeability: 

/ i r = / 4 - J / 4 ' (2-4) 

To make the description of electrical properties complete the complex electrical con­
ductivity is given as: 

a = a'-ja" (2.5) 

which is a measure of the magnitude of the migration of charges in conducting mate­
rials. 

2.2.2 Polarization and magnetization 

Under influence of an external electric field small dipoles are induced in a dielectric 
material. Dipoles are pairs of opposite charges and can be approximated by two 
charges separated by a small distance. A lot of substances may be approximated 
by a dipole, since at large distances relative to the spaces between charges the electric 
field is not sensitive to the finer details. 

An important example of dipoles are atomic dipoles in which electrons or rather an 
electron cloud, surround a positive nucleus. These electrons are subject to opposite 
forces due to an electric field and are as a result displaced relative to each other. This is 
called electronic polarization. Molecules often consist of different kinds of atoms each 
with their own electron clouds. These electron clouds are not shared symmetrically 
but are displaced excentric towards the stronger binding atoms (Hippel, 1958). Such 
molecules are called non polar molecules when they have a symmetric arrangement 
of atoms and thus the centres of gravity of the positive and negative charges are 
the same (Feynman et al., 1979). The electron clouds, which cannot move or deform 
very much due to the attraction of the nucleus, will in reaction to an applied field 
shift or deform in such a way that the charges are aligned with the applied field. 
This displacement of charged atoms or a group of atoms with respect to each other, 
is called atomic polarization. On the other hand in some molecules the charges are 
separated even without an external field, because of the asymmetric arrangement 
of atoms in the molecule. These molecules have a permanent dipole moment and 
are called polar molecules. A good example of a polar molecule is a water molecule 
which has a negative oxygen atom with two positive hydrogen atoms. The net charge 
in such a molecule as a whole and in a group of such molecules is still zero! Polar 
and induced polar molecules experience a torque when an electric field is applied, 
and they will tend to orient themselves in the direction of the applied field. This 
is called orientation or dipole polarization. Besides this polarization mechanism due 
to locally bound charges in atoms, molecules and structures of solids and liquids 
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Figure 2.1: The four polarisation mechanisms: electronic, atomic, space charge (or interfacial) 
and orientation. 

there is a mechanism which is due to migrating charge carriers. When such carriers 
are obstructed in their motion, either because they become trapped in the material 
(or on interfaces) or because they cannot be freely discharged or replaced at the 
electrodes, space charges and macroscopic field distortion result. This is called space-
charge or interfacial polarization and is also referred to as Maxwell- Wagner effects or 
polarization (Hippel, 1958). 

The total electric polarization consists of contributions caused by the four polarization 
mechanisms described above (see Fig.2.1). The first three mechanisms have their own 
characteristic times, i.e. the time needed to reach an equilibrium with respect to the 
applied field (Bottcher & Borderwijk, 1978a; Bottcher & Borderwijk, 1978b): 

• orientational polarization, with a characteristic time greater than 10_12s; 
• atomic polarization, with a characteristic time of order 10~14s; 
• electronic polarization, with a characteristic times of the order of 10_17s. 

The orientation polarization is due to relaxation phenomena, i.e. molecules and ions 
need a certain amount of time to align themselves to an applied field and when such 
a field is removed they need time to reorientate. Atomic and electronic polarization 
are due to resonance phenomena. The intramolecular vibrations or the motions of the 
electrons with respect to the nuclei due to an applied electrical field have discrete 
energy levels. This means that only at certain field strengths the atoms or electrons 
will move "permanently" to another position, in any other case they will fall back im­
mediately. Although the above is a rather crude simplification of what really happens 
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in dielectric materials it can serve very well in the further exploration of the subject. 

The explanation of the different phenomena on a microscopic level gives a better 
understanding of individual particles of certain materials under the influence of an 
electrical field. To explain the electrodynamic processes when a large group of such 
particles is involved, this theory has to be extended. H.A. Lorentz (1909) has developed 
his nowadays classic electron theory to be able to describe certain phenomena on this 
macroscopic scale. The fundamentals of this theory state: 

• atoms and molecules consist of charged particles; 
• by mutual electromagnetic influences these particles have a position or de­

scribe a trajectory relative to each other; 
• the total of charged particles are positioned in vacuum (de Hoop, 1975). 

Each one of these particles has a electric momentum p^ defined as: 

Pk = qkrk (k = l,...,K) (2.6) 

where qk is the charge of the particle and the distance to a origin is represented by a 
vector r-fc, with k as the rank number of the particle (k = 1,..., K): The total moment 
p of all K particles with respect to the origin is: 

K K 

fc=i fc=i 

In general the value of p of a group of charged particles depends on the choice of the 
origin. The value of p becomes independent of the choice of origin when the total net 
charge of the group of particles equals zero (X)fc=i Qk — 0 ) (de Hoop, 1975). In the 
case of dipoles this is always the case, because of the definition of a dipole as a pair 
of positive and negative charges. For a group consisting of AN charged particles with 
concentration N = N(r, t) in a volume V, the vector quantity P can be defined as 
the electric moment per unit volume which is also called electric polarization: 

K 

P = V~1Y,Pk (2-8) 
fe=i 

Since the electric field E is proportional to and depends only on P (see Appendix C), 
Eq. C. l l can be rewritten as: 

P = D - e0E = (e - e0)E = xe£oE (2.9) 

where D is the electric flux density or dielectric displacement (see Appendix C). The 
factor xe i

s called the electric susceptibility of a dielectric material and can be written 
as: 

*-ik (2'10) 
Another quantity of a group of charged particles is the magnetic moment m which 
is related to their orbit, this in contrast with the electric moment which is related to 
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the position of the particles. In analogy with the electric moment of a particle, the 
magnetic moment rrifc can be denned as (de Hoop, 1975): 

mfc = -rfcxgfcVfc (k = l,...,K) (2.11) 

where vjt is the velocity of particle k. The total moment m of all K particles with 
respect to the origin is: 

m = ^ m f c = ^ f - r f c xgfcvfeJ (2.12) 
fe=i /t=i V / 

The factor \ which appears in Eqs. 2.11 and 2.12 is only a matter of convention and has 
no specific physical reason. Although a distinction can be made between the magnetic 
moment induced by the particles orbit and the moment induced by the particles spin 
movement around its own axis (de Hoop, 1975), only the total magnetic moment is 
considered. The total magnetic moment per unit volume V and with concentration 
TV of A AT charged particles can be written as: 

AN 

M = y - 1 ^ m f e (2.13) 
fe=i 

The quantity M is usually referred to as the magnetization (see section C.2.1, Eq. 
C.12) and depends only on the magnetic field strength: in which x m *s the magnetic 
susceptibility. 

With the theory described thus far the reaction of a material to an applied electro­
magnetic field can be analysed. The following equations summarise the relationship 
between the different fields and a material: 

J = CTCE (2.14) 

D = eE = £0£rE with e = e0(l + Xe),
 o r ^r = 1 + Xe (2-15) 

B = /iH = MoAVH w i t h P = MoC1 + Xm). o r Mr = ! + Xm (2-16) 

where J is the electric current density, D is the electric flux density or dielectric 
displacement and B is the magnetic flux density (see Appendix C). In Eq. 2.14 , which 
is also known as Ohm's law for a conducting material, ac represents the dielectric 
conductivity which may be an actual conductivity caused by migrating charges but 
may also represent some other source of friction like the orientation of dipoles (Hippel, 
1958). The relationships given by Eqs. 2.14, 2.15 and 2.16 become more complex with 
increasing complexity of the properties of the materials e.g. when materials with 
various properties are combined or influence each other chemical properties. 

The dependence of P — P( r ) on E = E(r) is given as a simple scalar proportionality 
(cf. with Eq. 2.10 which is relative to eo ) : 

P = X e E (2.17) 
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which is in many cases a good approximation such that Eq. 2.15 can be applied. How­
ever, this proportionality is only valid for moderate field strengths and for isotropic 
materials and is dependent on density, temperature and chemical composition of the 
medium (Bottcher & Borderwijk, 1978a). In the case of non-isotropic materials the 
scalar electric susceptibility has to be replaced by a tensor with dimension N.: 

N 

Pk = Z > e ) w E / (2.18) 
1=1 

and thus in Eq. 2.15 the permittivity becomes a tensor. At very high field intensities 
P is no longer proportional to E, which is called electric saturation, and a correction 
term should be added (Bottcher & Borderwijk, 1978a). The last exception mentioned 
here on the relationship as given by Eq. 2.15 is that P = P(r , t) and E = E(r, t) 
are dependent on time. If the applied electrical field changes its strength in the same 
order of magnitude as the characteristic time of the microscopic particles, the particles 
will not be able to adjust to the field and will not reach the equilibrium polarization. 
The actual polarization reached will lag behind the changing electrical field. The 
polarization is in this case no longer proportional to electric field strength, but depends 
on the values of E at all moments before the time t at which P is considered: 

P(r,t)= [ f(r,t-t')-E(r,t')dt' (2.19) 
J —CO 

Relaxation and resonance phenomena are covered by this equation. For electric fields 
which time dependence can be described by a harmonic function, the permittivity 
in Eq. 2.15 can be described by a complex permittivity. In the quasi static case, i.e. 
when time period of the electric field changes is much larger than the characteristic 
time of the particles, Eq. 2.15 can still be applied. 

2.3 Dielectric behaviour of various materials 
2.3.1 Homogenous materials 

The easiest material to describe is a mono-atomic gas at low pressure. In this case the 
interaction between the electromagnetic field and the gas molecules, and the change 
of the electric field due to the presence of these molecules can be neglected. One of the 
first equations which describes the polarizability per mole, II, is the Clausius-Mosotti 
equation (Hippel, 1958): 

n = ̂  = £r_IM (2.2o) 
3e0 4 + 2 p K ' 

where No is Avogado's number, a is the total polarizability of the material accounting 
for the electric charge carriers and their polarizing action for non-alternating fields, 
M is the molecular weight and p is the particle density. To generalise the equations 
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for alternating electromagnetic fields, a and the permittivity e become complex, con­
sequently the so-called Clausius-Mosotti-Lorentz-Lorenz equation can be obtained: 

3e0 £ + 2 p n2 + 2 p v ' 

A disadvantage of this equation is that the effect of neighbouring molecules is not 
accounted for and thus neglects the distortion of the "near field". At higher densities 
this can give rise to erroneous results. 

To describe the dielectric behaviour of pure liquid water is much more difficult, 
not only because the density is much higher than for a gas but also because water 
molecules are dipoles. In dense materials, as opposed to gasses, molecules or molecu­
lar groups need space to rotate which causes friction. Especially, in the case of dipole 
molecules since they are essential construction elements of a material due to their spe­
cific charge distribution. For polar molecules Debye derived his well-known formula 
(Debye, 1929): 

e = £oo + T - T ^ (2-22) 

with, 

ui = 2TT/ (2.23) 

where / is the frequency and u is the angular frequency, e^ is the high frequency 
(or optical) limit of e representing electronic and atomic resonance polarization of 
the dielectric, es is the static permittivity representing the polarization due to the 
contribution of the orientation of the permanent moments and r is the relaxation 
time of the material, in this case pure liquid water. Writing Eq. 2.22 seperately for e' 
and e", 

£» = " [ < ' ' - ' ? > (2.25) 
1 + (wr)2 v ' 

in which the variables e ^ , es and r are a function of temperature and the latter two 
also of frequency (Ulaby et al., 1986; Tinga & Nelson, 1973). The relaxation time r 
is the time required to reduce the polarisation to 1/e of its original value, after the 
applied electromagnetic field is removed. Instead of using the relaxation time often 
the term relaxation frequency /o is used: 
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Figure 2.2: The Cole-Cole diagram for pure water (solid line) and sea water (dashed line) 

/o = (2TTT) 
- l (2.26) 

The relaxation frequency of pure water lies in the microwave region, at a temperature 
of 0 °C around 9 GHz and at a temperature of 20 °C at 17 GHz (Ulaby et aJ., 1986). 
A useful way to analyse the Debye equation is to plot the real e' and the imaginary 
part e" of the permittivity in the complex plane with the frequency as the changing 
variable. Data points obeying the Debye equation will fall onto a semicircle. This plot 
is the so called the Cole-Cole diagram (see Fig. 2.2). Although the Debye equation is 
derived originally for dipolar relaxation phenomena and thus for polar materials it is 
often applicable in other cases. 

This treatment could be somewhat more extended for materials and combination 
of materials e.g. like solutions of water and dissolved salts with small to moderate 
concentrations (Ulaby et ai., 1986; Lane &: Saxton, 1952). The presence of salts in a 
solution increases the ionic conductivity. Therefore Eq. 2.22 is modified to account 
for the losses caused by this conductivity (Lane & Saxton, 1952): 

£„ = WT(E. gpo) Oc_ 

1 + (wr)2 u>e0 
(2.27) 

with <TC as the ionic conductivity. 

In general the Debye-type of equations satisfy the simple relaxation spectra of solu­
tions of polar materials in non polar solvents (Hippel, 1958), in other cases one has 
to use different approaches. 
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2.3.2 Soil and other heterogeneous materials 
A heterogeneous material or mixture consists of two or more constituents each having 
its own specific dielectric behaviour. The permittivity of the mixture is determined by 
its constituents and has a magnitude which is between the maximum and minimum 
value of the permittivity of the constituents, unless they are altered when combined 
in the mixture. The average permittivity of the material is thus a function of: 

• the individual substances; 
• their relative volume fractions; 
• their spatial distributions; 
• their shapes; 
• their orientations relative to the direction of the applied or present electro­

magnetic field; 
• physical temperature; 
• and the electromagnetic frequency. 

The latter two are often interchangeable when the distribution of the relaxation times 
is temperature independent (Tinga & Nelson, 1973). This condition is no longer satis­
fied when e.g. a temperature rise causes the physical state or chemical composition to 
change (Engelder & Buffler, 1991). The constituent with the highest volume fraction 
is usually taken as the host material or continuous medium and the other constituents 
are then considered as inclusions (Ulaby et ai., 1986). To be able to relate the factors 
determining the average permittivity to this average permittivity it is necessary to 
relate the average electromagnetic field of the mixture as a whole to the electromag­
netic fields within the inclusions (Ulaby et ai., 1986; Hasted, 1973; de Loor, 1956). 
According to De Loor (de Loor, 1956; de Loor, 1983) it is in fact impossible to give 
one single relationship which describes the permittivity of a heterogeneous mixture. 
He stated that at best boundaries can be given between which the average value must 
lie, and which come closer together the more is known about the mixture. 

The difficulty in finding a solution for the magnitude of the fields is that when the 
position and shape of the inclusions is unknown or too complicated, an exact solution 
cannot be found. Different kinds of approximations have been used, with varying ap­
proaches such as ignoring the short-range or even all interactions between inclusions, 
assigning an effective permittivity to the immediate surroundings of an inclusion (de 
Loor, 1956) to accounting for first order inclusion interactions by solving Maxwell's 
equations with appropriate boundary conditions (Tinga & Nelson, 1973). All of these 
models are based upon certain specific assumptions regarding shape, size, geometry, 
volume fractions, the distribution of inclusions, frequency range etc. and are there­
fore limited to specific conditions or mixtures. In all cases the wavelength A of the 
radiation propagating in the mixture medium is considered to be much larger than 
the size of the inclusions in the mixtures (Rayleigh criterion for particles with radius 
a: 27ra -C A). The magnetic permeability of most mixtures is considered to be near 
that of free space. Hence, the permittivity thus characterizes fully the electromagnetic 
response of these mixtures. In the further text the magnetic permeability will only be 
mentioned where appropriate. 

The mechanisms responsible for polarization in media discussed so far only took into 
account the displacement or orientation of bound-charge carriers (electronic, atomic 


