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STELLINGEN 

1. Meetmethoden die een ruimtelijke meting vertegenwoordigen zoals bij remote 
sensing, kunnen niet goed gevalideerd worden met conventionele methoden. 
Dit proefschrif. 

2. Schattingen van bodemvocht op pixelbasis met actieve microgolf remote sensing 
introduceren een constante fout door speckle, die niet optreedt bij het schatten 
op veldbasis. 
Dit proefschrift. 

3. Assimilatie van microgolf helderheidstemperaturen of verstrooiingscoefncienten 
is effectiever dan de assimilatie van de daaruit afgeleidde bodemvochtschat-
tingen in hydrologische modellen. 
Dit proefschrift. 

4. Remote sensing technieken zijn een aanvulling op reeds bestaande technieken 
en niet een vervanging van deze technieken. 

5. De politiek kent vaak veel gewicht aan bepaalde zaken toe, springt er vervolgens 
lichtvoetig mee om, om te constateren dat het toch te weinig massa heeft. 

6. To expect science to give you answers to problems is absurd. 

7. Werkwoorden in stellingen die een schijnbare tegenstelling aanduiden zoals lij-
ken, schijnen e.d. zijn een contradictio in terminis. 

8. In de rechtsstaat is gelijk hebben gratis, maar gelijk krijgen niet. 

9. Moderne vogelbescherming: beter 10 vogels in de lucht dan 1 in de hand. 

10. De wet op natuurbescherming, en met name de verboden daarin, als beleidsin-
strument voor natuurbescherming is vrijwel zinloos als er geen alternatief voor 
het onwenselijke (te straffen) gedrag voor handen is. 

Stellingen behorend bij het proefschrift Estimation of Areal Water Content through 
Microwave Remote Sensing. Peter J. van Oevelen, Wageningen, 1 november 2000. 
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Abstract 

Van Oevelen, P.J., 2000. Estimation of area! soil water content through microwave 
remote sensing. Ph.D. thesis, Wageningen University, The Netherlands. 

In this thesis the use of microwave remote sensing to estimate soil water content 
is investigated. A general framework is described which is applicable to both passive 
and active microwave remote sensing of soil water content. The various steps necessary 
to estimate areal soil water content are discussed through literature review, laboratory 
experimental results and results of extensive field experimental work. Even with the 
large amount of field data being available, no experiment provided all the necessary 
data to illustrate the framework completely for both passive and active techniques. 

The framework developed is intended to be independent of the models used. In this 
way insight is gained in the dominating factors and problems associated with the use 
of remote sensing and not with specific models. Throughout the thesis both passive 
and active techniques are used and compared. 

The passive techniques, mainly L-band and C-band, show better results that are 
more easily obtained at the cost of a relatively low spatial resolution. The standard 
error in the remotely sensed soil moisture estimates (< 5%) even in the presence 
of low to moderate vegetation cover is often lower than that of the ground truth 
measurements. The launch of a space-borne L-band radiometer will make this tech­
nique useful for mesoscale and global scale hydrological and meteorological modelling. 

The active techniques are severely tampered by vegetation and surface roughness 
effects, making soil water content estimation more cumbersome. Despite these draw­
backs this technique is complimentary to the passive technique because of the higher 
attainable spatial resolutions and the possible use of longer wave lengths (P-band). 
The latter enables estimation of soil water content under vegetation cover and over 
larger depths, about 30 cm for P-band, compared to for example about 5-10 cm depth 
for L-band. The standard error of soil moisture estimates in absence of vegetation is 
in general around 5%. 

In this thesis the effects of vegetation have been excluded in the analysis. To oper-
ationalise remotely sensed soil moisture estimation it will be necessary to develop 
methods that can estimate soil water content when vegetation is present. Especially 
for active and space-borne passive techniques. 

Direct comparison between a passive L-band radiometer and an active C-band radar 
showed consistent results over stationary heterogeneous areas, i.e. low vegetation cover 
and relatively homogeneous surface roughness characteristics. 

The estimation of soil water content needs to be done from the perspective of the 
objective. This means that in the case of hydrological and meteorological modelling 
assimilation of direct remotely sensed measurements such as brightness temperatures 



or backscattering coefficients can yield better results, e.g. better forecast, than incor­
poration of the remotely sensed soil water content. This depends strongly on the land 
surface parameterization and in particular the definition of soil water content in the 
models used. 
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wavelength 
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RMS of the height differences 
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dielectric conductivy (<rc = a'c — ja") 
effective conductivity 
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optical thickness or depth 
fractal exponent 
phase angle, azimuth angle 
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volume fraction of phase a 
angle 
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grazing angle 
electric susceptibillity 
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potential 
orientation, rotation angle 
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single-scattering albedo 
single-scattering albedo for polariza­
tion p 

Dimension 

L 

L- 2 

L- 2 

L- 2 

L2L~2 

L2L"2 

L2L-2 

L2L~2 

L2L"2 

L2L~2 

L - 3 M - i T 3 ! 2 

L - 3 M - i T 3 l 2 

1 
T 

L 2 T - 2 

Unit 

m 

m - 2 

m" 2 

m" 2 

-

-
-
-
-
-
s m _ 1 

s m _ 1 

-
s 
-
-
rad or ° 
-
-
rad or ° 
rad or ° 
rad or ° 
-
-
J kg- 1 

rad or ° 
sr 
sr 
rad s _ 1 

-
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Mathemat ica l operators , symbols, sub- and superscripts 

Operator symbol Description 
V 
d,fx 

£ 
/ 
§ 
A 

d,r 
In 

l°Sa 
(A),E(A),A 
J 
\A\ 
A " 1 

A* 
de tA 
AT 

X 

oo 

#> < , > , < , > 
l-S> 

w 
_ de/ 

J 
Rez, z' 
Imz, z" 

v(xW(x) 
cov(X, Y) 

gradient 
partial differential 
summation 
integral, antiderivative 
closed (line) integral 
difference, change or increment 
derivative 
natural logarithm 
logarithm with base a 
average or expectation of A 

V=i 
modulus of A 
inverse of A 
conjugate of A 
determinant of A 
transpose of A 
scalar or dot product 
vector or cross product 
infinity 
inequality 
is proportional to 
is aproximately equal to 

is denned as 
square root 
real part of z 
imaginary part of z 
variance of X 
covariance of X 
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Vector analysis 

Definitions of vector operations in three dimensions 

Definition of a vector: A = (Ax, Ay, Az) 
Scalar or dot product A • B 
Cross or vector product A x B 
Divergence V • A Flux of A through a closed surface 
Laplacian V • V = V2 

Rotation or curl V x A (line) integral of A around a loop 

Complex numbers 

Complex numbers are often used in the analysis of physical phenomena specially when 
they have a periodic character such as electromagnetic waves. This way of representing 
functions has numerous mathematical advantages since it is easier to work with an 
exponential function than with a cosine or sine. In this thesis oscillatory functions are 
represented by real parts of complex functions. Suppose we have a force: 

F = F0cosujt (0.1) 

this can be written as a real part of a complex number: 

F = F0eiut (0.2) 

since 

e ^ ' = cos ut + j sin ut (0.3) 

From Eqs. 0.1 until 0.3 it can be seen that in the complex quantity F only the real 
part of this number represents the actual (real!) force. 

Tensors 

Tensors can be ranked as follows: 

zero rank tensor the partial derivative is zero —• scalar 
first rank tensor the partial derivative is one —> vector 
second rank tensor the partial derivative is two —* tensor 
third and higher rank tensor the partial derivative is three and higher —• tensor 
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An example of the use of a tensor The relationship between the dielectric displace­
ment and an electric field in an isotropic medium can be described as a scalar rela­
tionship i.e. the displacement D is everywhere in the field equal proportional to the 
applied field E : 

D = eE (0.4) 

in which the permittivity e is of type scalar. 

In an anisotropic medium the dielectric displacement at a certain point in the re­
spectively x, y and z direction depends on the x, y and z components of the electric 
field at that point the relationship between the two quantities then becomes a tensor 
relationship in which e is of type tensor: 

In the x- direction D depends on E: 

D x = £UEX + e^Ey + ei3Ez (0.5) 

In the y- direction D depends on E: 

By = e2iEx + e22Ey + £23E* (0.6) 

In the z- direction D depends on E: 

D z = £31EX + E32EJ, + £33EZ (0.7) 

the tensor e can thus be written as: 

£ n £12 £ i3 

£ik -> | £21 £22 £23 ) (0 .8) 

£31 £32 £33 

in which the number of indices is equal to the order of the tensor. In general a tensor 
relationship between two quantities can be described by: 

T>i = J2£ikVk (0.9) 



Chapter 1 

Introduction 

In earth sciences there is a great need for data that are available globally or that 
at least cover larger areas than can be monitored using in situ techniques. The tool 
to achieve this is called remote sensing. The use of spatial data has in the last 30 
years increased tremendously. With the availability of more and more types of the 
data that can be gathered from airborne and spaceborne platforms, the application 
of these data seem endless and the possible achievements limitless. Indeed remotely 
sensed data is a powerful tool but it has its limits. 

In this thesis a framework is presented to estimate soil moisture using microwave 
remote sensing techniques. 

1.1 Remote sensing as a measurement tool 
Remote sensing can be defined as the acquisition of information without direct contact 
with objects that are at a certain distance. Other definitions are available but this one 
is general and includes e.g. medical imaging, extra terrestrial exploration, the use of 
acoustic waves and electromagnetic radiation. The term earth observation is reserved 
for remote sensing of the earth (including atmosphere, surface and subsurface and the 
processes that take place) using electromagnetic radiation. The electromagnetic (EM) 
spectrum covers all the types of radiation from X-rays to visible light to microwaves. 
All this radiation is energy that is transported in accordance with the wave theory. 

The term microwave remote sensing is usually reserved for data that have been col­
lected by instruments that operate in the frequency range of 0.3 to 300 GHz, i.e. 
wavelength A between 1 mm and 1 m, although sometimes the submillimeter range 
is included too. Most of the microwave sensing of the earth's surface is done using 
frequencies below 40 GHz. Microwave radiometry of the atmosphere is done predom­
inantly in the mm and sub-mm range. 

Passive microwave remote sensing or microwave radiometry detects the earth's emis­
sion in the microwave region (0.3 to 300 GHz). The amount of radiation that is 

1 
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emitted is relatively small so it is difficult to obtain a high spatial resolution and it is 
necessary to have sensitive instruments. The amount of radiation received is usually 
expressed as brightness temperatures, Tg which is the temperature of a blackbody 
that would emit the same amount of radiation. The ratio of Tg with the objects 
physical temperature, T gives the emissivity, e. 

Active microwave remote sensing uses instruments (radars, scatterometers) that both 
emit and detect microwave radiation (in the region of 0.3 to 300 GHz although for 
earth observation mostly the lower region < 20 GHz is used). Because the instrument 
sends out its own radiation (in the form of a pulse) it is easier to obtain higher spatial 
resolution (e.g. by increasing power). The disadvantage is that the technology of the 
instrument is more complex. With SAR (Synthetic Aperture Radar) the processing of 
the data becomes also complex. For SAR the movement of the instrument is used to 
artificially lengthen the antenna (making shorter antennas possible at low frequencies) 
thus the correlation of the signals that have been transmitted and received needs to 
be correctly correlated which can be a tedious task. The radiation that is scattered 
back to the sensor is expressed as a (back)scattering coefficient, <r° and is usually 
expressed in dB. 

An important term in both active and passive microwave remote sensing is sensing 
depth or sampling depth (see also section 4.5). Because of the longer wavelength 
microwave radiation is capable of penetrating objects, such as clouds but also to a 
certain extent vegetation and soils. This unique capability enables to look into an 
object but how far is not always clear. The sensing depth is defined as the depth over 
which the sensor has retrieved a return signal yielding information. It can also be 
defined as the thickness of the soil layer which gives the most significant contribution 
to the scattering or emission (Raju et al., 1995). Various studies have investigated 
the magnitude of this sampling depth either through pure physically based models 
(Njoku & Kong, 1977; Wilheit, 1978) or combinations of physically based models with 
empirical methods (Wang, 1987). 

With remote sensing measurements a set of parameters related to the radiation re­
ceived is measured. We are however not interested in purely the radiation amount 
but more in parameters that influences this radiation amount. In general the process 
of extraction of a parameter or a set of parameters from another set of (measured) 
parameters is called inversion. 

1.2 Problem definition 
1.2.1 Temporal and spatial variability of soil moisture 

The spatial variability of soil moisture is naturally time variant. The spatial correla­
tion is highest for wet soils but it decorrelates when the soil becomes drier. Most likely 
the rate of spatial decorrelation of the soil moisture covariance is spatially correlated 
to the soil hydraulic properties such as (un)saturated hydraulic conductivity. These 
properties are not only dependent upon soil characteristics such as soil texture and 
chemical composition, but also upon meteorological conditions such as precipitation, 
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evapotranspiration as well as geomorphological factors such as pedology, topography, 
surface slope, orientation and shading. Another important factor is the type of vege­
tation cover along with its root distribution. All these factors (and the list is definitely 
not complete) have a direct impact on the soil moisture distribution and its change. 
In this respect it often does not make a difference to distinguish between vertical and 
horizontal variability since both are strongly dependent on each other. 

The use of statistical methods to describe the soil moisture variability, such as semi-
variograms, Fourier analysis and kriging, are useful but since there are so many factors 
influencing that variability they are limited. The description of the time and space de­
pendent processes involved through e.g. hydrological/meteorological modelling would 
be a sound way to describe and predict the soil moisture distribution given that the 
most important factors are well described and that the input is spatially consistent. 
For example a wrong input of the spatial distribution of precipitation would inherently 
mean a wrong output. Fortunately for many applications such detailed information 
is not necessary and simplifications and assumptions can be made. One of the simpli­
fications could be the use of characteristics scales, i.e. simply denned as the scale at 
which the variability -spatial covariance- becomes a constant, when present. 

To measure the spatial variability is a tedious and difficult undertaking. Field mea­
surements are often point measurements and can only be representative for a small 
area. The amount of labour and other expenses involved to use these methods are 
enormous and as such it is not possible to use these approaches at the meso- or global 
scales. Measurement techniques that are non-point measurements but true spatial 
measurements such as remote sensing cannot be properly validated using the conven­
tional methods. 

This is the crux, since these methods are considered to be ground truth which are 
used to calibrate, validate or verify other true spatial measurement approaches This 
problem is nowadays referred to as upscaling or downscaling. A satisfying solution 
has still to be found. 

1.3 A theoretical framework 
The estimation of areal soil water content by means of microwave remote sensing can 
be set in theoretical framework that describes the neccesary steps. This framework is 
with minor changes applicable for both passive and active microwave remote sensing. 
The framework for the active case has been published by Van Oevelen and Hoekman 
(1999). Each of the steps in the framework determines how accurate the inversion 
results will be. Although the instrument's sensitivity and accuracy in determining the 
measured variable can have a large influence on the inversion results, these results are 
independent of the methodology followed. 

• The first step is to establish the relationship between the soil surface param­
eters, such as surface roughness and dielectric properties, and the observed 
radar backscatter <r° or brightness temperature TB\ 

• The second step is to describe the influence of vegetation on the relationship 
between a° or TB and the surface parameters; 
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• The third step is to find a relationship between the dielectric properties, e 
and soil parameters to retrieve the soil water content, 0; 

• The fourth step is the relationship between soil moisture profile, soil het­
erogeneity and the sensing depth. 

• The fifth and last step is the assimilation of the estimated soil water content 
into hydrological and meteorological models. 

In this thesis the first four steps will be discussed thoroughly using both results from 
literature and analysis and verification from experimental data. The last two steps 
will only be discussed based upon literature. 

1.3.1 Surface parameters , observed backscatter and 
microwave emission 

The relationship between the observed backscatter coefficient o° or microwave emis­
sion e and surface parameters is the basic relationship. The er° and e are a function of 
wave parameters such as frequency / , polarization and incidence angle 6mc. The sur­
face parameters are characterised by the dielectric properties e and surface roughness 
parameters kl and ka. The dielectric properties determine the response (molecules 
with their electrons and atoms) of a material under the influence of an electromag­
netic field (see Chapter 2). 

In case of microwave emission the effects of surface roughness has been studied ex­
tensively but to date no real satisfying model has been developed. The model of 
Choudhury et al., 1979 has been used extensively and seems to perform well in most 
cases. However, this model is empirical of nature and cannot explain all the phenom­
ena related to surface roughness and care has to be taken when this model is used. The 
surface physical temperature T is important in the estimation of e from measured TB-
A rough estimate of the surface temperature from thermal infrared measurements, or 
estimates through Soil-Vegetation-Atmosphere Transfer (SVAT) models will usually 
suffice. These SVAT models can be used to model the water and energy balance above, 
at and/or below a vegetated surface. 

For the active case, an accurate description of the relationship between a° and surface 
characteristics, e, kl and ka is cumbersome and computationally intensive (Tsang 
et a l , 1985; Ogilvy, 1990). This can be circumvented by choosing (semi-)empirical 
approaches, (Dobson & Ulaby, 1986; Oh et al., 1992; Dubois et al., 1995), or simplified 
theoretical models (Chen et al., 1995; Huang & Jin, 1995; Fung et al, 1992; Ulaby 
et al., 1982). The empirical approaches have the disadvantage that their validity is 
restricted by the conditions under which the calibration or fitting is performed. The 
validity of the theoretical models is usually limited by the severe assumptions adopted 
regarding the surface characteristics. 

1.3.2 Effects of vegetation 

For the passive case the effect of vegetation on the microwave emission is twofold: veg­
etation contributes to total surface emission and vegetation attenuates and rescatters 
emission from the bare soil surface. The most important object parameters influencing 
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this relationship are plant biomass (through the dielectric properties e of vegetation) 
and temperature, T; the most important sensor parameter is the frequency, / . Various 
simple but adequate models have been developed to correct for the effects of vegeta­
tion on microwave emission (Jackson & Schmugge, 1991; Mo et al., 1982; Schmugge 
& Jackson, 1992). 

The effect of vegetation on microwave backscattering is complex since the structure 
of the vegetation and the roughness of the surface dominate. Three components con­
tribute to the total backscatter: 

• Vegetation; 
• Soil surface attenuated by the vegetation; 
• Interaction between vegetation and soil attenuated by the vegetation. 

The latter component makes the inversion more complicated because more surface pa­
rameters are involved. However, this contribution can be significant enough to enable 
estimation of soil surface parameters under vegetated surfaces such as forests. 

For the active case a simple model to calculate the effect of vegetation is the "CLOUD-
model" which models the vegetation as a low density cloud of small identical particles 
on top of a dielectric surface (Attema & Ulaby, 1978). This model only assumes sin­
gle scattering and for most vegetated surfaces has to be adapted to include multiple 
scattering, e.g. Hoekman, (1990). The Cloud model is easy to invert but has a limited 
validity. The models with larger validity ranges are unfortunately also more complex. 
Consequently, inversion of these models is either impossible or at least very tedious. 
However, these more complex models can yield insight into the dominating factors 
that determine the vegetation effects. For certain cases simplification, using dominat­
ing factors only, may yield satisfactory results (Rijckenberg, 1997; Dobson & Ulaby, 
1998). Currently, such models are in general not capable of correcting for the effect of 
vegetation in a satisfactory manner. Until appropriate models become available it is 
necessary to at least establish the pixels for which the effect of vegetation is minimal 
and hence, the inversion can yield reliable soil moisture estimates. More models that 
describe backscattering from vegetated surfaces are described in Chapter 3. 

1.3.3 Effective soil water content 
In the microwave region liquid water has relatively high dielectric properties compared 
to that of dry soil. Thus adding water to a soil increases its dielectric constant. It is 
this property that enables sensing of soil moisture by microwaves. Various models 
have been developed to describe the relationship between the dielectric properties 
and the soil properties such as texture, water content, salinity and soil temperature 
(Dobson et al., 1985; de Loor, 1983; HaUikainen et al., 1985; Wang &: Schmugge, 
1980) (see Chapter 2). Although these models seem to suffice, especially for soils in 
the agricultural regions of the world, care has to be taken when dealing with soils 
from other regions , such as ferrasols with a high iron content (Nitzsche, 1994). 

A microwave sensor will not observe an actual soil moisture profile but, depending 
upon the frequency, a weighted average over the sensing depth, which we call the 
effective soil water content. The weighing function depends strongly upon the dielec­
tric properties distribution. Using multiple frequencies qualitative information can 
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be gathered over the average soil moisture distribution over depth. However, certain 
features, such as infiltration fronts, cannot be observed. Thus, from the relationship 
between the dielectric properties and soil parameters it is possible to retrieve an ef­
fective soil water content. 

1.3.4 Soil moisture profile and sensing dep th 

Due to the processes in which soils are formed, natural soils usually exhibit a variation 
of properties both over the surface and in depth. The vertical cross-section of a soil 
is called a soil profile and is seldomly uniform in depth but consists of a succession of 
more-or-less distinct layers (Hillel, 1980). Even within a relatively uniform soil layer 
the variation of the soil properties, such as texture, organic matter content and bulk 
density can be large. The soil moisture profile can exhibit strong variation due to the 
soil heterogeneity and the forces acting upon the water in the soil. The soil profile, 
soil moisture profile and temperature profile have a strong influence on the dielectric 
properties of the soil column and thus on the emission or backscatter from the soil 
surface. 

Raju et al., 1995 (Raju et al, 1995) examined the effect of soil moisture and physical 
temperature profiles on the microwave emission ( / > 1 GHz) and showed that there 
is a considerable influence of these profiles on the emission. They noted that there 
is general agreement on the order of magnitude of the microwave sampling depth, in 
the range of 0.2Ao — 0.25Ao where A0 is the wavelength in free space. These values 
however, are often determined empirically. 

With increasing wavelength (decreasing frequency) and depending upon the dielectric 
properties (profile) of the soil, the type of scattering will change from pure surface 
scattering to volume scattering (Fung et al., 1996). At a certain point this volume 
scattering term cannot be ignored and needs to be accounted for. This may be true 
for P-band ( / ~ 0.5 GHz) but even for higher frequencies. Surface scattering models 
such as the IEM model (Fung et al., 1992; Fung & Chen, 1995) are in the case of 
volume scattering not longer sufficient and have to be modified. 

1.3.5 The role of soil moisture in hydrological models 

Soil moisture represents the coupling between the energy balance and water balance 
at the earth's surface. However, this is not only surface soil moisture over bare soil 
fields but in vegetated areas more importantly the water in the root zone . Remote 
sensing will be capable of determining an effective water content of approximately the 
top 10 cm of the soil. There is still much debate as to whether the soil moisture in this 
top layer (< 10 cm) is of significant importance in hydrological modelling (Choud-
hury et al., 1995; Feddes & Koopmans, 1995). There are various ways to incorporate 
remotely sensed soil moisture in hydrological models. But given the constraints of 
hydrological models (e.g. soil water content definition, number of soil layers) this is a 
difficult task (see Chapter 7). Assimilation of TB or o~° might be a better alternative 
to incorporate remotely sensed data. 
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To capture the heterogeneity of soil water content over large areas remote sensing is 
currently the only technique available that seems promising (Engman k. Chauhan, 
1995; Jackson et ai., 1995; van Oevelen & Hoekman, 1999). Thus, for mesoscale hy-
drological models and climate models such as General Circulation Models (GCMs) 
and Numerical Weather Prediction models (NWPs), remotely sensed data in the form 
of effective soil water content or radiance will be valuable (Kalma et al., 1999). 

1.4 Thesis objective and outline 
1.4.1 Thesis objective 

The objective of this thesis is to provide, describe and illustrate a general applicable 
framework to estimate areal soil water content by means of microwave remote sensing. 
The framework should be general in the sense that it is independent of the models 
used and is applicable for use in hydrological and meteorological models at various 
scales. 

1.4.2 Thesis outline 

The thesis organisation follows the steps of the logical framework for remotely sensed 
soil moisture estimation and application as described in section 1.3, although in a 
different order. 

The general scope of the thesis has been given in Chapter 1, where the background 
and rationale for this study were outlined. 

In Chapter 2 the background on the dielectric properties of soils and the so-called soil 
mixing models are given, along with the most frequently used models for soil moisture 
estimation. The dielectric properties are an important link between the interaction of 
electromagnetic radiation and the amount of moisture present in the soil. 

In Chapter 3 various types of scattering and emission models are discussed. These 
models give the relationship between the measured radiation for an object and its 
physical properties. Chapters 2 and 3 therefore give relationships between surface 
parameters and observed backscatter or emission. 

In Chapter 4 the estimation of soil moisture using microwave data is outlined. The 
inversion of some of the available scattering and emission models as well as soil mixing 
models are illustrated. 

In Chapter 5 a summary of the available data used in this study is given. Despite the 
large amount of remote sensing and ground truth data available it has proven tedious 
to find one single (field)experiment where all criteria could be met to illustrate the 
complete framework. 

In Chapter 6 the approaches used to estimate areal soil water content are discussed 
and validated using the experimental data described in Chapter 5. 
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In Chapter 7 a discussion of different approaches towards soil moisture estimation 
and its application in hydrological and meteorological models is given along with an 
outlook on the future use of microwave data in hydrology and meteorology. 



Chapter 2 

Dielectric properties of soils 

2.1 Introduction 
The electrical properties of materials are of interest in many areas of science and en­
gineering, because they determine the coupling and distribution of (electromagnetic) 
energy. The dielectric constant, e (or electric permittivity) and the magnetic perme­
ability, fi are the dielectric properties which describe the interaction of a dielectric 
with electric, magnetic and electromagnetic fields (Hippel, 1958; Mudgett, 1986). In 
microwave remote sensing research in general one of the basic properties is the permit­
tivity e. In this thesis the terms permittivity and dielectric constant are considered 
the same and preference to the use of the term permittivity is given. However, it 
should be noted that some authors use the term permittivity only for the real part 
of the dielectric constant and others use it exclusively for the term relative dielectric 
constant! To fully understand the principles of dielectric properties and to be able to 
describe them properly it is necessary to understand the theory of electromagnetic 
fields. A brief description of the fundamentals of this theory is given in section C.2. For 
a more thorough treatment on the theory of electromagnetics the reader is referred 
to the references given in this Chapter. 

2.2 Theory of dielectrics 
2.2.1 Description of the dielectric properties 
The interaction such as reflection, refraction, attenuation and change in direction of 
propagation, between non-conducting matter or insulators and time varying electric 
fields is generally described by a complex permittivity: 

e = e'-ie" (2.1) 

The interaction between objects and magnetic fields by a complex permeability is 
described as: 

H = n'-in" (2.2) 

9 
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Usually the dielectric properties of materials are expressed relative to the dielectric 
permittivity of vacuum, £Q a n d permeabillity of vacuum fi0. In case of electric fields 
by the relative complex permittivity: 

£r = 4 - K ' (2.3) 

and in the case of magnetic fields by the relative complex permeability: 

/ i r = / 4 - J / 4 ' (2-4) 

To make the description of electrical properties complete the complex electrical con­
ductivity is given as: 

a = a'-ja" (2.5) 

which is a measure of the magnitude of the migration of charges in conducting mate­
rials. 

2.2.2 Polarization and magnetization 

Under influence of an external electric field small dipoles are induced in a dielectric 
material. Dipoles are pairs of opposite charges and can be approximated by two 
charges separated by a small distance. A lot of substances may be approximated 
by a dipole, since at large distances relative to the spaces between charges the electric 
field is not sensitive to the finer details. 

An important example of dipoles are atomic dipoles in which electrons or rather an 
electron cloud, surround a positive nucleus. These electrons are subject to opposite 
forces due to an electric field and are as a result displaced relative to each other. This is 
called electronic polarization. Molecules often consist of different kinds of atoms each 
with their own electron clouds. These electron clouds are not shared symmetrically 
but are displaced excentric towards the stronger binding atoms (Hippel, 1958). Such 
molecules are called non polar molecules when they have a symmetric arrangement 
of atoms and thus the centres of gravity of the positive and negative charges are 
the same (Feynman et al., 1979). The electron clouds, which cannot move or deform 
very much due to the attraction of the nucleus, will in reaction to an applied field 
shift or deform in such a way that the charges are aligned with the applied field. 
This displacement of charged atoms or a group of atoms with respect to each other, 
is called atomic polarization. On the other hand in some molecules the charges are 
separated even without an external field, because of the asymmetric arrangement 
of atoms in the molecule. These molecules have a permanent dipole moment and 
are called polar molecules. A good example of a polar molecule is a water molecule 
which has a negative oxygen atom with two positive hydrogen atoms. The net charge 
in such a molecule as a whole and in a group of such molecules is still zero! Polar 
and induced polar molecules experience a torque when an electric field is applied, 
and they will tend to orient themselves in the direction of the applied field. This 
is called orientation or dipole polarization. Besides this polarization mechanism due 
to locally bound charges in atoms, molecules and structures of solids and liquids 
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Figure 2.1: The four polarisation mechanisms: electronic, atomic, space charge (or interfacial) 
and orientation. 

there is a mechanism which is due to migrating charge carriers. When such carriers 
are obstructed in their motion, either because they become trapped in the material 
(or on interfaces) or because they cannot be freely discharged or replaced at the 
electrodes, space charges and macroscopic field distortion result. This is called space-
charge or interfacial polarization and is also referred to as Maxwell- Wagner effects or 
polarization (Hippel, 1958). 

The total electric polarization consists of contributions caused by the four polarization 
mechanisms described above (see Fig.2.1). The first three mechanisms have their own 
characteristic times, i.e. the time needed to reach an equilibrium with respect to the 
applied field (Bottcher & Borderwijk, 1978a; Bottcher & Borderwijk, 1978b): 

• orientational polarization, with a characteristic time greater than 10_12s; 
• atomic polarization, with a characteristic time of order 10~14s; 
• electronic polarization, with a characteristic times of the order of 10_17s. 

The orientation polarization is due to relaxation phenomena, i.e. molecules and ions 
need a certain amount of time to align themselves to an applied field and when such 
a field is removed they need time to reorientate. Atomic and electronic polarization 
are due to resonance phenomena. The intramolecular vibrations or the motions of the 
electrons with respect to the nuclei due to an applied electrical field have discrete 
energy levels. This means that only at certain field strengths the atoms or electrons 
will move "permanently" to another position, in any other case they will fall back im­
mediately. Although the above is a rather crude simplification of what really happens 
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in dielectric materials it can serve very well in the further exploration of the subject. 

The explanation of the different phenomena on a microscopic level gives a better 
understanding of individual particles of certain materials under the influence of an 
electrical field. To explain the electrodynamic processes when a large group of such 
particles is involved, this theory has to be extended. H.A. Lorentz (1909) has developed 
his nowadays classic electron theory to be able to describe certain phenomena on this 
macroscopic scale. The fundamentals of this theory state: 

• atoms and molecules consist of charged particles; 
• by mutual electromagnetic influences these particles have a position or de­

scribe a trajectory relative to each other; 
• the total of charged particles are positioned in vacuum (de Hoop, 1975). 

Each one of these particles has a electric momentum p^ defined as: 

Pk = qkrk (k = l,...,K) (2.6) 

where qk is the charge of the particle and the distance to a origin is represented by a 
vector r-fc, with k as the rank number of the particle (k = 1,..., K): The total moment 
p of all K particles with respect to the origin is: 

K K 

fc=i fc=i 

In general the value of p of a group of charged particles depends on the choice of the 
origin. The value of p becomes independent of the choice of origin when the total net 
charge of the group of particles equals zero (X)fc=i Qk — 0 ) (de Hoop, 1975). In the 
case of dipoles this is always the case, because of the definition of a dipole as a pair 
of positive and negative charges. For a group consisting of AN charged particles with 
concentration N = N(r, t) in a volume V, the vector quantity P can be defined as 
the electric moment per unit volume which is also called electric polarization: 

K 

P = V~1Y,Pk (2-8) 
fe=i 

Since the electric field E is proportional to and depends only on P (see Appendix C), 
Eq. C. l l can be rewritten as: 

P = D - e0E = (e - e0)E = xe£oE (2.9) 

where D is the electric flux density or dielectric displacement (see Appendix C). The 
factor xe i

s called the electric susceptibility of a dielectric material and can be written 
as: 

*-ik (2'10) 
Another quantity of a group of charged particles is the magnetic moment m which 
is related to their orbit, this in contrast with the electric moment which is related to 
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the position of the particles. In analogy with the electric moment of a particle, the 
magnetic moment rrifc can be denned as (de Hoop, 1975): 

mfc = -rfcxgfcVfc (k = l,...,K) (2.11) 

where vjt is the velocity of particle k. The total moment m of all K particles with 
respect to the origin is: 

m = ^ m f c = ^ f - r f c xgfcvfeJ (2.12) 
fe=i /t=i V / 

The factor \ which appears in Eqs. 2.11 and 2.12 is only a matter of convention and has 
no specific physical reason. Although a distinction can be made between the magnetic 
moment induced by the particles orbit and the moment induced by the particles spin 
movement around its own axis (de Hoop, 1975), only the total magnetic moment is 
considered. The total magnetic moment per unit volume V and with concentration 
TV of A AT charged particles can be written as: 

AN 

M = y - 1 ^ m f e (2.13) 
fe=i 

The quantity M is usually referred to as the magnetization (see section C.2.1, Eq. 
C.12) and depends only on the magnetic field strength: in which x m *s the magnetic 
susceptibility. 

With the theory described thus far the reaction of a material to an applied electro­
magnetic field can be analysed. The following equations summarise the relationship 
between the different fields and a material: 

J = CTCE (2.14) 

D = eE = £0£rE with e = e0(l + Xe),
 o r ^r = 1 + Xe (2-15) 

B = /iH = MoAVH w i t h P = MoC1 + Xm). o r Mr = ! + Xm (2-16) 

where J is the electric current density, D is the electric flux density or dielectric 
displacement and B is the magnetic flux density (see Appendix C). In Eq. 2.14 , which 
is also known as Ohm's law for a conducting material, ac represents the dielectric 
conductivity which may be an actual conductivity caused by migrating charges but 
may also represent some other source of friction like the orientation of dipoles (Hippel, 
1958). The relationships given by Eqs. 2.14, 2.15 and 2.16 become more complex with 
increasing complexity of the properties of the materials e.g. when materials with 
various properties are combined or influence each other chemical properties. 

The dependence of P — P( r ) on E = E(r) is given as a simple scalar proportionality 
(cf. with Eq. 2.10 which is relative to eo ) : 

P = X e E (2.17) 
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which is in many cases a good approximation such that Eq. 2.15 can be applied. How­
ever, this proportionality is only valid for moderate field strengths and for isotropic 
materials and is dependent on density, temperature and chemical composition of the 
medium (Bottcher & Borderwijk, 1978a). In the case of non-isotropic materials the 
scalar electric susceptibility has to be replaced by a tensor with dimension N.: 

N 

Pk = Z > e ) w E / (2.18) 
1=1 

and thus in Eq. 2.15 the permittivity becomes a tensor. At very high field intensities 
P is no longer proportional to E, which is called electric saturation, and a correction 
term should be added (Bottcher & Borderwijk, 1978a). The last exception mentioned 
here on the relationship as given by Eq. 2.15 is that P = P(r , t) and E = E(r, t) 
are dependent on time. If the applied electrical field changes its strength in the same 
order of magnitude as the characteristic time of the microscopic particles, the particles 
will not be able to adjust to the field and will not reach the equilibrium polarization. 
The actual polarization reached will lag behind the changing electrical field. The 
polarization is in this case no longer proportional to electric field strength, but depends 
on the values of E at all moments before the time t at which P is considered: 

P(r,t)= [ f(r,t-t')-E(r,t')dt' (2.19) 
J —CO 

Relaxation and resonance phenomena are covered by this equation. For electric fields 
which time dependence can be described by a harmonic function, the permittivity 
in Eq. 2.15 can be described by a complex permittivity. In the quasi static case, i.e. 
when time period of the electric field changes is much larger than the characteristic 
time of the particles, Eq. 2.15 can still be applied. 

2.3 Dielectric behaviour of various materials 
2.3.1 Homogenous materials 

The easiest material to describe is a mono-atomic gas at low pressure. In this case the 
interaction between the electromagnetic field and the gas molecules, and the change 
of the electric field due to the presence of these molecules can be neglected. One of the 
first equations which describes the polarizability per mole, II, is the Clausius-Mosotti 
equation (Hippel, 1958): 

n = ̂  = £r_IM (2.2o) 
3e0 4 + 2 p K ' 

where No is Avogado's number, a is the total polarizability of the material accounting 
for the electric charge carriers and their polarizing action for non-alternating fields, 
M is the molecular weight and p is the particle density. To generalise the equations 
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for alternating electromagnetic fields, a and the permittivity e become complex, con­
sequently the so-called Clausius-Mosotti-Lorentz-Lorenz equation can be obtained: 

3e0 £ + 2 p n2 + 2 p v ' 

A disadvantage of this equation is that the effect of neighbouring molecules is not 
accounted for and thus neglects the distortion of the "near field". At higher densities 
this can give rise to erroneous results. 

To describe the dielectric behaviour of pure liquid water is much more difficult, 
not only because the density is much higher than for a gas but also because water 
molecules are dipoles. In dense materials, as opposed to gasses, molecules or molecu­
lar groups need space to rotate which causes friction. Especially, in the case of dipole 
molecules since they are essential construction elements of a material due to their spe­
cific charge distribution. For polar molecules Debye derived his well-known formula 
(Debye, 1929): 

e = £oo + T - T ^ (2-22) 

with, 

ui = 2TT/ (2.23) 

where / is the frequency and u is the angular frequency, e^ is the high frequency 
(or optical) limit of e representing electronic and atomic resonance polarization of 
the dielectric, es is the static permittivity representing the polarization due to the 
contribution of the orientation of the permanent moments and r is the relaxation 
time of the material, in this case pure liquid water. Writing Eq. 2.22 seperately for e' 
and e", 

£» = " [ < ' ' - ' ? > (2.25) 
1 + (wr)2 v ' 

in which the variables e ^ , es and r are a function of temperature and the latter two 
also of frequency (Ulaby et al., 1986; Tinga & Nelson, 1973). The relaxation time r 
is the time required to reduce the polarisation to 1/e of its original value, after the 
applied electromagnetic field is removed. Instead of using the relaxation time often 
the term relaxation frequency /o is used: 
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Figure 2.2: The Cole-Cole diagram for pure water (solid line) and sea water (dashed line) 

/o = (2TTT) 
- l (2.26) 

The relaxation frequency of pure water lies in the microwave region, at a temperature 
of 0 °C around 9 GHz and at a temperature of 20 °C at 17 GHz (Ulaby et aJ., 1986). 
A useful way to analyse the Debye equation is to plot the real e' and the imaginary 
part e" of the permittivity in the complex plane with the frequency as the changing 
variable. Data points obeying the Debye equation will fall onto a semicircle. This plot 
is the so called the Cole-Cole diagram (see Fig. 2.2). Although the Debye equation is 
derived originally for dipolar relaxation phenomena and thus for polar materials it is 
often applicable in other cases. 

This treatment could be somewhat more extended for materials and combination 
of materials e.g. like solutions of water and dissolved salts with small to moderate 
concentrations (Ulaby et ai., 1986; Lane &: Saxton, 1952). The presence of salts in a 
solution increases the ionic conductivity. Therefore Eq. 2.22 is modified to account 
for the losses caused by this conductivity (Lane & Saxton, 1952): 

£„ = WT(E. gpo) Oc_ 

1 + (wr)2 u>e0 
(2.27) 

with <TC as the ionic conductivity. 

In general the Debye-type of equations satisfy the simple relaxation spectra of solu­
tions of polar materials in non polar solvents (Hippel, 1958), in other cases one has 
to use different approaches. 
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2.3.2 Soil and other heterogeneous materials 
A heterogeneous material or mixture consists of two or more constituents each having 
its own specific dielectric behaviour. The permittivity of the mixture is determined by 
its constituents and has a magnitude which is between the maximum and minimum 
value of the permittivity of the constituents, unless they are altered when combined 
in the mixture. The average permittivity of the material is thus a function of: 

• the individual substances; 
• their relative volume fractions; 
• their spatial distributions; 
• their shapes; 
• their orientations relative to the direction of the applied or present electro­

magnetic field; 
• physical temperature; 
• and the electromagnetic frequency. 

The latter two are often interchangeable when the distribution of the relaxation times 
is temperature independent (Tinga & Nelson, 1973). This condition is no longer satis­
fied when e.g. a temperature rise causes the physical state or chemical composition to 
change (Engelder & Buffler, 1991). The constituent with the highest volume fraction 
is usually taken as the host material or continuous medium and the other constituents 
are then considered as inclusions (Ulaby et ai., 1986). To be able to relate the factors 
determining the average permittivity to this average permittivity it is necessary to 
relate the average electromagnetic field of the mixture as a whole to the electromag­
netic fields within the inclusions (Ulaby et ai., 1986; Hasted, 1973; de Loor, 1956). 
According to De Loor (de Loor, 1956; de Loor, 1983) it is in fact impossible to give 
one single relationship which describes the permittivity of a heterogeneous mixture. 
He stated that at best boundaries can be given between which the average value must 
lie, and which come closer together the more is known about the mixture. 

The difficulty in finding a solution for the magnitude of the fields is that when the 
position and shape of the inclusions is unknown or too complicated, an exact solution 
cannot be found. Different kinds of approximations have been used, with varying ap­
proaches such as ignoring the short-range or even all interactions between inclusions, 
assigning an effective permittivity to the immediate surroundings of an inclusion (de 
Loor, 1956) to accounting for first order inclusion interactions by solving Maxwell's 
equations with appropriate boundary conditions (Tinga & Nelson, 1973). All of these 
models are based upon certain specific assumptions regarding shape, size, geometry, 
volume fractions, the distribution of inclusions, frequency range etc. and are there­
fore limited to specific conditions or mixtures. In all cases the wavelength A of the 
radiation propagating in the mixture medium is considered to be much larger than 
the size of the inclusions in the mixtures (Rayleigh criterion for particles with radius 
a: 27ra -C A). The magnetic permeability of most mixtures is considered to be near 
that of free space. Hence, the permittivity thus characterizes fully the electromagnetic 
response of these mixtures. In the further text the magnetic permeability will only be 
mentioned where appropriate. 

The mechanisms responsible for polarization in media discussed so far only took into 
account the displacement or orientation of bound-charge carriers (electronic, atomic 
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and orientation polarization). A characteristic of heterogeneous mixtures is that there 
are boundaries between the components. Under an applied electromagnetic field these 
boundaries can become a barrier for travelling charges and distortion of the electric 
field can result (Maxwell-Wagner effects and interfacial polarization). An additional 
effect of a combination of several components in a mixture is that the single relaxation 
times for each of the constituents broaden into relaxation spectra for the combination 
of the constituents. In the next sections a few of the approaches to determine the 
permittivity of heterogeneous mixtures will be discussed. Although soils are used most 
of the time as an example for an heterogeneous mixture the theory also applies to 
other mixtures like wood, vegetation, textiles, brick and foods. The latter have become 
very important since the introduction of microwave heating. In the next sections the 
most common mixture formulas will be given. For a thorough overview of different 
mixing models the reader is referred to De Loor (1956), Van Beek (1967), Tinga & 
Nelson (1973) and Ulaby et al., (1986). 

2.3.3 Semi-empirical approaches 

The empirical approaches use simple, easy retrievable parameters to link the per­
mittivities of the constituents to the permittivity of the mixture. Often polynomial 
expressions are derived with regression analysis to link one or more factors to the 
permittivity. Topp et al. (1980) fitted such an expression finking e r to 6 for a three 
phase mixture of air, water and soil: 

er = 3.03 + 9.36* + 146.O02 - 76.76>3 (2.28) 

rewritten in its most used but not exactly equivalent form, 

9 = - 5 .3 • 10~2 + 2.92 • 10"2£ r - 5.5 • 10_4£2 + 4.3 • l O - 6 ^ (2.29) 

with 6 as the volume fraction of water. 

The semi-empirical approaches relate the effective or average relative permittivity er 

of a multiphase mixture to the permittivities and volume fractions of the components 
using a parameter or correction factor which accounts for the deviations. Often the 
correction factor is considered to be a shape factor which accounts for the geometry 
of the particles, however this factor is in these models not physically based but em­
pirically determined. An advantage of these models is that factors that influence the 
permittivity like frequency can be better accounted for. 

An often encountered example of such an empirical formula is that of Birchak, (1974) 
which is based upon volumetric mixing (Dobson et al, 1985; Ulaby et al., 1986): 

£ = £>,£?! (2.30) 
i = l 
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where n is the number of phases present and the subscript i denotes the phase, a is 
the correction or shape factor and (j> the volume fraction of the constituent. Birchak 
et al. (1974) found a = 0.5 for an isotropic two phase medium and Ansoult et ai. 
(1984) used a discretisized statistical model for a wet soil and found that a — — 1 and 
a = 1 are the lower and upper boundaries. 

Dobson et al. (1985) rewrote the mixing model of Birchak for a four phase mixture 
(where the notation e instead of er is used for clarity): : 

e" = fat + fas + 4>}we% + fae^ (2.31) 

where subscripts s, a, fw and bw denote solid phase, air, free water and bound water 
respectively. Dobson et ai. (1985) used a = 0.65 as average for all their soils and 
frequencies (1.4-18 GHz) and made the following approximation: 

Ps 
(2.32) 

Thus 

e' = 
Ps 

i + ̂ (£--i) + e^£fw-e (2.33) 

' - [ • 2ei (2.34) 

with 

es = (1.01 + 0Mps)
2- 0.062 (2.35) 

where pb is the dry bulk density and ps the specific density of soil solid particles (here 
2.66 g cm - 3 ) . The empirical constants f3l and /32 are soil dependent and are given by: 

ft = 1.2748 - 0.5195 - 0.152C (2.36) 

02 = 1.33797 - 0.6035 - 0.166C (2.37) 

where S and C are the mass fractions of sand and clay respectively (Peplinski et a/., 
1995). The relative dielectric constant of free water is given by a modified Debye 
dispersion equation (see Eqs. 2.22-2.27) with a term added to correct for the effective 
(ionic) conductivity of the soil mixture: 

c fw — ÔO I 
£oo _ • aeff Ps~ Pb 

1 + J 2 T T / T
 J27r/£o p,9 

(2.38) 
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Written for e'Sw and e'fw explicitly: 

27r/r (es - gpo) aeff pa - pb 

1 + (27I-/T)2 27T/£0 p,B 

where es is the static permittivity for water (= 80.1 at T = 20°C), ew is the high 
frequency limit for water ( « 4.9 (Lane & Saxton, 1952)). Above 4 GHz the contribu­
tion of the conductivity to s'jw becomes negligible due to the inverse proportionality 
with / . For frequencies between 1.4 and 4 GHz the effective conductivity <re// , can 
be expressed as function of the soil textural properties (Dobson et al., 1985): 

aeff = -1-645 + 1.939ft, - 2.256225 + 1.594C (2.41) 

For frequencies between 0.3-1.3 GHz the following equation gave a better fit between 
modeled and measured e", especially at the lower frequencies(Peplinski et al., 1995): 

treff = 0.0467 + 0.2204p6 - 0.41115 + 0.6614C (2.42) 

At these same low frequencies (Peplinski et al., 1995) found that for the real part of 
the permittivity only a slight correction was needed to adjust modeled e' (with Eq. 
2.33) to measured e'meas_ : 

Z'meas. = l - l ^ - 0 .68 (2 .43) 

Wang and Schmugge (1980) developed a somewhat more elaborate semi-empirical 
model to describe the dielectric behaviour of a wet soil with volumetric soil water 
content ranging from 0 to 0.5 cm 3cm - 3 and for frequencies between 1 and 5 GHz. 
These authors employ the permittivity of ice to describe the dielectric behaviour of 
the bound water in the soil water mixture. They also make a distinction between cases 
where the volumetric soil water content 6 is smaller than or equal to the transition 
soil moisture content (6 < 6t) and cases where it is larger (0 > 9t). The transition 
moisture content 6t is the maximum bound water content, where the value of the 
dielectric constant of initially absorbed water approaches that of liquid water. This 
transition water content 6t is found through a linear regression equation: 

04 = 0 .496^ + 0.165 (2.44) 

in which, 0wp is the amount of moisture present in the soil at a soil water pressure 
head h = —16000 cm (wilting point) and is calculated as a function of soil texture 
expressed in terms of volume fractions sand (ps^^ and clay 0ciay: 

0wp = 0.06774 - 0.064 x tf>8and + 0.478 x «£clay (2.45) 
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If the porosity of the dry soil <j> is known then the permittivity can be calculated for 
the two situations. Thus, if we express the porosity as: 

4> = 1 - & (2.46) 
PT 

with ps density of dry soil and pr as the density of associated solid rock. Then the 
expressions for the complex dielectric constants of a soil-water mixture for 9 < 6t: 

e = 6ex+ (<!>- 0)ea + (1 - <f>)er, 9 < 6t (2.47) 

with the dielectric constant of initially absorbed water, ex: 

Q 
£x = £i + {£w-£i) -rl (2.48) 

where 7 is a fitting parameter which is equal to (Wang k Schmugge, 1980): 

7 = -O.570wp + 0.481 (2.49) 

For 9 > 9t: 

e = 9tex + (9- et)ew + {<j>- 9)ea + (1 - </>)er, 9 > 9t (2.50) 

with 

ex = £i + (ew - £1)7 (2-51) 

In the Eqs 2.47 - 2.51, sa, ew, er, and Ei are the dielectric constants of air, water, rock 
and ice respectively. The dielectric constant for ice can be set at: 

£i = 3.2 + j0.1 (2.52) 

To calculate the dielectric loss or the imaginary part of the permittivity at low fre­
quencies ( / < 5 GHz) a conductivity loss can be added using the following equation: 

e'> = e" + 60ACTC =» e" + a92 

in which A is the wavelength [cm] and ac is the ionic conductivity [mho cm - 1 ] . Wang 
and Schmugge assumed the total dielectric loss, e" to be proportional to 9 with a 
as a fitting parameter. In this model the permittivities of the different phases have to 
be known or derived and then fitted to the data using 7 and 9t as parameters. 

Numerous other empirical and semi-empirical models have been developed (e.g. (Wang, 
1980; Wobschall, 1977)), too many to treat them all in this Chapter. In general, the 
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use of semi-empirical models has the disadvantage that they are sensitive to the fit­
ting parameter(s), that a fitting parameter is not known a priori and that apparent 
'anomalous' dielectric behaviour is not accommodated for (Dirksen k Dasberg, 1993). 

For most purposes within remote sensing the use of the simple empirical mixing models 
of Wang and Schmugge (1980) and Dobson et al. (1985) to describe the dielectric 
properties seems to be sufficient. In these empirical models the errors involved for 
most areas and types of soils are small compared to other error sources involved in 
remotely sensed estimation of soil moisture. These mixing models are therefore used 
in the rest of this thesis. 

2.3.4 De Loor-Polder and Van Santen based formula 
In this section the derivation of this mixture formula is given following the work of 
De Vries (1952) and De Loor (1956). Given is a mixture of a continuous, isotropic 
host medium with a permittivity Eh, and with, randomly ordered, N different kinds of 
inclusions of type i, with a permittivity £;. The total volume fraction of the mixture 
is thus: 

TV 

X> = 1 (2-53) 
i=0 

If this mixture with volume V is placed in a capacitor and side-effects can be neglected 
then the average electrical field E strength equals: 

N N 

E = £ / W = £/j[; EidV = £ &E, (2.54) 
J •* i=0 i=0 

with 

Ei = ^[EidVi (2.55) 

The average dielectric displacement D in this situation is: 

— I f N - N -
D = - / BdV = ^faDi = ^ 0 i £ i E i (2.56) 

J i=0 i=0 
N 

= £hE + ^ (pi (£i - £h) E< 
t=0 

The average or apparent permittivity em of the material: 
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£m = I = ̂ - ^ (2-57) 

E^iEi 
i=0 

From Eq. 2.57 it can be seen that to solve the problem it is necessary to calculate 
the electric field E; for every constituent. Since this gives rise to some mathematical 
difficulties, preliminary assumptions to simplify the problem have to be made. Suppose 
that an inclusion i with a permittivity Si is surrounded by a homogeneous, isotropic 
medium with a permittivity £ e / / (effective permittivity) and an average electric field 
strength E e / / at great distance of the considered inclusion. With these assumptions 
the relationship between the electric field strength E; and E e / / can be described by 
a tensor relationship: 

(EOfc^TfcKEe,,), (2.58) 
i=i 

in which the tensor T ^ depends on e e / / , £» and the shape of the inclusions. If 
the average over all inclusions of type i is taken under the supposition that their 
arrangement is random then (Polder & van Santen, 1946): 

Ei = ^ (T n + T22 + T33) E e / / = (Keff). E e / / (2.59) 

A closed form relationship for the diagonal elements of the tensor Tki can only be 
found in case of Rayleigh scattering for ellipsoidal shaped inclusions or particles: 

Tn = T„ = 7 r , (2.60) 

in which Aa is the depolarization factor of the ellipsoidal inclusions in the direction 
of the a-axis. The depolarization factors Aa can be determined by (Burger, 1915; 
Stratton, 1941): 

Aa = ~abc / 2 ^—J r (2.61) 
2 I (o2+sp(62 + s)Mc2 + s)' 

with s as distance, for ellipsoidal particles or inclusions with semi-axes a, b, c. Fur­
thermore: 
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Aa + Ab + Ac = 1. (2.62) 

Thus for spherical inclusions a = b = c : 

Aa = Ab = Ac = | (2.63) 

Another example are disc-shaped granules with a = b = 0 and c = 1. For more 
examples of other ellipsoidal shapes the reader is referred to De Vries (1952). 

The tensor Tki in Eq. 2.58 can be rewritten as: 

j^b,c i + (tr, ~l)A> 

with j representing the directions of the three axes of the ellipsoid. Using Eqs. 2.58 
and 2.64 with E e / / = E the relationship known as the De Loor and Polder-Van 
Santen equation can be obtained: 

in which a,i, 6j, and Q are the semi-axes of the ellipsoidal inclusions of material i. 

Another way to derive Eq. 2.65 has been described by De Loor (1956) and Van Beek 
(1969). De Loor (1956) modified the mixture formula of Polder and Van Santen by 
assigning an effective permittivity, £eff- In Eq.2.65 this effective permittivity accounts 
for all the interactions and spatial irregularities of the other inclusions (de Loor, 1990). 
Since in general no information is available on e e / / this equation can only be solved 
for certain assumptions concerning eeff . If the shape factor is known for a mixture 
which can be regarded as a lossless dielectric (e.g. no losses due to conduction), then 
the permittivity of this mixture must he between the boundaries given by eeff = Eh 
and eeff = em ,. With the shape factor not known then the boundaries become 
£eff = £h with Aj = { 5, 5, 5 } and e e / / = em with Aj = { 0, 0, 1 } (de 
Loor, 1990). According to De Loor (1990) a mixture composed of substances A and B 
can be distinguished in three different regions: (1) best described by a host medium A 
with inclusions B (<pA > <j>B ), (2) with host medium B with inclusions A (<j)B > <f>A 

) and one region between the two mentioned ones where it is difficult to distinguish 
between situation (1) or (2) ( <j>A « <pB ). Usually the transition point between the 
different regions lies somewhere between a volume fraction 0 i of 0.2 and 0.3. 

With microwave remote sensing of soils most of the phenomena responsible for di­
electric losses, that make Eq. 2.65 less applicable, are absent. Only the relaxation of 
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water plays a role and thus the amount of free water present in the mixture is of im­
portance. Just below the microwave frequencies (100 MHz < / < 1 GHz) effects due 
to conductivity, relaxation and the form of water, i.e. the transition from bound water 
to free water, cause the dielectric losses which are not accounted for by the model. At 
lower frequencies the situation gets more complicated, making it impossible to dis­
tinguish the different phenomena responsible for the losses that occur. However, all 
these losses cause the conductivity to be nearly constant over a fairly large frequency 
range (de Loor, 1990). 

Dobson et al. (1985) modified the model of De Loor and developed a theoretical soil 
model which describes the presence of a hydration layer of bound water adjacent 
to hydrophilic soil particle surfaces. With this soil model they separated the total 
soil water content solution in a bound and free (bulk) water part and determined 
the effective conductive loss of the bulk water using the Stern-Gouy double-layer 
theory (van Olphen, 1963; Mitchell, 1976). The model of De Loor was modified into a 
four component mixing model with the following components; dry soil solids, bound 
water in the Stern-layer, bulk water in the Gouy layer and air. Dobson et al. (1985) 
assumed that ee/f = em and that, on the basis of their soil model that the plate-like 
clay mineral fraction dominates both the distribution and nature of the soil water, 
the inclusions are disc-shaped with Aj = { 0, 0, 1 }. Eq. 2.65 with the soil solids 
as host medium can then be rewritten as: 

3ss + 2(j>fw (efw - es) + 2<t>bw ( e ^ - es) + 2(pa (ea - es) 
em = -. r -. r -. r (2.66) 

where subscripts bw, fw, a, and s refer to bound water, free water, air and soil, 
respectively. 

The volume fractions are calculated using a soil physical model based upon knowledge 
of soil texture, soil specific surface and bulk and specific density (Dobson et al., 1985). 
The permittivity for air is: ea = 1.0 . They found the permittivity for the soil particles 
with specific density ps by fitting experimental data of soils with very low moisture 
content: es = (1.01 + 0.44/?s) - 0.062 . And for the permittivity of bulk water they 
used Debye type of relations as discussed in section 2.3.1 (Eqs.2.22 until 2.27), and 
the ionic conductivity calculated with their soil model. For the permittivity of bound 
water they tested two assumptions 

1- £bw = Sice — 3.15 — jO 
2. ebw = ^saline = 35 — j l 5 of saline water with salinity S — 5°/oo at T=22°C. 

Dobson et al. (1985) concluded that adding the component of bound water is necessary 
to account for the frequency and soil dependence of the permittivity and that the 
De Loor model is an adequate description of the permittivity of the soil with soil 
texture, bulk density and a frequency range from 1.4 to 18 GHz. They found that the 
permittivity of bound water did not match either that of ice or saline water and that 
comparing model predictions with the measured data the real part should be of order 
20 to 40 and bound water is lossy. 
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The empirical model of Dobson et al. (1985) performs almost as goods as their theoret­
ical model and therefore the simpler emipirical model is used in this thesis. However, 
in case of anomalous dielectric behaviour the empirical model will not be adequate. 

The approach of De Loor was to assign an effective permittivity to account for the 
interaction effects, without quantifying these effects explicitly. The work of Tinga et 
al. (1973) gives a quantitative method for calculating the interaction effects and the 
correct limits for both low- and high-volume filling factors. They derived a closed form 
solution for the complex permittivity of a multiphase mixture with ordered confocal 
ellipsoidal shell inclusions. Although this approach is theoretically interesting, it is 
too complex to be used for practical purposes with remote sensing. 

2.4 Effects of salinity and soil texture on soil 
dielectric properties 

The various soil mixture models that have been treated in this thesis have each their 
specific validity range and applicability. The dielectric properties are a function of 
frequency and it is noticeable that the mixture modeb for heterogeneous materials do 
not have the frequency as a parameter but instead have a frequency range of validity, 
assuming the frequency dependence to be constant within that region. For soils with 
a low soil moisture content and/or with low salinity this assumption is applicable 
(Figure 2.3). However for certain type of soils with high salinity, such as bentonite 
or clays with a saline solution (Figure 2.3), this is not true. Especially at the lower 
frequencies (below 1 GHz) the imaginary part of the permittivity increases rapidly 
with decreasing frequency even at low 6 (Figure 2.3). Most natural soils do not have 
such a high salinity and therefore for most practical purposes soil mixing models 
within the 1 to 10 GHz range do not have to be corrected for salinity effects. These 
findings are in agreement with the experimental data from Jackson and O'Neill, 1987. 

The effect of soil texture is twofold: 

• soil texture is strongly related to the specific surface area of a soil which 
determines along with the type of mineral the amount of bound water that 
can be adsorbed and the total water that can be held; 

• it is an important parameter in the formation of soil aggregates and stability. 

The first effect has it's direct influence on the dielectric properties of a soil (Dobson 
et al., 1985). The effect of soil texture on the dielectric properties can be assessed 
through the various mixture models (Ulaby et a l , 1986). The effect is most significant 
for clay soils especially those which have a high adsorption capacity where for the same 
6 the real part of the dielectric properties is lower and often the imaginary part is 
higher compared to soils with a coarser texture . 

The second effect has its influence on the surface roughness. The effect on the surface 
roughness is difficult to determine and would need an extensive experimental set-up 
which is outside of the scope of this study. 
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Figure 2.3: The real part (top line) and imaginary part (bottom line) of the permittivity 
of pure water, ethanol, Kesteren clay, air, Kesteren clay with a 0.025 NaCl solution and 
Bentonite clay as measured by the author. The water content 0 for the soils is 0.25. 
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2.5 Conclusions 
In this Chapter the basic theory of dielectric properties has been given. The effects 
of an electro-magnetic field upon various materials was explained starting from a 
mono-atomic gas to multi-phase heterogeneous materials such as soils. 

Many models exist to describe the dielectric properties at microwave frequencies based 
upon soil composition and properties. The more complex models are better able to 
explain specific phenomena but require much more detailed information or have un­
realistic assumptions (e.g. particle shape) to be of any practical use. 

The semi-empirical models such as that of Wang and Schmugge (1980) relate the 
effective or average permittivity of a multiphase mixture to the permittivities and 
volume fractions of the components using a correction factor which accounts for the 
deviations. The use of these type of models has the disadvantage that they are sensitive 
to the fitting parameter(s), that the fitting parameter is not known a-priori and that 
apparent "anomalous" behaviour is not accommodated for. 

The theoretical models such as De Loor's model (de Loor, 1956; de Loor, 1990) relate 
the average electromagnetic field of the mixture as a whole to the electromagnetic 
fields within the inclusions and calculate in this way the permittivity. The constituent 
with the highest volume fraction is usually taken as the host material or continuous 
medium and the other constituents are then considered as inclusions (Ulaby et al., 
1986). According to De Loor (de Loor, 1956; de Loor, 1983) it is in fact impossible 
to give one single relationship which describes the permittivity of a heterogeneous 
mixture. He stated that at best boundaries can be given between which the average 
value must he, and the range by these boundaries can become smaller when more is 
known about the mixture. Dobson et al. (1985) modified the model of De Loor and 
concluded that adding the component of bound water was necessary to account for 
the frequency and soil dependence of the permittivity and that the De Loor model 
was an adequate description of the permittivity of the soil with soil texture, bulk 
density and a frequency range from 1.4 to 18 GHz. 

The dielectric properties are a function of frequency and it is noticeable that most 
mixture models for heterogeneous materials do not have the frequency as a parameter 
but instead have a frequency range of validity, assuming the frequency dependence to 
be constant within that region. 

The effect of soil texture on the dielectric properties is most significant for clay soils 
especially those which have a high adsorption capacity where for the same 0 the real 
part of the dielectric properties is lower and often the imaginary part is higher as 
compared to soils with a coarser texture.The soil texture has also its influence on the 
surface roughness however this effect is not treated in this study. 

The theory of dielectric properties of soils still requires attention in specific areas 
especially for soils with a distinct chemical composition such as high iron content, 
high salinity soils and gypsum soils. For some of these types of soils the dielectric 
behavior is very different but cannot be explained sufficiently. 

For most purposes within remote sensing the use of empirical mixing models to de­
scribe the dielectric properties such as those of Wang and Schmugge (1980) and Dob-
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son et al. (1985) seems to be sufficient. In these empirical models the errors involved 
for most areas and types of soils are small compared to other error sources involved in 
remotely sensed estimation of soil moisture. These mixing models are therefore used 
in the rest of this thesis. 
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Chapter 3 

Microwave emission and 
scattering of bare soil and 
vegetated surfaces 

3.1 Introduction 
The behaviour of electromagnetic radiation in the microwave region, in particular at 
the lower frequencies ( / < 20 GHz) is significantly different from higher frequency or 
optical remote sensing. In this Chapter a description of the relevant quantities and 
theories is given. 

The earth's surface, in particular a bare soil surface can be considered as a rough 
surface in terms of microwave emission and scattering. Often this surface is covered 
by vegetation or other objects which obscure the surface underneath and can be con­
sidered perturbing factors when dealing with the estimation of soil moisture content 
through microwave remote sensing. As such these factors, and in particular vegetation, 
will be included in this Chapter. 

It should be noted that most of the semi-empirical models described in the sections 
below are still physically based. Their simplicity and the straightforward use is usually 
due to a simplified description of the scattering mechanisms involved and the presence 
of empirically determined parameters. 

Two types of scattering are present when considering scattering in natural terrain, 
namely surface scattering and volume scattering. When scattering takes place at the 
boundary of one medium to another, such as an air - soil surface interface (dielectric 
half-space), and no contributions from penetrated radiation at subsurface layers are 
present, it is called surface scattering. Volume scattering is due to inhomogeneities 
in the medium itself, e.g. within the soil or within vegetation. The surface scattering 
models will be treated in more detail in section 3.5. The volume scattering models can 
be separated into two main classes: the coherent models, where phase and amplitude 

31 
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(or intensity) of the electromagnetic field are computed and the non- or incoherent 
models, where only the amplitude is taken into consideration (Kerr & Wigneron, 
1995). The non-coherent models are mathematically and computationally simpler but 
at the cost of a lower accuracy. The difference between the coherent and incoherent 
models is that in the coherent models the interference between the phases of the EM 
waves are accounted for. 

3.2 Coherent modelling approach 
The coherent modelling approach is also referred to as the -analytic- wave approach, 
since the solutions are based upon solving the wave equations propagating through 
matter. This approach, which starts with the Maxwell equations (through the solution 
of the dyadic Green's function of the vector wave equation) tries to find the brightness 
temperature Tg or backscattering cross-sections a° of the object of interest by giving 
the scattering and absorption characteristics of the medium. This method allows for 
a very rigorous formulation but to obtain useful, practical results, some approxima­
tions must be made (Ulaby et al., 1986). Some examples are the Born approximation 
(Ishimaru, 1978; Fung, 1982), Rytov method (Ishimaru, 1978), the renormalization 
method (Ishimaru, 1978; Fung, 1982) and the diagram method (Frisch, 1968). Most 
of these approximations assume weak scattering, where multiple incoherent scatter­
ing is ignored. This disadvantage is less present in the radiative transfer approach, 
which will be discussed in section 3.3. For more detailed descriptions of the various 
approaches in the coherent modelling approach see Tsang et al. (1985) , Ulaby et al. 
(1986) . 

3.3 Radiative transfer approach 
Another often used approach to find the brightness temperature Tg or backscattering 
cross-sections a° of the object of interest is the radiative transfer theory. This theory 
does not start with the Maxwell equations but describes the traversing of electromag­
netic waves through a medium or several media. The interaction between radiation 
and the media is described by the transmission, absorption, emission and scattering 
of the radiation (Tsang et ai., 1985; Rijckenberg, 1997). Strong dielectric fluctuations 
and certain types of multiple scattering are included. However, diffraction effects are 
ignored (Ulaby et ai., 1986). The radiative transfer models belong to the group of the 
incoherent modeb. These type of models treat the surface as layered media consisting 
of independent particles that can scatter, absorb and emit radiation. The basic scalar 
transfer equation for radiation of the amount of power at a single frequency can be 
written as (Chandrasekhar, 1960; Tsang et ai., 1985; Ulaby et ai., 1986): 

dP = I(s)cos6ndAdQ (3.1) 

where P is the power [W], / intensity of unpolarized radiation [W m - 2 s r - 1 ] that 
propagates along the direction of s within a solid angle dfi through an elementary 
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Figure 3.1: Radiative energy transfer for specific intensity I(s) incident upon a cylindrical 
volume of particles. 

area dA [m - 2] . The angle between the outward normal to dA and the unit vector s 
is<?„. 

Consider a low density medium with N randomly distributed particles/spheres, each 
with a absorption cross section aa, and a scattering cross section as. The extinction 
coefficient Ke can be written as: 

Ke = N (aa + as) = Ka + ns (3.2) 

where na and K8 are the (volume) absorption and scattering coefficients respectively. 
The single-scattering albedo w can now be introduced as: 

u = ^ (3.3) 

or 

l - w = ^ (3.4) 
Ke 

For an inhomogeneous medium, i.e. medium with a background material that is not 
air or a pure dielectric, the total extinction coefficient n'e becomes (Ulaby & Elachi, 
1990): 

Ke = Ke + Kag ("•") 

where 

Kag = 2k0 |Im y ^ l (3.6) 

is the power absorption coefficient of the background material, &o is the wave number 
in free space and er is the relative complex permittivity of the material. 

Consider a number of particles within a cylindrical volume with length ds . The 
change of intensity dl over the distance ds is a result of absorption loss, scattering 
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A B C 

Figure 3.3: Specular and diffuse components of radiation scatter at A) perfect plane, B) 
slightly rough, C) very rough surface (Schanda, 1986). 

angles and non-coherent term Cppn, which is important at all angles (Ulaby et a/., 
1986) 

<r%Vi»c) = o%c(0i*c) + o°Fn{0iBC), p = voih (3.53) 

The two limiting surface roughness cases, the plane surface and the ideal rough (Lam-
bertian) surface, yield two distinct angular patterns of scattered radiation. The plane 
surface yields a delta function, meaning only that radiation striking the surface at 
normal incidence will be radiated back in the same direction it came from, centered 
at the specular direction. The rough (Lambertian) surface yields a diffuse scattering 
uniformly distributed in the upper half space (Schanda, 1986). Scattering of a plane 
surface can be described by the already mentioned Presnel equations (Eq. 3.23 in 
section 3.4.1). 

In microwave remote sensing the earth's surface is usually described in terms of a 
random rough surface. Where the roughness is described as the deviation of a reference 
plane and can be characterised statistically by measures such as root mean square of 
the height differences, surface correlation length or height probability density function. 
A more detailed description of the characterization of surface roughness can be found 
in Appendix D. 

Scattering from a soil surface is a complex process because of the complex surface 
geometry that varies randomly in space. Because of this the only practical way to 
solve the problem of surface scattering is by using simple approximate models that 
are vaJid for a certain range of roughness parameters. Exact solutions for surface 
scattering problems can be obtained numerically by the method of moments, but this 
is computationally very demanding and only worthwhile to evaluate the validity of 
more simpler models. In the microwave region the most used approximate models are 
the Kirchhoff approach and the small perturbation method (SPM). 



3.5. Microwave scattering of bare soils 45 

Figure 3.4: Geometry for the definition of surface roughness criteria. 

Before discussing models for rough surface scattering the criterion for smooth versus 
rough surface has to be discussed. The most often used criterion is the Rayleigh 
criterion which states that for a surface to be smooth: 

h< 
8 cos 9U 

(3.54) 

where h is the height difference, A the wavelength and 0jnc the angle of incidence (Fig. 
3.4). For the average difference in height, h may be replaced by the root mean square 
of the height differences a. The criterion becomes then 

with 

Ra = fccrcosfl;, 

(3.55) 

(3.56) 

where Ra is known as the Rayleigh parameter and k is the wave number (Schanda, 
1986; Ogilvy, 1990). The Rayleigh criterion is useful as a first-order classifier of surface 
roughness but for natural surfaces where the wavelength is often in the order of h a 
more stringent criterion is used . Ulaby et al. (1982) propose the FraunJiofer criterion 
which states that for a surface to be smooth: 

h< 
32 cos 6n 

(3.57) 

According to Ulaby et al. (1982) this Fraunhofer criterion appears to be more consis­
tent with experimental observations than the Rayleigh criterion. 

Kirchhoff approach: Geometrical Optics and Physical Optics models The Kirchhoff 
approach is also called the facet model or tangent-plane model because the surface 
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-k 

Figure 3.5: Geometry of the facet model of a rough surface. 

geometry is modelled as a series of plane facets which are all tangential to the actual 
surface. The criteria to be met are that the length of the facet If is much larger than 
the wavelength and that the deviations Ax of the facets from the real surface are much 
smaller than the wavelength (Fig. 3.5).Scattering from an infinite plane facet is given 
by the delta function. In other words the infinite plane facet is a specular reflector and 
the Fresnel equations may be applied. The smaller the plane-facet becomes the wider 
the reradiation pattern becomes (Fig. 3.6). This re-radiation pattern resembles the 
pattern of the antenna but now with the same dimensions as the facet (Elachi, 1987). 
Another restriction of the facet model is that the angle of incidence or scattering 
should not be that large that one part of the surface obscures (shadows) another. If 
this is the case the model has to be adjusted by using for example shadowing functions, 
see Appendix 12K in (Ulaby et al., 1982). The facet model is strictly speaking more a 
specular reflection model than a scattering model (Schanda, 1986; Ulaby et al., 1982). 

The Kirchhoff Geometrical Optics model Even with the tangent plane assumption, 
the mathematical formulation of the scattered field becomes a complex integral over 
the surface and no analytical solution is present. Hence, additional assumptions have 
to be made to obtain analytical solutions. In the high frequency limit the stationary 
phase approximation (Ulaby et al., 1982) can be used to obtain the geometrical optics 
model for the backscattering coefficient: 

aw (0inc) 
_o 

m 

PP(0)e {^^) 

'hv 

2m2 cos4 6U 

= 0 

(3.58) 

a c (0) 
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A) infinite plane facet B) wide facet C) narrow facet 

Figure 3.6: Normal-incidence reradiation patterns of facets, A) on a infinite plane facet, B) 
a wide facet compared to the wavelength and C) a narrow facet compared to the wavelength 
(Ulaby et al., 1982). 

Table 3.1: Validity conditions for the classical surface-scattering models. For the small per­
turbation model approximate values are given, no exact validity conditions have been deter­
mined. 

Model Validity conditions 
Physical Optics 
Geometric Optics 
Small Perturbation Model 

m < 0 . 2 5 kl>6 l'z > 2.76aX 
(2fc<7cos0inc)

2 > 10 kl > 6 l2>2.76a\ 
ka < 3, m < 0.3 

where pp (0) is the Fresnel reflectivity at normal incidence, m is the RMS surface 
slope, c"(0) is the second derivative at the origin of the correlation function (see 
Appendix D). The model is valid when the variance of the surface height is large 
compared to the incident wavelength (Kuga et al., 1990). Since, the Fresnel reflectivity 
PP (#inc) is evaluated at an angle of incidence 6mc = 0 the backscattering coefficients 
o\h and a°v are identical. Furthermore, the depolarized scattering coefficient a°j is 
zero because multiple scattering is neglected (Fung k. Eom, 1981; Ulaby et al., 1982). 
In general the model performs well for relatively rough surfaces whose backscattering 
coefficient shows a slowly varying angular dependence near nadir (Ulaby et al., 1986). 
For large (2kacos6inc) , where a is the standard deviation of the surface height, 
thus when the model is valid, the surface generates purely incoherent radiation. For 
smaller (2kacos8inc) , typically smaller than 4, the surface generates both coherent 
and incoherent radiation and a different approximation, discussed in the next section, 
is needed. The range of validity of this model along with a few others is given in Table 
3.1 (page 45). 

The Kirchhoff Physical Optics model For relatively smooth surfaces whose backscat­
tering coefficient shows an exponentially decaying angular dependence the physical 



48 Chapter 3. Microwave emission and scattering of bare soil and vegetated surfaces 

optics model is valid. Basically, this is the Kirchhoff model under the scalar approx­
imation, i.e. the reformulation of the vector Kirchhoff approach to a scalar approach 
while retaining the most important scattering terms. The general form of the physical 
optics model for the backscattering case is (Ulaby et a/., 1986): 

^ ( f l i n c ) = 2k2cos2eincpp(einc)e-<-2k<'c°s0^2 

"(Ak2a2 cos2 flinc)"~ 
E 

/ • O O 

Jo 

nl 

Cn(r)J0(2kTsm9iDC)Tdr (3.59) 

where Jo is the zeroth-order Bessel function of the first kind, Cn (r) is the surface 
correlation function (see Appendix D). The integral term: 

Jo 
(' 7 T \ 2 - ( f c i o ' n e i n c ) 2 

- J l-e —s (3.60) 

in Eq. 3.59 is the Fourier transform of the n-th power of the surface correlation 
function and for n = 1 is called the normalised surface roughness spectrum. The 
physical optics model has been found to agree well with experimental observations 
for like polarizations, but is inadequate for cross-polarization . The error by truncating 
the summation series at n = 10 is less than 0.1 dB (Ulaby et aJ., 1986). The range of 
validity of the model is given in Table 3.1 (page 45). 

Small perturbation method For slightly rough surfaces with the normalised surface 
correlation length kl < 6 the Kirchhoff approach is no longer valid (Table 3.1). When 
both the surface standard deviation and the correlation length are smaller than the 
wavelength the small perturbation model can be used. The first order perturbation 
theory gives the like-polarized backscatter coefficients as: 

°$pn (*inc) = 8* V COS4 0 inc |<*PP (^inc) f (0|nc) W (2k sin 0inc) (3.61) 

where 

\<*hh (Qmc)\ = Ph (#inc) (3.62) 

,/, N / , N s i n 2 #inc - e (1 + sin2 0 i n c) 
dvv (0inc) = (e - 1) * 7^2 

ecos2 9inc + (e- sin2 8inc) 
(3.63) 

and W (2k sin #inc) is the normalised roughness spectrum. The cross-polarized backscat­
ter coefficient can be found by using the second order perturbation method 

<h (*inc) = °lv (0>nc) = TTfcV4 COŜ  6 
_„.iA„4^?a. \(e-1)(Rhh-Rvv)\ f(W) (3.64) 

with / (W) a function of the roughness spectrum (see Eq. 12.113 (Ulaby et a l , 1982)). 
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Figure 3.7: Bragg resonance scattering from the spectral components of the rough surface 
that correspond to the condition A = n ."„.—. 

r 2 sin ©inc 

Conceptually, the small perturbation model is a Bragg model. The concept of Bragg 
resonance is often used for surfaces with vertical and horizontal roughness parameters 
in the order of the wavelength. Such a rough random surface can be subdivided into its 
Fourier spectral components (see Fig. 3.7). Then the total backscatter of the surface 
is a summation of its spectral components, mainly the component that corresponds 
to the Bragg resonance condition: 

A = „ U \ n = l , 2 , 3 . . . 
2sm0 i n c 

The first term (n = 1) leads to the strongest scattering. 

Validity conditions for physical optics, geometrical optics approach and small per­
turbation method In Table 3.1 the validity ranges of the classical surface scattering 
models have been given. These models represent scattering from surfaces that can be 
described by a single set of roughness parameters. Oh et al. (1992) conclude from com­
parison with measured data that the predictions of the geometrical optics, physical 
optics and small perturbation method that: 

• Some natural surface conditions fall outside the regions of validity of all 
three models; 

• None of the models provides consistently good agreement with the measured 
data, in particular at incidence angles large than 40°; 
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• The physical optics model predicts that a°v < a°hh contrary to all their 
observations 

• Both the physical optics and geomterical optics model are first order solu­
tions and cannot be used for cross polarization 

Because of the limited validity of each of these models, alternative approaches have 
been developed which will be discussed in the next sections. 

Two-scale model Most natural surfaces can be mathematically approximated by 
large facets on which the small scale roughness is superimposed. Thus, scattering from 
such surface will consist of contributions from both small and large scale geometry. 
Such models are called composite or two-scale models. The most simple approach is 
that the total backscatter coefficient, oT is a summation of the Kirchhoff approaches, 
oK with the small perturbation model, as: 

aT=aK + as 

However, assumptions have to be made regarding the form of each of the models and 
the way they are averaged. The predicted scattering coefficient for such a two-scale 
approach is shown in Fig. 3.8 (Ogilvy, 1990). 
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Figure 3.8: Scattering coefficient a° as a function of incident angle 0mc for a composite rough 
surface. The total scattering consists of a contribution of large scale roughness (Kirchhoff 
theory) and small scale roughness (perturbation theory). 

The validity of the two-scale models is restricted to the validity range of either of the 
approaches (Kirchhoff and small perturbation method) used, outside their range the 
performance becomes less (Fung & Chen, 1985; Ogilvy, 1990). According to McDaniel 
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and Gorman (1983) inclusion of higher order perturbation terms, or curvature cor­
rections for the Kirchhoff approach does not lead to significant improvement of the 
performance. 

3.5.3 A more general model: Integral Equation Method 
(IEM) 

The Integral Equation Method (IEM) model is a theoretical model that attempts to 
give a more general solution than the Kirchhoff and small perturbation methods. In 
its complete version the model can be apphed with no limitations regarding roughness 
scales or frequencies (Fung, 1994; Altese et al., 1996). Since, the model is too complex 
to be used for practical purposes, simplifications have to be made. The IEM model 
can be summarized as (Fung, 1994): 

°°„=tT$i + <T% + aU (3.65) 

where cr°q is the total (bistatic) scattering coefficient,apq is the Kirchhoff term,cr£| is 
the cross term and (Jp is the complementary term. The complete description of each 
of these terms can be found in (Fung, 1994, Chapters 4 and 5). 

To obtain more simple models which can be interpreted more easily, the backscatter 
coefficient a°q of the IEM model can be shown to have two types of terms: a single-
scatter term, a^ and a multiple-scatter term, a™: 

o~„„ = a. pq "pq i "pq + <g (3-66) 

For like polarized {jp = q) backscatter coefficients multiple scattering is negligible, in 
particular for small RMS slopes (m) which is common for most natural terrain. Thus, 
the single scattering formulation (Fung et al., 1992; Fung, 1994; Dawson et al., 1995) 
will be more often used. The single scattering coefficient for the backscatter case is 
given by : 

^ = ̂ ( -^;)fVfe|^n<;f- '0> (3.67) 
n = l 

where kz = k cos 6mc and kx = k sin 0jnc and 

Tn _ ,of r ^ f J-<r2kl) , kz[FPq(-kx,0) + Fpq(kx,0)} 
Jpq — \*Kz) Jpq^ "I 2 (3.68) 

with W™(—2^,0) the Fourier transform of the nth power of the surface correla­
tion function normalised to the surface variance. For a specific polarization fpq and 
Fpq (—kx,0) and Fpq (kx,0) can be given as: 

fw = -¥%- (3.69) 
cos0 inc 

hh = ^ - (3.70) 
COS0 inc 



52 Chapter 3. Microwave emission and scattering of bare soil and vegetated surfaces 

Fvv(-kx,0)+Fvv(kx,0) = 
2sin 20 i n c ( l + Rvy 

COS 6m 

(>-i) + 
fir£r— SJn ^inc—£r COS flji 

e'i cosa einc 

(3.71) 

fli* (-**, 0)+ *}*(**,0) = 
2sin 2g i n c ( l + ^ ) 2 

cos ft. 

( ' . : * ) + 
jire,.—sin'fl lnc—»t, cos2 0j 

/i£ cos ^ 
(3.72) 

In Eq. 3.67 it is assumed that the local incidence angle in the Fresnel coefficients can be 
approximated by the incidence angle. Hence, the application of Eq. 3.67 is restricted 
depending upon the surface roughness parameters, surface correlation function and 
the relative permittivity of the surface (Fung, 1994, Chapters 4 and 5). For the range 
of validity for surfaces with a Gaussian correlation function, Fung (1994) gives as 
restriction 

(far) (kl) < 1 . 2 ^ (3.73) 

with the note that in the case of an exponential correlation function the restriction is 
less severe. For a non-Gaussian correlated surface Fung (1994) gives as rule of thumb 
for the IEM to be valid: 

(ka) (kl) < 1.6,/cV (3.74) 

In Fung et a., (1992) the above model is called the small to moderate ka approximation 
and is employed by Altese et o/., (1996) for soil moisture estimation with ERS-1. The 
validity criterium is given as ka < 3 . Fung and Chen (1995) did a validation of the 
model for a frequency range from 5 to 10 GHz, a root mean square height range of 0.85 
mm to 8.4 cm, a correlation length range of 6.2 mm to 8.4 cm and for various types 
of surfaces. They concluded that the model is applicable to surface scattering of these 
surfaces but that for natural surfaces that are inhomogeneous volume scattering may 
be present and for those surfaces the model underpredicts the backscatter coefficient. 

The first order solution of the IEM model reduces to the small perturbation model for 
slightly rough surfaces. The model approaches the physical optics model for surfaces 
with surface slopes that are small compared to the surface roughness. For large surface 
slopes the model reduces to the geometrical optics model (high frequency limit). 
Hence, it is expected that the JEM model has a larger validity range than the Kirchhoff 
approaches and small perturbation method combined For surfaces which are skewed 
an additional term has to be added which can be found in (Fung, 1994, Chapter 7). 

For surfaces which have a dielectric gradient, such as a drying soil, the IEM model 
has been extended by including a transitional dielectric layer (Fung et ai., 1996).This 
transition layer has a permittivity er that varies with depth z. To date no results 
regarding the validity have been published and this model has not been used in the 
work presented in this thesis. 
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3.5.4 (Semi-)empirical approaches: The OSU model 

Many empirical models have been developed over the years, mostly to overcome the 
difficulties when dealing with purely theoretical models that require extensive knowl­
edge about the surface characteristics and often have a limited validity. One of the 
more recent empirical models will be discussed in more detail, namely the model by 
Oh et al., (1992). Since the model of Dubois et al., (1995) has been widely used also 
it will be briefly described. 

The empirical model of Oh, Sarabandi and Ulaby (1992), is hereafter referred to as 
OSU. This model is based upon Geld measurements over bare soils using a L-, C-, 
and X-band radar. The model consists of a set of empirical relations as a function of 
normalised surface roughness ko, the permittivity e r through the Presnel reflectivity 

Po-

/ ± / ^ = 0 . 2 3 ^ [1 - e-fe*] 

irface 

1 - s/£~T 

where p0 is the Presnel reflectivity of the surface at nadir 

i - -v/er 

Po l - jrr 

and 

^{k=H^ 3P0 ,—ka 

(3.75) 

(3.76) 

(3.77) 

a n d a ^ From these equations the authors derived empirical expressions for o~°v, o\h 

with p and q being given explicitly in terms of ku and sr the function g being governed 
by only ko: 

gcos39h 
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(3.78) 

(3.79) 

(3.80) 

(3.81) 

The model was tested over a large range of soil moisture and surface roughness con­
ditions: 0.09 < 6mc < 0.31, 2.6 < kl < 19.7 and 0.1 < ka < 6.0 and showed good 
agreement with the data. The model also performed well when tested against data 
measured for surfaces with parameters outside the above mentioned ranges (Oh et al., 
1992). However, at steep incidence angles, 0mc < 20° and for smooth surfaces there 
is a strong contribution from the coherent backscattering term that is not included 
in the model and the model therefore underpredicts the total backscattering. The 
rougher the surface the more negligible the coherent term becomes. 
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Model of Dubois et al.(1995) The model by Dubois et al., (1995) was developed to 
retrieve soil moisture and surface roughness estimates from SAR data with three main 
goals in mind. The algorithm should: 

• Be applicable to radar data measured over as wide a range of surfaces as 
possible; 

• Require data calibration that is achievable in practice; 
• Provide accurate results even for surfaces with a moderate vegetation cover. 

Using truck mounted radar data sets they derived the following two empirical equa­
tions for the backscattering coefficients a°hh and a°v: 

= 1 0 - 2 . 7 5 C O S • ( f l i n c) 1 O O . O 2 8 e ; t a n 0 l n c ( f c C T s i n g , n c ) 1 . 4 A O . 7 ( g g 2 ) 

sin°(0inc) 

a°m = 1 0 - 2 . 3 5 C 0 S 3 ^ ) 100.0464 tan0inc(fcff g i n g . ^1 .1 A0.7 (g g 3 ) 

sinJ(0 inc) 

which are valid for a frequency range of 1.5 - 11 GHz. The various validity conditions 
regarding surface roughness are summarised in Table 3.2. 

To exclude areas for which the influence of vegetation on the backscatter coefficient 
o 

is too high Dubois et at, (1995) employed a mask based upon the -§*• ratio. They 
vv 

stated that for 

^ P > - l l d B (3.84) 
°~vv 

the surface was too heavily vegetated and corresponds to NDVI values greater than 
0.4. Furthermore, this classifier would also exclude surfaces for which the surface 
roughness conditions exceeds the models validity range. As with most models the 
effects of periodicity of the surface is not included, thus care has to be taken when, 
for example dealing with furrowed agricultural fields. 

The model of Dubois et al., 1995 has a slightly different range of validity than the 
OSU model. It is difficult to say which model performs better since both models are 
empirical and similar of nature and depending upon the data set used will produce 
different results. 

Table 3.2: Validity conditions for the semi-empirical surface-scattering models 

Model Validity conditions 

Oh, Sarabandi & Ulaby, (1992) 

Dubois et al, (1995) 

Surface 
ka > 0.1 
ka < 6.0 

ka < 2.5 

roughness 
kl > 2.6 
kl < 19.7 
kl > 2.5 
kl< 20 

Incidence angles 
0i„c > 30° 
0inc < 50° 
0inc > 30° 
0i„c < 65° 
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3.6 Scattering from vegetated surfaces 
The models for bare soil surface, such as OSU and IEM perform well enough and 
are general enough to be used to estimate surface parameters. For vegetated surfaces 
many models are available but are either too complicated and require to much a priori 
knowledge to be used in inversion schemes, or when they are simpler have a too small 
range of validity. 

Objects that are on top of the rough surface, e.g. vegetation, are usually modelled as 
statistical ensembles of simple shapes like ellipses and cylinders. In case of vegetation 
this requires extensive knowledge about the dielectric properties and the density, 
shape, size and orientation angle distributions of leaves and branches. Based upon 
this information the contribution of each of these objects to the total scattering can 
be calculated. 

Many different models are available varying from very simple empirical approaches, 
simple radiative transfer models -Cloud model, (Attema & Ulaby, 1978) - to complex 
multilayer radiative transfer approaches - UTA model (Karam et al., 1992a; Karam 
et al, 1992b; Karam et al., 1995) and MIMICS (Ulaby et al, 1990)-, which have been 
discussed in section 3.3. In general the radiative transfer approach for backscattering 
from vegetated surface can be written as: 

"total =< + r2°°s+°°sv (3-85) 

where subscripts v, s, sv denote volume, surface and surface-volume contributions, 
respectively. The two-way transmissivity T2 of the vegetation layer is (see also Eq. 
3.39): 

T 2 = e(-2Tsec0 inc) (3 gg) 

where r is the optical thickness. The soil surface contribution a° may be calculated 
using a surface backscattering model. The volume contribution term a° is much more 
complex, especially because the single scattering assumption (first order approxima­
tion) does not hold for many vegetated surfaces and thus the cross-polarized backscat-
ter coefficient cannot be assumed negligible. 

Li this thesis only the bare soil surface scattering models, IEM and OSU, have been 
used. When vegetation is present it has been filtered out using a vegetation mask 
before applying the surface scattering models. 

3.7 Conclusions 
Two types of scattering are present when considering scattering in natural terrain, 
namely surface scattering and voiume scattering. When scattering takes place at the 
boundary of one medium to another, such as an air - soil surface interface (dielectric 
half-space), and no contributions from penetrated radiation at subsurface layers are 
present, it is called surface scattering. Volume scattering is due to inhomogeneities in 
the medium itself, e.g. within the soil or within vegetation. 
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The volume scattering models can be separated into two main classes: the coherent 
models, where phase and amplitude (or intensity) of the electromagnetic field are 
computed; non- or incoherent models, where only the amplitude is taken into consid­
eration (Kerr & Wigneron, 1995). The non-coherent models are mathematically and 
computationally simpler but at the cost of a lower accuracy. The difference between 
the coherent and incoherent models is that in the coherent models the interference 
between the phases of the EM waves axe accounted for. 

The radiative transfer theory belongs to the group of incoherent models and describes 
the traversing of electromagnetic waves through a medium or several media The inter­
action between radiation and the media is described by the transmission, absorption, 
emission and scattering of the radiation. 

Passive case For the passive case, thus dealing with microwave emission the radia­
tive transfer approach yields good results. The parametric model of Mo et al., 1982 
will be used in this thesis to estimate soil moisture. This model and its modified 
versions have proven to be simple radiative transfer models that can effectively es­
timate the radiation emitted by the soil surface even under vegetation. Scattering is 
assumed negligible and only three components, soil emission attenuated by the veg­
etation, emission by the vegetation itself and the downward emitted radiation from 
the vegetation that is reflected upwards by the soil surface, are used. Two parameters 
in the model have to be estimated through empirical models namely the roughness 
parameter h and the optical depth r . 

For soil water content estimation purposes an emission model is needed that is simple 
enough to invert but has a large range of validity. For the passive case the simpli­
fied theoretical radiative transfer approaches perform well, even when some of the 
parameters need to be estimated using semi-empirical approaches. 

Active case For the active case, thus dealing with microwave scattering, the volume 
scattering components and radiative transfer approaches are still too complex i.e. 
require too much a priori information, to be used in practice for the description of 
radiation from natural surfaces. The validity of the surface scattering models such as 
the small perturbation method (SPM) or the Kirchhoff approaches namely, geomet­
rical optics (GO) and physical optics (PO) models, is usually limited be the severe 
assumptions regarding the surface characteristics. 

The integral equation method (IEM) model is a theoretical surface scattering model 
that attempts to give a more general solution than the Kirchhoff and small perturba­
tion methods. In its complete version the model can be applied with no Hmitations 
regarding roughness scales or frequencies. The model is applicable to natural surfaces 
but for surfaces that are inhomogeneous volume scattering may be present and for 
those surfaces the model underpredicts the backscatter coefficient. For surfaces which 
are skewed or have peridodic roughness an additional term to has to be added which 
can be found in (Fung, 1994, Chapter 7). 

The semi-empirical OSU model is a surface scattering model that was tested over 
a large range of soil moisture and surface roughness conditions: 0.09 < #inc < 0.31, 
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2.6 < kl < 19.7 and 0.1 < ka < 6.0 and showed good agreement with the data. 
The model also performed well when tested against data measured for surfaces with 
parameters outside the above mentioned ranges (Oh et al., 1992). However, at steep 
incidence angles, 6inc < 20° and for smooth surfaces there is a strong contribution 
from the coherent backscattering term that is not included in the model and the 
model therefore underpredicts the total backscattering. The rougher the surface the 
more negligible the coherent term becomes. 

The scattering of bare soil surfaces can be described by the theoretical IEM model 
(Fung, 1994; Altese et al, 1996) which has a large range of validity but is in its most 
general form too complex to invert. Semi-empirical models such as Oh et ai.,(1992) 
are simpler but have limited range of validity. 

For vegetated surfaces, no satisfying simple model exists yet. Complex radiative trans­
fer models are available and show acceptable results but require too much information 
beforehand. The more simple models are shown to have a too small range of validity. 
The latter applies also to the empirical and semi-empirical approaches which range 
of validity is limited by the calibration set. 

In this thesis therefore the scattering from bare soil surfaces is considered and where 
vegetation is present these data are ehminated and kept out of the analysis. Both the 
IEM model and OSU model are used. 
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Chapter 4 

Soil moisture estimation by 
inversion techniques 

4.1 Introduction 
The estimation of soil moisture from microwave measurements requires that either the 
forward formulation be inverted or that through an iterative procedure the parameters 
-including soil moisture- in the forward formulation are adapted to bring the model 
output in agreement with the measurements. The latter approach is apphed in most 
data assimilation techniques for example in numerical weather prediction and climate 
models where soil moisture is considered as a quantity to partition the available 
energy for evaporation over latent heat and sensible heat. This quantity is difficult to 
compare with the actual soil moisture as it is measured in the field. Hence, different 
or additional information, such as brightness temperature TB, can be used to increase 
the model performance, constrain the solution space and prevent or limit e.g. model 
drift (van Oevelen et ai., 1998). 

In this Chapter the emphasis will be on the inversion of the various steps to retrieve soil 
moisture from either microwave backscatter coefficients o° or microwave brightness 
temperatures Tg. Basically, the distinction will be made between inversion of the 
scattering/emission models and the inversion of soil dielectric mixing models. The 
latter step is the same for both active and passive microwave remote sensing of soil 
moisture. 

Regression analysis approaches, including the more complex non-linear neural network 
approaches linking soil moisture measurements directly to backscatter or emission 
measurements are not discussed here. Although these approaches have their usefulness 
their validity is by definition limited to the conditions imposed by the calibration 
data set. Furthermore they do not consider the physics and therefore do not provide 
much insight into the problems encountered. However, these approaches can fit in 
the general framework to estimate and implement soil moisture from remote sensing 
measurements. 

59 
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Figure 4.1: The various steps in the inversion of soil moisture 6 from microwave brightness 
temperature TB-
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Passive microwave soil moisture retrieval The process of retrieving soil moisture 
content from microwave brightness temperature TB can be followed in Figure 4.1. 
Certain surfaces or pixels containing certain surface types and/or objects that are of 
no interest can be eliminated from the inversion such as urban areas, roads or large 
water bodies. From the measurement of emitted microwave radiation expressed as TB 
the surface emissivity e can be calculated if the surface physical temperature T is 
known (TB = eT, see Eq. 3.19). Effects of background and cosmic radiation can be 
simply added in the scheme and used to retrieve the correct surface emissivity. Using 
a vegetation index such as the Normalized Difference Vegetation Index (NDVI), or 
ground truth the type and/or amount of vegetation can be estimated and used to 
correct for the influence of this vegetation on the microwave emission of the soil. The 
emission of the soil is further depending upon the roughness which can be corrected 
using a simple empirical model such that the emissivity eo of a smooth surface is 
retrieved. Using the Fresnel equations the soil dielectric properties can be estimated. 
Soil water content 6 is retrieved from these soil dielectric properties e by inversion of 
a soil dielectric mixing model (Wang and Schmugge (1980) or Dobson et al, (1985)) 
assuming a priori knowledge of the soil textural properties (see section 4.2). The 
scheme presented is very general and assumes physical relationships which can be 
represented by different models. The inversion of a radiative transfer model will be 
more thoroughly discussed in Section 4.3. 

Active microwave soil moisture retrieval The inversion steps for active microwave 
measurements are illustrated in Figure 4.2. Although the inversion could be followed 
exactly as represented in the chart, the method followed in this thesis is for prac­
tical reasons slightly different. The calibrated backscatter coefficient a° needs to be 
corrected for surface geometry in most (non-flat) terrains. Using a Digital Elevation 
Model (DEM) or Digital Terrain Model (DTM) correction for this geometry can be 
made. However, this correction can be limited. For example a surface slope facing 
towards the sensor is different from the same type of surface slope facing away. The 
surface sloping away may give a a° that is so small that other (instrument) errors may 
become large. Using a geographical information system (GIS) or other remote sensing 
data the surface cover can be related to the backscatter. Unwanted pixels or pixels 
for which the inversion is invalid (such as open water, urban areas) can be eliminated. 
The next step would be to correct a° for the influence of vegetation. Current models, 
such as the CLOUD model (Attema k Ulaby, 1978), are not well developed enough 
yet to do this correction in a satisfying and general applicable manner. Therefore, the 
approach in this thesis is to mask out the pixels which suffer from the influence of 
vegetation. This can be done using remotely sensed information or information from 
land surveys e.g. GIS. To retrieve the surface dielectric properties e from the rough 
bare soil surface scattering a surface scattering model can be applied (e.g. OSU or 
IEM model). Soil water content 0 is retrieved from these soil dielectric properties e by 
inversion of a soil dielectric mixing model from Wang and Schmugge (1980), Dobson 
et al., 1985 and Hallikainen et al., (1985) assuming a priori knowledge of the soil 
textural properties. 

In this thesis the OSU model and IEM model are inverted. The IEM model is inverted 
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using a Look Up Table (LUT) (see section 4.4.2). This approach avoids the inversion 
of the IEM model which is in its most general form too complex to invert. 

4.2 Inversion of soil dielectric mixing model of 
Wang and Schmugge 

Most of the dielectric mixing models cannot be written explicitly for soil moisture 
content 9, and can therefore only be solved numerically. An exception however is the 
model of Wang and Schmugge (1980) and this inversion will therefore be shown as an 
example. 

The dielectric mixing model of Wang and Schmugge (1980)(see section 2.3.3 and Fig­
ure 4.1) can only be inverted by an iterative procedure. First the transition moisture 
content 6t has to be determined by inserting equation 2.45 in equation 2.44. : 

0t = 0.49(0.06774 - 0.00064</>sand + 0.00478</>clay) + 0.165 (4.1) 

where </>sand and </>clay are the volume fractions of sand and clay respectively. The next 
step is to determine the fitting parameter 7 by inserting equation 2.45 into 2.49: 

7 = -0.57(0.06774 - 0.00064c/>8and + O.OO4780clay) + 0.481 (4.2) 

Equation 2.47 can be rewritten as: 

e = ( i - ^ r + fo,-g ( 4 3 ) 

with 

Q 
£x = £i + (ew ~ £i)w- "7 (4.4) 

Since equation 4.3 is not explicit for 8, it has to be solved by writing it as an quadratic 
equation: 

0{ew - £i)l + 0(ei - e„) + (1 - <f>)er + (j>ea-e = Q (4.5) 

with the following two solutions of which only one is physically possible: 
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6 = 
(e» - £ „ ) ± \ (£i - £ 0 ) - 4 (ew - £i)f- [(1 - (f>)£r + <frea - e] 

"\&W &%) ' 
(4.6) 

flt 

Equation 2.50 written explicitly for 6, reads as: 

6 = 

with 

flt(e* ~ £w) + (1 - ^)£r + <j>£q-e 

\£a ^ti;/ 

£ x — £% v \£w £%)] 

(4.7) 

(4.8) 

The iterative procedure is as follows; a known dielectric constant e is inserted in 
equation (4.7). The resulting 6 is compared with the transition moisture 9t. If the 
resulting 8 is smaller or equal to 6t then equation (4.6) should be used. The resulting 
6 should be smaller or equal to 6t. 

4.3 Inversion of microwave emission models using 
a simple radiative transfer approach 

The basic quantity to start with is the microwave brightness temperature T& obtained 
through a microwave radiometer. This quantity represents the temperature that a 
black body would have if it emitted the same amount of radiation at these frequencies. 
In the following section all the properties mentioned are to be considered 'effective' 
or 'representative' of the area under consideration, i.e. of the resolution cell. Spatial 
variability is therefore ignored as are also instrument imperfections. The radiative 
transfer microwave emission model of Mo et a/.,(1982) can in fact be regarded as the 
basis of the inversion approach used in this thesis and is illustrated in Figure 4.1. 

The brightness temperature of a vegetation covered soil surface as measured by a mi­
crowave radiometer can be described by a simple model (Ulaby et ed., 1986; Schmugge 
k Jackson, 1991; Schmugge et al., 1992): 

TB = Tatm(pTsky + (1 + (n)(l - 7 ) (1 - LJ)TV + (1 - p)jTs) + Tatm (4.9) 

where,Tg is the brightness temperature of the vegetation and soil observed, Ts is the 
physical temperature of the soil, Tv is the physical temperature of the vegetation, 
Tgky is the sky temperature and Tatm atmospheric temperature (all temperatures in 
K). Tatm is the atmospheric transmissivity, u> is the single scattering albedo, 7 is the 
transmissivity of the vegetation layer and p is the surface reflectivity (all dimension-
less). 
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In this model the vegetation is considered to absorb the emission of the soil and add 
its own emission to the total emission. This assumes that scattering can be neglected, 
which is true for the longer wavelengths (/ < 5 GHz). The reflected sky bright­
ness, which depends on atmospheric conditions and frequency, and the atmospheric 
brightness are small for frequencies below 5 GHz (less than 10 K).Both quantities can 
generally be neglected. The major contribution to Tsky at 21 cm is the cosmic back­
ground radiation at 2.7 K. The atmosphere is close to transparency for microwaves 
and has an atmospheric transmission which is about 0.99. 

When these considerations axe taken into account Eq. 4.9 can be simplified to: 

TB = (1 + pi){\ - 7 ) (1 - U)TV + (1 - p)jTs) (4.10) 

The single scattering albedo LJ has a small dynamic range for the longer wavelengths 
varying between 0.05 and 0.10 (Jackson h Schmugge, 1991; van de Griendet a/., 1991). 
Very little data are available to estimate this parameter and it is usually neglected 
(Jackson & O'Neill, 1990). If the temperature of the soil is assumed to be equal to 
that of the vegetation, which for healthy vegetation under natural conditions is a 
reasonable approximation (Jackson et a/., 1982b) Eq. 4.10 reduces to: 

TB = (l-fn2)Ts (4.11) 

The transmissivity 7 is the attenuation of radiation by the absorbing vegetation layer 
and can be described by: 

7 = exp — (4.12) 
\cos6incJ 

where T is the optical depth which is a function of vegetation dielectric properties, 
plant shape, density and structure, wavelength, polarization and look angle. For inci­
dence angles close to nadir Eq. 4.11 becomes: 

TB = [l-pexp(-2T)]Ta (4.13) 

Following the work by Shutko (1986) and Jackson and O'Neill (1990), Jackson and 
Schmugge (1991) found that the optical depth could easily be described as a linear 
function of the vegetation water content 8veg (which is the main contribution to the 
change in plant dielectric properties) and a plant dependent factor 6 to account for 
other parameters such as vegetation shape/structure, polarization and wavelength: 

T = b 9veg (4.14) 

where 6 is a plant dependent constant [kg_1m2] and 9veg is the vegetation water 
content [kg m - 1 m - 1 ] . 

The constant b is almost proportional to the frequency and ranges for the 21 cm 
wavelength for short grasses and grains to broad leafed vegetation from 0.1 to 0.03. 
Jackson and Schmugge (1991) have summarized in their Table 1. the values of r , 6veg 

and b from various studies. For completeness that data have been included here in 
Table 4.1. 
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Table 4.1: Vegetation parameters, (after Jackson and Schmugge, 1991). Data are for 
H-polarization, corrected look angle of 0°. 

Source 

Shutko (1986) 

Jackson k O'Neill 
(1990) 

Kirdiashev et al., (1979) 

Ulaby k Wilson (1985) 

Pampaloni k Paloscia 
(1986) 

Ulaby et al., (1983) 

Brunfeldt k Ulaby 
(1984,1986) 
Chukhlantsev k Shutko 
(1988) 
Jackson et al., (1982) 

O'Neill et al., (1983) 

Wang et al, (1980, 1982) 

Wang et al., (1990) 

Cover 
type 
Broad leaf 

Corn 

Soybeans 

Winter rye 

Wheat 

Soybeans 

Alfalfa 

Corn 

Corn 

Soybeans 

Cereals 
Alflafa 
Corn 

Soybeans 

Corn 

Sweet 
sorghum 

Short grass 

Tall grass 

Tall grass 

A 
[cm] 
3 
20 
6 
21 
6 
21 
2.25 
10 
20 
30 
2.8 
6.5 
18.2 
2.8 
6.5 
18.2 
0.8 
3.1 
0.8 
3.1 
6 
21 
5.9 
11.1 
18 
18 
6 
21 
6 
21 
6 
21 
6 

21 
6 
21 
6 
21 
21 

T 

H 
0.950 
0.150 

0.310 
0.160 
0.080 
0.030 
1.980 
0.780 
0.270 
2.410 
0.800 
0.180 

0.744 
0.452 
1.025 
0.749 
0.284 
0.364 
0.199 
0.163 
0.240 
0.087 
0.785 
0.611 
0.750 

0.613 
0.550 
0.093 
0.797 
0.288 

"veg 
[kgnT 
2.0 
2.0 

0.7 
0.7 
0.7 
0.7 
5.2 
5.2 
5.2 
1.8 
1.8 
1.8 

4.0 
4.0 
2.8 
2.8 
2.0 
2.0 
1.2 
1.2 
1.0 
1.0 
6.0 
6.0 
5.4 

5.4 
0.3 
0.3 
0.4 
0.4 
0.5 

continued on the next 

b 
"2] [kg"1™2] 

0.475 
0.075 
0.150 
0.115 
0.288 
0.086 
0.442 
0.229 
0.114 
0.043 
0.380 
0.150 
0.050 
1.340 
0.440 
0.100 
1.850 
0.930 
0.600 
0.340 
0.186 
0.113 
0.366 
0.264 
0.142 
0.182 
0.162 
0.133 
0.240 
0.087 
0.131 
0.102 
0.138 

0.105 
1.770 
0.300 
1.990 
0.720 
0.150 

page 



M&tzler (1990) 

Vyas (1990) 

Oats 

Broad leaf 

1.4 
2.9 
6.1 
19.3 
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Source Cover A r 6veg b 
type [cm] [-] [kgrn"2] [kg'1!!!2] 

0.010 
0.621 
0.120 
0.092 

For a bare soil the vegetation dependent parameters can be eliminated and Eq. 4.13 
can be further simplified to: 

TB = (1 - p)Ta) = e Ts (4.15) 

The roughness of the surface h has a significant effect on the emissivity e. Choudhury 
et al, (1979) accounted for this roughness by an empirical model (Schmugge, 1983; 
van de Griend et al., 1991): 

p = Po exp(-h cos2 0inc) (4-16) 

where pQ is the smooth surface reflectivity [-] and h is a empirical roughness parameter 

The empirical roughness parameter h, which is a measure for the surface height vari­
ance and the horizontal correlation length, varies from 0 for a smooth surface to 0.5 
for a very rough surface (Choudhury et al., 1979; Schmugge et ai., 1992). In practice 
h varies usually between 0.1 and 0.3. According to Wang (1983) the correlation of the 
incidence angle 0;nc with h is small and therefore cos2 6mc can be neglected. 

The effects of vegetation and surface roughness described above can be combined in 
a simple emission model for nadir incidence angles: 

co = 1 + (e - 1) exp(/i + 2T) (4.17) 

where, eo is the smooth surface emissivity (-) with p0 = 1 — eo- In case the dielectric 
properties are uniform with depth the squared Fresnel equations can be used. Through 
inversion of these equations the dielectric properties can be obtained from p0 (see 
Appendix E). 

For nadir incidence angles and for horizontal and vertical polarization the Fresnel 
equation reads as: 

Ph&r) = Pv{eT) = (4.18) 

where er is the relative permittivity. To convert the dielectric properties to soil mois­
ture, a soil mixture model can be employed such as those from Wang and Schmugge 
(1980) or Dobson et al, (1985). 

Van de Griend and Owe (1991) used basically the approach described above with 
a few adaptions for their data. Since they used SMMR 6.6 GHz and 37 GHz dual 
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polarization data, they could use both horizontal and vertical brightness temperatures 
to derive the single scattering albedo and optical depth under the assumption that 
these temperatures are the same for both polarizations. 

The inversion of the microwave emission model by Mo et al.,(1982) as is developed by 
and extended by various authors (Schmugge, 1983; van de Griendet al., 1991; Jackson 
&; Schmugge, 1991; Jackson et al., 1995) is a straightforward and simple approach 
that combines physical understanding of microwave emission with a few empirical 
but general applicable parametrisations for roughness parameter h and vegetation 
parameters, b and 9veg. In combination with the inversion of the dielectric model of 
Wang and Schmugge it is an effective inversion approach to retrieve soil moisture 
content 9 from microwave brightness temperatures TB- This approach is therefore 
used in this thesis. 

4.4 Inversion of microwave scattering models 
Various (semi-)empirical models have been developed with the specific task to estimate 
soil moisture. Two of them that are used in this thesis, IEM and OSU model will be 
shown here. However, most emphasis will be on the inversion of the IEM model (Fung 
et al., 1992) as has been developed by Van Oevelen and Hoekman (1998). Although 
the inversion of this model is a relatively simple "Look Up Table" approach, it does 
give good insight in the physics and complexity of the inversion. The inversion of the 
Dubois et al., (1995) model is given for reference in Appendix F but will not be 
discussed here since it has not been used in the analysis for this thesis. 

4.4.1 The INVOSU model 
The inverted semi-empirical OSU model developed by Oh, Sarabandi and Ulaby 
(1992), hereafter referred to as INVOSU model is an empirical model based upon the 
knowledge of scattering behavior in the limiting cases (e.g. large ku) using measured 
backscatter and ground truth data. The range of validity for this model is large: values 
for the scaled roughness parameter ka should be in the range of 0.1 to 6 and for the 
kL in the range of 2.6 to 19.7. Here k is the wave number (k = ^ ) , a is the root 
mean square of the height variation and L is the autocorrelation length of the surface 
height. The inverse model yields estimates of the surface roughness (ka) and the real 
part of the soil dielectric constant (e'J.This model is a semi-empirical model. Actually, 
the OSU model consists of two models: one using HH and HV polarization and one 
using VV and HV polarization. Each model can be independently used and it is up 
to the user to decide which one to employ. Thus the model needs always the cross 
polarized radar data along with either HH or VV and incidence angle 6inc as input. 

The mathematical formulation of the OSU model is the non-linear function (see sec­
tion 3.5.4): 

2ft ^ 1 / 3 ' '"inc \ 

P J 
1 -

0 . 2 3 ^ 
+ Jp - 1 = 0 (4.19) 
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with 

P = oL/^vv (4-20) 
Q = oiJot (4.21) 

and 

P = 
1 + v ^ 

(4.22) 

where cr°j is the backscatter coefficient with subscripts i and j denoting receiving 
and sending polarization respectively [- or dB], p is the squared Presnel reflection 
coefficient of the surface at nadir [-], er is the relative dielectric constant [-] and 0jnc 

is the incidence angle [rad]. 

Solving Eq. 4.19 iteratively for p, the dielectric constant er can be found through 
Eq. 4.22. Using a soil mixing model of Wang and Schmugge (1980)or Dobson et al, 
(1985) e r can be converted to a volumetric soil moisture content 9. The soil surface 
roughness ka can be found through: 

Jp = l - (^SS) 3" exp(-fax) (4.23) 

4.4.2 The INVIEM model 
The IEM model (Fung et al., 1992; Fung, 1994) in its full form is too complex to 
invert to retrieve soil moisture content 9. The model can be simplified so that it can 
be inverted but that compromises the range of validity. To keep this range another 
yet simple approach, called INVIEM has been applied in thesis. The INVIEM model 
(van Oevelen Sc Hoekman, 1999; van Oevelen, 1998) uses a Look Up Table with the 
Integral Equation Method (IEM) (Fung et al., 1992; Fung, 1994) simulation results. 
This comprises a range of 0-values, with e.g. 0 < 9 < 0.45 and a step size of 0.05, 
and a range of incidence angles (0jnc ), covering the variation in the image. For the 
simulations a number of surface roughness conditions covering the extremes of ka and 
kl in for example a reference field data set can be used. For the various frequencies 
and the different types of soil, several soil mixing models have been applied to relate 
the complex soil dielectric constant e to the soil moisture content 9. For P-band data 
Hallikainen et al., (1985), for L-band data Wang and Schmugge (1980) and for C-band 
data Dobson et al., (1985) have been used. For each frequency band and polarization 
combination used (for example HH and VV polarization), the soil moisture extremes, 
related to the different roughness conditions, are determined by linear interpolation 
for the appropriate incidence angle and measured backscatter value. Since this in­
terpolation can be done for HH and VV the range of possible solutions is limited 
to the overlap of the soil moisture ranges resulting from the backscatter of both po­
larizations (Figure 4.3). The whole procedure can be done for one band but also for 
multiple bands. 

Thus, the INVIEM model estimates a range of soil moisture values for an assumed 
range of roughness conditions using one single backscatter value. The HH and VV 
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0.40 

Volumetric moisture content 6 [-] 

Figure 4.3: A graphical representation of the INVIEM model using a Look Up Table of the 
IEM simulation results for C-band with three different roughness cases. The backscatter 
behaviour as function of soil moisture content is given for HH and VV polarizations and 
for each roughness case indicated by HH1,HH2,HH3 and solid lines, VV1,VV2,VV3 
and dashed lines. For each polarization the minimum and maximum soil moisture estimate 
is determined. Both polarizations are combined to limit the soil moisture range (#-range). 
Thus each low and high estimate of soil moisture content 0 corresponds to one of the three 
roughness cases for every backscatter a°. 

inversions are combined to narrow this range (Figure 4.3). The low and upper bound­
ary of the estimated soil moisture range can be averaged to give a "medium" estimate. 
Depending upon the roughness classes, the sensitivity of the backscatter a° on soil 
moisture content 9 as predicted by the IEM model decreases with increasing soil 
moisture content (Figure 4.3) which can result in large ranges of soil moisture content 
estimates when the INVIEM model is applied. The effect of the correlation length is 
more difficult to describe. As can be see in Figure 4.4 the backscatter can both in­
crease and decrease with increasing correlation length. Furthermore this figure shows 
that it is possible to find different combinations of input parameters in the IEM model 
that will result in the same backscatter coefficient. T i e inversion of the IEM model 
will therefore not yield a unique solution. 

4.5 Sensing-, skin- and penetration depth 
In the previous sections the depth over which the soil moisture content 6 is estimated 
is not mentioned. This sensing depth is difficult to determine because it is dependent 
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Figure 4.4: The effect of the surface roughness parameters kcr and kl on the backscatter 
coefficient cr° at 0 = 0.15 and Sine = 23°. Increase or decrease of 6 would result mainly in 
an increase or decrease resp. and not in a change of the shape of the plane. 

upon various factors. Some confusion exists about the terms sensing depth, penetra­
tion depth and skin depth. For an air-soil surface interface the following definitions 
are used: 

• The skin depth which is the depth over which the wave amplitude has 
attenuated by a factor 1/e, is defined as (Schanda, 1986; Ulaby et al., 1982): 

«.S± = 
« £ii*vsr 

(4.24) 

where, a is the field attenuation coefficient and Ao is the wavelength in free 
space; 
Another term frequently encountered is the penetration depth, 6P which 
for a natural uniform object (except those with a high permittivity such as 
water), and where scattering within the object is ignored, can be denned 
approximately as(Schanda, 1986; Ulaby et al., 1982; Ulaby et al., 1986): 

S -
 1 ~ A ° ^ 

p Id 27T£" 
(4.25) 

The penetration depth can be regarded as the depth over which the power or 
intensity is attenuated by a factor 1/e. From the equations above it becomes 
clear that the skin depth is half of the penetration depth Both the skin-
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depth and penetration depth assume a homogeneous soil, thus non-varying 
£. 

• The sensing depth or sampling depth is the depth over which the sensor has 
retrieved a signal yielding information. It is this depth which is important, 
since it is the depth over which the parameter of interest can be directly 
estimated. The sensing depth is difficult to estimate because it depends on 
many factors such as temperature and water profiles, texture variations, 
surface roughness, angle of incidence etc. 

In most inversion schemes the soil is assumed to be homogeneous fore. This is seldomly 
true and is an additional source of error in the determination of soil moisture. 

Raju et al., 1995 (Raju et ai., 1995) examined the effect of soil moisture and physical 
temperature profiles on the microwave emission ( / > 1 GHz) and showed that there 
is a considerable influence of these profiles on the emission. They noted that there 
is general agreement on the order of magnitude of the microwave sampling depth, in 
the range of 0.2Ao — 0.25Ao where AQ is the wavelength in free space. Several other 
studies have investigated the magnitude of this sampling depth either through pure 
physically based models (Njoku & Kong, 1977; Wilheit, 1978) or combinations of 
physically based models with empirical methods (Wang, 1987). 

4.6 Conclusions 
The estimation of soil moisture from both passive as well as microwave measurements 
requires several steps. The most important steps are the inversion of the emission or 
scattering model resulting in the surface dielectric properties and roughness and the 
inversion of the soil dielectric mixture model which inversion leads to a soil water 
content. No matter which model is taken additional information is always needed, of 
which the vegetation amount, vegetation type and soil textural composition are the 
most important. 

In this thesis the inversion of the microwave emission model by Mo et ai.,(1982) is 
applied. The inversion of this simplified radiative transfer model is a straightforward 
and simple approach that combines physical understanding of microwave emission 
with a few empirical but general applicable parametrisations for roughness parameter 
h and vegetation parameters, b and 9veg. In combination with the inversion of the 
dielectric model of Wang and Schmugge (1980) it is an effective inversion approach 
to retrieve soil moisture content 8 from microwave brightness temperatures Tg. 

For the active microwave case the results are less straightforward because of the 
higher sensitivity of the backscatter coefficient o° to vegetation (structure) and surface 
roughness. Two models have been used in this Thesis the INVOSU model and the 
INVIEM model. The INVOSU model (Oh et ai., 1992) is an empirical model based 
upon the knowledge of scattering behavior in the limiting cases (e.g. large ka) using 
measured backscatter and ground truth data. The range of validity for this model 
is large: values for the scaled roughness parameter ka should be in the range of 0.1 
to 6 and for the kL in the range of 2.6 to 19.7. The model needs either HH and 
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HV or VV and VH polarization. The inversion of the IEM model, INVIEM (van 
Oevelen k Hoekman, 1999; van Oevelen, 1998), is a simple Look Up Table approach, 
applicable over a iarge range of surface roughness but does not take vegetation into 
account. The INVIEM model estimates a range of soil moisture values for an assumed 
range of roughness conditions using one single backscatter value The HH and VV 
inversions are combined to narrow this range. Depending upon the roughness classes, 
the sensitivity of the backscatter a° on soil moisture content 9 as predicted by the 
IEM model decreases with increasing soil moisture content, which can result in large 
ranges of soil moisture content estimates. Other inversions of the IEM model usually 
limit the roughness range for which the model can be used. The more empirical models 
such as Dubois et al., (1985) can take into account some vegetation influence but are 
limited in their applicability over different surfaces and surface roughness types. 

The sensing depth or sampling depth is the depth over which the sensor has retrieved 
a signal yielding information. It is this depth which is important, since it is the depth 
over which the soil water content 6 can be directly estimated. The sensing depth is 
difficult to estimate because it depends on many factors such as soil temperature and 
soil water content profiles, texture variations, surface roughness, angle of incidence 
etc.. Currently no satisfying model is available that gives reliable estimates of the 
sensing depth. 
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Chapter 5 

Description of data sets 

5.1 Introduction 
To test the various methods to estimate soil moisture through remote sensing it is 
necessary to have first of all the required remote sensing measurements preferably 
combined with the appropriate ground truth such that verification of the models is 
possible. Since, both passive and active microwave remote sensing of soil moisture 
content at various spatial resolutions is being the central issue in this study it was 
requisitory to use data of various field experiments to be able to meet the objec­
tives. These field experiments are usually set-up in the framework of international 
climatological/hydrological research programmes. 

The following sections provide a description of the remote sensing and ground truth 
data that have been used and where necessary additional information has been added. 

5.2 EFEDA-Spain 
The European Field Experiment in Desertification threatened Areas (EFEDA) was 
a large scale experiment within the framework of HAPEX (Hydrologic Atmospheric 
Pilot Experiment) with an Intensive Observation Period (IOP) being held during 
June of 1991 (Bolle et al., 1993). 

5.2.1 Site Description 
Location 

The EFEDA experimental area is located between 38° 55' - 40° 05' N and 2° 11' - 3° 
11' W and is situated on the central plateau of Spain with typical altitudes of 700 to 
800 m. Within this area three sub-sites were chosen for intensive field studies: Barrax, 
Tomelloso and Radar de Haro (Belmonte). The main site for ground truth data col­
lection is the Barrax area in the Castilla-La Mancha region in Spain. More specifically 

75 
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Bnrcaioua 

Experimental Site 

Figure 5.1: Location of the EFEDA-Spain experimental area. 

this site is situated in the western part of the province of Albacete, 28 km from the 
capital town with the same name (Figure 5.1). The approximate centre coordinates 
are 39°2'N and 2°10'W. This area was selected for its flatness and the presence of 
large uniform land-use units, thus minimizing the complications introduced by topo­
graphic structure and highly variably roughness. The elevation differences that can 
be found in this area are not more than 2 m. 

Climate 

The climate is of the Mediterranean type, with the heaviest rainfall in spring and 
autumn and lowest in summer. It exhibits a high grade of continentality, with quite 
sudden changes from cold months to warm months and high thermic oscillations 
between the maximum and minimum daily temperatures in all seasons. The average 
annual temperature is 14.1°C. The hottest month is July with an average temperature 
of 24.6 °C and the coldest January with an average temperature of 3.9 °C. The 
yearly average maximum temperature is 21.1°C, the minimum 7.1°C with the absolute 
extremes being 42.8 °C and -18.0 °C. The average period of frost goes from the middle 
of November to the middle of April. The first date frost has ever been recorded is 27th 
of October, the last date 2nd of May. The average rainfall is 474 mm with 72 rainy 
days. The evapotranspiration according to the method by Thornthwaite is 775 mm 
yr - 1 . , being higher than the precipitation from April to October. 
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Soib 

The soils of the area are poorly developed and present a profile type, that belongs 
to the order of Inceptisols of the Soil Taxonomy (Soil Survey Staff, 1975). Taking 
into account the humidity regime xerico of the soils, the subgroups present are the 
"Xerochrepts Calcixerollics" or "Xerochrepts" "Calcixerollix-Petrocalcics", with a su­
perficial horizon "ochric" and as subsuperficial horizons of diagnostic, the horizons 
"calcic" and/or "petrocalcic" 

The main limitation by the soils imposed upon crop productivity capacity is the actual 
soil profile depth which is small in the area, due to the presence of the petrocalcic 
horizon with large amounts of total and/or active limestone. The stoniness is in many 
cases excessive due to the presence on the surface of remains of the petrocalcic horizon. 
The textures are generally quite balanced, with the open-clay predominating, whereas 
there aren't usually structural problems due to the stabilizing effect of the ion calcium 
on the structure. 

The chemical properties are not too unfavourable for vegetation growth, although the 
lack of organic matter and the prolonged cultivation, have contributed to decreasing 
content of nutritious elements for the plants. The pH oscillates between 7.5 and 8.2 and 
the contents of limestone are between 30% and 60%. The soils are poor in phosphorus 
and relatively rich in potassium. 

5.2.2 Remote sensing data collection 

Various instruments have been flown during the Intensive Observation Period (IOP), 
with here only the NASA Thematic Mapper Simulator (TMS-NS001) and the JPL-
AIRSAR being discussed. 

The JPL -AIRSAR (see Appendix B) was flown on two days namely, June 19, 1991 
and July 14, 1991. Data were acquired over the three main EFEDA sites covering the 
area using a triangular flight pattern. The flight lines were chosen such that over each 
test site almost a 40° radar look direction was achieved (Saatchi et ai., 1993). 

The SAR data were calibrated using two procedures: 

1. Internal calibration: using information from system tests to ensure that for 
each frequency all four channels (four polarizations) were calibrated relative 
to each other; 

2. External calibration: to achieve an absolute value for the measured radar 
cross sections and to remove the cross talk and the channel imbalance. 
For this purpose trihedal corner reflectors and scene information have been 
used. 

More information on the calibration can be found in Van Zyl et al., 1992 and Saatchi 
et al., 1993. 

The TMS-NS001 has flown various lines over the Castilla La Mancha area on June 
29. The instrument has 8 bands in the range of 0.458 to 12.3 /mi. 
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5.2.3 In situ data collection 

The intensive field campaign took place during the month of June. During the SAR 
flights time ground truth data were collected over a limited number of fields and plots 
in the Barrax and Tomelloso sites. The fields of Barrax are described in Table 5.1. 

Table 5.1: Description of 9 fields in the Barrax area in Spain where soil moisture and surface 
roughness ground data are available. 

No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Field # 
Barrax # 1 
Barrax # 2 
Barrax # 3 
Barrax # 4 
Barrax # 5 
Barrax # 6 
Barrax # 7 
Barrax # 8 
Barrax # 9 

Description 
Irrigated maize 
Bare soil 
Non-irrigated barley (stubble field) 
Irrigated alfalfa 
Irrigated maize 
Non-irrigated barley 
Irrigated barley 
Irrigated maize 
Bare soil 

Soil moisture 

Soil moisture measurements were performed using various methods, mostly gravimet­
ric core sampling and neutron probe measurements. During the first SAR flight on 
June 19, the volumetric soil water content 6 was measured of the surface layers of 
0-5 cm and 5-10 cm. At a few other sites the time evolution of 6 at various depths 
was measured. An extensive description of the measurements and results are given 
by Vissers and Hoekman (1992). The soil moisture measurements are summarized in 
Table 5.2. 

Table 5.2: Volumetric soil moisture values 0 (cm3cm-3) and roughness parameters er and I 
for the four fields in the Barrax area in Spain measured on June 19, 1991. 

Field No. Depth [m] 
0.02 0.05 0.10 0.20 0.25 0.30 

Roughness 
a 

1.4 
0.5 
1.8 
1.0 

[cm] 
I 

37 
104 
91 
140 

Bare 
Alfalfa 
Maize 
Barley 

2 
4 
5 
7 

-
0.231 
0.130 

-

0.034 
0.306 
0.186 
0.054 

0.071 
0.322 
0.261 
0.097 

0.16 

0.122 0.140 

Surface Roughness 

The soil surface roughness, an important quantity in microwave remote sensing mod­
elling, was determined using a needle board (see Figure D.2 in Appendix D). ). The 
needle board consists of two aligned areas with different density of needles by which 
the measurements can be made. Macro roughness can be measured wit low density 
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sampling (1 needle per cm) and micro roughness with high density sampling (3 needles 
per cm). Each measurement yielded 151 samples in both high and low density: the 
high density was measured over 50 cm and the low density over 150 cm (Vissers and 
Hoekman, 1992). The needle board has to be level placed over the surface, the needles 
can then be lowered such that the top of the needles just hit the surface and altogether 
give a profile of the soil surface. Of the whole board a photograph was taken and the 
profile can then be digitised. In this way two sets of x,y co-ordinates are given for 
each pair of needles, where V stands for the distance between the needles and ly' is 
the height of the needles.The measurements are summarized in Table 5.3. 

Table 5.3: Surface roughness parameters kcr and kl normalised to wavelength for C-, L- and 
P-band for the 9 fields in Barrax, 

Field No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 

ka 
1.4 
1.6 
1.7 
0.6 
2.0 
1.0 
1.1 
1.9 
1.7 

the units 
C 

kl 
9.1 
4.4 
9.2 
12.5 
11.0 
5.3 
16.9 
11.7 
16.1 

are both 
L 

kcr 
0.33 
0.37 
0.40 
0.15 
0.47 
0.23 
0.26 
0.45 
0.40 

cm. 

kl 
2.1 
1.0 
2.2 
3.0 
2.6 
1.3 
4.0 
2.7 
3.7 

P 
ka 

0.12 
0.13 
0.14 
0.05 
0.16 
0.08 
0.09 
0.16 
0.14 

kl 
0.75 
0.37 
0.76 
1.04 
0.91 
0.44 
1.40 
0.96 
1.33 

5.3 HAPEX-Sahel 

The Hydrologic Atmospheric Pilot Experiment in the Sahel (HAPEX-Sahel) was 
an international, multi disciplinary measurement and modelling campaign executed 
under the auspices of the World Climate Research Programme (WCRP), the Interna­
tional Geosphere-Biosphere Programme (IGBP) and the Government of Niger. The 
aim of the experiment was to increase our understanding of the energy, water and 
carbon cycles at different scales in the Sahel to improve the Global and Regional 
Circulation Models (P. Kabat & (Eds.), 1997). Most studies took place during the 
Special Observation Period (SOP) from August to October 1992. Some measurements 
however were taken during the whole experimental period which lasted from 1991 un­
til 1993. The scientific effort was concentrated in three so-called Supersites (West 
Central, East Central and Southern Supersite) located within a 1° x 1° area (Figure 
5.2). More detailed information on the experimental set-up, framework and research 
activities can be found in Kabat et a/., (1997) and Goutourbe et al., (1994). 
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250 km 

Figure 5.2: Map of the location of the experimental areas, S, W and E near Niamey during 
HAPEX-Sahel in Niger. 

5.3.1 Site description 
Location 

The West Central Supersite (WCSS) of the Hydrologic Atmospheric Pilot Experiment 
in the Sahel was a 15 km2 area approximately 50 km to the east of Niamey the capital 
of Niger, centred around the village of Fandou Beri ( approx. 13° 32' N, 2° 30' E). 
Within this supersite four sub-sites are located, each on a typical land cover class 
(van Oevelen et a/., 1993; van Oevelen & Schmugge, 1997): 

• Fallow bush/grassland on a sandy skirt with a slope of 0.5-2.0 %, for a 
number of years uncultivated agricultural land to recuperate; 

• Millet on a sandy skirt with a slope of 0.5-2.0 %, an annually grown tradi­
tional crop; 

• Tiger bush on the laterite plateau, a flat crusted bare surface interspersed 
by series of bushes of varying sizes, mainly used for fire and construction 
wood and grazing; 

• Degraded fallow bush land on shallow sandy soil over shallow laterite. 

Climate 

In Niger the rainfall decreases sharply from south to north. The Sudan-Guinee region 
in the south has a yearly rainfall of more than 600 mm, going to the north this sharply 
decreases and in the arid Sahara region the rainfall drops below 200 mm a - 1 . The 
Sahelian region has a continental climate with a dry season that lasts from October 
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Figure 5.3: SPOT image with the location of Fandou Beri, the transect and subtransects 
within the West Central Supersite. SPOT data by courtesy of Dr. G.F. Epema, Department 
of Soil Science and Geology, Wageningen Agricultural University. 



82 Chapter 5. Description of data sets 

till May. In June the rainy season begins with the Southwest monsoon, which can 
last until October. The Capital of Niamey receives during this period about 590 mm 
of rainfall. The rainfall events are of a convective nature with irregular intervals and 
highly varying amounts of precipitation (up to 100 mm per event). 

The temperatures vary between 14 and 46 °C with an yearly average of 28 °C The 
highest temperatures occur between March and May and in October (monthly average 
32 °C). The lowest temperatures are in August (monthly average 27 °C) during the 
rainy season and in December and January (monthly average 23 °C). 

Geomorphology, Soils and Vegetation 

The area is characterised by a typical valley-plateau morphology which consists of 
laterite-capped plateaus that are separated by sandy valley floors. The average to­
pographic height difference between the plateaus and the valley bottom is less than 
25 m. The edges of the plateaus have steep rocky escarpments of varying height but 
usually not much more than 3-5 m. The soils on the flat plateaus are classified as 
red-brown sand (clay) loams (Leptosols) some times covered by aeolian sand or sand 
dunes (Arenosols, Leptosols and Cambisols). Towards the valley the soils get more 
sandier and brighter of colour, in some places almost white. In some places underlying 
terraces of plinthite surface and red sandy and clay loams are found. In the valley 
bottom aeolian sand can be found (Podzols and Arenosols) as well as parts with 
heavy clays, sometimes covered by sand depositions (Regosols and Gleysols) (Figure 
5.4)(Legger & van der Aa, 1994). 

The vegetation in this area is typical and strongly location dependent. On the plinthite 
plateaus with their shallow soils a 'tiger bush' pattern of vegetation can be found 
consisting of Guiera Senegalensis and Combretum Micranthum bushes. In the valleys 
and on the slopes the Sahelian savannah vegetation is present. Also in the valleys 
and on the gentle undulating slopes agricultural crops (like pearl millet, cow peas and 
peanuts) can be found. Shifting cultivation is common practice and on the fallow sites 
various types of grasses and bushes can be found. Due to the increasing population 
along with increasing livestock the pressure on the land is increasing, notable by 
shorter rotation cycles in the shifting cultivation practice and the decreasing number 
of trees. 

Wind and water erosion are important land degrading processes. Water erosion has 
locally a very strong impact, but wind erosion is considered much more severe because 
it removes or diminishes the (already thin) A-horizon over large areas. The villages 
in this area are mostly located in the valley bottoms and have in contrast with their 
surroundings quite some trees around them. The villages are usually connected by 
unconsolidated roads or tracks. The road from Niamey to the Supersite is a tarmac 
road and the road towards Fandou Beri and Dantiandou a laterite road. 

5.3.2 Ground t ruth data collection 

Numerous types of measurements are available for this site and we limit our selves 
here to the description of surface soil moisture and surface roughness measurements. 
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1 Flat parts of the plateau, discontinuous hard plinthite in an undulating; layer, with sandy/clay loain 
2 Flat plinthite plateaus, covered by yellowish brown loamy sand (dunes) with a thickness of 2-30 cm 
3 Plinthite plateaus covered by yellowish brown loamy sand dunes with a thickness of 30 cm or more 
1 Flat to almost flat terraces of hardened plinthite covered with 0-40 cm of aeolian deposits 
2 Flat to almost flat terraces of plinthite covered with dunes of 40 to 120 cm 

B3 Flat to alomost flat terraces of plinthite covered by dunes with a thickness between 120 and 200 cm 
H Cl Undulating dunes (slope 5-10%) 

C2 Gently undulating valley dunes (slope 2-5%) 
C3 Flat or gendy undulating valley bottom of cover sands (slope 0-5%) 

gi| D Flat and partly inundated depression or lowest terrace 
• V Villages 

Figure 5.4: The soil map of the West Central Supersite in Niger (Legger & Van der Aa, 
1994). 

Soil moisture measurements 

Most of the soil moisture measurements were performed along a North-South transect 
chosen for its diversity and easy access. The transect is about 5 km long and is divided 
into 11 different measurement areas or subtransects (ST) (see also Figure 5.5 and 
Figure 5.3). A description of the subtransects with their total length and number 
of measurement locations (Iocs.) per TDR is given below (van Oevelen et a.1., 1993; 
Legger k, van der Aa, 1994): 

• ST1 (length ± 100 m; 6 Iocs.). The southern laterite plateau on which also 
the sub site 'c' is located with the flux station (mast) of the Winand Staring 
Centre. The tiger bush is the dominant vegetation type on the plateau. 
Under the heating of the sun the bare laterite (brownish red coloured) soil 
mixed with laterite nodules ("gravel ")becomes very hard, like brick. Only 
under the bush the soil is softer and stays much longer wet. The soil contains 
a lot of clay compared to the most other soils found in this area and is mixed 
with gravel. The plateau is nearly level with a slope of 0-1%. 

• ST2 (length ± 125 m; 6 Iocs.). Piedmont and escarpment of the southern 
laterite plateau is characterised by a very hard and rocky soil with scattered 
shrubs upon it. The surface under influence of intense showers becomes 
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easily eroded resulting in more (laterite or Continental Terminal) rocks than 
on the plateau. Water erosion produces also the gullies. The escarpment is 
very steep and sometimes almost vertical. The piedmont is less steep with 
a slope of 5-8%. 

• ST3 (length ± 250 m; 11 Iocs.). A millet field just below the piedmont of 
the southern plateau on glacis. The soil is fine textured, light brownish red 
to yellow sand. The condition of the crop on this field is very poor, partly 
due to overland flow that forms gullies in this field during heavy showers. 
The field has a 2-5% slope. 

• ST4 (length ± 100 m; 5 Iocs.). Fallow land on a yellow sandy soil and covered 
with a fast growing herbaceous vegetation. Hardly any bushes are present 
and only some scattered trees are found. This subtransect is probably left 
fallow for the first year. The site is almost level with a 0-2% slope. 

• ST5 (length ± 200 m; 9 Iocs.). A millet field near the village of Fandou 
Beri in an alluvial valley bottom with white fine textured sands . The soil 
is almost purely quartz and due to the manure coming from the village the 
millet is growing fairly well.( 0-2% slope) 

• ST6 (length ± 250 m; 11 Iocs.). The degraded bush land located near sub-
site 'd' with a mast of the German group of the Free University of Berlin. 
The soil is yellow and fine textured. The vegetation is nearly exclusively 
dominated by Guiera Senegalensis. Normally under Guiera Senegalensis 
there is also a herbaceous layer present but at this site hardly any can be 
found. Only in the rain season a fast growing very thin layer of one type of 
herb (not known to the authors) is present. This site is located on partly 
lower lying glacis and partly on the lower lying plateau (subplateau) with 
a 0-2% slope. Heavy showers have produced numerous gullies that are not 
very deep. 

• ST7 (length ± 100 m; 5 Iocs.). Sub plateau with laterite (gravel) surfacing 
and a 0-2% slope. This lower lying plateau separates the higher laying 
aeolian sand covered slopes from the lower laying sand covered slopes and 
is at this point very small but at other locations can be much larger. 

• ST8 (length ± 250 m; 11 Iocs.). Degraded bush land is found on the higher 
lying plateau with a 0-2% slope. This site is comparable with ST6. 

• ST9 (length ± 250 m; 11 Iocs.). Millet on the higher lying glacis with a 
2-5% slope. The soil is yellow fine textured sand. The millet is doing poorly 
on this site, although there are spots in the field where it grows very well. In 
general such spots can often be found around trees where cattle, like goats, 
cows etc., is tied down regularly and thus a higher deposition of manure 
takes place. 

• ST10 (length ± 75 m; 4 Iocs.). Piedmont of the northern laterite plateau 
with a 5-8% slope. This site is comparable to the ST2 

• ST11 (length ± 75 m; 6 Iocs.). Northern laterite plateau looks much like 
the southern plateau (ST1) is covered with tiger bush and is nearly level 
with a 0-1% slope. 

The number of (sub)plateaus indicated in Figure 5.5 are those observed in the field. 
After a more thorough geomorphological study of the area it may be possible that 
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Q 

I hardened plinthite 

I (soft) plinthite 
I clayey and sandy sediment s 

BM iron rich aeolian sands 

Continental Terminal sediments i8iiS aeolian sands without iron 

Figure 5.5: Schematic drawing of a cross-section of the area along the transect. 

more plateaus exist. These plateaus are probably remnants of old river terraces covered 
with aeolic deposits. This deposition layer is at some places very thin or absent, e.g. 
subtransect ST7, and thus the laterite surfaces. In the valley bottom a very thick layer 
of white sands with a high permeability is present, which acts as a drainage canal for 
the valley. 

The soil moisture data were collected over a depth of 5 cm using a Time Domain 
Reflectometry (TDR) system. The system used was the TRIME P21 system consisting 
of a probe with two parallel rods of 10 cm length connected with a coax cable to the 
main module which had a digital display giving the volumetric soil moisture content. 
The rods of the probe were fully inserted into the ground under an angle of 45°with 
the ground surface resulting in a measurement of the average volumetric soil moisture 
content over a depth of 5 cm. For a detailed discussion about TDR the reader is 
referred to Heimovaara and Bouten (1990) and Dasberg and Dalton (1985). 

The soil moisture data were collected along the transect for 9 of the 11 subtransects 
during the 6 nights of the Push Broom Microwave Radiometer (PBMR). TwoTDR's, 
referred to their serial numbers 1812 and 1696, were used to perform simultaneously 
the measurements with about 25 m distance between them. The shortest subtransect 
was about 50 m long and the longest was about 250 m long. With each TDR every 25 
m a series of measurements were taken within a square meter (called a measurement 
location) until the readings of the TDR gave two values that were less than 1.5% 
different from each other (see Figure 5.6). This was done to avoid outsprings due to 
the large variability of soil moisture; thus using both TDR's an averaged volumetric 
soil moisture content value could be obtained. 

The measurements indicated that there were sometimes substantial differences be­
tween the given soil moisture values of the two TDR readings. For the drier periods 
it was more than 5% on average. Therefore both TDR's were tested and compared to 
another calibrated cable tester (Tektronix 1502) as well as volumetric soil moisture 
measurements in the soil physics laboratory. From information from the supplier and 

1. The name of the manufacturer is given for the benefit of the reader and does not imply any 
endorsement by the Wageningen University. 
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Figure 5.6: A schematic representation of the measurement set-up. 

from the tests performed two major conclusions can be drawn. Firstly, one of the 
TDR's was insensitive for low volumetric soil moisture values (< 3%). Secondly the 
way the probes were inserted into the ground was of major influence on the readings. 
One or both of these influences would explain the large differences observed in the 
measurements. 

Because the PBMR did not cover the whole area no data were collected for subtran-
sects ST1 and ST2. The other data that are missing is because of the impossibility 
to insert the probes of the TDR's into the soil at that time. The subtransects where 
laterite soil surfaced, especially ST7 and ST11 bare, which became under the heating 
of the sun hard as rock and could not be penetrated without the danger of breaking 
or damaging the rods. 

Surface roughness measurements 

Since it became clear that the surface was everywhere rather smooth and alike, the 
number of measurements made was therefore limited to those surfaces that were 
distinct and representative for the area. For each site two pairs of measurements 
using a needle-board were taken, resulting in two measurements directed towards the 
magnetic north pole (0°, the 'y' direction) and two perpendicular to it (90°, the V 
direction). Since we assumed that the physical processes that cause surface roughness 
were uncorrelated for both directions, measurements restricted to these two directions 
are sufficient. 
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There are several ways to express the surface roughness. Here the root mean square 
(RMS) (mm) of the height differences of the needles, a (Table 5.4) and the auto­
correlation length (cm), I, was taken as a measure of surface roughness. With these 
values he power density spectrum using the fast fourier Transform (FFT), and the 
Autocorrelation function using an inverse FFT were calculated using the algorithms 
from Numerical Recipes (1990) (Press et al., 1992). 

Table 5.4: Averaged surface roughness parameters ka and kl for the measured subtransects 
in the West Central Supersite, with fc=0.1785 cm - 1 (ERS C-band). 

Measurement site 
ST3 
ST4 
ST5 
ST7 
ST8 
ST10 
ST11 

ka 
5.22 
7.42 
11.02 
3.20 
4.61 
9.30 
5.60 

kl 
16.10 
8.73 
11.31 
3.93 
10.39 
12.79 
4.21 

5.3.3 Remote sensing data collection 
The PORTOS radiometer operates at frequencies of 5.05, 10.65, 23.8, 36.5 and 90.0 
GHz. Only the 5.05 GHz channel is of relevance for soil moisture studies and this 
band was available on August 23, 24, 25, September 1, 2 and 12. The first three days 
in both H- and V-polarization and for the remainder only in /^-polarization. Most 
of the measurements were taken at a 45° angle of incidence. The calibration of the 
PORTOS instrument has been described in (Chanzy et a l , 1996). 

The Push Broom Microwave Radiometer (PBMR) is a passive microwave instrument 
operating at a frequency of 1.42 GHz (A=21 cm) with four horizontally polarized 
beams centered at 8° and 24° which cover a swath of 1.2 times the aircraft altitude. 
The instrument has been in use for over 10 years and has been employed in numer­
ous field experiments such as FIFE (Wang et al, 1990) and Monsoon'90 (Schmugge 
et al, 1994). Measurements of Tg at the wavelength of 21 cm gives estimates of soil 
moisture content 9 for approximately the top 5-cm layer of the soil. The instrument 
was flown nine times during the Intensive Observation Period (IOP) with two type 
of flight patterns, one north-south at a altitude of 1500m and one east-west at alti­
tudes between 250 and 600 m (~80 to 200 m spatial resolution), which covered the 
supersites (Schmugge et al., 1994). Data flights used in this study were performed 
on August 25, 26, September, 2, 4 and 12. Along with the PBMR nights infrared 
surface brightness temperatures were measured using the PRT5 radiometer (Chanzy 
et al., 1996). Detailed information about the PBMR calibration and geolocation can 
be found in Chanzy et al. (1996). 

The ERS-1 SAR data are available for four dates, namely July 4, August 8, September 
12 and October 14,1992. Only the September 12, 1992 image coincided with a PBMR 
image over the West Central Supersite. 
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5.4 Little Washita River Watershed 
5.4.1 Site descript ion 

Location 

The Little Washita River Watershed covers about 605 km2 and is a tributary of the 
Washita River in southwest Oklahoma. The watershed is situated in the southern part 
of the Great Plains of the United States (Figure 5.7). 

USA 

Figure 5.7: Location of the Washita'92 and '94 Little Washita river experimental site. 

Climate 

The region has a continental climate and is classified as moist and subhumid. The 
average rainfall is about 747 mm. The winters are short, temperate and dry but usually 
a few very cold weeks occur. The summers are typically long, hot and relatively dry. 
Much of the annual precipitation and most of the large floods occur in the spring 
and fall. The average high temperature for July is 34 °C and the average daily low 
temperature for January is -4 °C. 

Geomorphology, soils and vegetation 

The topography in the area is gently to moderately rolling except for a few rocky, 
steep hills near Cement, Oklahoma. The maximum relief is about 200 m. The bedrock 
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exposed in the watershed consists of Permian age sedimentary rocks. The formations 
dip gently to the southwest but the surface drainage is generally to the east. The 
Chickasha formation is the oldest and outcrops can be found in the eastern (outlet) 
side of the watershed. This formation comprises about 4.6 % of the total area and 
consists of brick-red sandy shale that is gypsiferous. The largest formation is the Rush 
Springs formation which outcrops in a central portion of the watershed covering 45.6 
% of the area. This formation consists of fine-grained sand stone and silt stone strata. 
The soils in the area vary mostly from fine sandy loam to silty clay loam. 

The land use in the region can be grouped in eight categories: range, pasture, forest, 
cropland, oil waste land, quarries, urban/highways, and water. Crops such as wheat 
and corn are dominant in the area. 

5.4.2 Washi ta '92 

Washita'92 was a co-operative experiment between NASA, USDA and several other 
government agencies and universities. The objective of the experiment was to collect 
a time series of spatially distributed hydrologic data, focusing on soil moisture and 
evaporative fluxes, using both conventional and remotely sensed methods. Most of the 
experiment focussed on the Little Washita River Watershed and a few surrounding 
areas in the general vicinity of Chickasha, OK. 

The data are described below and ancillary information is given by Jackson et al., 
(1993). 

5.4.3 Ground t ruth data collection 
The Little Washita Watershed was selected for this effort because of the extensive 
hydrological research that has been conducted there in the past, its ongoing data 
collection, extensive meteorological network and other facilities and their staff. Data 
collection was conducted from June through June 18, 1992. The experiment took 
place just after a period of extensive rainfall which had lasted several weeks. The soils 
over the entire watershed were therefore at field capacity and standing water was 
quite commonly encountered. No rainfall occurred during the experimental period 
thus allowing for observation of dry down conditions. 

Soil moisture measurements 

The sampling scheme was set up with the intention that the average of all surface 
soil moisture samples of each site represented the mean surface soil moisture value for 
that site. Measurements were taken over 35 sites distributed over the whole watershed 
and representing the various soil texture and land cover class types. Two major types 
of sites can be distinguished: small sites which are more uniform and where 9 samples 
were collected, large sites (at least 0.8 km x 0.8 km) where at least 16 samples were 
taken. The sampling procedure consisted of making 5 cm deep gravimetric soil samples 
using a scoop, placing the soil in cans, seal them and weigh and dry them to calcu­
late the gravimetric soil moisture content. Using bulk density measurements which 
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were performed for most of the sites, these gravimetric values were then converted to 
volumetric moisture contents. 

Profile soil moisture measurements were taken with a resonant frequency capacitance 
probe at 14 rain gauge locations and 4 meteorological observation sites. These mea­
surements give an indication of the changes in the soil moisture profile but due to 
difficulties in the calibration large uncertainty exists in the absolute values that were 
obtained. 

In support of the determination of the surface emissivity e from brightness tempera­
tures TB soil temperatures were collected at depths of 5 cm and 15 cm using metal 
dial type thermometers as well as digital probes. 

Surface roughness measurements 

The surface roughness measurements were done for 7 sites using a laser profiler and 
"paint and paper" profiler (Jackson k Schiebe, 1993) (see Appendix D). The latter 
was especially necessary to determine the correlation length of sites where this length 
was too large to be measured by the laser profiler (max. linear dimension is 95 cm). 

Table 5.5: Average surface roughness parameters, a and I for the measured sites in the Little 
Washita watershed. 

Measurement site 
PR001 
AG005 
AG002 
AG001 
AG006 
AG007 
MS001 

Type 
Bare 
Bare 
Bare 
Corn 

Wheat 
Alfalfa 

Rangeland 

a [cm 
2.29 
1.29 
1.82 
1.23 
0.68 
0.50 
1.23 

/ [cm] 
8.75 
16.25 
17.75 
11.25 
17.25 
13.25 
7.75 

5.4.4 Remote sensing data collection 
Various instruments were flown during the campaign in Washita. An experimental 
passive microwave instrument , the electronically steered thinned array radiometer 
(ESTAR) was flown on the C-130n along with the NS001, an optical instrument. The 
ESTAR instrument was operated daily from June 10 until June 18, 1992 and covered 
for each of the eight days the whole watershed producing brightness temperature 
maps covering about 704 km2. The NS001 instrument was operated on the same days 
but unfortunately due to the weather condition most of the time the area was partly 
clouded. Only on June 18 good clear sky conditions were present and cloud free images 
could be obtained. 

The JPL-AIRSAR was flown on a DC-8 and was operated from June 10 until June 
18, with a crew rest day on June 15. The strategy for coverage was twofold: 

• To provide complete coverage of the whole watershed at lower spatial res­
olution (synoptic data 120 m); 
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• To cover specific agricultural areas where ground data have been obtained 
at the spatial higher resolution of approx. 10 m. 

A cloud free SPOT scene was acquired on July 3, 1992. Since this was after the 
experiment the data could primarily be used for mapping and land-use classification. 

5.4.5 Washita'94/SIR-C 

The Washita'94 experiment was a large scale hydrologic field experiment conducted 
over the Little Washita watershed. The primary objective of this experiment was to 
provide combined ground and remotely sensed data sets for modelling and analysis 
of hydrologic state and flux variables. The third Space shuttle Imaging Radar (SIR-
C) mission was planned for April and August of 1994 (later the august mission was 
postponed until October) and was one of the determining factors in the set-up of 
the Washita'94 experiment. The SIR-C mission was to consist of one week of daily 
observations for the Watershed site, with as principle variable of interest surface soil 
moisture. 

The measurements presented here were taken in "Area 1" one of the key areas selected 
during the experiment for detailed field measurements. More detailed information can 
be found in Starks and Humes, 1996 

5.4.6 Ground t ruth data collection 
Surface soil moisture measurements 

Two types of surface soil moisture field measurements were available, gravimetric soil 
moisture sampling and volumetric soil moisture sampling using TDR's. 

All the volumetric measurements were performed using two portable TDR's in "Area 
1", on of the measurement sites. Within this site 5 agricultural fields with different 
crops were sampled. The crops were: Alfalfa/winterwheat (11); Corn field (almost 
bare)(12); Winter wheat (13); Rangeland (14); Oat (early growing stage) (15.) The 
purpose of these detailed soil moisture measurements was to provide insight in the 
spatial variability of soil moisture en to enable a better comparison between SAR 
retrieved soil moisture and the soil moisture measured in the field. In Figure 5.8 a 
schematic representation of the site is given. 

In Figure 5.8, the transects along which the measurements were performed are indi­
cated. There were two long transects ATI and AT2 and 5 cross transects (CT1..CT5). 
Only along the two long transects measurements were performed daily. On the cross 
transects only the first two days (April 6, 7). In general the measurements were taken 
walking the long transects from North to South. The second week (April 12-16) also 
measurements were performed on the oat field (15). 

During the first two days one of the probes of each instrument broke off and had 
to be shortened. Most of the data that were measured was done with these shorter 
probes. The calibration curve for the 'short' probes was determined using soil from the 
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Figure 5.8: Schematic representa t ion of a rea 1 on which t he measurement t ransec ts a re 
indicated. 
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Table 5.6: Volumetric soil moisture measurements 0 on fields 11-14 along transects ATI and 
AT2 

Distance 
Date 

Transect 
TDR nr.-> 

Field 11 
Mean 

St. Dev. 
Field 12 

Mean 
St. Dev. 
Field 13 

Mean 
St. Dev. 
Field 14 
Average 

Std. Dev. 

25m 
6 April 

ATI 
1502 

24.52 
6.46 

32.54 
4.33 

15.59 
6.45 

28.53 
4.34 

25m 
6 April 

AT2 
1437 

13.74 
4.14 

26.06 
9.19 

11.51 
3.61 

27.19 
5.63 

25m 
7 April 

ATI 
1437 

16.91 
4.90 

21.35 
9.25 

10.97 
6.15 

25.66 
3.75 

25m 
7 April 

AT2 
1502 

8.73 
2.26 

20.58 
7.91 

8.51 
5.96 

25.92 
4.66 

25m 
9 April 

ATI 
1437 

15.77 
5.06 

24.39 
4.77 

11.38 
5.71 

22.79 
4.96 

25m 
9 April 

AT2 
1502 

11.82 
4.15 

26.73 
6.27 

7.77 
2.95 

23.31 
3.91 

25m 
11 April 

ATI 
1502 

27.65 
3.05 

28.88 
2.46 

23.57 
6.27 

NA 
NA 

bare corn field. The volumetric soil moisture content using TDR QTDR V S- laboratory 
measured volumetric soil moisture content O^AB yielded a regression curve: 

6TDR = 1A20LAB - 1.44 (5.1) 

with st. dev. = 2.78 with a linear regression coefficient R2 = 0.94. The other data 
should be calibrated using the longer probes. 

In Tables 5.6 and 5.7 the soil moisture measurement using two TDR's are summarized 
for 4 fields in "Area 1". 

The gravimetric soil moisture sampling was performed to enable calibration and ver­
ification of the data produced using the ESTAR microwave radiometer. Sites were 
selected to include a representative sampling of the various soil textures and land 
cover conditions. The primary goal was to average all samples from all sites to com­
pare with the average of the microwave data. Comparison on point by point basis is 
not possible due to the low accuracy in geographical position of the point measure­
ments. These data were collected over an grid with 100 m spacing, where possible and 
resulted on average in 14 samples per site. The sampling procedure and conversion to 
volumetric values based on dry bulk density measurements is the same as explained 
in the section 5.4.3. The data of four fields in "Area 1" are summarized in Table 5.8. 

Surface roughness measurements 

On selected fields in the watershed surface roughness measurements were performed 
using the "paper-spray" method (Appendix D). The results for the sites measured in 
"Area 1" are given in Table 5.10. 
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Table 5.7: Volumetric soil moisture measurements 9 on fields 11-14 along transects ATI and 
AT2 

Distance 
Date 

Transect 
TDR nr. 
Field 11 

Mean 
St. Dev. 
Field 12 

Mean 
St. Dev. 
Field 13 

Mean 
St. Dev. 
Field 14 
Average 
Std. Dev. 

50m 
12 April 

ATI 
1502 

28.11 
2.04 

27.63 
3.66 

23.30 
2.48 

28.43 
1.36 

50m 
12 April 

ATI 
1502 

27.06 
2.46 

25.78 
5.56 

20.11 
2.28 

NA 
NA 

50m 
13 april 

ATI 
1502 

25.87 
2.60 

25.05 
2.04 

20.07 
2.09 

26.81 
2.51 

50m 
14 April 

ATI 
1502 

24.72 
2.78 

25.06 
2.98 

14.90 
1.91 

26.15 
2.32 

50m 
15 April 

ATI 
1502 

21.24 
5.39 

21.05 
8.31 

16.23 
2.96 

26.89 
2.51 

50m 
16 April 

ATI 
1502 

20.44 
6.14 

23.29 
9.55 

12.77 
2.83 

26.07 
2.60 

Table 5.8: Gravimetric soil moisture measurements 6 on fields 11-14 using a grid with 100 
m spacing for April 6 -12. 

Date 
Time 

Field 11 
Mean 

St. Dev. 
Field 12 

Mean 
St. Dev. 
Field 13 

Mean 
St. Dev. 
Field 14 

Mean 
Std. Dev. 

6 April 
ll.OOh 

0.073 
0.032 

0.115 
0.064 

0.084 
0.044 

0.169 
0.051 

7 April 
lO.OOh 

0.083 
0.033 

0.12 
0.048 

0.087 
0.062 

0.193 
0.062 

15.00h 

0.076 
0.029 

0.111 
0.046 

0.078 
0.056 

0.175 
0.056 

9 April 
16.00h 

0.084 
0.030 

0.125 
0.060 

0.092 
0.066 

0.182 
0.054 

10 April 
12.00h 

0.095 
0.015 

0.109 
0.035 

0.171 
0.050 

11 April 
13.00h 

0.246 
0.082 

0.251 
0.048 

0.268 
0.029 

0.253 
0.033 

12 April 
lO.OOh 

0.242 
0.063 

0.184 
0.060 

0.247 
0.023 

0.232 
0.026 

15.00h 

0.202 
0.058 

0.159 
0.045 

0.247 
0.032 

0.239 
0.048 
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Table 5.9: Gravimetric soil moisture measurements 8 on fields 11-14 using a grid with 100 
m spacing for April 13 -16. 

Date 
Time 

Field 11 
Mean 

St. Dev. 
Field 12 
Mean 

St. Dev. 
Field 13 
Mean 

St. Dev. 
Field 14 
Mean 

Std. Dev. 

13 april 
lO.OOh 

0.193 
0.057 

0.145 
0.051 

0.22 
0.031 

0.241 
0.047 

15.00h 

0.201 
0.069 

0.122 
0.045 

0.185 
0.072 

14 April 
lO.OOh 

0.164 
0.046 

0.126 
0.054 

0.177 
0.032 

0.24 
0.057 

15.00h 

0.134 
0.054 

0.1 
0.044 

0.155 
0.041 

15 April 
ll.OOh 

0.132 
0.053 

0.099 
0.046 

0.143 
0.036 

0.21 
0.061 

16 April 
14.00h 

0.109 
0.058 

0.101 
0.049 

0.114 
0.048 

0.193 
0.046 

Table 5.10: Average surface roughness parameters, cr and I for the measured sites in Area 1 
in the Little Washita watershed. 

Measurement site 
11-1 
11-2 
12-1 
12-2 
12-3 
12-4 
12-5 
13-2 
13-3 
14-1 

Type 
Alfalfa/winterwheat 
Alfalfa/ winterwheat 

Corn field 
Corn field 
Corn field 
Corn field 
Corn field 

Winterwheat 
Winterwheat 
Rangeland 

(7 [cm 
0.70 
0.91 
3.85 
4.11 
4.93 
3.40 
0.86 
0.52 
1.09 
0.73 

/ [cm 
3.98 
18.53 
12.92 
14.20 
13.47 
13.12 
11.42 
5.45 
6.64 
8.77 

5.4.7 Remote sensing data collection 

As stated in the introduction the SIR-C mission was one of the drivers of the exper­
iment and various types of data became available. Unfortunately over the main site 
of interest the data of the Space Shuttle radar became corrupted due to interference 
with a transponder in a nearby field. These data have therefore not been used. 

On the C-130 were, the same as in 1992, the ESTAR and NS001 instruments operated. 
These data were recorded in principle every day of the experiment. 

The objectives of the JPL-AIRSAR which was mounted on the NASA DC-8 were to 
extend the data collection window of the Shuttle mission and to provide at least one 
data collection flight concurrent with the Shuttle overpass. The AIRSAR flight dates 
were on April 10 and 12, 1992. 



96 Chapter 5. Description of data sets 

5.5 NOPEX/Forest-Dynamo 
5.5.1 Site description general NOPEX area 

The NOPEX study site lies north west of Uppsala, Sweden, in an area that is domi­
nated by forests of predominantly pine and spruce (approx. 15% are deciduous trees). 
The site was chosen mainly for its flatness (about 30-70 m above sea level -asl-, with 
extremes at 1 and 131m asl) and the presence of large patches of mixed boreal-forest 
and agricultural areas. Furthermore, the distance to the sea is approximately 50 km, 
avoiding complications of land-sea circulation. The site is on the southern limit of the 
boreal forest zone with a climate that is more maritime than is usual for boreal forest. 
The geology of the region is characteristically Northern European: granite, sedimen­
tary gneiss and leptite. The main measurement sites for this study are located in the 
forest at Siggefora, Ostfora, about 30 km Northwest of Uppsala, and the agricultural 
area around Tisby near Fjardhundra, about 35 km West of Uppsala (Fig. 5.9). 

Figure 5.9: Map of the NOPEX region in Sweden. Dotted lines are flight "legs" which are 
over the measurement sites located in forest and bogs (grey), agricultural land (white) and 
lakes (black). The three dashed areas are EMISAR targets. Notice the location of the test 
sites near Siggefora(Ostfora) and Fjardhundra. Drawing by Hans Nilsson (Halldin et al., 
1995). 

Site description Siggefora 

The Siggefora site is located near a little lake called SiggeforsjOn about 25 km from 
Uppsala. The site is dominated by Norwegian Spruce (Picea abies) and Scots Pine 
(Pinus sylvestris). Height differences throughout the forest are small with a total 
change of elevation of less than 15 m over the 4 km2 area of the Siggefora test site. 
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Individual stands were chosen for ground truth measurements on the basis of species 
homogeneity and spatial uniformity (van Oevelen &; Woodhouse, 1996). 

Site description Fjardhundra 

The agricultural area around Tisby near Fjardhundra is characterised by gentle slopes. 
The soil types are predominantly clay and clay-loams. The dominant crops are wheat 
and barley, other crops like peas and rape seed can also be found. In Figure 5.10 a 
detailed map is given showing the location and measurement transects. 

5.5.2 Ground t ru th data collection 

Soil moisture content 

The soil moisture data were collected over a depth of about 6 cm using a Time Domain 
Refiectometry (TDR) system (Topp et al, 1980). The system used was the TRIME 
P2 system consisting of a probe with two parallel rods of 12 cm length connected with 
a coax cable to the main module which has a digital display yielding the volumetric 
soil moisture content. The rods of the probe were fully inserted into the ground under 
an angle of about 30° with the surface resulting in a measurement of the average 
volumetric soil moisture content over a depth of approximately 6 cm. During the 1995 
campaigns the rods were also inserted at an even larger angle to obtain measurements 
over an depth of approximately 3 cm. 

Soil moisture measurements are available for 1 day (June 23) in 1994 during the 
first Concentrated Field Effort (CFE1), and 3 days (May 3 and July 5, 6) in 1995 
during the CFE2. Snow cover prevented soil moisture measurements on May 1, 1995. 
Soil moisture measurements are available for 6 transects covering various fields. The 
original data can be found in Van Oevelen and Woodhouse (1996). 

Surface roughness 

During the 1994 campaign (CFE1) only qualitative soil roughness data are available 
in the form of photographs showing a transparent pane with 1 cm grid (see Figure 
D.3 in Appendix D). These data are difficult to interpret and therefore not used in 
the quantitative analysis (c.f. needleboard in Figure 5.11). These data indicate that 
the surface roughness appears to be comparable to the situation in the summer of 
1995. However, the pictures of the transparent gridded pane could be very well used 
for interpretation of vegetation height characteristics. 

For 1995 two sets of roughness measurements are available. The first set was measured 
in April of 1995 over bare soils under saturated conditions (Table 5.11). The second 
set was measured during July of 1995 when the crops were present (Table 5.12). Both 
data sets were collected using the same type of needleboard. 
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Figure 5.10: More detailed map of the Fjardhundra site. A through F indicate the transects 
of soil moisture measurements. 
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Figure 5.11: Photograph demonstrating the use of a needleboard to obtain a surface rough­
ness profile. 

5.5.3 Remote sensing data collection 
Airborne SAR data, EMISAR 

Multipolarization, C-band (5.3 GHz) SAR data of the Siggefora region were acquired 
on 23 June 1994 with the airborne SAR system of the Danish Center for Remote 
Sensing (EMISAR) flown on a Gulfstream G-3 aircraft of the Royal Danish Air Force. 
The flight of the EMISAR instrument covered a triangular flight line with an image 
centre incidence angle of 50° and a single look ground resolution of 2.0 m in both range 
and azimuth. An additional L-band option with full polarimetric capability has been 
implemented during the 1995 NOPEX field campaign (van Oevelen & Woodhouse, 
1996). 

The EMISAR instrument was flown in 1994 on June 23 (C-band, 3 scenes) and in 1995 
employed on May 1 (L-band, 4 scenes), May 3 (C-band, 2 scenes), July 5 (L-band, 2 
scenes) and July 6 (C-band, 2 scenes). The scenes always included the Fjardhundra 
and Siggefora sites. 

In 1994 only one dataset became available, namely a C-band (/ = 5.3 GHz) full 
polarimetric data set acquired on June 23. The original single look complex data with 
a spatial resolution of 1.5 x 1.5 m have been ground range projected to 1.5 x 1.5 
m resolution in ground grid, amplitude detected and lowpass filtered and spatially 
resampled and averaged to 4.5 x 4.5 m. The cross-polarization dataset is the sum of 
the HV and VH dataset. The look angle range was from 35.9° near range, 52.0° mid 
range to 60.2° far range. The data give the backscatter parameter 7 (linear). For the 
ground range projection an altitude of 12391 m above a flat earth was assumed. 
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Table 5.11: Surface roughness data a and / for the April, 1995 measurements. The numbers 
refer to the location and are described in detail in Van Oevelen and Woodhouse (1996).<runcor 
refers to data that is uncorrected for surface slope. acor refers to data that is corrected 
for surface slope. The correlation length is given for both exponential lexp. and Gaussian 
iGaussian correlation functions. 

Nr 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

Slope 

H 
-0.0402014 
0.0261485 
0.0377664 
0.0882091 
-0.0852646 
-0.1704777 
-0.0509065 
-0.0043845 
0.0700566 
-0.0648753 
-0.0237138 
-0.0817147 
-0.0773413 
-0.0716952 

O~uncor 

[mm] 
15.8764 
26.3429 
26.7692 
17.3780 
27.1016 
21.5509 
11.1582 
6.49966 
11.2073 
8.94319 
31.3960 
17.3832 
21.6041 
14.9215 

°~cor 

[mm] 
15.5949 
26.2716 
26.6227 
16.1039 
26.3560 
17.4672 
10.5023 
6.49154 
9.93415 
7.54356 
31.3468 
16.2962 
20.8313 
13.9453 

lexp. 

[cm] 
14.4931 
13.9301 
14.9282 
17.2897 
11.3076 
9.24651 
6.57298 
5.43765 
4.36390 
2.31321 
13.3034 
14.8373 
16.8266 
12.3246 

''Gaussian 

[cm] 
16.8811 
16.0743 
16.8595 
20.8329 
12.9208 
-
7.53122 
-
5.41132 
1.71303 
16.1142 
17.8325 
19.4734 
15.2340 

In 1995 two datasets became available, namely a C-band full polarimetric data set 
acquired on July 6 and a L-band ( / = 1.25 GHz) full polarimetric data set acquired 
on July 5. The original complex scattering matrix data with a spatial resolution 
of 1.499 x 1.500 m have been converted to covariance matrix data in ground range 
lowpass filtered and spatial resampled to 5 x 5 m. The cross-polarization dataset is 
the sum of the HV and VH dataset divided by 2. The look angle range is from 
33.9° near range, 51.0° mid range to 59.6° far range. The data give the backscatter 
parameter a° (linear). For the ground range projection an altitude of 12387m above a 
flat earth was assumed. In Table 5.13 the most important characteristics of the data 
are summarised. 

Table 5.12: Surface roughness data a and I for the June 1995 measurements. The numbers 
refer to the location and are described in detail in Van Oevelen and Woodhouse (1996) 

Nr 
1 
2 
3 
4 
5 
6 

Slope 

H 
0.0456530 
-0.0285678 
-0.0536696 
0.0641569 
-0.181366 
0.0276190 

°~uncor 

[mm] 
35.3098 
16.0481 
29.0454 
23.1963 
18.0265 
11.2222 

°~cor 

[mm] 
35.1476 
15.9081 
28.7722 
22.7046 
12.0254 
11.0343 

'ex p. 

[cm] 
-45.7385 
1.35443 
1.68244 
6.32779 
5.40011 
1.28038 

^Gaussian 

[cm] 
-
-
2.01082 
-
5.93728 
-
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Table 5.13: Some of the more important characteristics of the EMISAR data available 
Date Frequency Resolution Polarizations Look angle 

[GHz] [m] H range 
23-06-1994 

05-07-1995 
06-07-1995 

5.3 

1.25 
5.3 

4.5 

5.0 
5.0 

all 

all 
all 

35.9° - 60.2° 

33.9° - 59.6° 
33.9° - 59.6° 

Table 5.14: Dates of ERS-1 images that are available 
1994 14-05 24-06 07-07 10-07 
1995 02-04 07-05 11-06 11-07 16-07 

Spaceborne SAR data: ERS-1 SAR 

The ERS-1 SAR is a single frequency and polarization radar operating at C-band 
(5 GHz) and W-polarization. The spatial resolution of the instrument is approxi­
mately 25 m and data are delivered with a pixel size of 12.5 m. The look angle of the 
instrument at the center of the swath is 23°. 

The dates of the available ERS-1 instrument data are summarised in Table 5.14. 

The ERS-1 SAR data were only preprocessed by the Department of Water Resources, 
WAU , i.e. calibrated and converted to sigma nought a°, and subdivided into smaller 
scenes. Most of the analysis of the data has been performed by the Institute of Earth 
Sciences, Free University of Amsterdam. 
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Chapter 6 

Application of remote sensing 
soil moisture estimation 
techniques 

6.1 Introduction 
The inverted models described in Chapter 4 have been used with the data from 
the various experiments described in Chapter 5. Several experiments were needed 
because none of the experiments contained all the necessary data to validate the 
models with ground truth. In the next sections the application and validation of 
the passive microwave methods will be described followed by the active microwave 
methods. 

The validation of the soil moisture techniques using microwave remote sensing is te­
dious. The remote sensing measurement is a true spatial average, although the weigh­
ing functions of that spatial average may be unknown. Ground truth measurements 
are either point measurements or spatial averages derived from point measurements 
which depending upon the variability of the soil moisture can be very dependent upon 
the location and the number of measurements. Unknown sensing depth, location un­
certainty of ground truth with respect to remote sensing measurement and errors in 
a priori information are a few of the factors that can make validation cumbersome. 

6.2 Passive microwave remote sensing techniques 
6.2.1 Push Broom Microwave Radiometer (PBMR) 

measurements during HAPEX-Sahel 
The PBMR microwave observations were compared with the soil moisture observa­
tions in Figure 6.1(van Oevelen & Hoekman, 1994; van Oevelen k Schmugge, 1997). 
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Figure 6.1: Soil moisture measurements 6 (42 points) versus the PBMR Brightness tempera­
tures TB from the HAPEX-Sahel experiment (Van Oevelen and Hoekman, 1994,Van Oevelen 
and Schmugge, 1997 ). 

The pixels corresponding to the ground measurement site were extracted using poly­
gons that approximately delineate the sampling area. An exact match is impossible 
due to the low resolution and the accuracy of the georeferenced data . Figure 6.1 
shows that an approximately linear relationship exists between the brightness tem­
peratures, TB and soil moisture content, 6 of the top 6 cm, which is regarded to be 
an appropriate depth for comparisons with L-band emission (Wang, 1987), although 
measurements with depths ranging between 2 to 5 cm are preferable (Raju et ai., 
1995; Chanzy et ai., 1996). The exception is the site -ST11- in the tiger bush area 
(Figure 5.3). The deviation from the other sites can be attributed to the ground sam­
pling difficulties. The soils in the tiger bush area are covered by plinthite which is 
hard to penetrate when dry. Consequently only in the wetter parts measurements 
could be performed resulting in an overestimation of the actual regional soil mois­
ture content. When these points are excluded from the analysis a linear regression 
coefficient between PBMR brightness temperatures Tg and measured volumetric soil 
moisture content 6 of R2 of 0.72 with a standard deviation of less than 2% is obtained 
(van Oevelen & Schmugge, 1997). Similar results were obtained over the East-Central 
supersite using a different sampling strategy (Chanzy et a l , 1996). Using the thermal 
infrared measurements from the PRT5 instrument as soil surface temperature esti­
mates to convert the brightness temperature TB to emissivities e did not improve the 
correlation much (R2 = 0.74). Furthermore, anomalous behavior in the PRT5 esti­
mates was observed for which at present we cannot give a satisfactorily explanation. 
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Hence, further analysis will be performed using the TB data only. 
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9/2/92 

Figure 6.2: PBMR brightness temperature (TB) images of the HAPEX-Sahel experiment 
with the boundaries of soil units of Figure 5.4. In the legend the corresponding volumetric 
soil moisture content, 0 is given using the regression curve: 0 = 0.18Tb + 57.2 (R2 = 0.72). 

The effects of vegetation on the emission were studied by employing a Normalized 
Difference Vegetation Index (NDVI) calculated from two SPOT images acquired on 
August 20 and September 24, 1991. However, this procedure did not improve the soil 
moisture estimates significantly. This confirms the small influence of the vegetation 
at 1.42 GHz on land microwave emission in the studied SaheHan region. 

From Figure 6.2 the spatial and temporal distribution of TB or 9 can be seen. There is 
a large contrast between the driest day (August 25, 5 days after rain) and the wettest 
day (September 4, less than 12 hours after a rainfall event) as well as within one map 
of one day. These spatial patterns can be explained by either the heterogeneity in 
precipitation amounts or a difference in soil hydrauHc properties. With the available 
ground data validation of spatial variability of rainfall is difficult. Although there is a 
strong variation of rainfall over short distances it is difficult to link this directly and 
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solely to the spatial patterns observed in the brightness temperatures. Comparison 
with the soil map (Legger & van der Aa, 1994) contours reveals that it is feasible 
to link TB and 0 to soil type patterns. This has been confirmed by Hollenbeck et 
a/., (1996) who demonstrated that the soil hydraulic heterogeneity can be identified 
through the relative change in TB observations. 

6.2.2 ESTAR 

The soil moisture data presented in Figure 6.3 are from Jackson et al, 1995 and follows 
mostly the soil moisture retrieval presented in Figure 4.1 on page 58. The data show 
a clear dry down over nine days starting from near saturated to saturated conditions 
in the whole watershed area at the beginning of the period. Jackson et at, 1995 give 
a standard error of estimates for the bare fields of 3.5% and 5.7% for the vegetated 
fields. The spatial patterns observed in the Figure 6.3 are due to differences in soil 
texture, precipitation, hydraulic properties, topography and vegetation influences. 

6.2.3 Conclusions of passive microwave results 

The strong relationship between the dielectric properties and microwave emission 
along with the relatively small influence of surface roughness makes the application 
of passive microwave data to estimate soil moisture very straightforward and has es­
pecially at the lower frequencies such as at L-band great potential for hydrological 
applications. Between the brightness temperatures, TB and soil moisture content, 9 of 
the top 6 cm an approximately linear relationship is present. A problem exists with 
high vegetation cover and this is the area where considerable improvement can be 
made: better modelhng of the vegetation influence, or a combination of more frequen­
cies. The errors involved in the estimation of soil moisture using passive microwave 
remote sensing are small, i.e. usually less than 5% even for areas with moderate veg­
etation cover and is often lower than that of the ground truth measurements. 

The effects of surface roughness are small for the emission case, especially the influence 
of the surface correlation length is almost negi'gibie(Borgeaud et al., 1995; Davidson 
et al, 2000). With respect to soil moisture estimation the effect can for most circum­
stances easily be accounted for by a simplified model like that of Choudhury et al., 
1979. 

Although the L-band penetration of vegetation forms a physical limitation, the sen­
sitivity to the soil moisture content as a function of vegetation water content is for 
L-band still present at a vegetation water content of 4 kg m - 2 . For C-band this 
amount of vegetation content would already obscure the signal from the soil (Jackson 
& Schmugge, 1991). 

Extrapolation of the results to measurements from space would mean that the influ­
ence of mixed pixels due to the low resolution of approx. 30 km for L-band would 
increase. Also the effect of macroscale roughness would need more attention at that 
scale. The AMSR and AMSR-E will, with C-band, be the first radiometers that can 
provide more insight into the estimation of soil moisture from space with a spatial 
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Figure 6.3: Soil moisture estimates using ESTAR data for the Washita'92 experiment (Jack­
son et al., 1995). 
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resolution of approximately 50 km although the vegetation would still be a signifi­
cant problem. The planned L-band space-borne radiometer, SMOS (Soil Moisture and 
Ocean Salinity mission) will be a significant step towards operational use of microwave 
soil moisture estimates at the global scale (Kerr, 1998; Wigneron et al., 2000). 

6.3 Active microwave remote sensing techniques 
6.3.1 ERS-1 
The IEM model (section 3.5.3) was applied to ERS-1 SAR data of Niger. Soil moisture 
content, 8 was measured in situ over a depth of 6 cm and in some areas at 2 and 5 cm 
depth. For comparison with the C-band soil moisture estimates of ERS-1 the in situ 
measurement depth of 6 cm is probably larger than the associated sensing depth of 
the ERS-1 SAR. The results in Table 6.1 show that the 8-value used in the forward 
simulation has to be smaller than the measured soil moisture content for most of the 
fields to yield a match between measured and modelled backscatter. The application 
of INVIEM (see section 4.4.2) using ERS-1 data in Niger shows that the estimates are 
within the expected #-range and that the in situ measured 0-values are consistently 
higher (Fig. 6.4). 

Table 6.1: C-band backscatter values (<r° in dB) measured (Wm) and modelled by IEM 
model (VViem) for a number of subtransects in Niger. #iem is the soil moisture input in the 
IEM model. 0m is the averaged in situ measured 9 using the TDR's. Subtransects 6 and 
9 are not represented here because surface roughness measurements were not available for 
these sites. ( * 0 estimated because TDR measurements were impossible due to dry crust . 
** range of 8 since measurements varied strongly over short distances). 

Subtransect VVm l̂ Viem #m flem 

3 -11.36 

4 -11.21 

5 -10.31 

7 -14.52 

8 -14.12 

10 -10.38 

11 -14.03 

-11.94 
-10.71 
-12.68 
-9.04 
-11.81 
-8.16 
-16.23 
-12.62 
-16.50 
-12.88 
-12.80 
-9.15 
-12.63 
-9.01 

0.13 

0.09 

0.09 

0-0.05* 

0.11 

0.11 

0.06-0.29** 

0.10 
0.15 
0.00 
0.05 
0.00 
0.05 
0.00 
0.05 
0.00 
0.05 
0.00 
0.05 
0.00 
0.05 

The climate in Niger is characterised by a short monsoon period in which short in­
tensive rainfall events are followed by warm and sunny periods. Under these circum­
stances and given the fine sandy texture of most of the soils the soil moisture profile 
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dries out very quickly towards the surface. The C-band 9 estimates are therefore ex­
pected to be lower than the in situ measured 9, as already could be seen from the 
forward simulation. The measured values would also deviate stronger from the es­
timated values because the difference in 9 between the surface layer and the layer 
beneath is less for drier profiles than for wetter profiles. The results in Table 6.2 con­
firm this for all the plots and for the whole range of soil moisture estimates. Only a 
few soil moisture measurements were taken at a depth of 2 and 5 cm (thus not from 
0 to 2 cm and 0 to 5 cm). Following the explanation given above, the 2 cm measure­
ments should be lower than the 5 cm measurements and these measurements should 
compare better to the ERS-1 estimates. Although there are only four points available, 
this reasoning is confirmed in Figure 6.4. However, the 2 cm measurements are still 
higher than the corresponding estimates indicating that the sensing depth of ERS-1 
is either less than 2 cm or presents a kind of average over the top few centimetres, 
both of which would result in lower data values. 

For the Niger experiment the range of roughness classes did not include the edges 
of the plinthite plateaux, which were definitely much rougher than the rest of the 
area. None of the measurement sites were situated on these edges and therefore such 
areas were not included in the comparison with in situ measured data. However, 
the INVIEM model is expected to overpredict the soil moisture content 9 at these 
locations because of its higher roughness and given its higher backscatter (i.e. it is 
outside the roughness range assumed for the inversion procedure and it is most likely 
even outside the validity range of the IEM model). 
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Figure 6.4: ERS-1 6 estimates using the INVIEM model (see section 4.4.2) versus TDR 
measured 0 at 5 cm and 2 cm depth during the HAPEX-Sahel experiment. 

The ERS-1 soil moisture estimates for the four dates, July 4, August 8, September 12 



110 Chapter 6. Application of remote sensing soil moisture estimation techniques 

Table 6.2: INVIEM 0 estimates (est.) using C-band VV polarization of ERS-1 (September, 
12, 1992) for the a number of subtransects in Niger compared with averaged TDR mea­
surements over 6 cm depth (meas.). Given are the lowest, mean and highest values of both 
measurements and estimates. For subtransect 7 no measurements were available because the 
soil surface was too hard to be penetrated by the TDR rods. For subtransect 4 no estimates 
are available because of too much vegetation. 

Subtransect 
3 

4 

5 

6 

7 

8 

9 

10 

11 

est. 
meas. 
est. 

meas. 
est. 

meas. 
est. 

meas. 
est. 

meas. 
est. 

meas. 
est. 

meas. 
est. 

meas. 
est. 

meas. 

#low 

0.021 
0.078 

-
0.056 
0.020 
0.064 
0.026 
0.064 
0.051 

-
0.008 
0.049 
0.004 
0.052 
0.015 
0.078 
0.009 
0.062 

"med 

0.068 
0.134 

-
0.094 
0.06.4 
0.093 
0.082 
0.121 
0.100 

-
0.043 
0.110 
0.033 
0.099 
0.057 
0.107 
0.052 
0.159 

#high 

0.115 
0.236 

-
0.134 
0.100 
0.126 
0.130 
0.161 
0.160 

-
0.078 
0.160 
0.061 
0.137 
0.100 
0.129 
0.095 
0.290 

and October 15, 1992 are shown in Figure 6.5. The estimates show clearly the effect 
of the monsoon which started in August and ended before October. 

The influence of soil texture on the ERS-1 retrieval results has been studied and 
is small compared to other effects such as speckle or vegetation. In Figure 6.6 the 
variation caused by speckle clearly overrides the variation caused by different soil 
types. 
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Figure 6.5: ERS-1 0-estimates using the INVIEM model (see section 4.4.2) in HAPEX-Sahel 
experiment for 14 different plots. 
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Figure 6.6: Simulation of the effect of soil texture on ERS-1 backscatter as a function of soil 
water content using the IEM model and the Dobson soil mixture model (Dobson et al, 1985) 
with an incidence angle of 23°. The error bars indicate a speckle level of about 2.5 dB for 
ERS-1 (speckle has uniform distribution). 
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6.3.2 AIRSAR 

INVIEM model results of HAPEX-EFEDA'91 

The IEM (section 3.5.3) and INVIEM (section 4.4.2) models have been applied to the 
AIRSAR data taken in Spain. Table 6.3 shows the comparison between the AIRSAR 
backscatter cr° computed by the IEM model using field data as input and the averaged 
measured backscatter values per field. Clearly the vegetated alfalfa field shows the bad 
performance of the model in case of non-bare surface conditions by underestimating 
the backscatter due to neglect of the vegetation scattering contribution. However, 
when the vegetation is very dry, such as the barley field which is in the senescent 
stage, or when the vegetation cover is very low like the maize field, the influence clearly 
diminishes. Using a vegetation mask to remove the pixels (e.g. Eq. 3.84) influenced by 
vegetation assures that fields like the alfalfa field will not be included in the inverse 
approach. 

Table 6.3: Backscatter values of C-, L- and P-band (<r° in dB) JPL-AIRSAR measured 
data and modeled using the IEM model for four fields in Spain during HAPEX-EFEDA'91 
experiment. 

Field 
Bare (2) 
Alfalfa (4) 
Maize (5) 
Barley (7) 

Field 
Bare (2) 
Alfalfa (4) 
Maize (5) 
Barley (7) 

Field 
Bare (2) 
Alfalfa (4) 
Maize (5) 
Barley (7) 

HHm 

-13.0 
-7.2 
-8.6 
-13.0 

HHm 

-21.5 
-16.2 
-17.1 
-22.9 

HHm 

-25.5 
-26.7 
-23.5 
-28.4 

HHiem 
-10.7 
-16.5 
-7.4 
-18.4 

L 
HHiem 
-20.7 
-23.9 
-15.4 
-29.6 

P 
HHiem 

-32.2 
-31.4 
-23.3 
-35.8 

vvm 
-13.7 
-9.5 
-9.3 
-15.4 

vvm 
-19.6 
-14.6 
-15.5 
-22.9 

vvm 
-22.4 
-20.6 
-21.5 
-24.3 

vviem 
-12.9 
-13.2 
-10.0 
-19.4 

vviem 
-16.5 
-19.0 
-11.9 
-24.3 

vviem 
-28.1 
-26.4 
-19.3 
-29.9 

Table 6.4 shows that the INVIEM model gives a possible range of 9 values, which can 
become very large. For C-band this range varies for example for the bare soil field 
(no. 2) from approximately 0 — 0.024 to 0.121 between the low and high estimates. 
Compared to the in situ measured soil moisture data given in Table 6.5, the results 
appear to be within the given range. 
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Table 6.4: INVIEM low, medium and high soil moisture estimates for AIRSAR C-, L-, and P-
band for 10 fields in Barrax Spain during HAPEX-EFEDA'91. Fields 2, 4, and 5 correspond 
to the bare, alfalfa and maize field of Table 7.3. The extension "ci" indicates that these fields 
are segements of an irrigation circle. The alfalfa field is left out using the vegetation mask. 
For L- and P-band no inversion was possible for two out of the three roughness cases. 

No. C L P 
of 

Field pixels low med. high low med. high low med. high 
1 
Bare 
2 

250 
122 

Alfalfa-
4 
Maize 76 
5 
8 
9 
lOci 
llci 
12ci 
13ci 

18 
91 
699 
377 
374 
522 

0.096 0.208 0.332 
0.024 0.072 0.121 

0.074 0.134 0.196 

0.150 0.231 0.314 
0.083 0.142 0.212 
0.103 0.194 0.293 
0.200 0.289 0.399 
0.180 0.253 0.368 
0.195 0.270 0.391 

0.303 0.319 0.417 
0.013 0.055 0.111 

0.076 0.120 0.197 

0.241 0.278 0.328 
0.091 0.134 0.210 
0.311 -
0.337 -
0.271 -
0.297 -

0.117 0.151 0.215 

0.165 0.192 0.263 

0.209 0.271 0.376 
0.254 0.282 0.357 
0.352 -
0.371 -
0.326 -
0.366 -

Table 6.5: Ground measurements of volumetric 6 values (cm3cm 3) and roughness parame­
ters a and I for the four fields in the Barrax area in Spain, during HAPEX-EFEDA'91, June 
19. 

Depth [m 
Field (No.) 
Bare (2) 
Alfalfa (4) 
Maize (5) 
Barley (7) 

0.02 

-
0.231 
0.130 

-

0.05 

0.034 
0.306 
0.186 
0.054 

0.10 

0.071 
0.322 
0.261 
0.097 

0.20 

-
-
-

0.122 

0.25 

-
-
-

0.140 

0.30 

0.16 
-
-
-

a 
[cm] 
1.4 
0.5 
1.8 
1.0 

I 
[cm] 
37 
104 
91 
140 

INVOSU model results 

The INVOSU model (section 4.4.1) is only applied to the JPL-AIRSAR data from 
Spain, since it needs multi-polarized data. In Table 6.6 the results are shown using 
inversion of the Wang and Schmugge model (section 4.2) (Wang & Schmugge, 1980) 
to retrieve the 0-values from the dielectric constant, e'. Comparison with the ground 
measurements presented in Table 6.5 shows that estimates from C-band are in general 
too high and that there is little variation in the estimates. Apparently the conditions 
for which the INVOSU model is valid are different from the conditions related to these 
data. Since there are only a few measurements at larger depths, comparison with L-
and P-band estimates is difficult. However, the L-band estimates seem to be close to 
the C-band estimates and also show little variation over the various fields. P-band 
estimates clearly show more variation and higher (or wetter) estimates. 
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Table 6.6: The AIRSAR C-, L- and P-band INVOSU results for 10 fields in Barrax Spain 
during HAPEX-EFEDA'91. Fields 2, 4, and 5 correspond to the bare, alfalfa and maize fields 
of Table 7.3. The inverse model of Wang and Schmugge (1980) is used to retrieve 0 from e'. 

1 
Bare 2 
Alfalfa 4 
Maize 5 
8 
9 
lOci 
l lc i 
12ci 
13ci 

No. of 
pixels 
250 
122 
-

76 
18 
91 

699 
377 
374 
522 

e' 

4.67 
4.36 

-
4.63 
4.96 
4.47 
4.74 
4.88 
4.86 
4.90 

C 

e 
0.160 
0.157 

-
0.160 
0.163 
0.158 
0.161 
0.162 
0.162 
0.163 

e> 
4.28 
4.52 

-
4.11 
8.09 
4.00 
4.00 
5.39 
5.14 
4.35 

L 

e 
0.156 
0.159 

-
0.154 
0.199 
0.153 
0.153 
0.168 
0.165 
0.157 

P 

e' 
4.58 
17.99 

-
15.90 
34.37 
5.41 
4.07 
5.91 
5.09 
4.21 

6 
0.159 
0.318 

-
0.296 
0.453 
0.169 
0.153 
0.174 
0.165 
0.155 

Comparison between INVOSU and INVIEM soil moisture estimates 

Only a few measurements are available for comparison but there is a considerable 
difference between the results from INVOSU (section 4.4.1) and INVIEM (section 
4.4.2). Although both model results are within the range of measured soil moisture, 
the INVIEM data appear to capture the variance in the field better. If the soil moisture 
estimates are visualized, as in Figure 6.7 and Figure 6.8 the difference becomes even 
more apparent. The INVIEM estimates in Figure 6.7 show a clear spatial variation 
in soil moisture content due to the irrigation practices. The same irrigation circles 
can be observed in Figure 6.8 but the soil moisture variation within these circles is 
not as apparent. Overall, INVIEM as compared to INVOSU yields more reasonable 
estimates of soil moisture content as far as can be deduced from the limited ground 
truth data and visual inspection. 

The advantage of using INVIEM over INVOSU is that it can be applied to both single 
polarization and polarimetric data. However, for both algorithms the use of polari-
metric data is preferable because it simplifies the masking of the vegetation influence 
and enhances the estimation of soil moisture since more than one polarization can be 
used. The INVOSU model requires no a priori knowledge about the surface character­
istics except for information on the type of soil. INVIEM does require in its present 
form the input of surface roughness characteristics. At present, the applicability of 
both models is restricted to bare soils only and therefore is ofHmited practical use 

Active microwave remote sensing observations from the Washita '94 experiment 

On April 12, 1994 the JPL-AIRSAR, was deployed in the Little Washita River water­
shed. The INVIEM model (section 4.4.2) was applied to these data using both HH-
and VV-polarization for all three bands. Although the calibration of the P-band is 
less reliable than that of the C-, and L-band, it still can be used in a qualitative 
manner. 
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Figure 6.7: Multiband (AIRSAR C-, L- and P-band) volumetric soil moisture estimates 
using the medium (=average of the high and low estimates) INVIEM estimates in Barrax, 
HAPEX-EFEDA'91 experiment. 

Figure 6.8: Multiband (AIRSAR C-, L- and P-band) volumetric soil moisture estimates using 
INVOSU model in Barrax, HAPEX-EFEDA'91 experiment. 
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Figure 6.9: Image of JPL-AIRSAR L-band HH soil moisture estimates on April 12, 1994 in 
"Area 1" of the Little Washita River Watershed. On the left image the data are unRltered 
and vegetation not masked, right image the data are filtered with a 3 by 3 averaging filter 
and the vegetation is masked out (black). The measurement transect is indicated by the 
white line. 

In Figure 6.9 the soil moisture estimation applying INVIEM on L-band Hi/-polarization 
is shown. On Figure 6.9A the vegetation is not masked out and clearly the run-off gul­
lies (with trees growing along/in them) come out bright resulting in over-estimation of 
soil moisture due to presence of vegetation. On Figure 6.9B the vegetation is masked 
out using a filter based upon scattering mechanisms which can be deduced from po-
larimetric radar data (van Zyl et al., 1987). Most of the gullies are masked out, only 
the riverbank is still showing. The bare corn field gives soil moisture overestimates 
due to the roughness effects caused by the tilling rows. Transect 2 indicates the line 
used for comparison with TDR soil moisture measurements in the rangeland. 

A comparison between the TDR soil moisture measurements in the rangeland plot 
over a depth of 6 cm with the C-, L- and P-band INVIEM estimates along transect 
2 shows good agreement for both C- and L-band (Figure 6.10). Since the use of 
L-band gives estimates over a larger depth than C-band the soil moisture profile 
must be fairly uniform in the top layer (C- and L-band estimates are of the same 
order). The root mean square error (RMSE) for C-, and L-band estimates is 3%. Since 
the in situ measured soil moisture content is within a small range (mostly between 
0.25 - 0.30) the correlation coefficient is very low (R2 = 0.01). The fluctuations or 
variations of the TDR measurements are hardly reflected in the estimates. This is 
partly due to the discrepancy between point measurements and the remotely sensed 
areal averaged estimates. However, when trends are present in the measurements 
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Figure 6.10: Soil moisture estimates from the JPL-AIRSAR compared with TDR measure­
ments over 6 cm taken during the Washita 1994 SIR-C campaign on April 12. 

these should be captured by the remotely sensed estimates. As can be seen in Figure 
6.10 there is no clear trend (for all bands). Furthermore, the semi-variogram of the 
TDR measurements showed that no spatial correlation could be found, which is in 
agreement with Schmugge & Jackson (1996). 

The P-band soil moisture estimates are consistently higher which is to be expected 
since these estimates represent an effective average soil moisture content over a larger 
depth than C-, and L-band. From routinely taken profile TDR measurements this 
could be verified (Heathman, 1995). 

The rangeland plot is characterized by contours which are remnants from erosion 
prevention measures (Figure 6.11). These contours have a height of less than one meter 
and are fairly regularly spaced. Detailed soil moisture measurements taken every 3 
m show that the top of the contours are consistently drier than their surroundings 
(Figure 6.12). Comparison of these TDR soil moisture measurements with C-, L-
and P-band estimates show that the effects of the contours cannot be seen in the 
AIRSAR estimates (Figure 6.12). The AIRSAR spatial resolution of approximately 
10 m is apparently too coarse to capture this variability of 9. 

This type of variability has however to be considered carefully when developing a 
spatial measurement scheme or grid and when averaging point measurements. Oth­
erwise, systematic measurement errors can be introduced. Note that the variability 
of the SAR data is larger or of the same order of the ground measurements. This 
variability is caused by the viewing geometry, vegetation, surface roughness etc. and 
not only by the spatial variation of soil moisturel 
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Figure 6.11: Detailed imaged (NS001) of the rangeland area during Washita'94 experiment, 
where the erosion contours can be seen. Indicated is the measurement transect (T3) used in 
Figure 6.12. 
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Figure 6.12: Soil water content 9 estimates from the JPL-AIRSAR compared with TDR 
measurements over 6 cm during the Wasita'94 experiment. Detailed measurements reveal 
the effect of local topography, top of soil erosion contours have systematic lower soil moisture 
values than the rest of the measurements. The location of the top of the contours is indicated 
by the upright arrows. 

6.3.3 EMISAR 

The INVIEM model (section 4.4.2) has been applied on an object as well as on a pixel 
basis on EMISAR data from the FOREST/DYNAMO experiment. 

Table 6.7: Surface roughness parameters ka and kl for the three selected cases used in the 
INVIEM model for the FOREST-DYNAMO experiment, 1995. 

Roughness 
case 

1 
2 
3 

ka 
2.4 
1.18 
0.85 

C 
kl 

18.92 
8.45 
1.92 

L 
ka kl 

0.56 4.41 
0.27 1.97 
0.19 0.45 

Simulations with the IEM model (section 4.4.2) were made for a number of surface 
roughness conditions covering the extremes of ka and kl in the reference field data 
set. The values of the surface roughness cases used for the INVIEM model are given 
in Table 6.7. For the various frequencies and the different types of soil several soil 
mixing models have been applied to relate the complex soil dielectric constant to the 
soil moisture content (Dobson et a l , 1985; Hallikainen et al., 1985; Wang et al., 1980). 
For the data from this experiment all the estimates were used and averaged to give a 
"medium" or "average" estimate. 
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Table 6.8: TDR volumetric soil moisture content 9 compared with L-band EMISAR estimates 
using the INVIEM model during FOREST-Dynamo'95, for June 5, 1995. 

Track 
Depth [cm] 
TDR 
avg 
st.dev 

L-band 
avg 
st.dev 

A 
0-3 

20.07 
4.68 

14.19 
2.72 

0-6 

19.19 
6.53 

B 
0-3 

24.66 
3.35 

14.36 
2.14 

6 

27.63 
4.07 

C 
0-3 

18.49 
6.42 

17.45 
2.84 

0-6 

24.54 
6.44 

D 
0-3 

22.89 
3.29 

18.22 
3.28 

0-6 

26.64 
4.54 

E 
0-3 

16.15 
5.88 

14.59 
2.29 

0-6 

23.53 
5.08 

F 
0-3 

22.83 
4.44 

15.35 
1.99 

0-6 

27.94 
4.85 

Table 6.9: TDR volumetric soil moisture content 0 compared with C-band EMISAR estimates 
during FOREST-Dynamo'95, for June 6, 1995. 

Track 
Depth [cm] 
TDR 
avg 
st.dev 

C-band 
avg 
st.dev 

A 
0-3 

15.78 
3.58 

11.49 
3.76 

0-6 

19.93 
6.04 

B 
0-3 

15.67 
4.16 

11.27 
3.91 

0-6 

22.28 
4.42 

C 
0-3 

16.23 
3.49 

14.44 
4.33 

0-6 

23.25 
5.53 

D 
0-3 

14.36 
3.99 

15.38 
4.49 

0-6 

22.95 
3.27 

E 
0-3 

16.42 
3.97 

12.28 
4.07 

0-6 

23.87 
4.62 

F 
0-3 

17.79 
4.08 

12.74 
4.32 

0-6 

25.66 
3.63 

Results 

The soil moisture content 6 has been estimated for the days that the available EMISAR 
data coincided with the ground truth measurements, i.e. June 5 and 6, 1995. The re­
sults of the comparison of estimated soil moisture with the in situ measured soil 
moisture content along the transects, indicated as track A to F, are summarised in 
Tables 6.8 and 6.9. 

An example of the same transects are also represented in graphical form in Figure 6.13. 
The overall comparison shows that the EMISAR soil moisture estimates in general are 
lower than the measured soil moisture content. This can be contributed to the fact that 
the IEM model does not account for periodicity or anisotropy in the surface roughness 
characteristics and therefore in those case gives a lower backscatter coefficient than 
actually measured. Furthermore, there might be an inconsistency between measured 
surface roughness and the way it is represented in the model The in situ measured 
RMS height and correlation length does not necessary resemble the surface roughness 
relevant for the radar backscattering. The backscattering is likely to be caused by a 
smoother subsurface. However, this could not be verified and inconsistent callibration 
of the EMISAR data might also be a reason for the deviating results of the INVIEM 
model. Especially since C- and L-band tracks were not flown simultaneously but after 
each other. 

Both the C- and L-band estimates seem to agree better with the soil moisture mea­
surements taken with the TDR rod at a shallower angle with respect to the surface, 
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resulting in a measurement depth of about 2-3 cm. Most estimates are within 5% 
of the measurements. Since the standard deviation of the measurements lies mostly 
between 4 and 6% these results are acceptable. Only the comparison with L-band on 
June 5 for track A, B and F are outside the 5% range. No particular reason could be 
found for these exceptions and again callibration issues might be one of the causes. 

6.3.4 Effect of surface roughness on soil mois ture est imation 

The surface roughness is in most cases described by a single scale roughness (see 
Appendix D). However, natural surfaces exhibit roughness at many different scales. 
A way to describe these type of rough surfaces is that they consist of a periodic as 
well as a random component. Up to this point we have assumed that the roughness 
of the surfaces was at a single scale and was not periodic of nature. For most natural 
soils this is an acceptable assumption, clear exceptions are e.g. the sand dunes and 
ripples in desert areas and non-natural rough surfaces such as row-tilled or ploughed 
agricultural fields. A more detailed theoretical description on the effects of multi-scale 
(such as periodic roughness) surface roughness can be found in Ulaby et al., 1986 and 
Ogilvy 1991 . 

The effects of surface roughness are in general stronger for the scattering case than 
for the emission case, especially the influence of the surface correlation length is 
almost negligible for the latter (Borgeaud et al., 1995; Davidson et al., 2000). For the 
scattering case the surface roughness is as important as the dielectric properties of the 
surface and therefore greatly limit the possibilities for soil moisture retrieval Using 
the INVIEM model (section 4.4.2) the effect of the surface roughness can be seen on 
the width of the soil moisture range that is estimated which can become extremely 
large. 

Another question that arises is if the parameters used to describe surface roughness 
are adequate. The surface correlation length for example is generally not an indicator 
of the type of surface and exhibits large variability independent of the type of surface 
roughness (Borgeaud et al, 1995). Although different descriptions of surface geometry 
are present (see Appendix D), currently most models that describe surface scattering 
use the root mean square of the height differences along with the surface correlation 
length. Replacement of the latter with a more adequately responding parameter could 
yield improvement in the behaviour and application of surface scattering models 

6.3.5 Conclusions of active microwave results 

The INVIEM model was applied to ERS-1 SAR data of Niger (HAPEX-Sahel) and 
the results compared with soil moisture content, 9 measured over a depth of 6 cm. 
Although this depth is probably larger than the associated sensing depth of the in­
strument (about 2 cm) it is shown that the estimates are within the expected 0-range 
and that the in situ measured 0-values are consistently higher. The latter is expected 
because the surface layer of 0-2 cm is drier than the measured layer of 0-6cm. 

The influence of soil texture on the ERS-1 retrieval results has been studied and is 
small compared to other effects such as speckle or vegetation. 
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Figure 6.13: An example of EMISAR C- and L-band soil moisture estimates using the IN-
VIEM model compared with TDR measurements for tracks A and B during FOREST-
Dynamo'95. 
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JPL-AIRSAR data have been applied using data from Spain (EFEDA-Spain). Both 
the INVIEM model and INVOSU model could be applied because AIRSAR provides 
multi-polarized data. Overall, INVIEM as compared to INVOSU yields more reason­
able estimates of soil moisture content as far as can be deduced from the limited 
ground truth data and visual inspection. 

The advantage of using INVIEM over INVOSU is that it can be applied to both single 
polarization and polarimetric data. The INVOSU model requires no a priori knowledge 
about the surface characteristics except for information on the type of soil. INVIEM 
does require in its present form the input of surface roughness characteristics. At 
present, the applicability of both models is restricted to bare soils only and therefore 
is of limited practical use. 

JPL-AIRSAR data have also been used in the Washita'94 experiment. A comparison 
along transect 2 between the TDR soil moisture measurements in the rangeland plot 
over a depth of 6 cm with the C-, L- and P-band INVIEM estimates shows good 
agreement for both C- and L-band. The root mean square error (RMSE) for C-, 
and L-band estimates is 3%. The P-band soil moisture estimates are consistently 
higher which is to be expected since these estimates represent an effective average soil 
moisture content over a larger depth than C-, and L-band. 

The effects of the erosion contours on the in-situ soil moisture measurements cannot 
be seen in the AIRSAR soil moisture estimates. The AIRSAR spatial resolution of 
approximately 10 m is apparently too coarse to capture this variability of 9. 

In Sweden the EMISAR data was used during the FOREST-Dynamo experiments. 
EMISAR soil moisture estimates in general underestimate the measured soil moisture 
content. This can be contributed to the fact that the IEM model doesn't account 
for periodicity or anisotropy in the surface roughness characteristics and therefore in 
these case gives a lower backscatter coefficient than actually measured. Furthermore, 
there might be an inconsistency between measured surface roughness and how it is 
represented in the model The in situ measured RMS height and correlation length 
does not necessary resembles the radar backseattering relevant surface roughness. The 
backscattering is likely to be caused by a smoother subsurface. 

Both the C- and L-band estimates seem to agree better with the soil moisture mea­
surements taken with the TDR rod at a shallower angle with respect to the surface, 
resulting in a measurement depth of about 2-3 cm. Most estimates are within 5% of 
the measurements. 

For all experiments the standard error in the active microwave soil moisture esti­
mates in absence of vegetation is often lower (<5%) than that of the ground truth 
measurements. 

The effects of surface roughness are in general stronger for the scattering case than 
for the emission case, especially the influence of the surface correlation length is 
almost negligible for the latter (Borgeaud et al., 1995; Davidson et al., 2000). For the 
scattering case the surface roughness is as important as the dielectric properties of 
the surface and therefore greatly Hmit the possibilities for soil moisture retrieval 

Most models that describe surface scattering use the root mean square of the height 
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differences along with the surface correlation length. Replacement of the latter with 
a more adequately responding parameter could yield improvement in the behaviour 
and application of surface scattering models 

The use of active microwave measurements to estimate soil moisture is not as straight 
forward as in the passive case. The models perform well as long as they are within 
their range of validity (regarding e.g. surface roughness and vegetation cover). Of the 
three bands used in the models the preferable wavelength is L-band because : 

• it has a larger sensing depth and is less hampered by vegetation cover than 
C-band; 

• is already available from space borne sensors (JERS-1, SIR-C) and; 
• is within a protected frequency allocation which is not the case for P-band. 

P-band provides estimates over larger depths which is more favorable for hydrological 
purposes. However for P-band the pure surface scattering approach is not valid and 
in a lot of cases volume scattering will be present. To account for this effect different 
models need to be developed which combine the surface scattering and volume scat­
tering effects. Furthermore, the calibration of the airborne data is difficult and the 
data sometimes prove to be inconsistent due to human errors (e.g. software errors), 
which makes validation difficult. The lack of availabillity of P-band data (esp. the 
absence of space-borne P-band data) and the difficulty in validation of the results 
(conventional methods are unsuitable due to P-bands large sensing depth) make P-
band currently less favourite over L-band. More research and data is needed to show 
the possibilities of P-band microwave remote sensing because it is the only band that 
has a sensing depth that comes near the root zone depth. 

In general two problem areas need to be addressed if active microwave remote sensing 
can be used operationally to estimate surface soil water content. 

• The effects of surface roughness at various scales needs to be better ac­
counted for. 

• The effect of vegetation (cover) needs to be accounted for. Vegetation, when 
using active microwaves, can seldomly be modelled as an attenuation layer 
as in the passive case. Current radiative transfer models are too complicated 
to be inverted, plus the amount of input parameters needed to describe 
the vegetation is too large, even for a uniform vegetation cover within one 
resolution cell. Mixed pixels would make the problem even more complex. 

A multi temporal change detection approach in which the surface roughness and 
in specific cases also the vegetation can be regarded as a constant might provide a 
solution. Practically, this implies either lower resolutions from space borne sensors, or 
less spatial coverage. Simplified radiative transfer models that handle the vegetation 
in structure classes for instance might provide a solution to tackle the problem of 
vegetation influence. 

In summary the high attainable resolution along with a good temporal resolution 
would make the active microwave remote sensing instruments a good addition to the 
passive sensors (naturally under the condition that useful frequencies such as C-, and 
L-band are used). This situation would be ideal, which currently is seldomly the case. 
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6.4 Assessment of soil moisture estimation 
performance 

6.4.1 Introduction 
The assessment of the performance of soil moisture estimation using microwave remote 
sensing will be done in statistical terms. To determine the reliability of the estimation 
i.e. what is the error of the estimation is not a simple task because of the many error 
sources involved. The Central Limit Theorem (CLT) states that the sum X of N 
independent variables x„ where i = 1,2,3,.., N, each taken from a distribution of 
mean fa and variance V\ or of, the distribution for X has: 

an expectation value 

w = 5 > (6-i) 

a variance 

VPO = 5 > = 5>? (6.2) 

and becomes Gaussian as N —• oo, (in practice N ^ 10). 

Unfortunately it is not known if all the errors involved are independent and if a certain 
type of error is dominating. 

The error sources involved in the radiation measurements are depicted in Figure 
6.14.These measurement errors can be taken into account by a calibration procedure. 
For SAR data this procedure can be divided into an internal and external calibration. 
The internal calibration accounts for errors in the electronics and signal processing. 
The external calibration accounts for errors due to atmospheric influence, antenna 
and platform orbit instability (esp. for airborne systems). The internal calibration is 
performed transmitting known signals through system using built-in devices. External 
calibration is done using targets/objects with a known radar cross-section. A more 
extensive treatment on SAR calibration can be found in Ulaby et al., 1992 and Cur-
lander and McDonough (1991). For passive sensors similar procedures exist where for 
example for microwave radiometers the external calibration is performed using tar­
gets/objects with known emissivity. A relatively calibrated system can contain data 
with a bias, but the measurements are repeatable and consistent since the bias is time 
constant. A good absolute calibration will result in data which is both repeatable and 
has a accurate (absolute) value. 

In the inversion process however we not only deal with the remotely sensed measured 
data but also with models that describe the interaction between radiation and object 
as well as the path it follows. The errors in the quantitative description of parameters 
and/or the incomplete description of the physical processes involved introduce addi­
tional errors which only can be revealed through intensive comparison with measured 
data (from other sources) and/or sensitivity analysis. The latter reveals how sensitive 
the model is in change of certain parameters and thus also where the largest errors 
can be expected. 
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Figure 6.14: The error sources that need to be taken into account when dealing with a com­
plete space-borne "end-to-end" system (adapted from Van der Sanden (1997) and Curlander 
and McDonough (1991) . For an airborne system the downlink can be omitted. 

Another problem related to the model errors are errors due to the so-called mixed 
pixels (i.e. pixels which represent radiation from different kinds of objects with dif­
ferent -spectral, scattering- signatures). These pixels are outside the validity of most 
inversion procedures since they do not meet the boundary conditions. However, do 
not confuse the mixed pixels with speckle, because this is an instrument related er­
ror caused by interference due to the changing summation of the contributions of a 
group scatterers within a resolution cell in continuously changing combinations. The 
problem associated with these types of errors are generally referred to as the up- (or 
-down) scaling problem and are directly related to the instruments spatial, temporal 
and radiometric resolution. 

6.4.2 Sensitivity analysis of soil moisture estimation of bare 
soil fields through Monte Carlo simulations 

Description of methods 

Estimation of systematic and random errors Consider a bare soil field with a field 
averaged soil moisture content and field averaged roughness parameters (ka) and (kl). 
The field consists of n-pixels, each with a soil moisture content 9\ (i = 1,..., n) and 
roughness parameters, feer; and kl\ that deviate from the field average values. The 
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distribution of the variables is considered to have a Gaussian distribution with the 
mean equal to the field averages and a standard deviation determined from field ob­
servations. Furthermore each pixel has an incidence angle (#inc)i which is not exactly 
known. The above mentioned variation in surface parameters can be considered as 
random errors. 

Another source of errors in radar observations is speckle which statistics are well 
known (Hoekman, 1991). For logarithmically scaled data, i.e. o~° in dB, the standard 
deviation is a constant depending only on the number of looks and the distribution 
can be approximated by a Gaussian distribution for a large number of looks. To 
simulate as a first attempt the influence of errors and error propagation on the model 
performance the following method is employed (Bastiaanssen et al., 1994; van Oevelen 
et ai., 1996). 

Given a random variable X , e.g. the radar backscatter, which is a function of the 
input parameters x\ , e.g. , ka etc., with i = 1,2, ...n: 

X = f(x1,...xi,...xn) (6.3) 

and a set of reference input parameters of £;, called r\ , e.g. field averages of , ka 
etc., determined from field observations which give as a result the reference value of 
X hereafter called R: 

R = f(r1,...ri,...rn) (6.4) 

Thus R is the backscatter coefficient of the field using the field averaged values of kl, 
kcr etc.. The input parameters are assumed to have a random error that is normally 
distributed with the reference value as a mean and the standard deviation set at a 
percentage of the mean. Using sets of the randomly distributed input parameters to 
simulate errors in model input parameters, model output X can be generated from 
which the probability density function or distribution of X can be generated. A large 
number of realizations of X is necessary to retrieve meaningful statistics. One of the 
important conditions is that the number of realizations must be large enough that 
the statistics become constant. The above described simulation method is generally 
known as the Monte-Carlo method. 

However, one is usually not interested in the distribution of X but in the distribution 
of the deviation 5 e from the reference value. The error Se is defined as: 

Se = \X- R\ (6.5) 

The cumulative probability density function or distribution of Se can thus be calcu­
lated. 

In this thesis it is assumed that the reference value is the true value for X. However, 
the reference value for the backscattering coefficient a° is determined using the ref­
erence input parameters, which were considered to be the true values. For the soil 
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Table 6.10: Parameters for bare soil fields from EFEDA-Spain and HAPEX-Sahel Niger. The 
parameters are considered to have a random error with the standard deviation of the mean 
used in the simulation. 

Parameter Standard Deviation (as % of mean) 
Spain JPL-AIRSAR Niger, ERS-1 

Autocorrelation length kl 32 70 
RMS of height differences ka 39 60 
Volumetric moisture content 9 
(converted to a complex e) 20 20 
Incidence angle 6lnc 1 1 

moisture retrieval algorithm the areal or field averaged value used to generate the 
backscattering coefficients is taken as the reference value. This implies that only the 
true value of X is retrieved when a perfect model is used. 

Two basic different situations are now discussed. The first situation is the estimation 
of the soil moisture on a pixel by pixel basis for both pixels with or without speckle 
(referred to as pixel-based). The second situation is the estimation of soil moisture on 
a field or object basis using field averaged backscatter values also for fields (number 
of pixels per field is varied to a maximum of 104) with or without speckle (referred to 
as field-based). 

Results and discussion 

Error analysis As was done in a previous study by Bastiaanssen et al. (1994) the 
statistics needed to perform the simulation were estimated from field data from the 
EFEDA-Spain (sections 5.2 and 6.3.2) and HAPEX-Sahel (sections 5.3 and 6.3.1) 
experiments (Bastiaanssen et al., 1993; van Oevelen et al., 1993). The standard de­
viations of the parameters that are considered as sources of random errors in this 
simulation are listed in Table 6.10, the field average or mean values of these param­
eters can be found in Table 6.11. For both ERS-1 and AIRSAR three bare soil fields 
with different roughness cases have been chosen, each field can thus be considered to 
be representative for a certain roughness case. The simulation for 10.000 pixels for 
these fields or roughness cases will give a distribution of the backscatter coefficient 
a° for each field or roughness case. INVIEM was applied on these backscatter coef­
ficients to yield a distribution of soil moisture estimates. The speckle is determined 
from 6 bare soil fields both in Spain for AIRSAR data and in Niger for ERS-1 data 
and compared with theoretical values from Hoekman (1991). For ERS-1 the standard 
deviation is about 2.5 dB (3 looks) and for the AIRSAR about 1.33 dB (16 looks). 
Hoekman (1991) gives for 3-and 16-look data, a standard deviation of 2.73 dB and 
1.10 dB respectively. Thus the experimental data are in good agreement with the 
theoretical values. 

Two examples of the probability density function (pdf) of error of estimates for VV-
polarized C-band for two surface roughness cases are shown in Figure 6.15. In Table 
6.12 the results are fisted for three different roughness cases, from which it becomes 
apparent that the error in backscatter coefficient o° for an individual pixel can become 
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Table 6.11: The mean parameter values of three bare soil fields from Spain and Niger used 
in the simulation of the backscatter coefficient <j° 

Case 

1 
2 
3 

Spain 
kcr 

H 
1.6 
1.6 
1.1 

kl 

[-] 
4.4 

11.0 
16.9 

0 
H 

0.10 
0.10 
0.10 

"inc 
[Rad] 

0.780 
0.780 
0.780 

Niger 
kcr 

H 
0.34 
0.79 
1.24 

kl 

[-} 
4.49 
11.22 
17.95 

9 
[-] 

0.10 
0.10 
0.10 

Vine 

[Rad] 
0.401 
0.401 
0.401 

Table 6.12: The standard deviation (St.Dev), the mean standard error (Se) and mean of the 
backscatter coefficient a" simulation (n=104) for C-band and three different roughness cases 
with and without speckle (see Table 6.11). For the JPL-AIRSAR (Spain) both results for 
both HH an VV polarization are given, for ERS-1 (Niger) only for W-polarization. 

Roughness 
Case 

1 
speckle 

2 
speckle 

3 
speckle 

Mean 

-7.67 
-7.69 
-8.74 
-8.78 
-12.27 
-12.29 

VV pol. 
Spain 

St.Dev Se 

2.26 
2.36 
1.22 
1.27 
1.70 
1.75 

0.82 
1.25 
0.36 
0.89 
0.52 
0.91 

HH pol. 
Mean 

-10.77 
-10.77 
-11.49 
-11.54 
-17.00 
-17.04 

St. 
Dev. 

2.43 
2.53 
1.75 
1.48 
2.12 
1.90 

Se 

1.28 
1.46 
1.22 
1.40 
1.03 
1.21 

Mean 

-10.42 
-10.34 
-7.95 
-8.05 
-7.26 
-7.34 

Niger 
VV pol. 

St. 
Dev 

2.48 
2.86 
2.62 
2.68 
3.04 
2.99 

Se 

3.37 
3.61 
1.92 
2.36 
1.91 
2.44 

very large. On average ERS-1 has a standard error Se varying from 1.91 dB to 2.94 
dB. For the AIRSAR it is considerably less, namely from 0.82 dB to 1.56 dB for 
VV-polarization and from 1.03 dB to 1.72 dB for if .ff-polarization. The contribution 
of speckle to the standard error varies from approximately 0.4 dB to 0.9 dB. 

Soil moisture content 9 estimates are listed in Table 6.13 and two examples of the pdf 
are given in Figure 6.16. Clearly, the average standard errors are in most cases much 
larger for the individual pixel soil moisture estimates from Niger compared to those 
of Spain. However, if looked at the field estimates the error decreases significantly, 
i.e. even lower than those of the field estimates of Spain. The most likely explanation 
are the higher standard deviations for the surface parameters for Niger, which give 
large deviations from the true mean backscatter coefficient o~° for a low number of 
pixels and thus introduce an error when inverted. Because of the strong non linearity 
in the relationship between u° and surface parameters such as 9 the results of the 
inversion can even become better when noise (such as speckle) is added (see case 2 
Niger in Table 6.13). The standard error in estimating the soil moisture content for 
an individual pixel ranged for the Niger data set from 10% to 15% for pixel-based 
estimates and from 1% to 3% for field-based estimates (Table 6.13). For Spain the 
errors ranged from 5% to 10% for pixel-based estimates and from 3 to 8% for field-
based, estimates. 

Currently the INVIEM model uses, when available, both VV- and HH-polarizations 
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Figure 6.15: Probability density functions for C-band VV polarization for two surface rough­
ness cases 1 and 2 for Niger (reference values are given in Table 6.11) 

to obtain soil moisture estimates. Usually, the ranges of soil moisture estimates from 
VV and HH have overlap. In that case the minimum and maximum of the overlap 
are taken as the boundaries of the soil moisture estimate range. The problem arises 
when there is no overlap, in that case the inversion is not possible. This has been the 
case for field 3 for which for a large number of pixels no inversion was possible. 

For each case the soil moisture estimate results are plotted for each pixel and cumu­
latively averaged as shown in Figure 6.17. After averaging over a certain number of 
pixels the average soil moisture estimate becomes almost constant. Each individual 
estimate can however deviate strongly from the reference or true value. When for all 
separate surface roughness cases or fields the estimates are averaged the result gen­
erally becomes closer to the reference value (Figure 6.17, Tables 6.14 and 6.15). In 
the case where all values are averaged over a number of pixels larger than 25 there is 
only a slight deviation of the soil moisture estimates from the reference values (Tables 
6.14 and 6.15). For the field-based estimates there is almost no difference between the 
cases with speckle and without. For the pixel-based estimates even after averaging 
over a large number of pixels there is a constant difference of 8 between the cases 
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Figure 6.16: Probability density functions for C-band soil moisture estimates for the surface 
roughness cases of Figure 6.15. The discontinuous look of the high estimates is a result of 
the cut-off values in the soil moisture algorithm used (9 = 0.0 and 0.45 which give a Se of 
0.1 and 0.35 respectively). 
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Table 6.13: The standard error Se for the results of the soil moisture content estimation using 
C-band and three different roughness cases in Spain and Niger (see Table 6.11). Given is a 
comparison between pixel based estimates and field based estimates, i.e. using the average 
backscatter over all the pixels (n=10*). For case 3 in Spain, the field average backscatter 
coefficients did not give a solution. For this case the pixel based estimation yielded only a 
result in 60% of the pixels. In all the other inversions the outfall was less then 15%. 

Roughness 
Case 

1 no speckle 
speckle 

2 no speckle 
speckle 

3 no speckle 
speckle 

Spain 
pixel 

0.09 
0.10 
0.04 
0.05 
0.05 
0.05 

field 
0.08 
0.08 
0.03 
0.03 
-

-

Niger 
pixel field 

0.13 0.03 
0.13 0.03 
0.15 0.01 
0.10 0.01 
0.10 0.03 
0.12 0.03 

Table 6.14: The standard error of the soil moisture estimates as function of the number of 
pixels for a single realisation over which the ERS-1 backscatter coefficients for Niger are 
averaged. 

Niger 

Number of pixels 
2 
10 
25 
50 
100 
250 
500 
1000 

Case ] 
No Speckle 

0.05 
0.05 
0.03 
0.03 
0.03 
0.03 
0.03 
0.04 

Speckle 
0.09 
0.02 
0.01 
0.01 
0.02 
0.03 
0.03 
0.03 

Case 
No Speckle 

0.03 
0.01 
0.02 
0.01 
0.02 
0.01 
0.00 
0.00 

2 
Speckle 

0.07 
0.02 
0.01 
0.01 
0.00 
0.00 
0.00 
0.01 
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Table 6.15: The standard error of the soil moisture estimates as function of the number of 
pixels for a single realisation over which the JPL-AIRSAR backscatter coefficients for Spain 
are averaged. 

Number of pixels 
2 
10 
25 
50 
100 
250 
500 
1000 

Case '. 
No Speckle 

0.11 
0.10 
0.07 
0.08 
0.08 
0.08 
0.08 
0.08 

Spain 

Speckle 
0.00 
0.04 
0.06 
0.07 
0.06 
0.07 
0.08 
0.07 

Case2 
No Speckle 

0.01 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 

Speckle 
0.00 
0.05 
0.03 
0.03 
0.03 
0.04 
0.04 
0.03 

with and without speckle. Speckle introduces thus an off-set or additional constant 
error in pixel-based soil moisture estimation (Figure 6.17). 

The results of the error analysis provide a basis to assess the quantitative value of the 
spatial information provided by detailed remote sensing data. The advantage of remote 
sensing data, especially at high resolution is that a number of samples (i.e. pixels) can 
be used to obtain estimates with smaller random errors. This can be done by averaging 
over a limited number of pixels, at the price of degrading the spatial resolution. 
However, to avoid mixing measurements relating to different physical objects, this 
averaging can be performed over stationary heterogeneous targets only. 

6.4.3 Consistency between passive and active microwave soil 
moisture estimates 

In this Chapter both passive and active microwave remote sensing approaches have 
been analysed to estimate soil moisture content 0. Naturally, there is a difference in 
sensitivity between both passive and active methods to various factors such as surface 
roughness and vegetation even when the instrument characteristics are comparable. 
However, for areas that have a low amount of vegetation and a relatively constant 
surface roughness these factors should be of limited influence. Hence, if the methods 
presented are sound than the application of the passive and active methods over the 
same area should give comparable and consistent results. 

In the next section L-band radiometer data will be compared with C-band SAR data 
to show the consistency between the two types of data and their retrieval methods. 

Comparison between passive and active microwave remote sensing observations from 
HAPEX-Sahel'92 

The soil moisture estimates of two microwave instruments are observed and compared: 
PBMR, the low resolution passive sensor and ERS-1, the high resolution active sensor. 
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Figure 6.17: The soil water content 0 estimates of the cumulatively averaged backscatter co­
efficient CT°. Lines A through D are for Niger, using ERS-1 simulated data. Lines E through H 
are for Spain, using AIRSAR simulated data. Roughness cases 1 and 2 refer to the roughness 
cases from fields 1 and 2 in Table 6.11. In Table 6.14 some of the numerical results are listed. 

The data of the PBMR and ERS-1 taken on 12 September, 1992 were co-registered 
and the PBMR data were resampled (nearest neighbour ) to match the pixel size 
(not spatial resolution!) of the ERS-1 purely for data extraction purposes. Within the 
study area, West-Central Supersite, of the HAPEX-Sahel experiment a transect was 
chosen with a length of 5000 m. This transect was chosen such that areas where the 
INVIEM model is not valid are excluded such as certain geomorphological features, 
e.g. the plinthite plateaus which have strong roughness features along the edges of 
the plateaus. 

Three different scenarios were used to compare the PBMR data with the ERS-1 data. 

Scenario 1: ERS-1 data have been filtered using a 3 x 3 moving average filter (size 
is 37.5 m) to reduce the speckle influence. (Figure 6.18). The PBMR data has an 
overall higher soil moisture value than ERS-1 which can be explained by the longer 
wavelength at L-band («21 cm) compared to C-band («5.6 cm). The soil moisture 
profile in semi-arid regions is mostly drier at the top of the profile often even shortly 
after rainfall events because the sandy soils quickly percolate the precipitation and the 
top-layer is quickly dried by the sun. Despite the filtering, the ERS-1 data show large 
fluctuations in soil moisture values. Either the soil moisture has such a large variance 
and/or the effect of speckle has not been significantly reduced by the moving average 
filter. Scenario 2: To remove the speckle or high variance in SAR data often a LEE 
filter is applied which filters out the high variance pixels. By applying this filter to 
the ERS-1 data the variance is greatly reduced (Figure 6.19). However, a LEE filter 
(IDL-ENVI, 1999) has no physical basis but only a statistical one. The comparison 
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Figure 6.18: Scenario 1: Comparison of ERS-1 SAR soil moisture estimates (thin line) with 
PBMR soil moisture estimates (thick line). The ERS-1 data were filtered by a 3 by 3 moving 
average filter with a size of 37.5 m.. 
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Figure 6.19: Scenario 2: Comparison of ERS-1 SAR soil moisture estimates (thin line) with 
PBMR soil moisture estimates (thick line). The ERS-1 data were filtered by a 3 by 3 (size 
is 37.5 m) Lee filter (high variance pixels are filtered out) 
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Figure 6.20: Scenario 3: Comparison of ERS-1 SAR soil moisture estimates (thin line) with 
PBMR soil moisture estimates (thick line). The ERS-1 data were spatially averaged (linearly) 
such that the size (112.5 m) is similar to that of the PBMR (100 m). 

with the PBMR data is better than in the first scenario but no physical explanation 
can be given. 

Scenario 3: the ERS-1 data has been linearly averaged over a 9 x 9 window resulting 
in a filter size of 112.5 m (Figure 6.20). Since there are geometrical differences between 
the two images this spatial averaging can be done over different boxes which all could 
be considered correct (Figure 6.21). Therefore two different averaging boxes have 
been applied and compared to the PBMR data. The two averaging schemes show 
local differences but overall are very comparable. 

The comparison with the PBMR shows that the trend seems to be in agreement 
but that certain fluctuations in the ERS-1 data are much stronger. The latter can 
be explained by the greater sensitivity of SAR data to other surface characteristics 
(e.g. vegetation) than soil moisture and these features can override the effect of soil 
moisture. The results are promising in that they show that two different types of 
sensors can provide consistent results albeit within the restrictions of the boundary 
conditions of the models used. Here, over spatially stationary homogeneous surfaces 
with low vegetation cover. 

6.4.4 Conclusions of soil moisture estimation performance 

Sensitivity analysis of soil moisture estimation of bare soil fields through Monte Carlo 
simulations provides a basis to assess the quantitative value of the spatial information 
provided by detailed remote sensing data. The advantage of remote sensing data, 
especially at high resolution is that a number of samples (i.e. pixels) can be used to 
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Figure 6.21: Geometrical considerations when comparing ERS-1 SAR data with PBMR data. 
The different resolutions give rise to various scenarios of comparison of data. 

obtain estimates with smaller random errors. This can be done by averaging over a 
limited number of pixels, at the price of degrading the spatial resolution. However, to 
avoid mixing measurements relating to different physical objects, this averaging can 
be performed over stationary heterogeneous targets only. 

In general the average standard errors are larger for the individual pixel soil moisture 
estimates from Niger compared to those of Spain. However, if looked at the field esti­
mates the error decreases significantly, i.e. even lower than those of the field estimates 
of Spain. For the field-based estimates there is almost no difference between the cases 
with speckle and without. For the pixel-based estimates even after averaging over a 
large number of pixels there is a constant difference of 6 between the cases with and 
without speckle. Speckle introduces thus an off-set or additional constant error in 
pixel-based soil moisture estimation. 

The comparison of ERS-1 soil moisture estimates with the PBMR soil moisture esti­
mates shows that the trend seems to be in agreement but that certain fluctuations in 
the ERS-1 data are much stronger. The latter can be explained by the greater sensi­
tivity of SAR data to other surface characteristics (e.g. vegetation) than soil moisture 
and these features can override the effect of soil moisture. It is shown that two differ­
ent type of sensors can provide consistent results albeit within the restrictions of the 
boundary conditions of the models used, i.e. over spatially stationary homogeneous 
surfaces with low vegetation cover. 
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6.5 Conclusions 
Passive microwave data The strong relationship between the dielectric properties 
and microwave emission along with the relatively small influence of surface rough­
ness makes the application of passive microwave data to estimate soil moisture very 
straight forward and has especially at the lower frequencies such as at L-band great 
potential for hydrological purposes. Between the brightness temperatures, Tg and soil 
moisture content, 6 of the top 6 cm an approximately linear relationship is present. 
A problem exists with high vegetation cover and this is the area where considerable 
improvement can be made: better modelling of the vegetation influence, or a com­
bination of more frequencies. The errors involved in the estimation of soil moisture 
using passive microwave remote sensing are small, i.e. usually less than 5% even for 
areas with moderate vegetation cover and is often less than the standard deviation of 
the soil moisture ground truth measurements. 

The effects of surface roughness are small for the emission case, especially the influence 
of the surface correlation length is almost negligible. With respect to soil moisture 
estimation the effect can for most circumstances easily be accounted for by a simplified 
model like that of Choudhury et al., 1979. 

Although the L-band penetration of vegetation forms a physical limitation, the sen­
sitivity to the soil moisture content as a function of vegetation water content is for 
L-band still present at a vegetation water content of 4 kg m - 2 . For C-band this 
amount of vegetation content would already obscure the signal from the soil. 

Extrapolation of the results to measurements from space would mean that the influ­
ence of mixed pixels due to the low resolution of approx. 30 km for L-band would 
increase. Also the effect of macroscale roughness would need more attention at that 
scale. The AMSR and AMSR-E will, with C-band, be the first radiometers that can 
provide more insight into the estimation of soil moisture from space with a spatial 
resolution of approximately 50 km although the vegetation would still be a signifi­
cant problem. The planned L-band space-borne radiometer, SMOS (Soil Moisture 
and Ocean Salinity mission) will be a significant step towards operational use of mi­
crowave soil moisture estimates at the global scale. 

Active microwave data The relationship between the dielectric properties and mi­
crowave backscatter is not as strong as in the emission case because of the larger 
influence of surface roughness and vegetation structure. 

The INVIEM model was applied to ERS-1 SAR data of Niger (HAPEX-Sahel) and 
the results compared with soil moisture content, 6 measured over a depth of 6 cm. 
Although this depth is probably larger than the associated sensing depth of the in­
strument (about 2 cm) it is shown that the estimates are within the expected 0-range 
and that the in situ measured 0-values are consistently higher. The latter is expected 
because the surface layer of 0-2 cm is drier than the measured layer of 0-6cm. The 
influence of soil texture on the ERS-1 retrieval results has been studied and is small 
compared to other effects such as speckle or vegetation. 

JPL-AIRSAR data have been applied using data from Spain (EFEDA-Spain). Both 
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the INVIEM model and INVOSU model could be applied because AIRSAR provides 
polarimetric data. Overall, INVIEM as compared to INVOSU yields more reasonable 
estimates of soil moisture content as far as can be deduced from the limited ground 
truth data and visual inspection. 

The advantage of using INVIEM over INVOSU is that it can be applied to both single 
polarization and polarimetric data. The INVOSU model requires no a priori knowledge 
about the surface characteristics except for information on the type of soil. INVIEM 
does require in its present form the input of surface roughness characteristics. At 
present, the applicability of both models is restricted to bare soils only and therefore 
is of limited practical use. 

JPL-AIRSAR data have also been used in the Washita'94 experiment. A comparison 
along transect 2 between the TDR soil moisture measurements in the rangeland plot 
over a depth of 6 cm with the C-, L- and P-band INVIEM estimates shows good 
agreement for both C- and L-band. The root mean square error (RMSE) for C-, 
and L-band estimates is 3%. The P-band soil moisture estimates are consistently 
higher which is to be expected since these estimates represent an effective average soil 
moisture content over a larger depth than C-, and L-band. 

The effects of the erosion contours on the in-situ soil moisture measurements cannot 
be seen in the AIRSAR soil moisture estimates. The AIRSAR spatial resolution of 
approximately 10 m is apparently too coarse to capture this variability of 6. 

In Sweden the EMISAR data were used during the FOREST-Dynamo experiments. 
EMISAR soil moisture estimates in general underestimate the measured soil moisture 
content. This can be contributed to the fact that the IEM model does not account 
for periodicity or anisotropy in the surface roughness characteristics and therefore in 
these case gives a lower backscatter coefficient than actually measured. Furthermore, 
there might be an inconsistency between measured surface roughness and how it is 
represented in the model. The in situ measured RMS height and correlation length 
does not necessarily resembles the radar backscattering relevant surface roughness. 
The backscattering is likely to be caused by a smoother subsurface. The sometimes 
poor agreement between estimated and measured soil water content might also be 
due to callibration errors in the EMISAR data. Especially since the L- and C-band 
nights were not simultaneously. 

Both the C- and L-band estimates seem to agree better with the soil moisture mea­
surements taken with the TDR rod at a shallower angle with respect to the surface, 
resulting in a measurement depth of about 2-3 cm. Most estimates are within 5% of 
the field measurements.For all experiments the standard error in the active microwave 
soil moisture estimates in absence of vegetation is often lower (<5%) than that of the 
ground truth measurements. 

The effects of surface roughness are in general stronger for the scattering case than 
for the emission case, especially the influence of the surface correlation length is 
almost negligible for the latter. For the scattering case the surface roughness is as 
important as the dielectric properties of the surface and therefore greatly limit the 
possibilities for soil moisture retrieval. Most models that describe surface scattering 
use the root mean square of the height differences along with the surface correlation 
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length. Replacement of the latter with a more adequately responding parameter could 
yield improvement in the behaviour and application of surface scattering models 

The use of active microwave measurements to estimate soil moisture is not as straight­
forward as in the passive case. The models perform well as long as they are within 
their range of validity (regarding e.g. surface roughness and vegetation cover). Of the 
three bands used in the models the preferable wavelength is L-band because : 

• it has a larger sensing depth and is less hampered by vegetation cover than 
C-band; 

• is already available from space borne sensors (JERS-1, SIR-C) and; 
• is within a protected frequency allocation which is not the case for P-band. 

P-band provides estimates over larger depths which is more favorable for hydrological 
applications. However for P-band the pure surface scattering approach is not valid 
and in a lot of cases volume scattering will be present. To account for this effect dif­
ferent models need to be developed which combine the surface scattering and volume 
scattering effects. Furthermore, the calibration of the airborne data is difficult and 
the data sometimes prove to be inconsistent due to human errors (e.g. switching of 
tape labels, software errors), which makes validation difficult. The lack of availabilhty 
of P-band data (esp. the absence of space-borne P-band data) and the difficulty in 
validation of the results (conventional methods are unsuitable due to P-bands large 
sensing depth) make P-band currently less favourite over L-band. More research and 
data is needed to show the possibilities of P-band microwave remote sensing because 
it is the only band that has a sensing depth that comes near the root zone depth. 

In general two problems areas need to be addressed if active microwave remote sensing 
can be used operationally to estimate surface soil water content. 

• The effects of surface roughness at various scales needs to be better ac­
counted for. 

• The effect of vegetation (cover) needs to be accounted for. Vegetation, when 
using active microwaves, can seldomly be modelled as an attenuation layer 
as in the passive case. Current radiative transfer models are too complicated 
to be inverted, plus the amount of input parameters needed to describe 
the vegetation is too large, even for a uniform vegetation cover within one 
resolution cell. Mixed pixels would make the problem even more complex. 

A multi temporal change detection approach in which the surface roughness and 
in specific cases also the vegetation can be regarded as a constant might provide a 
solution. Practically, this implies either lower resolutions from space borne sensors, or 
less spatial coverage. Simplified radiative transfer models that handle the vegetation 
in structure classes for instance might provide a solution to tackle the problem of 
vegetation influence. 

In summary the high attainable resolution along with a good temporal resolution 
would make the active microwave remote sensing instruments a good addition to the 
passive sensors (naturally under the condition that useful frequencies such as C-, and 
L-band are used). This situation would be ideal, which currently is seldom the case. 
For hydrological purposes a dual frequency L- and P-band fully polarimetric system 
would be the most versatile, especially with a high temporal resolution. 
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Sensitivity analysis of soil moisture estimation of bare soil fields through Monte Carlo 
simulations provides a basis to assess the quantitative value of the spatial information 
provided by detailed remote sensing data. The advantage of remote sensing data, 
especially at high resolution is that a number of samples (i.e. pixels) can be used to 
obtain estimates with smaller random errors. This can be done by averaging over a 
limited number of pixels, at the price of degrading the spatial resolution. However, to 
avoid mixing measurements relating to different physical objects, this averaging can 
be performed over stationary heterogeneous targets only. 

In general the average standard errors are larger for the individual pixel soil moisture 
estimates from Niger compared to those of Spain. However, if looked at the field esti­
mates the error decreases significantly, i.e. even lower than those of the field estimates 
of Spain. For the field-based estimates there is almost no difference between the cases 
with speckle and without. For the pixel-based estimates even after averaging over a 
large number of pixels there is a constant difference of 9 between the cases with and 
without speckle. Speckle thus introduces an off-set or additional constant error in 
pixel-based soil moisture estimation. 

The comparison of ERS-1 soil moisture estimates with the PBMR soil moisture esti­
mates shows that the trend seems to be in agreement but that certain fluctuations in 
the ERS-1 data are much stronger. The latter can be explained by the greater sensi­
tivity of SAR data to other surface characteristics (e.g. vegetation) than soil moisture 
and these features can override the effect of soil moisture. It is shown that two differ­
ent type of sensors can provide consistent results albeit within the restrictions of the 
boundary conditions of the models used, i.e. over spatially stationary homogeneous 
surfaces with low vegetation cover. 
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Chapter 7 

Remotely sensed soil moisture 
in hydrological models 

7.1 Introduction 
The main goal of this thesis is the estimation of areal soil water content by means of 
microwave remote sensing. The estimation of such a parameter is only useful when it 
can be used in hydrological and meteorological modelling. The argument to estimate 
areal soil water content is that it is a direct link between the soil water balance and 
the surface energy balance. The amount of water in the soil and especially the root 
zone determines how much can be evapotranspired by the soil and vegetation. 

Remotely sensed soil water content represents an weighted average over depth (see 
Section 1.3.3). This effective water content is often difficult to compare with the water 
content used in most models. In numerical multi-layer models and SVAT models based 
upon Richards' equation the soil moisture state and flow are modelled on a physical 
basis (Kim, 1995). Comparison with remotely sensed or measured soil moisture data 
is theoretically possible with these types of models. However, since the sensing depth 
and weighting functions are unknown in practice comparison proves to be difficult. 
Another problem is that most of the cuurentSVAT models are still based on the 1 
dimensional Richard's equation and do not take horizontal spatial variabillity into 
account. 

In parametric bucket type models (Deardorff, 1977; Warrilow, 1986) the soil is re­
garded as a reservoir and the soil moisture state greatly depends on the soil reservoir 
depth. The comparison of these models with multi-layer models or verification with 
remotely sensed or measured data does not make sense (Kim, 1995) because the 
reservoir does not represent the actual amount of soil water present in the soil or soil 
surface layer. Therefore the estimation of surface soil moisture using remotely sensed 
data needs to be coupled to a model that can assimilate such remotely sensed data. It 
might then be possible to use these type of models to relate, for instance, this surface 
soil water content to profile or root zone soil water content (van Oevelen & Hoekman, 
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1999). 

With the improvement of the land surface parameterisation in SVAT and climate 
models and their linkage to remotely sensed observables the model parameters can be 
better described, their errors better quantified and easier assimilated using remotely 
sensed information (Kalma et al., 1999). 

Incorporating remotely sensed data directly in hydrological models should ultimately 
improve the performance. Where the performance can be measured as for example 
improved predictions, better fit, smaller error, better spatial representation depending 
upon the application and objective considered. 

During the research done in the framework of this thesis my ideas on the useful­
ness of remotely sensed estimated soil moisture changed. Although I still believe the 
estimation of soil moisture by means of remote sensing has its value in various ap­
plications, I am now of the opinion that the assimilation of brightness temperatures 
or scattering coefficients is more effective than incorporating soil moisture from those 
measurements. In the next few sections I hope to explain and exemplify this. 

When dealing with the estimation of soil water content 6, there are two distinct 
problems connected with almost any remote sensing problem: 

1. The forward problem: Given the values of all relevant environmental vari­
ables including soil water content 6 in a scene, predict the radiances that 
will be observed by each channel or a particular sensor. The solution of 
this problem involves straightforward application of the radiative transfer 
equation to suitable models for absorption, emission and scattering of ra­
diation by surface and atmospheric constituents. Thus, use 9 with a soil 
mixing model to estimate the dielectric properties e. The dielectric prop­
erties along with other surface characteristics can be used with a radiation 
model to calculate the radiance expressed as a° or Tg from the surface at 
observation height. 

2. The inverse problem: Given the radiances a° or Tg observed by a satellite 
sensor, a useful estimate of one or more environmental parameters includ­
ing 6 can be obtained. By "useful", we mean an estimate whose uncertainty 
is significantly smaller than the a priori uncertainty in the value of the 
variable e.g. 6. For example, prior to the application of a retrieval algo­
rithm, the a priori value and uncertainty of a 6 might be its climatological 
mean and standard deviation. The optimal solution of this problem is less 
straightforward due to usually strong non-linearities in the forward model 
resulting in non-unique solutions. 

G.W. Petty (1999) states: The abiHty to solve the forward problem is neither a nec­
essary nor sufficient condition for obtaining a satisfactorily solution of the inverse 
problem. The solution of the forward problem is in general easier to handle than the 
inverse problem. Unfortunately our knowledge of the physical processes involved nec­
essary to describe the forward problem is not always sufficient. Furthermore, when we 
are interested in a specific parameter such as soil moisture the solution of the forward 
problem will not always yield that parameter. 
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7.2 Data assimilation in mesoscale hydrological 
models: variational analysis 

The variational approach to the assimilation of data into mesoscale hydrological mod­
els and in particular NWP modelling has been described by various authors e.g. 
(Rodgers, 1976; Eyre, 1997; English et al., 1999). In Figure 7.1 a schematic represen-
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Figure 7.1: Illustration of the variational data assimilation scheme for a geophysical model 
using remotely sensed data (adapted from Eyre, 1997). 

tation of the variational assimilation scheme is given. 

The variational approach can be applied to a one-dimensional problem or "1DVAR" 
(cf. retrieval of vertical profile), a two-dimensional problem (e.g. a surface field) ("2DVAR"), 
a 3-dimensional problem (analysis of GCM or NWP model state at a single time) 
("3DVAR") and the 4-dimensional problem which is similar to the 3DVAR but with 
observations distributed over time. 

At the bottom of Figure 7.1 the continuous cycle of forecast and assimilation is shown. 
At the top the raw observations are given which can undergo certain preprocessing 
before put into the data assimilation system itself (e.g. observed microwave bright­
ness temperatures) where they can be compared with the "forecast observations" 
(e.g. modelled microwave brightness temperatures). The data assimilation is nothing 
more than a comparison between model generated "observations" from geophysical 
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variables and actual observations. The difference between the two (the observation 
increment) can be mapped back into the modelling space as geophysical variables and 
the process can be iterated. The process of mapping involves both interpolation and 
weighting, and it is the main concern of data assimilation theory (Eyre, 1997). In the 
next paragraph a few different methods are illustrated. The effect of assimilation can 
be studied by giving a weight of zero to the observations (i.e. they do not affect the 
analysis) the observations increments are still stored and their spatial and statistical 
properties. Hence, also the error characteristics of the observation type and its opera­
tor and the error characteristics of the predicted model fields can be analysed. Thus, 
valuable information can be obtained on model performance, use of new observations 
and systematic errors. 

Special attention needs to be given to assimilation of remotely sensed observations 
which contain non-local information (information that is usually not represented in 
the control variable) or is sensitive to variables that are difficult to parameterize. For 
example microwave brightness temperatures Tg for a land surface can be simulated in 
a NWP domain where the cosmic background radiation is outside of this domain and 
therefore needs to be accounted for separately. Another example of a difficult variable 
to model or which effects are difficult to incorporate in the assimilation scheme are 
clouds which are highly variably in time and space. 

In the above we assumed that assimilation of the raw observations e.g. brightness 
temperatures Tg or backscattering coefficients cr° are optimal. In most cases this is 
true but there are exceptions. When the mapping of the observed variable to a geo­
physical variable is dependent upon a strongly non-linear transfer function the error 
characteristics might be difficult to represent. In that case assimilation of retrieved 
parameters through a separate modelling scheme may be advantageous. Also the pre­
processing necessary for most remotely sensed observations may introduce errors and 
needs careful matching with the observation operator. An example here is the ef­
fect of sensor viewing geometry and associated problems such as beam filling (caused 
by a distribution of different contributing brightness temperatures within the antenna 
beam). In the next paragraph the use of the retrieved parameter in a data assimilation 
scheme will be illustrated. 

In conclusion the variational approach is an elegant and consistent method to as­
similated remotely sensed observations into a geophysical model. A drawback is the 
detailed information needed on the error covariance structure especially when dealing 
with complicated relationships between the observed quantities and the variables of 
the geophysical model. 

7.3 Assimilation of remotely sensed soil moisture 
in hydrological modelling 

Remotely sensed soil moisture estimates can be assimilated into a hydrological model 
to update and improve the performance of the model. Houser et al., 1998 give a 
good overview of the various statistical methods that can be applied in what they 
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refer to as four-dimensional data assimilation (4DDA). The concept is similar to 
the 4DVAR, which will be explained in the next paragraph, but uses the remotely 
sensed retrieved parameter (here soil moisture) and the comparison is done between 
estimated soil moisture fields and modeled soil moisture fields. The modeled fields are 
strongly dependent upon the meteorological forcing and a useful assimilation will be 
only possible if this forcing is correctly taken into account. This is of course less of a 
problem in NWP models where the meteorological forcing is inherent in the model. 
Mesoscale hydrological models and numerical weather prediction models are becoming 
more and more similar and thus this problem will become less important in the near 
future. 

Houser et al., 1998 give various procedures to establish the assimilation (perform 
goodness of fit) based upon the work of Stauffer and Seaman (1990). These procedures 
are summarised below, where parameter can be replaced by e.g. 9, Tg, or CT°: 

• Control simulation: the estimated/measured parameter is assimilated in the 
model but contains no information or is given zero weight. This approach 
enables to study the statistical behaviour of the assimilated parameter in 
comparison with an assimilation where the estimated parameter does influ­
ence the model; 

• Direct insertion: the estimated/measured parameter is directly used in the 
model and the model parameter is assumed to contain no information; 

• Statistical correction assimilation method: the modeled parameters mean 
and standard deviation are matched to the observed mean and standard 
deviation 

• Newtonian nudging assimilation method: The model state is adjusted to the 
observed state by adding small forcing terms to the prognostic equation. 
Works for both regularly and randomly spaced observational data. 

• Nudging towards a gridded analysis: Interpolation of observation data to 
the model data grid for data that is regularly spaced in time and or space. 

• Nudging to individual observation: For observations that are randomly 
spaced the difference between the simulated and observed state is deter­
mined and consequently interpolated back to the model grid. 

• Statistical interpolation assimilation method: Assimilation type which is 
closely related to kriging and is based on a minimum variance method. 

The implementation of these assimilation methods is based upon various assumptions 
about the correlation between the observed parameters both spatially and temporally. 
Likewise, for the use of the statistical interpolation techniques assumptions are made 
about the correlation of the error of the observations. By using the first two methods 
these types of information can be obtained. Naturally under the limitation of the used 
data set. 

Houser (1998) found that the Newtonian nudging method had the most desirable 
features, such as near continuous soil moisture time series and reasonable spatial 
patterns. The statistical methods are however extremely efficient and take less com­
putational time. The ultimate choice depends thus more on available computational 
resources. However, in the near future complex data assimilation methods will become 
more common. 
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Besides 4DVAR methods other methods such as Kalman filtering, or Neural Network 
approaches can be used to assimilate microwave data in hydrological models. However, 
4DVAR is the most flexible but also most complex method. 

7.4 Outlook on applications and 
operationalisation of remotely sensed soil 
moisture 

In this thesis the objective was to investigate the use of microwave remote sensing 
to estimate areal soil water content. This areaJ soil water content is an efTective soil 
water content, where efTective means a spatially weighted average over the sensing 
depth. This can be different from root zone soil moisture which is the amount of 
soil moisture over the rooting depth. Although limited, the estimation of surface 
soil water content is still of practical use. For example, in modelling the complete 
soil-vegetation-atmosphere (SVAT) system the surface soil moisture can be linked to 
deeper layers. It may however be clear that in this case also other parameters such 
as the meteorological forcing play an essential role. With the increasing importance 
of the land surface parameterization in NWP, climate and mesoscale hydrological 
models, a strong need for measurements of land surface variables is developing (Cox 
& Best, 1999). The importance of an accurate representation of land surface processes 
and the impact on the moisture budget has been shown by e.g. Warrilow and Buckley 
(1989). It is in this area where both passive and active microwave remote sensing 
can contribute, not only in the estimation of soil water content but also other surface 
characteristics as surface roughness and vegetation type and/or structure. 

Real time applications of remotely sensed soil moisture on an operational basis is 
not being done yet. One of the main reasons is the lack of suitable data. Longer 
wavelengths such as L-band on a space-borne platform along with a 2-3 day overpass 
time are best suited for soil moisture monitoring but no microwave instrument with 
those characteristics is available. For many years various initiatives have tried to 
get a L-band radiometer in space. The latest effort with a synthetic aperture L-
band radiometer called SMOS (Soil Moisture Ocean Salinity mission) has proved 
to be successful and has been selected by ESA to be launched somewhere around 
2005. These type of developments will boost the science in the area of soil moisture 
estimation using microwaves. Current sensors such as the recently launched AMSR, 
although with C-band as the lowest frequency, have stimulated the operationalisation 
of microwave data. Due to the relatively low resolution of the space-borne sensors 
(approx. 30-50 km) the first operational applications will be at mesoscale. 

The sensitivity of active microwave instruments to vegetation structure and surface 
roughness along with a higher achievable spatial resolution makes that these instru­
ments are suited to be used for hydrological applications, especially for surface char­
acterization. The sensitivity to these other factors makes active microwave remote 
sensing of soil moisture much more complicated compared to passive microwave tech­
niques but still feasible. The planned launches of platforms such as PALSAR and 
ALOS will add new capabilities to already operational space-borne SAR instruments. 



Summary and conclusions 

In earth sciences there is a great need for data that are available globally or covers 
areas which otherwise cannot be measured. Remote sensing is the tool to achieve 
this goal. In this thesis the use of microwave remote sensing to estimate areal soil 
water content was investigated. A general framework has been developed which de­
scribes the various steps neccesary to derive soil water content from remotely sensed 
measurements. 

Soil moisture represents the coupling between the surface energy balance and soil 
water balance and is therefore a crucial parameter in hydrology and meteorology over 
land surfaces. Soil moisture exhibits large variability both in space and time and is 
therefore difficult to measure. Remotely sensed measurements give the opportunity 
to estimate soil water content over larger areas as well as an integrated effective value 
over these areas. The difficulty arises to validate these estimation since no direct 
comparable ground truth exists. 

The theoretical framework to estimate soil moisture by means of passive (see Fig. 4.1) 
and active (see Fig. 4.2) microwave remote sensing can be separated into five distinct 
steps: 

The first step is to establish the relationship between the soil surface pa­
rameters and the observed brightness temperature Tg or radar backscatter 
coefficient a°; 
The second step is to describe the influence of vegetation on the relationship 
between a° or TB and the surface parameters; 
The third step is to find a relationship between the dielectric properties, 
i.e. permittivity e and soil parameters to retrieve the soil water content 6; 
The fourth step is the relationship between soil moisture profile, soil het­
erogeneity and the sensing depth. 
The fifth and last step is the assimilation of the estimated soil water content 
9 into hydrological and meteorological models. 

n Chapter 2 the relationship between the dielectric properties and soil characteristics 
was explored and the basic theory of dielectric properties has been given. The effects 
of an electro-magnetic field upon various materials was explained starting from a 
mono-atomic gas to multi-phase heterogeneous materials such as soils. 

Many models exist to describe the dielectric properties at microwave frequencies based 
upon soil composition and properties. The more complex models are better able to 
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explain specific phenomena but require much more detailed information or have un­
realistic assumptions (e.g. particle shape) to be of any practical use. 

The semi-empirical models such as that of Wang and Schmugge (1980) relate the 
effective or average permittivity e of a multiphase mixture to the permittivities and 
volume fractions of the components using a correction factor which accounts for the 
deviations. The use of these type of models has the disadvantage that they are sensitive 
to the fitting parameter(s), that the fitting parameter is not known a-priori and that 
apparent "anomalous" behaviour is not accommodated for. 

The theoretical models such as De Loor's model (de Loor, 1956) relate the average 
electromagnetic field of the mixture as a whole to the electromagnetic fields within 
the inclusions and calculate in this way the permittivity e. The constituent with the 
highest volume fraction is usually taken as the host material or continuous medium 
and the other constituents are then considered as inclusions. According to De Loor 
(1956) it is in fact impossible to give one relation which describes the permittivity 
of a heterogeneous mixture. He stated that at best boundaries can be given between 
which the average value must lie, and which come closer together the more is known 
about the mixture. Dobson et al. (1985) modified the model of De Loor and con­
cluded that adding the component of bound water was necessary to account for the 
frequency and soil dependence of the permittivity and that the De Loor model was 
an adequate description of the permittivity of the soil with soil texture, bulk density 
and a frequency range from 1.4 to 18 GHz. 

The dielectric properties are a function of frequency and it is noticeable that most 
mixture models for heterogeneous materials do not have the frequency as a parameter 
but instead have a frequency range of validity, assuming the frequency dependence to 
be constant within that region. 

The effect of soil texture on the dielectric properties is most significant for clay soils 
especially those which have a high adsorption capacity where the real part of the 
dielectric properties is lower and often the imaginary part is higher (for the same 6) 
as compared to soils with a coarser texture. The soil texture has also its influence on 
the surface roughness, however this effect is not treated in this thesis. 

The theory of dielectric properties of soils still requires attention in specific areas 
especially for soils with a distinct chemical composition such as high iron content 
soils, high salinity soils and gypsum soils. For some of these types of soils the dielectric 
behavior is very different but cannot be explained sufficiently. 

For most purposes within remote sensing the use of empirical mixing models to de­
scribe the dielectric properties such as those of Wang and Schmugge (1980) and Dob-
son et al. (1985) seems to be sufficient. In these empirical models the errors involved 
for most areas and types of soils are small compared to other error sources involved 
in remotely sensed estimation of soil moisture. 

In Chapter 3 the relationship between surface characteristics and emission e and mi­
crowave backscatter cr° were investigated. Two types of scattering are present when 
considering scattering in natural terrain, namely surface scattering and volume scat­
tering. When scattering takes place at the boundary of one medium to another, such 
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as an air - soil surface interface (dielectric half-space), and no contributions from 
penetrated radiation at subsurface layers are present, it is called surface scattering. 
Volume scattering is due to inhomogeneities in the medium itself, e.g. within the soil 
or within vegetation. 

The volume scattering models can be separated into two main classes: the coherent 
models, where phase and amplitude (or intensity) of the electromagnetic field are 
computed; non- or incoherent models, where only the amplitude is taken into consid­
eration. The non-coherent models are mathematically and computationally simpler 
but at the cost of a lower accuracy. The difference between the coherent and incoher­
ent models is that in the coherent models the interference between the phases of the 
electromagnetic waves are accounted for. 

The radiative transfer theory belongs to the group of incoherent models and describes 
the traversing of electromagnetic waves through a medium or several media. The inter­
action between radiation and the media is described by the transmission, absorption, 
emission and scattering of the radiation. 

For the passive case, thus dealing with microwave emission the radiative transfer ap­
proach yields good results. The parametric model of Mo et al, (1982) and its modified 
versions have proven to be simple radiative transfer models that can effectively es­
timate the radiation emitted by the soil surface even under vegetation. Scattering is 
assumed negligible and only three components, soil emission attenuated by the veg­
etation, emission by the vegetation itself and the downward emitted radiation from 
the vegetation that is reflected upwards by the soil surface, are used. Two parameters 
in the model have to be estimated through empirical models namely the roughness 
parameter h and the optical depth r . 

For the active case, thus dealing with microwave scattering, the volume scattering 
components and radiative transfer approaches are still too complex i.e. require too 
much a priori information, to be used in practice for the description of radiation 
from natural surfaces. The validity of the surface scattering models such as the small 
perturbation method or the Kirchhoff approaches namely, geometrical optics and 
physical optics models, is usually limited be the severe assumptions regarding the 
surface characteristics. 

The Integral Equation Method (IEM) model (Fung, 1994, Chapter 7) is a theoretical 
surface scattering model that attempts to give a more general solution than the just 
mentioned methods. In its complete version the model can be applied with no limi­
tations regarding roughness scales or frequencies. The model is applicable to natural 
surfaces but for surfaces that are inhomogeneous volume scattering may be present 
and for those surfaces the model underpredicts the backscatter coefficient. For sur­
faces which are skewed or have peridodic roughness an additional term to has to be 
added which can be found in (Fung, 1994, Chapter 7). 

The semi-empirical model of Oh, Sarabandi & Ulaby, (1992) (OSU) is a surface scat­
tering model that was tested over a large range of soil moisture and surface roughness 
conditions: 0.09 < 6inc < 0.31, 2.6 < kl < 19.7 and 0.1 < ka < 6.0 and showed good 
agreement with the data. The model also performed well when tested against data 
measured for surfaces with parameters outside the above mentioned ranges. However, 
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at steep incidence angles, 6mc < 20° and for smooth surfaces there is a strong contri­
bution from the coherent backscattering term that is not included in the model and 
the model therefore underpredicts the total backscattering. The rougher the surface 
the more negligible the coherent term becomes. 

For soil water content 6 estimation purposes an emission or scattering model is needed 
that is simple enough to invert but has a large range of validity. For the passive case 
the simplified theoretical radiative transfer approaches perform well, even when some 
of the parameters need to be estimated using semi-empirical approaches. 

For the active case, the scattering of bare soil surfaces can be described by the theo­
retical IEM model which has a large range of validity but is in its most general form 
too complex to invert mathematically. Semi-empirical models such as Oh et al., (1992) 
are simpler but have a limited range of validity. For vegetated surfaces, no satisfying 
simple model exist yet. Complex radiative transfer models are available and show 
acceptable results but require too much information beforehand. Simplified radiative 
transfer models that handle the vegetation in structure classes for instance might 
provide a solution to tackle the problem of vegetation influence. The more simple 
scattering models were shown to have a too small range of validity. The latter applied 
also to the empirical and semi-empirical approaches which range of validity was lim­
ited by the calibration set. However, in this thesis only the scattering from bare soil 
surfaces was considered and where vegetation was present these data were eliminated 
and kept out of the analysis 

In Chapter 4 the inversion of the emission and microwave backscatter has been il­
lustrated. The estimation of soil moisture from both active and passive microwave 
measurements requires several steps. The most important steps are the inversion of 
the emission or scattering model resulting in the surface dielectric properties e and 
roughness and the inversion of the soil dielectric mixture model which inversion leads 
to a soil water content 6. No matter which model is taken additional information 
is always needed, of which the vegetation amount, vegetation type and soil textural 
composition are the most important. 

In this thesis the inversion of the microwave emission model of Mo et al.,(1982) has 
been applied. The inversion of this simplified radiative transfer model is a straight­
forward and simple approach that combines physical understanding of microwave 
emission with a few empirical but general applicable parametrisations for roughness 
parameter h and vegetation parameters, b and 0veg. In combination with the inver­
sion of the dielectric model of Wang & Schmugge (1980) it is an effective inversion 
approach to retrieve soil moisture content 9 from microwave brightness temperatures 
TB-

For the active microwave case the results were less straightforward because of the 
higher sensitivity of the backscatter coefficient a° to vegetation (structure) and surface 
roughness. Two models have been used in this study the inversion of the OSU model 
(INVOSU) and the inversion of the IEM model (INVIEM). 

The INVOSU model (Oh et al., 1992) is an empirical model based upon the knowledge 
of scattering behavior in the limiting cases (e.g. large ka) using measured backscatter 
and ground truth data. The range of validity for this model is large: values for the 
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scaled roughness parameter ko should be in the range of 0.1 to 6 and for the kL 
in the range of 2.6 to 19.7. The model needs either HH and HV or VV and VH 
polarization. 

The INVIEM model (van Oevelen k Hoekman, 1999; van Oevelen, 1998), is simple 
Look Up Table approach, applicable over a large range of surface roughness but does 
not take vegetation into account. The INVIEM model estimates a range of soil mois­
ture values for an assumed range of roughness conditions using one single backscatter 
value. The HH and VV inversions are combined to narrow this range. Depending 
upon the roughness classes, the sensitivity of the backscatter o° on soil moisture con­
tent 9 as predicted by the IEM model decreases with increasing soil moisture content, 
which can result in large ranges of soil moisture content estimates. 

Other inversions of the IEM model usually limit the roughness range for which the 
model can be used. The more empirical models such as Dubois et a/., (1985) can 
take into account some vegetation influence but are limited in their applicability over 
different surfaces and surface roughness types. 

The sensing depth or sampling depth is the depth over which the sensor has retrieved 
a signal yielding information. It is this depth which is important, since it is the depth 
over which the soil water content 9 can be directly estimated. The sensing depth 
is difficult to estimate because it depends on many factors such as temperature and 
water profiles, texture variations, surface roughness, angle of incidence etc.. Currently 
no satisfying model is available that gives reliable estimates of the sensing depth. 

In Chapter 5 the data is summarised from the following experiments: 

• HAPEX-EFEDA, Spain 1991 which provided C-, L- and P-band polari-
metric data from the JPL-AIRSAR which in combination with the pivot 
irrigation systems enabled the detection of soil water content patterns over 
different depths, unfortunately the ground truth data set regarding soil wa­
ter content was limited. The area consisted of irrigated and non-irrigated 
agricultural land in mediterranean climate. 

• HAPEX-Sahel, Niger 1992 which provided both passive PBMR L-band ra­
diometer data and active ERS-1 C-band SAR data along with extensive soil 
water content ground truth data. The area was sparsely vegetated and has 
a dry Sahelian climate. 

• Little Washita River Watershed experiments in Oklahoma, USA 1992 and 
1994 provided ESTAR L-band radiometer data and JPL-AIRSAR data 
along with extensive ground truth data. The region has large mainly non-
irrigated agricultural areas in subhumid continental climate. 

• NOPEX/Forest-Dynamo, Sweden 1994 and 1995 provided the C-, and L-
band EMISAR data along with an extensive ground truth data set. The 
area is mixed forest and agriculural land in a maritime boreal climate. 
The great number of experiments was needed because none of the exper­
iments included all the necessary ground truth and remote sensing data 
to illustrate the objective of this thesis. Another problem existed in the 
availability and quality of the data which varied strongly. 

In Chapter 6 the results are shown of various approaches to estimate soil water content 
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9 from both passive and active microwave data. 

The strong relationship between the dielectric properties and microwave emission 
along with the relatively small influence of surface roughness makes the application 
of passive microwave data to estimate soil moisture very straightforward and has 
especially at the lower frequencies such as at L-band great potential for hydrological 
purposes. Between the brightness temperatures, Tg and soil moisture content, 9 of the 
top 6 cm an approximately linear relationship is present. A problem exists with high 
vegetation cover and this is the area where considerable improvement can be made: 
better modelling of the vegetation influence, or a combination of more frequencies. 
The errors involved in the estimation of soil moisture using passive microwave remote 
sensing are small, i.e. usually less than 5% even for areas with moderate vegetation 
cover. The standard error in the estimates (< 5%) is often lower than that of the 
ground truth measurements. 

The effects of surface roughness are small for the emission case, especially the influence 
of the surface correlation length is almost negligible. With respect to soil moisture 
estimation the effect can for most circumstances be accounted for by a simplified 
model like that of Choudhury et at, (1979) . 

Although the L-band penetration of vegetation forms a physical limitation, the sen­
sitivity to the soil moisture content as a function of vegetation water content is for 
L-band still present at a vegetation water content of 4 kg m - 2 . For C-band this 
amount of vegetation content would already obscure the signal from the soil. 

Extrapolation of the results to measurements from space would mean that the influ­
ence of mixed pixels due to the low resolution of approx. 30 km for L-band would 
increase. At that scale the effect of macroscale roughness would need more attention . 
The AMSR and AMSR-E, with C-band, will be the first radiometers that can provide 
more insight into the estimation of soil moisture from space with a spatial resolution 
of approximately 50 km although the vegetation would still be a significant prob­
lem. The planned L-band space-borne radiometer, SMOS (Soil Moisture and Ocean 
Salinity mission) will be a significant step towards operational use of microwave soil 
moisture estimates at the global scale. 

In the active case the relationship between the dielectric properties and microwave 
backscatter is not as strong as in the emission case because of the larger influence of 
surface roughness and vegetation structure on the backscatter coefficient a°. 

The INVIEM model was applied to ERS-1 SAR data of Niger (HAPEX-Sahel) and 
the results compared with soil moisture content, 9 measured over a depth of 6 cm. 
Although this depth is probably larger than the associated sensing depth of the in­
strument (about 2 cm) it is shown that the estimates are within the expected 0-range 
and that the in situ measured 0-values are consistently higher. The latter is expected 
because the surface layer of 0-2 cm is drier than the measured surface soil layer of 0-6 
cm. The influence of soil texture on the ERS-1 retrieval results has been studied and 
is small compared to other effects such as speckle or vegetation. 

JPL-AIRSAR data have been applied using data from Spain (EFEDA-Spain). Both 
the INVIEM model and INVOSU model could be applied because AIRSAR provides 
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polarimetric data. Overall, INVIEM as compared to INVOSU yields more reasonable 
estimates of soil moisture content as far as can be deduced from the limited ground 
truth data and visual inspection. 

The advantage of using INVIEM over INVOSU is that it can be applied to both single 
polarization and polarimetric data. The INVOSU model requires no a priori knowledge 
about the surface characteristics except for information on the type of soil. INVIEM 
does require in its present form the input of surface roughness characteristics. At 
present, the applicability of both models is restricted to bare soils only and therefore 
is of limited practical use. 

JPL-AIRSAR data have also been used in the Washita'94 experiment. A comparison 
along transect 2 between the TDR soil moisture measurements in the rangeland plot 
over a depth of 6 cm with the C-, L- and P-band INVIEM estimates shows good 
agreement for both C- and L-band. The root mean square error (RMSE) for C-, 
and L-band estimates is 3%. The P-band soil moisture estimates are consistently 
higher which is to be expected since these estimates represent an effective average soil 
moisture content over a larger depth than C-, and L-band. 

The effects of the erosion contours on the in-situ soil moisture measurements cannot 
be seen in the AIRSAR soil moisture estimates. The AIRSAR spatial resolution of 
approximately 10 m is apparently too coarse to capture this variability of 6. 

In Sweden the EMISAR data were used during the FOREST-Dynamo experiments. 
EMISAR soil moisture estimates generally underestimate the measured soil moisture 
content. This can be contributed to the fact that the IEM model doesn't account for 
periodicity or anisotropy in the surface roughness characteristics and therefore in these 
cases yields a lower backscatter coefficient a° than actually measured. Furthermore, 
there might be an inconsistency between measured surface roughness and how it is 
represented in the model. The in situ measured RMS height and correlation length 
does not necessary resembles the radar backscattering relevant surface roughness. The 
backscattering is likely to be caused by a smoother subsurface. The sometimes poor 
agreement between estimated and measured soil water content might also be due to 
callibration errors in the EMISAR data. Especially since the C- and L-band nights 
were not simultaneously. 

Both the C- and L-band estimates seem to agree better with the soil moisture mea­
surements taken with the TDR rod at a shallower angle with respect to the surface, 
resulting in a measurement depth of about 2-3 cm. Most estimates are within 5% of 
the measurements. For all experiments the standard error in the active microwave 
soil moisture estimates in absence of vegetation is often lower (<5%) than that of the 
ground truth measurements. 

The effects of surface roughness are in general stronger for the scattering case than 
for the emission case, especially the influence of the surface correlation length is 
almost negligible for the latter. For the scattering case the surface roughness is as 
important as the dielectric properties of the surface and therefore greatly limit the 
possibilities for soil moisture retrieval. Most models that describe surface scattering 
use the root mean square of the height differences along with the surface correlation 
length. Replacement of the latter with a more adequately responding parameter could 



156 Summary and conclusions 

yield improvement in the behaviour and application of surface scattering models 

The use of active microwave measurements to estimate soil moisture is not as straight 
forward as in the passive case. The models perform well as long as they are within 
their range of validity (regarding e.g. surface roughness and vegetation cover). Of the 
three bands used in the models the preferable wavelength is L-band because : 

• it has a larger sensing depth and is less hampered by vegetation cover than 
C-band; 

• is already available from space borne sensors like JERS-1 and SIR-C; 
• is within a protected frequency allocation which is not the case for P-band. 

P-band provides estimates over larger depths and is even less affected by vegetation 
which is more favorable for hydrological purposes. However for P-band the pure sur­
face scattering approach is not valid because in a lot of cases soil volume scattering 
will be present. To account for this effect different models need to be developed which 
combine the surface scattering and volume scattering effects. Furthermore, the calibra­
tion of the airborne data is difficult and the data sometimes prove to be inconsistent 
due to human errors (e.g. software errors), which makes validation difficult. The lack 
of availabillity of P-band data (esp. the absence of space-borne P-band data) and 
the difficulty in validation of the results (conventional methods are unsuitable due to 
P-bands large sensing depth) make P-band currently less favourite over L-band. More 
research and data is needed to show the possibilities of P-band microwave remote 
sensing because it is the only band that has a sensing depth that comes near the root 
zone depth. 

In general three problems areas need to be addressed if active microwave remote 
sensing can be used operationally to estimate surface soil water content. 

• The effects of surface roughness at various scales needs to be better ac­
counted for. 

• The effect of vegetation (cover) needs to be accounted for. Vegetation, when 
using active microwaves, can seldomly be modelled as an attenuation layer 
as in the passive case. Current radiative transfer models are too compli­
cated to be inverted, in addition the amount of input parameters needed 
to describe the vegetation is too large, even for a uniform vegetation cover 
within one resolution cell. 

• Mixed pixels and in general the problem of 'upscaling' would make the 
operationalisation even more complex. 

A multi temporal change detection approach in which the surface roughness and 
in specific cases also the vegetation can be regarded as a constant might provide a 
solution. Practically, this implies either lower resolutions from space borne sensors, 
or less spatial coverage. 

In summary the high attainable resolution along with a good temporal resolution 
would make the active microwave remote sensing instruments a good addition to 
the passive sensors, under the condition that useful frequencies such as C-, L- or P-
band are used. For many hydrological purposes a dual frequency L- and P-band fully 
polarimetric or multi-polarized system would be the most versatile, especially with a 
high temporal resolution. 
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Sensitivity analysis of soil moisture estimation of bare soil fields through Monte Carlo 
simulations provides a basis to assess the quantitative value of the spatial information 
provided by detailed remote sensing data. The advantage of remote sensing data, 
especially at high resolution is that a number of samples (i.e. pixels) can be used to 
obtain estimates with smaller random errors. This can be done by averaging over a 
limited number of pixels, at the price of degrading the spatial resolution. However, to 
avoid mixing measurements relating to different physical objects, this averaging can 
be performed over stationary heterogeneous targets only. 

In general the average standard errors are larger for the individual pixel soil moisture 
estimates from Niger compared to those of Spain. However, if looked at the field esti­
mates the error decreases significantly, i.e. even lower than those of the field estimates 
of Spain. For the field-based estimates there is almost no difference between the cases 
with speckle and without. For the pixel-based estimates even after averaging over a 
large number of pixels there is a constant difference of 6 between the cases with and 
without speckle. Speckle introduces thus an off-set or additional constant error in 
pixel-based soil moisture estimation. 

The comparison of ERS-1 soil moisture estimates with the PBMR soil moisture esti­
mates shows that the trend seems to be in agreement but that certain fluctuations in 
the ERS-1 data are much stronger. The latter can be explained by the greater sensi­
tivity of SAR data to other surface characteristics (e.g. vegetation) than soil moisture 
and these features can override the effect of soil moisture. It is shown that two differ­
ent type of sensors can provide consistent results albeit within the restrictions of the 
boundary conditions of the models used, i.e. over spatially stationary homogeneous 
surfaces with low vegetation cover. 

In Chapter 7 the use of the remotely sensed estimated soil water content 9 with respect 
to the application in hydrological and meteorological models has been discussed. These 
applications of 6 can vary from being initial or boundary conditions for the model or 
to calibrate and validate model performance. Data assimilation of directly measured 
parameters such as Tg and o° instead of using the remotely sensed 6 can be a more 
elegant and widely applicable approach of incorporating remotely sensed parameters 
in hydrological and meteorological models. Furthermore, an outlook is given on the 
use of microwave remote sensing data within hydrology and meteorology. With the 
launch of an L-band radiometer around 2005 it can be expected that real time applica­
tions of remotely sensed soil moisture will become operational. Other planned sensors 
and platforms such as PALSAR and ALOS will only strenghten this by adding new 
capabilities to already operational space-borne SAR instruments. 
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Samenvatting en conclusies 

In de aardwetenschappen bestaat een grote behoefte aan globale data of in iedere 
geval data voor grote gebieden die op een andere wijze niet te bemeten zijn. Remote 
sensing is het gereedschap om dit doel te bereiken. In dit proefschrift is het gebruik 
van microgolf remote sensing om ruimtelijk bodemvocht te schatten onderzocht. Een 
algemeen raamwerk is ontwikkeld dat de verschillende stappen beschrijft die nodig 
zijn om bodemvocht af te leiden uit remote sensing metingen. 

Bodemvocht is de schakel tussen de energiebalans aan het oppervlak en de waterbalans 
van de bodem en is daarom een cruciale parameter in de hydrologie en meteorologie 
van het landoppervlak. Het is lastig om bodemvocht te meten omdat het een grote 
variabiliteit in zowel ruimte als tijd heeft. Remote sensing metingen geven zowel de 
mogelijkheid om bodemvocht te schatten over grote oppervlakten als wel een geinte-
greerde effectieve waarde over deze gebieden. De moeilijkheid bestaat in het valideren 
van deze schattingen omdat geen direct vergelijkbare grondmetingen beschikbaar zijn. 

Het raamwerk om bodemvocht te schatten met behulp van passieve and actieve mi­
crogolf metingen bestaat uit vijf verschillende stappen: 

• De eerste stap is het bepalen van de relatie tussen de bodemoppervlakte 
parameters en de waargenomen helderheidstemperatuur (radiantie) Tg of 
radar verstrooiingscoefficient a°\ 

• De tweede stap is het beschrijven van de invloed van vegetatie op de relatie 
tussen TB of a° en de oppervlakte parameters; 

• De derde stap is het bepalen van de relatie tussen de de dielectrische 
eigenschappen, nl. de permittiviteit en de bodemparameters zodat het 
bodemvocht verkregen kan worden; 

• De vierde stap is de relatie tussen het bodemvochtprofiel, heterogeniteit van 
de bodemeigenschappen en de bemonsteringsdiepte van de sensor; 

• De vijfde en laatste stap is de assimilatie van het geschatte bodemvocht 8 
in hydrologische en meteorologische modellen. 

In Hoofdstuk 2 wordt de relatie tussen de dielectrische eigenschappen en de bodemka-
rakteristieken bepaald en de basistheorie van dielectrische eigenschappen gegeven. De 
invloed van een electromagnetisch veld op verschillende materialen is uitgelegd, begin-
nende met een mono-atomisch gas en eindigend met meerfase heterogene materialen 
zoals bodems. 

Er bestaan vele modellen die de dielectrische eigenschappen bij microgolffrequenties 
beschrijven op basis van bodemcompositie en eigenschappen. De complexere model-
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len zijn beter in staat om specifieke fenomenen te verklaren maar hiervoor is gede-
tailleerdere informatie nodig of zijn onrealistische aannamen (bijv. vorm van de deel-
tjes) nodig waardoor het gebruik in de praktijk weinig nuttig is. 

De semi-empirische modellen zoals het model van Wang en Schmugge (1980) bepalen 
de efFectieve of gemiddelde permitiviteit van een meerfasemengsel aan de hand van de 
permitiviteit en volumefracties van de afzonderlijk componenten en een correctiefactor 
om de de afwijkingen te corrigeren. Het gebruik van dit soort modellen heeft het nadeel 
dat ze gevoelig zijn voor de correctiefactor (en), dat de correctiefactor niet van te voren 
bekend is en dat duidelijk afwijkend gedrag niet wordt meegenomen. 

De theoretische modellen zoals het model van De Loor (1956) relateren het gemid­
delde electromagnetische veld van het mengsel als geheel aan de electromagnetische 
velden van de inclusies en bepalen zo de gemiddelde permititiviteit e van het mengsel. 
Het bestanddeel met de grootste volumefractie wordt als basis materiaal of continu 
medium genomen terwijl de andere bestanddelen dan als inclusies worden beschouwd. 
Volgens De Loor (1956) is het onmogelijk om een relatie te geven die de permititiviteit 
van een heterogeen mengsel beschrijft. Hij beweert dat in het meest gunstige geval de 
grenzen kunnen worden aangegeven waarbinnen de gemiddelde permitiviteit van het 
mengsel moet liggen. Deze grenzen kunnen dichter bij elkaar komen te liggen naar-
mate meer bekend is van het mengsel. Dobson et a/., (1985) hebben het model van 
De Loor aangepast en concludeerden dat het toevoegen van een gebonden watercom-
ponent nodig was om de frequentie en bodemafhankelijkheid van de permitiviteit te 
verklaren. Verder verklaarden zij dat het model van De Loor een adequate beschrij-
ving van de permitiviteit van bodems met bodemtextuur en bulkdichtheid was voor 
een frequentiebereik van 1.4 tot 18GHz. 

De dielectrische eigenschappen zijn een functie van de frequentie en het is opvallend 
dat de meeste mengmodellen deze frequentie niet als parameter hebben maar in plaats 
daarvan geldig zijn voor een bepaald frequentiebereik waarbinnen de afhankelijkheid 
constant wordt beschouwd. 

Het effect van bodemtextuur op de dielectrische eigenschappen is het duidelijkst voor 
kleibodems, met name die bodems met een hoge adsorptiecapaciteit waar het reele 
deel van de dielectrische eigenschappen lager is en het imaginaire deel hoger is (bij 
dezelfde 9) vergeleken met bodems met een grovere textuur. De bodemtextuur is 
ook van invloed op de bodemruwheid, echter dit effect wordt niet behandeld in dit 
proefschrift. 

De theorie van de dielectrische eigenschappen van bodems behoeft nog steeds aan-
dacht met name voor bodems met een afwijkende chemische compositie, zoals sterk 
ijzerhoudende bodems, gronden met een hoog zoutgehalte en kalkhoudende gronden. 
Voor een aantal van dit soort type bodems is het gedrag van de dielectrische eigen­
schappen sterk afwijkend en kan nog niet worden verklaard met de huidige modellen. 

Voor de meeste toepassingen binnen de remote sensing is het gebruik van empirische 
mengmodellen, zoals het model van Wang en Schmugge (1980) en Dobson et al., 
(1985), om de dielectrische eigenschappen te beschrijven voldoende. De fouten die 
gemaakt worden door het gebruik van deze empirische modellen zijn klein in ver-
houding tot andere foutenbronnen bij het schatten van bodemvocht met behulp van 
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microgolf remote sensing. 

In Hoofdstuk 3 wordt de relatie tussen de oppervlaktekarakteristieken en de emis-
siviteit e en verstrooiingscoefficient <J° onderzocht. Twee vormen van verstrooiing zijn 
aanwezig wanneer men verstrooing van natuurlijk terrein beschouwt, namelijk opper-
vlakteverstrooiing en volumeverstrooiing. Bij verstrooiing op de grens van een medium 
met een ander, zoals de grens tussen lucht en bodem, en als er geen bijdrage is van 
dieper doorgedrongen straling van dieperliggende lagen, spreekt men van oppervlak-
teverstrooiing. Volumeverstrooiing is het gevolg van inhomogeniteiten in het medium 
zelf, bijv. in een bodem of vegetatie. 

De modellen voor volumeverstrooiing kunnen worden onderverdeeld in twee klassen: 
de coherente modellen, waarbij de fase en amplitude (of intensiteit) van de electro-
magnetische straling wordt berekend; en de incoherente modellen waarbij alleen de 
amplitude wordt beschouwd. De incoherente modellen zijn wiskundig en rekentech-
nisch eenvoudiger maar dit gaat ten koste van een lagere nauwkeurigheid. Het verschil 
tussen coherente en incoherente modellen is dat de fasen van de electromagnetische 
golven in de coherente modellen worden meegenomen. 

De theorie van stralingstransport behoort tot de groep van incoherente modellen en 
beschrijft het transport van straling door een medium of verscheidene media. De 
interactie tussen straling en de media wordt beschreven door transmissie, absorptie, 
emissie en verstrooiing van straling. 

In het geval van passieve microgolf remote sensing, dus bij microgolf emissie geeft het 
gebruik van de theorie van stralingstransport goede resultaten. Het parametrische 
model van Mo et al., (1982) en aangepaste versies hiervan zijn eenvoudige stra-
lingstransportmodellen die effectief de straling van de bodem schatten zelfs bij aan-
wezigheid van vegetatie. Verstrooiing wordt in deze modellen als verwaarloosbaar 
beschouwd en alleen de volgende drie componenten worden meegenomen: bodememis-
sie gedempt door vegetatie, emissie van de vegetatie zelf en de naar beneden gerichte 
emissie van vegetatie die door de bodem wordt gereflecteerd. Twee parameters in het 
model moeten worden geschat door middel van het gebruik van empirische modellen 
namelijk de bodemruwheid parameter h en de optische diepte T. 

In het geval van actieve microgolf remote sensing, dus bij microgolf verstrooiing, 
zijn de volume verstrooiing componenten en stralingstransport theorie te complex, 
dat wil zeggen dat er teveel a-priori informatie nodig is bij praktisch gebruik van 
de beschrijving van straling van natuurlijk terrein. De geldigheid van de oppervlakte 
verstrooiingsmodellen zoals "small perturbation method" of de "Kirchhoff" benader-
ingen, namelijk "geometrical optics and physical optics", wordt voornamelijk beperkt 
door de strenge randvoorwaarden ten aanzien van de eigenschappen van het opper-
vlak. 

Het "Integral Equation Method" (IEM) model (Fung et al., 1992) is een theoretisch 
oppervlakte verstrooiingsmodel dat poogt een meer algemeen geldende oplossing te 
geven dan de in de vorig alinea genoemde modellen. In de volledige vorm kan het model 
toegepast worden zonder beperking ten aanzien van ruwheidsschalen of frequences. 
Het model is toepasbaar op natuurlijke oppervlakken maar voor inhomogene opper-
vlakken kan volume verstrooiing plaatsvinden en in deze gevallen voorspelt het model 
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een te lage verstrooiingscoefficient. Een extra term client te worden toegevoegd voor 
scheve oppervlakken en oppervlakken met een periodiciteit in de ruwheid, deze term 
is te vinden in Fung (1994). 

Het semi-empirische model van Oh, Sarabandi & Ulaby (1992) (OSU) is een opper-
vlakte verstrooiingsmodel dat is getest voor een groot aantal bodemvocht- en opper-
vlakteruwheidsomstandigheden: 0.09 < 6mc < 0.31, 2.6 < kl < 19.7 en 0.1 < ka < 6.0 
en gaf een goede vergelijking met de gemeten data. Het model gaf zelfs goede resul-
taten voor oppervlakken waarvan de parameters buiten het hiervoor genoemde bereik 
lagen. Echter bij kleine inkijkhoeken, 6mc < 20° en voor gladde oppervlakken is er een 
grote bijdrage van de coherente verstrooiingsterm die niet in het model is verwerkt 
en het model onderschat dan ook de total grootte van de verstrooiing. Des te ruwer 
het oppervlak des te kleiner en dus meer te verwaarlozen de coherente term wordt. 

Voor het schatten van bodemvocht 9 is een emissie- of verstrooiingsmodel nodig dat 
eenvoudig genoeg is om te inverteren en een groot geldigheidsgebied heeft. In het geval 
van passieve microgolf remote sensing voldoen vereenvoudigde stralingstransportmo-
dellen, zelfs wanneer enkele van de parameters geschat dient te worden met behulp 
van semi-empirische modellen. 

In het geval van actieve microgolf remote sensing kan de verstrooiing van kale bode-
moppervlakken beschreven worden met behulp van het theoretische IEM model, dat 
een groot geldigheidsgebied heeft maar in de meest algemene vorm te complex is om te 
inverteren (uitgezonderd de Look Up Table benadering beschreven in dit proefschrift). 
Semi-empirische modellen zoals het model van Oh et al, (1992) zijn eenvoudiger maar 
hebben een beperkt geldigheidsgebied. Voor met vegetatie bedekte oppervlakken is 
nog geen geschikt model aanwezig. Er zijn complexe stralingstransport modellen die 
redelijke resultaten boeken, maar deze vereisen te veel informatie vooraf. Om het pro-
bleem van vegetatie invloed op te lossen kunnen vereenvoudigde stralingstransport-
modellen die bijvoorbeeld de vegetatie in structuur klassen behandelen een oplossing 
zijn. Er is aangetoond dat de meer eenvoudige verstrooiingsmodellen een te klein 
geldigheidsgebied hebben. Dit geld ook voor de empirische en semi-empirische bena-
deringen waarbij het geldigheidsgebied is beperkt tot die van de calibratieset. Echter, 
in dit proefschrift is alleen verstrooiing van kale bodemoppervlakken in beschouwing 
genomen en daar waar vegetatie aanwezig was in de data is deze verwijderd en buiten 
de analyse gehouden. 

In Hoofdstuk 4 wordt de inversie van emissie- en verstrooiingsmodellen behandeld. 
De schatting van bodemvocht met behulp van zowel passieve als actieve microgolf 
remote sensing behelst verscheidene stappen. De meest belangrijke zijn de inversie 
van het emissie- of verstrooiingsmodel wat leidt tot de dielectrische e en ruwheids-
eigenschappen van het bodemoppervlak en de inversie van het mengmodel leidt tot 
een bodemvocht 8. Welk model ook wordt gehanteerd, additionele informatie is altijd 
nodig waarvan met name de hoeveelheid vegetatie, vegetatietype en bodemtextuur 
de meest belangrijke zijn. 

In dit proefschrift is de inversie van het microgolf emissiemodel van Mo et al., (1982) 
toegepast. De inversie van dit vereenvoudigde stralingstransportmodel is een een­
voudige en direkte benadering waarbij fysische kennis van microgolf emissie wordt 
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gekoppeld aan enkele empirische maar vrij algemeen geldende parametrisaties voor 
de ruwheidsparameter h en de vegetatie parameters, 6 en 9veg. In combinatie met de 
inversie van het dielectrische mengmodel van Wang & Schmugge (1980) is het een 
effective inversie benadering om bodemvocht te schatten uit microgolf helderheids-
temperaturen Tg. 

In het geval van actieve microgolf remote sensing zijn de resultaten minder een-
duidig vanwege de hogere gevoeligheid van de verstrooiingscoefficient a° voor vegetatie 
(structuur) en oppervlakteruwheid. Twee modellen zijn gebruikt in deze studie, de in­
versie van het OSU model (INVOSU) en de inversie van het IEM model (INVIEM). 

Het INVOSU model is een empirisch model gebaseerd op de kennis van verstrooi-
ingsgedrag in de limiterende gevallen (bijv. grote kcr) gebruikmakend van gemeten 
verstrooiings- en gronddata. het geldigheidsgebied van dit model is groot: waarden 
voor de geschaalde ruwheidsparameter ka moeten liggen tussen O.len 6 en voor kL 
tussen 2.6 en 19.7. Het model maakt gebruik van of HH en HV of VV en VH 
polarizaties. 

Het INVIEM model (van Oevelen & Hoekman, 1999; van Oevelen, 1998) is een 
eenvoudige Look Up Table benadering, toepasbaar over een groot bereik van ruw-
heidsparameterwaarden maar de effecten van vegetatie worden niet meegenomen. 
Het INVIEM model geeft voor een verstrooiingswaarde en een bepaald bereik van 
ruwheidswaarden een bereik van geschatte bodemvochtwaarden. De HH en VV in­
versie worden gecombineerd om dit bereik zo klein mogelijk te maken. Afhankelijk 
van de ruwheidsklassen neemt de gevoeligheid van de verstrooiiingscoedicient a° voor 
bodemvocht zoals voorspeld door het IEM model ai bij toenemende bodemvochtwaar­
den. 

Andere typen inversies van het IEM model beperken in het algemeen het ruwheids 
geldigheidsgebied. De meer empirische modellen zoals het model van Dubois et ai, 
(1995) zijn ook nog toepasbaar bij een bepaalde hoeveelheid vegetatiebedekking, maar 
zijn in het algemeen beperkt in hun geldigheid voor verschillende typen oppervlakken 
en ruwheid. 

De "sensing" diepte of bemonsteringsdiepte is de diepte waarover de sensor nog een 
signaal ontvangt dat bruikbare informatie bevat. Het is deze diepte die belangrijk 
is, omdat dit de diepte is waarover het bodemvocht direkt geschat kan worden. De 
bemonsteringsdiepte is moeilijk te schatten omdat het van vele factoren afhankelijk is 
zoals temperatuur- en watergehalteprofielen, textuur variaties, oppervlakteruwheid, 
inkijkhoek etc.. Tot op heden is er nog geen goed bruikbaar model beschikbaar dat 
betrouwbare schattingen van de bemonsteringsdiepte geeft. 

In Hoofdstuk 5 worden de data samengevat van de volgende experimenten: 

• HAPEX-EFEDA, Spanje (1991) geeft C-, L- en P-band polarimetrische 
JPL-AIRSAR data die in combinatie met de aanwezigheid van roterende 
irrigatiesystemen het mogelijk maakt om bodemvochtpatronen te schatten 
over verschillende diepten. Helaas is echter de hoeveelheid beschikbare en 
bruikbare gronddata erg beperkt. Het gebied bestaat uit geirrigeerde en 
niet geirrigeerde landbouw in een mediterraan klimaat. 
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• HAPEX-Sahel, Niger (1992) geeft zowel passieve PBMR L-band radiome­
ter data en actieve ERS-1 C-band SAR data samen met een uitgebreide 
bodemvocht en gronddataset. Het gebied is schraal begroeid in een droog 
Sahel klimaat. 

• Little Washita River Watershed experiment in Oklahoma, USA (1992,1994) 
geeft ESTAR L-band radiometer data en JPL-AIRSAR data in combinatie 
met een uitgebreide gronddataset. Het gebied heeft voornamelijk niet geir-
rigeerde landbouw en een subhumide landklimaat. 

• NOPEX/Forest-Dynamo, Zweden (1994,1995) geeft C- en L-band EMISAR 
data samen met een uitgebreide gronddataset. Het gebied bestaat uit gemengd 
bos en landbouw areaal in een maritiem boreaal klimaat. 

Het grote aantal experimenten was nodig, omdat geen enkele van de bovengenoemde 
experimenten alle benodigde gronddata en remote sensing data bevatte om de doel-
stelling van dit proefschrift te illustreren. Een ander probleem was de beschikbaarheid 
en kwaliteit van de data die sterk wisselde. 

In Hoofdstuk 6 worden de resultaten beschreven van de verschillende benaderingen 
om bodemvocht 9 te schatten met behulp van zowel passieve als actieve microgolf 
data. 

De sterke relatie tussen de dielectrische eigenschappen en microgolfemissie in com­
binatie met de relatief beperkte invloed van de bodemruwheid zorgt ervoor dat de 
toepassing van passieve microgolfdata om bodemvocht te schatten vrij recht toe recht 
aan is en in het bijzonder voor de lage frequenties zoals L-band grote mogelijkheden 
biedt voor hydrologische toepassingen. Er bestaat een vrijwel lineaire relatie tussen de 
helderheidstemperatuur TB en bodemvochtgehalte 6 van de bovenste 6 cm. Bij hoge 
vegetatiebedekking is er een probleem en het is dan ook hier waar nog vooruitgang 
geboekt kan worden: beter modelleren van de vegetatieinvloed of een combinatie van 
meerdere frequenties. De fouten in het schatten van bodemvocht met passieve micro-
golftechnieken zijn klein, d.w.z. in het algemeen minder dan 5% zelfs voor gebieden 
met een gematigde hoeveelheid vegetatiebedekking. De standaardfout in de schatting 
(<5%) is vaak lager dan die van de gronddatametingen. 

De gevolgen van oppervlakteruwheid zijn klein in het geval van microgolf emissie, de 
invloed van de oppervlakte correlatielengte is zelfs verwaarloosbaar. Voor het schatten 
van bodemvocht kan dit effect goed beschreven worden door een eenvoudig model zoals 
dat van Choudhury et a/., (1979). 

De penetratie van L-band in vegetatie is onderhevig aan fysische grenzen, echter de 
gevoeligheid voor bodemvocht als een functie van het vegetatiewatergehalte is voor 
L-band nog steeds voldoende bij een vegetatiewatergehalte van 4 kg m - 2 . Voor C-
band zou deze hoeveelheid vegetatiewatergehalte al betekenen dat het signaal van de 
bodem verdwenen is. 

Extrapolatie van de resultaten naar metingen vanuit de ruimte zou betekenen dat de 
invloed van "mixed pixels" zou toenemen als gevolg van de lage ruimtelijke resolutie 
van ongeveer 30 km voor L-band. Bij deze schaal wordt ook de macroruwheid van 
belang. De AMSR en AMSR-E, met C-band, zullen de eerste radiometers zijn met een 
ruimtelijke resolutie van ongeveer 50 km die inzicht kunnen verschaffen in de schatting 
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van bodemvocht vanuit de ruimte, ondanks de aanzienlijke invloed van vegetatie. De 
geplande L-band ruimteradiometer SMOS (Soil Moisture Ocean Salinity missie) zal 
een belangrijke stap in de richting worden van operationeel gebruik van microgolf 
bodemvochtschattingen op globale schaal. 

In het actieve geval is de relatie tussen de dielectrische eigenschappen en microgolfver-
strooiing niet zo sterk als in het passieve geval, omdat de oppervlakteruwheid en 
vegetatiestructuur een grotere invloed hebben op de microgolfVerstrooiingscoefficient 
o°. 

Het INVIEM model is toegepast op ERS-1 SAR data van Niger (HAPEX-Sahel) en 
de resultaten zijn vergeleken met het bodemvocht gemeten over de bovenste 6 cm van 
de bodem. Hoewel deze diepte groter is dan de 'sensing' diepte die bij dit instrument 
wordt aangenomen (namelijk 2 cm) is aangetoond dat de schattingen binnen het 
verwachte #-bereik liggen en dat de in-situ gemeten 0-waarden constant hoger zijn. 
Dit laatste is verklaarbaar omdat de bovenste laag van 0-2 cm normaal gesproken 
droger is dan de bemeten laag van 0-6 cm. De invloed van bodemtextuur op de ERS-
1 bodemvochtschattingen is klein vergeleken bij de effecten van speckle en vegetatie. 

JPL-AIRSAR data is toegepast met behulp van de gegevens van Spanje (EFEDA-
Spain). Zowel het INVIEM model als het INVOSU model konden worden toegepast 
omdat AIRSAR beschikt over polarimetrische data. In het algemeen geeft het IN­
VIEM model vergeleken met het INVOSU model meer aannemelijke schattingen van 
bodemvocht voor zover dat kan worden afgeleid uit de beperkte gronddata en visuele 
interpretatie. 

Het voordeel van het INVIEM model over INVOSU is dat het kan worden toegepast 
op zowel enkelvoudig polarisatie alsmede polarimetrische data. Het INVOUSU model 
behoeft geen a-priori kermis ten aanzien van de karakteristieken van het oppervlak, 
behalve gegevens over het type bodem. INVIEM behoeft in de huidige vorm invoer 
van oppervlakteruwheden. Tot op heden is de toepassing van beide modellen beperkt 
tot kale bodems en ze zijn daarom beperkt in hun toepasbaarheid. 

JPL-AIRSAR data zijn ook gebruikt in het Washita'94 experiment. Een vergelijk-
ing langs transect 2 in het 'rangeland' veld tussen TDR bodemvochtmetingen over 
een diepte van 6 cm en C-, L- en P-band INVIEM bodemvochtschattingen geeft 
goede resultaten voor C- en L-band. De 'root mean square' (RMS) fout voor C-
en L-band schatting is 3%. De P-band bodemvochtschattingen zijn constant hoger, 
hetgeen te verwachten is omdat deze schattingen een effectief gemiddelde hoeveelheid 
bodemvocht voorstellen over een grotere diepte dan voor C- en L-band. 

De effecten van erosiecontouren op de in-situ bodemvochtmetingen kunnen niet wor­
den waargenomen in de AIRSAR bodemvochtschattingen. De ruimtelijke resolutie 
van ongeveer 10 m van AIRSAR is blijkbaar niet hoog genoeg om deze variabiliteit 
van 6 op te pakken. 

In Zweden zijn de EMISAR data gebruikt tijdens de FOREST-Dynamo experimenten. 
EMISAR bodemvochtschattinge zijn in het algemeen te laag vergeleken bij de gemeten 
bodemvochtwaarden. Dit kan worden toegeschreven aan het feit dat het IEM model 
niet geschikt is voor periodiciteit of anisotropic in de ruwheidskarakteristieken en 
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daarom in deze gevallen een te lage verstrooiingscoefficient o° voorspelt dan werkelijk 
is gemeten. Daarnaast kan er ook nog een verschil zijn tussen de gemeten ruwheid en 
de wijze waarop deze is meegenomen in het model. De in-situ gemeten RMS hoogte 
en correlatielengte hoeven niet overeen te komen met de voor radarverstrooiing rele-
vante ruwheidsmaten. De verstrooiing is waarschijnlijk veroorzaakt door een gladdere 
onderlaag. De soms slechte overeenkomst tussen geschat en gemeten bodemvocht kan 
ook nog worden veroorzaakt door callibratiefouten in de EMISAR data. Met name 
omdat C- en L-band niet gelijktijdig zijn gevlogen. 

Zowel C- en L-band schattingen komen beter overeen met de bodemvochtmetingen 
genomen met de TDR probe die onder een vlakkere hoek ten opzichte van het op-
pervlak gestoken zijn, resulterend in een bemonsteringsdiepte van ongeveer 2-3 cm. 
De meeste schattingen liggen binnen 5% van de metingen. Voor alle experimenten is 
de standaardfout in de actieve microgolf bodemvochtschattingen in afwezigheid van 
vegetatie vaak lager (<5%) dan de grondmetingen. 

De effecten van oppervlakteruwheid zijn in het algemeen groter in het geval van ver­
strooiing dan in het geval van emissie, met name voor de laatste is de invloed van 
de oppervlaktecorrelatielengte verwaarloosbaar. De mogelijkheden voor bodemvocht-
bepaling worden sterk beperkt in het geval van verstrooiing omdat de oppervlak­
teruwheid net zo belangrijk is als de dielectrische eigenschappen van het oppervlak. De 
meeste modellen die de verstrooiing aan het oppervlak beschrijven gebruiken de RMS 
van de hoogteverschillen en de oppervlaktecorrelatielengte. Vervanging van met name 
de laatstgenoemde parameter door een meer geschikte, meer gevoelige parameter zou 
het gedrag en toepassing van oppervlakteverstrooiingsmodellen kunnen verbeteren. 

Het gebruik van actieve microgolfmetingen om bodemvocht te schatten is niet zo 
eenduidig als in het passieve geval. De modellen presteren goed binnen hun geldig-
heidsbereik (aangaande oppervlakteruwheid en vegetatiebedekking). Van de drie in 
de modellen gebruikte banden heeft L-band op dit moment de voorkeur omdat: 

• het een grotere 'sensing'diepte heeft en vergeleken met C-band minder door 
vegetatie belemmerd wordt; 

• het al beschikbaar is vanuit de ruimte met sensoren zoals: JERS-1 en SIR-C; 
• het in een beschermd frequentiegebied ligt hetgeen niet geldt voor P-band. 

P-band geeft schattingen over grotere diepten en wordt 2elfs nog minder door vegetatie 
belemmerd, wat voor hydrologische toepassing de voorkeur heeft. Echter voor P-band 
is een pure oppervlakteverstrooiings benadering niet geldig omdat in veel gevallen 
volumeverstrooiing plaatsvindt. Om dit effect mee te nemen moeten andere modellen 
ontwikkeld worden die zowel oppervlakte als volumescattering combineren. Verder is 
de calibratie van vhegtuigmicrogolfdata lastig en de data blijken soms niet consis­
tent te zijn vanwege menselijke fouten (bijv. fouten in de software), wat de validatie 
moeilijk maakt. Het gebrek aan P-band data (en met name het ontbreken daarvan 
vanuit de ruimte) en de moeilijkheid van de validatie van de resultaten (conventionele 
methoden zijn ongeschikt vanwege de grote 'sensing'diepte van P-band) zorgen dat 
P-band tot op heden minder favoriet is vergeleken met L-band. Meer onderzoek en 
gegevens zijn nodig om de mogelijkheden van P-band microgolf remote sensing aan 
te tonen, omdat het de enige band is met een 'sensing' diepte die in de buurt komt 
van de diepte van de wortelzone. 
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In het algemeen zijn er drie probleemgebieden die aangepakt moeten worden voordat 
actieve microgolf remote sensing operationeel gebruikt kan worden om bodemvocht 
aan het oppervlak te schatten. 

• De effecten van oppervlakteruwheid op verschillende schalen moet beter 
worden beschreven en meegenomen. 

• De effecten van vegetatie (-bedekking) moet meegenomen worden. Vegetatie 
kan, in het geval van actieve microgolven, zelden gemodelleerd worden als 
een dempingslaag zoals in het passieve geval gebeurt. Huidige stralingstran-
sportmodellen zijn te complex om te inverteren. Daarnaast is de hoeveelheid 
invoerparameters nodig om de vegetatie te beschrijven te groot, zelfs voor 
uniforme vegetatiebedekking binnen een resolutiecel. 

• Mixed pixels (gemengde beeldelementen) en in het algemeen het probleem 
van opschaling maken operationalisering nog complexer. 

Een oplossing zou een benadering kunnen zijn die gebruik maakt van multitemporele 
veranderingsdetectie waarbij de oppervlakteruwheid en in bepaalde gevallen ook de 
vegetatie als constant kunnen worden beschouwd In de praktijk betekent dit ofwel 
lagere ruimtelijke resolutie vanuit de ruimte of wel een lagere bedekkingsgraad. 

Samenvattend kan men stellen dat de hoger haalbare ruimtelijke resolutie in combi-
natie met een goede temporele resolutie ervoor zorgen dat actieve microgolfinstru-
menten een goede aanvulling zijn op de passive instrumenten, onder de voorwaarde 
dat bruikbare frequenties zoals C-, L- en P-band gebruikt worden. Voor de meeste hy-
drologische toepassingen zou een combinatie van een volledig polarimetrisch of multi-
polarisatie L- of P-band systeem het meest geschikt zijn, met name bij een hoge 
temporele resolutie. 

Een gevoeligheidsanalyse van bodemvochtschattingen van kale bodems door middel 
van Monte Carlo simulaties geeft een basis om de kwantitatieve waarde te bepalen 
van de ruimtelijke informatie van gedetailleerde remote sensing data. Het voordeel 
van remote sensing data, met name bij een hoge ruimtelijke resolutie is dat het aantal 
elementen (pixels) gebruikt kan worden om schattingen te verkrijgen met kleinere 
random fouten. Dit kan worden bewerkstelligd door het middelen over een beperkt 
aantal elementen ten koste van een lagere ruimtelijke resolutie. Dit middelen kan alleen 
worden gedaan over stationaire heterogene doelen zodat er geen menging plaatsvind 
van metingen die aan verschillende fysieke objecten gerelateerd zijn. 

In het algemeen zijn de gemiddelde standaardfouten groter voor de individuele pixel 
bodemvochtschattingen van Niger vergeleken met die van Spanje. Bij vergelijking 
van de schattingen op veldbasis wordt de fout beduidend lager, zelfs lager dan de 
schatting op veldbasis van Spanje. Voor de schatting op veldbasis is er nauwelijks 
verschil tussen die gevallen met of zonder speckle. Voor de individuele pixel schatting 
is er een constant verschil van 0 tussen de gevallen met en zonder speckle. Speckle 
introduceert dus een off-set of additionele constante fout in de schatting op individuele 
pixelbasis. 

De vergelijking van ERS-1 bodemvochtschatting met de PBMR bodemvochtschat­
tingen laten zien dat de trend tussen beide overeenkomt maar dat de fluctuaties in 
ERS-1 data veel meer fluctueert. Dit laatste kan verklaard worden door de grotere 
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gevoeligheid van SAR data voor andere oppervlaktekarakteristieken (bijv. vegetatie) 
dan bodemvocht en dat deze kenmerken sterker zijn dan het effect van bodemvocht. 
Er is aangetoond dat twee verschillende typen sensoren consistente resultaten kunnen 
geven, al is het dan wel binnen de grenzen van de modellen die gebruikt zijn, d.w.z. 
over ruimtelijk stationaire homogene oppervlakken met lage vegetatiebedekking. 

In Hoofdstuk 7 is het gebruik van remote sensing bodemvochtschattingen 6 in het 
kader van toepassingen in hydrologische en meteorologische modellen geplaatst. Deze 
toepassing van 9 kan varieren van gebruik als initiele of randvoorwaarde voor het 
model tot het calibreren en valideren van modelresultaten. Data-assimilatie van di­
rect gemeten parameters zoals Tg en a° in plaats van met behulp van remote sensing 
geschatte 8 is een elegantere en breder toepasbare benadering van gebruik van remote 
sensing parameters in hydrologische en meteorologische modellen. Verder is nog een 
blik op de toekomst geworpen ten aanzien van het gebruik van microgolf remote sens­
ing binnen de hydrologie en meteorologie. Met de lancering van een L-band radiometer 
rond 2005 mag men verwachten dat 'real time' toepassingen van met remote sensing 
bepaald bodemvocht operationeel gaat worden. Andere geplande sensoren en platfor-
men zoals PALSAR en ALOS zullen alleen maar bijdragen aan deze ontwikkeling door 
het toevoegen van nieuwe mogelijkheden aan de al operationele SAR instrumenten in 
de ruimte . 



Appendix A 

Determination of dielectric 
properties of materials 

A.l Time domain reflectometry 
Time domain reflectometry has become a popular way of determining indirectly soil 
moisture since the beginning of the 1980's. It is based on the principle that electro­
magnetic waves are attenuated in soils, depending on their dielectric properties. These 
properties are considerably influenced by the soil water content (Topp et al., 1980; 
Heimovaara, 1988). Time domain reflectometry is a relatively fast and easy method 
to perform in situ soil moisture measurements. It is almost non destructible, non haz­
ardous and accurate especially when calibrated for the soils under investigation. For 
an overview of other methods to determine soil moisture content the reader is referred 
to Schmugge et aJ.(1980) and Stafford (1987). 

Time domain reflectometry uses an electromagnetic pulse which is sent through a 
transmission line. The propagation velocity of the electromagnetic wave or pulse is 
measured by detecting the reflected pulse from the end of the line and measuring the 
delay time between transmitted and reflected pulse. The dielectric constant can be 
found by applying the following equations. The speed of a pulse or the wave velocity 
in a transmission line or a medium of permittivity e and permeability /J, is: . 

v = " ^ (A.1) 

It is usually assumed that the soil has /x = fi0 = (CQ£O) (c.f. Eq. C.5), i.e. the soil 
is non-magnetic (this may not always be the case). 

If the length I of the transmission line is known then the wave velocity can be deduced 
from the measured time difference At, i.e. the time between sending the pulse and 
receiving the reflected pulse: . 

- s <A-2> 
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Combining Eqs. A.l and A.2 gives the apparent dielectric constant: 

m (A.3) 

The apparent dielectric constant will approach the true value of the permittivity 
of the mixture only if the medium is not dispersive, i.e. their dielectric behaviour 
varies with varying frequency. Since wet soils are generally dispersive at frequencies 
in the low gigahertz range (Hoekstra & Delaney, 1974) the TDR pulse should contain 
no such frequencies by the time it returns from the end of the transmission line 
(Smith & Tice, 1988). This can be achieved by using a relatively slow rise time of the 
pulse, e.g. 140 ps, resulting in hardly any frequencies above 800 MHz and making the 
length of the transmission line exceed 20 cm such that low frequencies dominate the 
reflection because the high frequencies are dispersed along the line (Smith & Tice, 
1988). Compared to the dielectric probe discussed in the next paragraph time domain 
reflectometry is more accurate and sensitive, but provides results over a smaller range 
of frequencies. 

A.2 Other methods 
There are numerous methods to determine the permittivity of a material. They all 
have there strong and weak points depending on the type of material, frequency range, 
accuracy and rapidness required. In this paragraph three of the most popular methods 
will be briefly discussed. 

The first method uses an open ended coaxial probe. This probe is an coaxial line that 
ends abruptly at the tip, which is in contact with the material under investigation 
(Gabriel & Grant, 1989; Engelder & Buffler, 1991). The signal reflected from this 
interface can be related to the materials dielectric properties. This method is relatively 
fast, easy to use and gives information over an large frequency range (e.g. 200 MHz 
- 20 GHz, other ranges are also possible). A disadvantage is that it has a limited 
accuracy especially for materials with low permittivities, but for most purposes it is 
more than adequate. An important restraint is that the probe surface must have full 
contact with the material under test. Small irregularities like air cavities, when they 
are not a constituent of the material, will influence the measurements greatly. 

The second method is based upon resonant cavities. These cavities resonate at a 
known microwave frequency. When a small sample of a material is put inside this 
cavity it will change the amount of microwave energy that is absorbed, reflected and 
transmitted and thus change the resonance frequency of the cavity. Using a network 
analyzer one can detect these changes and calculate the dielectric properties of the 
material. By using resonant cavities it is possible to get very accurate information, 
however only at one particular frequency on the dielectric properties even for very 
low values of e" . Other disadvantages of the method are that resonant cavities are 
difficult to design and use (Engelder k Buffler, 1991). 
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A third method is based upon the transmission line theory like TDR, but is now 
capable of providing information over the whole frequency spectrum. A network ana­
lyzer generates a signal and measures the amount of energy reflected and transmitted 
through the material that is placed inside the transmission line. Subsequently the 
permittivities can be determined. This method is more accurate and sensitive than 
the coaxial probe method but it is less suited for lower frequencies and it has a nar­
rower range of frequencies. The measurements are also more time consuming and more 
difficult. 

The last method mentioned here is naturally the use of remote sensing instruments, 
especially microwave instruments, to determine the dielectric properties of the soil 
surface. In the next chapter a more thorough treatment on the use of these instruments 
is given. Derivations and inversion of soil dielectric mixture models 
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Appendix B 

Platform and Sensor 
Description 

The data give in this appendix is in part from Morain and Budge (1997) and Kramer 
(1994). 

B. l Space-borne platforms and sensors 

B.l . l ERS 

The European Remote Sensing (ERS) satellite has been developed and operated un­
der auspicien of the European Space Agency (ESA). The satellite has various types of 
instruments. The ERS-SAR and the wind scatterometer (WSC) are part of the active 
microwave instrument (AMI) which has four antennas (three for the windscatterom-
eter and one for the SAR. The SAR and the WSC cannot operate simultaneously 
since certain instruments of the AMI are shared by both sensor systems. Two ERS 
platforms have been launched and its successor will be ENVISAT 

Mission Objectives 

ERS-1 is intended for global measurements of sea wind and waves, ocean and ice 
monitoring, coastal studies, and limited land sensing. ERS-2 will augment the land 
sensing capabilities by adding three visible channels. 
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System Characteristics 

ERS-1 
Launch: 
Date: 
Vehicle: 
Site: 
Orbit: 
Altitude: 
Type: 
Inclination: 
Revisit: 
Coverage: 
Equatorial crossing: 
Period: 
Stabilization: 
Dimensions: 
Mass: 
Size: 

Instruments: 
Design lifetime: 
Prime Contractors 

Data Availability 

1991 
Ariane V44 
Kourou, French Guiana 

782-785km 
LEO, sun-synchronous (13 orbits/day) 
98.52 
35 days (501 revolutions) 6 days at 60°latitude 
Global 
10:15 
100 minutes 
3 axis 

2384kg MS 
11.8m x 11.7m x 2.4m 
Solar paddles: 2.4m x 5.8m 
AMI-SAR, RA, ATSR, PRARE1, MS 
3 years 
Dornier, Deutsch Aerospace 

There is world-wide cooperation in data reception and exchange. Data processing 
and archiving facilities are located in Prance, Italy, the UK, and Germany. In 1992 
ESA authorized three data distributors: RADARSAT (Ottawa, for Canada and USA); 
Eurimage (Rome, Italy for Europe, North Africa and Middle East); and SPOT Image 
(Toulouse, Prance for remainder of world). 

B.1.2 AMI-SAR 
Sensor Description 

Active Microwave Imager-Synthetic Aperture Radar (AMI-SAR) operates as a syn­
thetic aperture radar and as a wind/wave scatterometer 

Data Availability 

Data are down-linked to Kiruna, Sweden; Gatineau, Canada; and Maspalomas, Ca­
nary Islands (Spain). Image data are normally collected only 7.5 minutes on each 90 

1. PRARE is used for accurate orbit determination in support of RA. It failed after 3 weeks in 
orbit. 
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Table B.l: 
Dates of Operation: 
Primary Mission: 

Owner/ Operator/ Platform: 

Contractor: 
Power/ Mass: 
Data Rate/ Duty Cycle: 

Antenna Description: 

Swath (Scan Angle): 

Pulse Description/ Data 
Precision and Accuracies: 
Frequencies 
Band-width 
Radiometric Resolution 

Spatial Resolution 

Calibrations/ Corrections: 

ERS SAR instrument characteristics 
1991-
Measure wind speed and direction; 
monitor ocean waves, land resources, and sea ice 
European Space Agency/ Centre National d'Etudes 
Spatiales/ ERS-1 
Marconi Space Systems 
ND /ND 
105Mbps (image mode), 
370kbps (wave mode)/ 79.5 minutes per orbit; 
~10% image mode, 70% wave mode; 
max along-track coverage per orbit = 4000km 
Wind scatterometer = 3 antennas 
(mid 0.35m x 2.3m; fore and aft 0.25m x 3.6m) 
80.4km - 99km (20.1°- 25.9° 0 inc range) imaging 
and wave modes; 500km (scatterometer mode); 
FOR = 250km right side of nadir 

ND 
5.3 GHz5.66 cm, C-bandV V polarization 
15.55 MHz 
2.5dB at -18dB (scatterometermode); 
5 bit quantization (image mode) 
8m-200m (processingdependent) 
nominally30m for image and wave modes and 
50 km for wind scatterometer;geolocation £ 1km 
Wavelength accuracy of ±25% over 100m - 1000m 
Direction accuracy of ±20° for wave scatterometer. 
Wind scatterometer data can be analyzed with 
±20° accuracy for wind vectors from 4m - 24ms - 1 

and 0° - 360° at incidence angles between 27 - 58° 
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minute orbit; 72 minutes are used for the "wind/wave" mode. The ERS-1 Help Desk, 
Prascati, Italy serves as the central user service facility. North American AMI-SAR 
image products are available through RADARSAT, Richmond, B.C. and through the 
University of Alaska SAR Facility at Fairbanks, AK. 

The ERS SAR is a single frequency and polarization radar operating at C-band (5.3 
GHz) and W-polarization. The spatial resolution of the instrument is approximately 
25m and the precision image data are delivered with a pixel size of 12.5m and the 
number of looks is three. The look angle of the instrument at the center of the swath 
is 23°. 

Windscatterometer 

The ERS Wind scatterometer (WSC) was designed to obtain information on wind 
speed and direction over the sea surface. It operates by measuring the variation in the 
radar reflectivity of the sea as a function of look angle due to the presence of small 
ripples made by the wind close to the water surface. The instrument consists of 3 
antennas producing 3 beams looking 45° forward, sideways and 45° backwards with 
respect to the satellite's flight direction. These beams continuously illuminate a 500 
km wide swath as the satellite moves along its orbit. Across the swath local incidence 
angles range from 18-47 ° for the mid beam and 25-59° for the forward and aft beams, 
and 19 measurements are made across the swath. Thus three backscatter measure­
ments at each grid point are obtained at different viewing angles and separated by 
a short time delay. These triplets are then used routinely to extract wind speed and 
direction over sea surfaces through the use of mathematical models. Measurements 
are also made over land surfaces and these triplets can therefore be used to retrieve 
surface parameters over land. 

The Wind Scatterometer has a spatial resolution of the order of 45 km along and 
across track with a radiometric stability of <0.57 dB, and a localisation accuracy of 
better than 5 km. The operating frequency is 5.3 GHz with vertical transmit and 
receive ( W ) polarization (See Table B.l). 
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B.1.3 JERS 
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Japan Earth Resources Satellite (JERS) with the L-band Synthetic Aperture Radar 
(JERS-SAR) is developed and operated under auspicien of the Japanese Space Agency 
(NASDA) 

Mission Objectives: 

The main purpose of JERS-1 is to observe Earth's entire land area, including Antarc­
tica. It is expected to obtain data useful for land survey, agriculture, forestry, fisheries, 
environmental protection, disaster prevention, and coastal monitoring. 

System Characteristics 

Launch: 
Date: 
Vehicle: 
Site: 
Orbit: 
Altitude: 
Type: 
Inclination: 
Revisit: 
Coverage: 
Equatorial crossing: 
Period: 
Stabilization: 

Dimensions: 
Mass: 
Size: 

Instruments: 
Design lifetime: 
Prime Contractors 

JERS-1 

1992 
H-l 
Tanegashima 

568km 
LEO, sun-synchronous 
97.7° 
44 days (659 revolutions) 
Global 
10:30 - 11:30 AM 
96 minutes 
4 reaction wheels, magnetorquers, 
gyros for 0-momentum attitude control; 
Earth and sun sensors provide 0.3° accuracy 

1340kg bus: 840kg instruments: 500kg 
0.93m x 1.83m x 3.16m (w/o SAR antenna 
k solar panel deployment) 
SAR antenna and panels: 11.9m x 2.4m 
SAR, OPS (VNIR, SWIR) 
2 years 
Mitsubishi Electric w/ NEC, Toshiba; JAROS 

B.1.4 JERS-1 SAR 
Data Availability: 

For information contact Remote Sensing Technology Center of Japan, Uni Rop-
pongi Bldg., 1-9-9, Roppongi, Minato-ku, Tokyo 106, Japan. JERS-SAR data are 
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Table B.2: JERS-1SAR instrument characteristics 
Dates of Operation: 
Primary Mission: 
Owner/ Operator/ Platform: 

Contractor/Prinicipal Participants: 
Sensor Description 
Power/ Mass: 
Data Rate/ Duty Cycle 

Antenna Description 
Swath (Scan Angle): 
Pulse Description/ Data 
Precision and Accuracies: 
Frequencies 
Band-width 
Radiometric Resolution 
Spatial Resolution 

Calibrations/ Corrections: 

1992-
Geology 
Japan/ National Space Development Agency 
of Japan/JERS-1 
JAROS; NASDA 
JERS-SAR is an L-band system 
1.3kW/ ND 
onboard storage = 72Gb/max along-track 
coverage per orbit — 9000km 
11.9m X 2.4m 
75km (35° incidence angle) 

PPS = 1500 
1.275 GHz L-band, HH polarization, SNR ~6dB 
15MHz 
noise equivalent scattering coefficient -20.5dB 
Azimuth 18m (3 looks); 
Range 18m; geolocation 100m 
Radiometric calibration accuracy < ldB 

recorded onboard and transmitted via 8.15GHz and 8.35GHz to NASDA/EOC (Ho-
toyama, Japan), Tokai University (Kumamoto, Japan), National Institute of Polar Re­
search (Syowa, Antarctica), Alaska SAR Facility (Fairbanks, Alaska), CCRS/Canada 
(Gatineau, Prince Albert), ESA (Kiruna, Sweden; Fucino, Italy; Mas Palomas, Gran 
Canaria), National Research Council of Thailand (Bangkok, Thailand), and Aus­
tralian Center for Remote Sensing (Belconnen, Australia) 
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B.1.5 LANDSAT 
System Characteristics 

Launch: 
Date: 
Vehicle: 
Site: 
Orbit: 

Altitude: 

Type: 

Inclination: 

Revisit: 

Coverage: 

Equatorial 

crossing: 

Period: 

Stabilization: 

Dimensions: 
Mass: 
Size: 

Instruments: 
Design lifetime: 
Prime 
Contractors 

Landsat-1, -2, -3 

1972, -75, -78 
Delta 
Vandenberg 

LI = 907 km 
L2 = 908 km 
L3 = 915 km 

LEO, 
sun-synchronous 
99° 

Ll=18 days 
L2 < 12 day revisit 
L3 < 12 day revisit 

Global 
(81° N k S latitude) 
LI = 8:50 am 
L2 = 9.08 am 
L3= 9:31 am 

103 min 
(14 orbits/day) 

±1.0°, 
±1.0° orbital plane (yaw) 

953kg 
3m x 1.5m 
with 4m solar paddles 
MSS, RBVGE 
1 year minimum 
Hughes, SBRC 

Landsat-4,-5 

1982-84 
Delta 
Vandenberg 

705km 

LEO, 
sun-synchronous 
98.2° 

16 days 
(233 orbits) 

Global 

9:45 am 

99 min 
(14 orbits/day) 
Gyro 
Earth oriented 

2200kg 
2m x4m 

MSS, TM 
3 years 
GE,Hughes, SBRC 

Landsat-7 

1998 
Delta II 
Vandenberg 

705 km 

LEO, 
sun-synchronous 
98° 

16 days 
(233 orbits) 

Global 

10:00 am 

ND 

3-axis 
to within 0.05° 

2200kg 
2.8m x 4.3m 

ETM+ 
5 years 
Lockheed/ Marti 
Hughes, SBRC 

Program Objectives 

The Landsat (Originally Earth Resources Technology Satellite - ERTS, USA) pro­
gram grew out of NASA's Earth Resources Survey Program with the collaboration 
and shared resources of other Federal agencies. First known as the Earth Resources 
Technology Satellite (ERTS-1), Landsat-1 was the "proof-of-concept" that Earth-
orbiting satellites could effectively monitor natural and cultural resources. Subse­
quent Landsats have continued to define spectral and spatial requirements for next 
generation sensors and stimulated research to determine optimum data processing 
and interpretation. Quickly after launch of Landsat-1 in 1972, quasi-operational uses 
for synoptic Earth data began to emerge. To accommodate this "instant" success, 
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Congress moved the "ground segment" responsibility first to the USGS EROS Data 
Center in Sioux Falls, and shortly thereafter, to the Department of Commerce. In late 
1985 Congress privatized both the "space" and "ground segments" by transferring 
responsibility to EOSAT Corporation; but in 1992 returned federal control to NASA 
and DOD. Landsat-6 failed to achieve orbit in 1993. Landsat-7 is a joint effort by 
NASA (provider), NOAA (operator) and USGS (archivist) 

Instruments 

MSS: The Mulitspectral Scanner is a 4-channel whisk-broom optical mechanical 
instrument that provides 80m ground resolution on a 16-18 day revisit cycle. Although 
based on 1960s technology, it provided humankind's first synoptic imagery of the globe 
from low Earth orbit. 

RBV: The Return Beam Vidicon was a three-camera video system designed for what 
was then regarded as high accuracy cartographic mapping data. It was a successful 
proof-of-concept instrument, but one that was eclipsed in the science community by 
the more versatile and popular MSS. 

TM: Thematic Mapper is a 7-channel whisk-broom scanner providing 30m ground 
resolution. It offers an order-of-magnitude improvement in spectral and spatial data 
collection for Earth resources. 

ETM and ETM+: Enhanced Thematic Mapper was designed as a sensor improve­
ment for Landsat-6, but never achieved orbit. Its conceptual successor, ETM+, is 
designed as a 4-channel VNIR and 2-channel SWIR sensor having 30m ground reso­
lution; a panchromatic, 15m channel; and a 2-channel LWIR having 60m resolution. 
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Table B.3: LandsatTM sensor characteristics 
Dates of Operation: 1982 -
Primary Mission: Monitor Earth resources 
Owner/ Operator/ Platform: USA/ NASA, EOSAT Corp./ Landsat-4, -5 
Contractor/ Prinicipal Participants: Hughes Santa Barbara Research Center 
Power/ Mass/: 385W (peak)/ 258kg/ 
Data Rate/ Duty Cycle 85Mbps/ 100% 

Channel 1-5:16 detectors/channel = Si 
Detector Technology: Channel 6: 4 detectors = HgCdTe 

Channel 7: 16 detectors = InSb 
Swath (Scan Angle): FOV = 15.39°, 185km at 705km altitude 

B.1.6 LANDSAT TM 
Thematic Mapper (TM)Heritage = MSS 

Sensor Description 

TM is a 7-channel scanning radiometer. Scene energy is collected in both directions 
cross-track while spacecraft forward motion provides the scan along-track. Light re­
flected from the scan mirror is directed to a 40.6cm clear aperture Ritchey-Chretien 
telescope with fl = 243cm. The variation in radiant flux passing through the field stop 
onto the detectors creates an electrical output that represents the radiant history of 
the line. 

Detectivity/ Accuracy/ Precision/Stability 

Table B.4: Radiometric Performance of the Landsat TM sensor 
Spec. Meas. 

NEA/9 1. 
2. 
3. 
4. 
5. 
7. 
6. 

0.8% 
0.5% 
0.5% 
0.5% 
1.0% 
2.4% 
0.5°C (300-320K) 

L-4 
0.16 
0.18 
0.20 
0.19 
0.23 
0.41 
0.12 

L-5 
0.16 
0.21 
0.23 
0.22 
0.25 
0.37 
0.13 NEAT 

Calibrations/ Corrections: 

Three radiance controlled tungsten filament lamps are used for the reflective channels, 
and a blackbody, controllable to three known temperatures, is used for the thermal 
band. A black surface of known temperature provides the source for a dc-restoration 
of all bands. The calibrator is an oscillating shutter mechanism that is synchronized 
with the scan mirror to bring the calibration sources sequentially into view of the 
detectors during each scan-mirror turnaround. 
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Table B.5: Landsat-TM instruments channel characteristics 
Channel 

1 
2 
3 
4 
5 
6 
7 

Spectral Channels/ 

Frequencies 
0.45/mi - 0.52^m 
0.52/mi - 0.60/zm 
0.63/xm - 0.69/zm 
0.76/xm - 0.90/xm 
1.55/xm - 1.75^m 
10.40/im - 12.50/xm 
2.08/im - 2.35/xm 

Band-width 

70nm 
80nm 
60nm 
140nm 
200nm 
2.10/xm 
270nm 

Radiometric 
Resolution 

8 bit quantization 

Interband registratioi 

Spatial 
Resolution 

30m 
30m 
30m 
30m 
30m 
120m 
30m 

a = 0.1 IFOV 

Data Availability: 

EOSAT, 4300 Forbes Blvd., Lanham, MD 20706-9954, (301) 552-0537; USGS EROS 
Data Center, Sioux Falls, SD 57198, (605) 594-6099, 

DAAC URL: http://sunl.cr.usgs.gov/landdaac/landdaac.html 

http://sunl.cr.usgs.gov/landdaac/landdaac.html
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B.1.7 Space Shuttle 
Program Objectives 

NASA's Space Shuttle system remains the most technologically advanced and com­
plex machine on Earth. Its major components are: the orbiter spacecraft; the three 
main engines; the external tank that feeds the main engines; and the two solid rocket 
boosters. The orbiter is the heart of the Space Transportation System. About the 
same size and weight as a DC-9 aircraft, the orbiter contains the pressurized crew 
compartment which can carry up to seven crew members, the cargo bay, and the 
three main engines mounted aft. The Space Shuttle's cargo bay is designed for ver­
satility. Large enough to accommodate a tour bus 18.28m x 4.57m, the cargo bay 
carries satellites, spacecraft, and Spacelab scientific laboratories to and from Earth 
orbit. Although there are numerous Shuttle missions and a variety of Earth obser­
vation experiments, data are not necessarily gathered continuously over every orbit, 
throughout each mission, or throughout the life of the phenomenon being recorded. 

System Characteristics 

Launch: 
Date: 
Vehicle: 
Site: 
Orbit: 
Altitude: 
Type: 
Inclination: 
Revisit: 
Coverage: 

Equatorial crossing: 
Period: 
Stabilization: 
Dimensions: 
Mass: 
Size: 
Instruments: 
Design lifetime: 

various 
Orbiters Discovery, Challenger, Endeavor, Atlantis, Columbia 
Cape Canaveral 

ca. 300km 
LEO, equatorial 
±57° 
NA 
Global 
57° N & S latitude 
Instruments: 
90 minutes 
ND 

98,500kg (variable) 
17.2m x 40m w/23.6m wingspan 
Variable (mission specific) 
Reusable (mission life 1 - 3 weeks) 

B.1.8 SIR-C 
Shuttle Imaging Radar-C (SIR-C/X-SAR)(aka SRL-1, -2) 

Sensor Description 

SIR-C/X-SAR operates simultaneously at three frequencies. The antenna design is 
a new generation that allows the radar beams to be steered electronically without 
physically moving the antenna. The footprint remains illuminated for up to 0.5 seconds 
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during which time it is irradiated with 600-900 pulses. The "synthetic" length of the 
antenna is the distance traveled by the spacecraft during the period of illumination. 
The longer the synthetic antenna (aperture), the better the ground resolution after 
data processing. The two missions in 1994 (SRL-1, -2) were designed to collect seasonal 
data over the same sites for discipline oriented research. 

Dates of Operation: 1994 
Primary Mission: Provide calibrated data to compare with 

ERS-1, JERS-l,and RADARSAT to 
obtain time series data of geophysical attributes; 
provide multifrequency radar images 
USA/ NASA/ Space Shuttle Endeavor 
(STS-59, STS-68) 

Owner/ Operator/ Platform: 

Contractor/ 
Principal Participants: 

Power/ Mass 
Data Rate/ Duty Cycle 
Antenna Description 

Swath (Scan Angle): 

Pulse Description/ Data 
Precision and Accuracies: 
Frequencies 

Band-width 
Radiometric Resolution 
Spatial Resolution 

Calibrations/ Corrections: 

Jet Propulsion Laboratory (SIR-C); Div. (Antenna); 
Ball Aerospace Communications Systems; 
Deutsche Argentur fur Raumfahrtangelegenheiten; 
Agenzia Spaziale Italiana (X-SAR) 
2kW/ 5600kg 
90Mbps via TDRSS (each for K- and C-bands)/ ND 
C-band microstrip panel = 12m x 0.75m 
L-band microstrip panel = 12m x 2.95m 
X-band slotted waveguide panel = 12m x 0.4m 
L- k C-band = 70km (incidence 15° - 60° ) 
X-band = 15km - 45km (35° - 70°) 

PRF = 1200-1800pps 
1.25GHz, 23cm L-band HH, HV, W , VH pols. 
5.3GHz, 6cm C-band HH, HV, W , VH pols. 
9.6GHz, 3cm X-band V V polarization 
ND 
ND 
L- & C-band = 30m (azimuth) ;10-20m (range) 
X-band = 30m (azimuth); 10- 20m (range) 
ND 

Data Availability 

(1) Data are digitally coded and recorded onboard. Only one SAR data stream at a 
time is possible; Ku-band via TDRSS. Image size is 100km x 50km. Public Affairs 
Office, Jet Propulsion Laboratory, 4800 Oak Grove Drive, Pasadena, CA, (818) 354-
4321, fax (818) 354-3437, URL: http://www.jpl.nasa.gov/ (2) for SIR-C data via ftp, 
contact Customer Services, EROS Data Center, Sioux Falls, SD 57198, (605) 594-6511, 
fax (605) 594-6589, 

URL: http://sunl.cr.usgs.gov/landdaac/landdaac.html 

http://www.jpl.nasa.gov/
http://sunl.cr.usgs.gov/landdaac/landdaac.html
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Satellite Pour l'Observation de la Terre (SPOT) (originally named Systeme Probe-
troire d'Observation del la Terre) - France 

Mission Objectives 

The SPOT program is committed to commercial remote sensing on an international 
scale and has established a global network of control centers, receiving stations, pro­
cessing centers and data distributors. The SPOT satellite is owned and operated by 
the Centre National d'Etudes Spatiales (CNES), the French space agency. Worldwide 
commercial operations are anchored by private companies: SPOT Image Corporation 
in the U.S.; SPOT Image in France; SATIMAGE in Sweden; and distributors in over 
70 other countries. Central to SPOT'S commercial approach is the commitment to 
launch a minimum of five satellites. This ensures a continuous source of image data 
into the 21st century and a strong foundation for continued industry growth. 

System Characteristics SPOT (1-5) 

Launch: 
Date: 
Vehicle: 
Site: 
Orbit: 
Altitude: 
Type: 
Inclination: 
Revisit: 
Coverage: 
Equatorial crossing: 
Period: 
Stabilization: 

Dimensions: 
Mass: 
Size: 
Instruments: 

1986, 1990, 1993, 1994, 1998 
Ariane V16; Ariane V34 
Kourou, French Guiana 

832km 
LEO, sunsynchronous 
98.7° 
26 days (satellite ground track); 1-3 days (off nadir mode) 
Global 
10:30 
101 minutes 
3-axis pointing accuracy 0.1° 
maintained by 3 momentum wheels 

1750 kg 
2m x 2m x 2.5m 
HRV (2 each on SPOT-1, -2, -3); POAM-II, (SPOT-3); 

Design lifetime: 
Prime Contractors 

HRVIR (SPOT-4); VMI (SPOT-4) 
3 years (SPOT-1 thru 4); 5 years (SPOT-4, -5) 
Matra Marconi with Aerospatiale, Sodern 

B.1.10 High Resolution Visible Sensor (HRV) 
Sensor Description 

HRV sensor operates in two modes: Multispectral Mode and Panchromatic Mode. 
Each SPOT payload consists of two identical HRV imaging instruments that are 



186 Appendix B. Platform and Sensor Description 

Table B.6: SPOT HRV instrument characteristics 
Dates of Operation: 1986-
Primary Mission: Obtain Earth imagery for land use, agriculture, 

forestry, geology,cartography, 
regional planning, and water resources 

Owner/Operator/Platform: France, Sweden, Belgium/ 
Centre National d'Etudes Spatiales/ SPOT-1, -2, -3 
Matra Marconi Space 
170W direct transmission; 270W recorder playback/ 
one HRV = 250kg 
25Mbps, each mode/ 100% 
On SPOT-1 each spectral band 
uses Fairchild's 122 DC detectors; 
SPOT-2,-3 use four 
Thompson-CF TH 7801A 1728-element CCD arrays. 
All are pushbroom linear CCD arrays. 
Each linear CCD consists of 6000 detectors. 
FOV = ±2.08°; 117km with 3km overlap with up to 27° 
off-nadir viewing to create 970km swath via 
.a tilting mirror that permits viewing on 7 
successive passes at 0° lat. and 11 passes at 45° lat 

Contractor: 
Power/ Mass/: 

Data Rate/ Duty Cycle 
Detector Technology: 

Swath (Scan Angle): 

pointable in the cross-track direction up to 27°from nadir. The viewing mirror is 
operated by a stepping motor that can tilt the mirror in 0.3°steps (= 0.6°change in 
the line-of-sight or about 8.7km on the ground). This enables the HRV to image a 
swath up to 475km off nadir (~4.5 ground tracks). The telescope is a modified Schmidt 
with a focal length of 108.2cm and aperture of 33cm. 

Detectivity/ Accuracy/ Precision/Stability 

SNR MTF at Nyquist Frequency 
row 0.23 
column 0.17 

Pan 290 
1 380 
2 390 
3 400 

RMS Location Accuracy 
300m 

Calibrations/ Corrections: 

Calibration is performed weekly by taking each unit temporarily out of service. The 
procedure is performed by closing the mirror over the aperture during the nighttime 
ascending node. A tungsten-filament halogen lamp illuminates the detectors. The 
irradiance varies over the focal plane but the pattern is known and correctable. There 
is also a solar calibration, and interband, absolute, and multidate calibrations. 
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Table B.7: SPOT instrument spectral band characteristics 
Channel Spectral Band Radiometric Spatial 

Channels -width Resolution Resolution 

1 50/xm - .59/un 
2 61/um - .68^m 
3 79fj,m - .89/Ltm 
4 51/tm - .73/mi 

(panchromatic) 

Data Availability 

90nm 8 bit quantization 
70nm 
lOOnm .. 
220nm 6 bit quantization 

multispectral mode = 20m 
(image area = 60km x 60km) 
3000 pixels/ line 
panchromatic mode = 10m 
(image area = 60km x 60km) 
6000 pixels/ line 

Commercial data distributed by SPOT Image SA, 5 rue des Satellites, BP 4359, 
F-31030, Toulouse Cedex, 6219 4040, fax 6219 4011; and SPOT Image Corp., 1897 
Preston White Drive, Reston, VA 22091-4368, (703) 620-2200, fax (703) 648-1813. 
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B.2 Airborne sensors 
B.2 .1 E M I S A R 

Electromagnetics Institute Synthetic Aperture Radar (EMISAR) 

Sensor Description 

EMISAR began as a single polarization C-band SAR but has been upgraded to a dual 
frequency polarimetric (C- and L-band) instrument and C-band interferometric SAR. 

Dates of Operation: 
Primary Mission: 
Owner/ Operator/ Platform: 

Contractor/ Principal Participants: 

Power/ Mass/ Data Rate: 

Antenna Description: 

Swath (Scan Angle): 

Pulse Description/ Data Precision 
and Accuracies: 
Spectral Channels/ Frequencies 

Band-width 
Radiometric Resolution 
Spatial Resolution 
Calibrations/ Corrections: 

1989, 1993, upgraded to interferometer 1994 
ND 
Denmark/ Electromagnetics Institute/ 
Gulfstream G-3 
Electromagnetics Institute, 
Technical University of Denmark 
C-band = 2kW, L-band = 6kW/ ND/ 107Mbps 

Gain 3dB beamwidth 
azimuth elevation 

C-band 27dB, 25dB 2.7°, 2.5° 30° 
L-band 15dB est. 12° 55° 

System records 8192 range samples so swath = 
8192 x the programmable range pixel spacing; 
Depression Z = 20° - 80° 

Pulse length = 20^s; PRF = ND 
5.3 GHz 5.6cm C-band W polarization 
C-band HH, HV, W , VH polarizations 
1.25 GHz L-band HH, HV, W , VH polarizations 
100MHz (for L-band TBD) 
8 bit quantization Inflight programmable 
C-band = 2m x 2m best possible = 1.5m 
System includes motion compensation 

Data Availability 

Contact EMI, Technical University of Denmark, Lyngby, Denmark 
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B.2.2 EMIRAD 
Electromagnetics Institute Radiometer (EMIRAD) 

Sensor Description 

EMIRAD is a passive multifrequency radiometer. The antenna and receivers are 
mounted on a cargo pallet located on the platform loading ramp. The ramp is lowered 
during data collection to provide unobstructed viewing. 

Dates of Operation: 
Primary Mission: 

Owner/ Operator/ 
Platform: 
Contractor/ Principal 
Participants: 
Power/ Mass/ Data Rate: 
Antenna Description: 

Swath (Scan Angle): 

Pulse Description/ Data 
Precision and Accuracies: 
Frequencies: 

Band-width: 
Radiometric Resolution: 
Spatial Resolution: 

Calibrations/ Corrections: 

1980-
Monitor sea ice conditions in the high Arctic 
and oil films on sea surfaces 
Denmark/ Electromagnetics Institute/ 
Hercules C-130 
Electromagnetics Institute, 
Technical University of Denmark 
ND/ ND/ ND 
Offset lm aperture parabolic reflector 
with sinusoidal scan around the 
vertical axis and viewed by 3 horns 
Scan angle = ±12.5° at 1000m altitude; 
±25° at 2000m altitude; 
Swath = 500m at 1000m altitude 
2km at 2000m altitude 
Incidence angle = 41° at (5GHz), 
54° at (17GHz), 50° at (34GHz) ±20° 

Beam efficiency 95% 
5GHz H, V polarizations; 
17GHz H, V polarizations; 
1 34GHz H, V polarizations 
500MHz, lGHz.lGHz 
ND 
footprint at 1000m altitude =160m x 248m 
(5GHz)47m x 73m (17GHz)24m x 37m (34GHz) 
Inertial navigation data are recorded onto the 
CCT data tape along with radiometry data. 

Data Availability 

Contact EMI, Technical University of Denmark, Lyngby, Denmark 
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B.2.3 ESTAR 

Appendix B. Platform and Sensor Description 

The ESTAR (Electronically Steered Thinned Array Radiometer) is a synthetic aper­
ture radiometer operating at L-band.(Jackson et al., 1995). 

Sensor Description 

ESTAR is an experimental airborne, passive microwave, synthetic aperture, radiome­
ter. It uses Fourier synthesis to create images from antenna elements. The real aperture 
stick antennas produce a fan beam that is narrow along-track and broad across-track. 
The beam is swept along-track to provide azimuth resolution while the cross-track 
resolution is achieved by aperture synthesis. Images are generated indirectly by mea­
suring the Fourier transform of the brightness temperature over the FOV (called the 
visibility function) and then inverse transformed to form an image. 

Dates of Operation: 
Primary Mission: 

Owner/ Operator/ 
Platform: 
Contractor/ Principal Participants: 

Power/ Mass/ Data Rate: 
Antenna Description: 
Swath (Scan Angle): 
Pulse Description/ Data Precision 
and Accuracies: 
Spectral Channels/ Frequencies: 
Band-width: 
Radiometric Resolution: 
Spatial Resolution: 
Calibrations/ Corrections: 

1988(prototype) 
Apply microwave interferometry to soil moisture 
and ocean salinity measurements 
USA/ NASA-Goddard Space Flight Center/ 
P-3, C-130 
NASA-Goddard Space Flight Center, 
University of Massachusetts 
ND/ ND/ ND 
Stick antennas 
±45° 

ND 
1.4GHz (L-band) H polarization ND 
25MHz 
ND 
Azimuth resolution ±4°Range resolution ±3° 
ND 

Data Availability 

Contact Public Information Office, Goddard Space Flight Center, Greenbelt Road, 
Greenbelt, MD 20771, (301) 286-2000, fax (301) 286-8142, 

URL: http://www.gsfc.nasa.gov/GSFC_homepage.html 

http://www.gsfc.nasa.gov/GSFC_homepage.html
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B.2.4 JPL-AIRSAR 

The JPL-AIRSAR 

Airborne Synthetic Aperture Radar (AIRSAR) 

Dates of Operation: 
Primary Mission: 

Owner/ Operator/ 
Platform: 
Contractor/ Princ.Participants: 
Power/ Mass/ Data Rate: 
Antenna Description: 

Swath (Scan Angle): 
Detectivity/ Accuracy/ 
Precision/ Stability: 
Spectral Channels/ Frequencies: 

Band-width: 
Radiometric Resolution: 
Spatial Resolution: 

Calibrations/ Corrections: 

1987-
Various measurement assignments, surface 
wind velocity, topographic mapping 
USA/ NASA-Ames Research Center/ 
DC-8 
Jet Propulsion Laboratory 
ND/ ND/ 10Mbps 
3 aft of port wing for dual polarized 
data collection, 
1 (L-band) forward of port wing 
2 (C-band) antennas in parallel 
forward of the polarimetric antennas 
Look angle = 70° 

ND 
C-band/ 5.298 GHz Pull, polarimetric/ 
A = 5.65cm 
L-band/ 1.248 GHz Full, polarimetric/ 
A = 24cm 
P-band/ 0.438 GHz Full, polarimetric/ 
A = 67cm- 70cm 
20 MHz 
8 bit video data 
7km x 12km; 1 
280 (range) x 1024 (azimuth)pixels 
ND 

Sensor Description 

AIRSAR has a stable local oscillator (STALO) clock and a single digital chirp gener­
ator to generate an L-band wave form. This signal can then be converted to C-band 
and P-band, and all three transmitted by dual polarized microstrip patch array an­
tennas. Antennas are mounted on the fuselage of the DC-8 aft of the port wing. 
Return from all three frequencies and both polarizations are multiplexed, combined 
with navigational data, and stored in-night on high density recorders. The system is 
capable of operating in both along-track and cross-track interferometry modes (ATI 
and XTI). For the XTI mode, two C-band vertically polarized antennas are mounted 
in parallel to measure topography. The signal is transmitted from the bottom antenna 
and signals are received at both. For the ATI mode, the aft L- and C-band antennas 
are combined with the forward L-band and bottom XTI antennas to measure surface 
wind velocities. 
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Data Availability 

Contact Public Affairs Office, Jet Propulsion Laboratory, 4800 Oak Grove Drive, 
Pasadena, CA 91109, (818) 354-4321, fax (818) 354-3437, URL: http://www.jpl.nasa.gov/ 

http://www.jpl.nasa.gov/
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B.2.5 N S 0 0 1 

Sensor Description 

This instrument simulates TM on Landsat-4 and -5 by collecting multispectral data 
in the seven TM bands. It also collects data in the 1.13/nm - 1.35/im range. 

Dates of Operation: 
Primary Mission: 

Owner/ Operator/ Platform: 
Designer/Builder: 
Power/ Mass/ Data Rate: 
Detector technology: 
Swath (Scan Angle): 
Detectivity/ Accuracy/ 
Precision/ Stability: 
Spectral Channels/Band-width: 

Radiometric Resolution: 
Spatial Resolution: 

Calibrations/ Corrections: 

ND 
Earth science applications in support of 
Thematic Mapper satellite measurements 
USA/ NASA-Ames Research Center/ C-130B 
Stennis Space Center 
ND/ ND/ ND 
ND 
FOV = 100°; 7.26km at 3000m 

ND 
458/xm - .519^m/ 61nm 
529/rni - .603/xm/ 74nm 
633/rni - .697/mi/ 64nm 
767/um - .910/rni/ 43nm 
1.13/zm - 1.35/xm/ 22nm 
1.57/mi - 1.71/xm/ 14nm 
2.10/^m - 2.38/mi/ 28nm 
10.9/xm - 12.3/mi/ lAfim 
8 bit quantization (838 words/frame) 
IFOV = 2.5mrad, 7.6m at 3000m; 
699 pixels/line 
Onboard blackbody sources and a calibration 
lamp are carried for thermal calibration. 

Data Availability 

Customer Services, EROS Data Center, Sioux Falls, SD 57198 in the form of computer 
compatible tapes (605) 594-6151, URL: http://sunl.cr.usgs.gov/eros-home.html Ar­
eas of coverage, flight documentation and sensor calibration data are available from 
the Aircraft Data Facility, Ames Research Center, Mail Stop 240-6, Moffett Field, 
CA 94035-1000, (415) 604-6252. Information on investigator-sponsored sensors and 
experiments may be obtained from the Medium Altitude Missions Branch, Ames Re­
search Center, Mail Stop 211-12, Moffett Field, CA 94035-1000, (415) 604-5336, URL: 
http://www.arc.nasa.gov/ 

http://sunl.cr.usgs.gov/eros-home.html
http://www.arc.nasa.gov/
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B.2.6 PBMR 

Table B.8: PBMR instrument characteristics 
Platform NASA C-130 
Principal operator NASA 
Number of bands 1 
Center frequency 1.42 GHz 
Polarization H 
Antenna Real aperture, 4 beams pointing 

at ±8° and ±24° from nadir 
Resolution 0.3 aircraft altidude 
Swath width 1.2 • aircraft altidude 

Data acquisition description 

The Push Broom Microwave Radiometer (PBMR) data are recorded directly from the 
instrument onto a floppy disk on board the aircraft. These data are then calibrated 
as a function of time using a second software package. The C-130 flights are typically 
plotted using video tapes of the flight on copies of high-altitude photos obtained by 
NASA. These flight lines are then digitized directly into UTM coordinates using easily 
identified landmarks. This produces maps of aircraft position in UTM coordinates as 
a function of time for each flight line. Before creating the final images with these 
data, the outer beams are corrected for incidence angle effects (limb darkening) by 
multiplying them by the ratio of the average of the center beam to the outer beam on 
each side. This darkening is due to the decrease in emissivity with angle for horizontal 
polarizations. 



Appendix C 

Description of t he 
electromagnetic field 

C.l Introduction 
The electromagnetic energy is the means by which information can be transmitted 
from one place to another (e.g. from an object to a sensor). This information can 
be encoded in the frequency content, intensity or polarization (Elachi, 1987). The 
electromagnetic radiation can be described by two different approaches; the wave 
approach and the quantum approach. The quantum approach describes the electro­
magnetic energy by means of particles called photons. This description is especially 
useful for the interaction between matter and electromagnetic energy with very short 
wavelengths. In most other cases, the wave approach is more suitable. This approach 
is based upon the Maxwell equations. This theory describes the propagation of elec­
tromagnetic energy in the form of smooth waves, resulting from two forces which are 
always perpendicular to each other namely the electric force (field) and the magnetic 
force (field) (Fig. C.l).Thus, in any region where an electric fields exists, there is also 
a magnetic counterpart. And as we will see in paragraph C.2 if one of the fields is 
described automatically the other field is also described. 

C.2 Theory of the electromagnetic field 

C.2.1 The Maxwell equations 

The fundamentals of the theory considering electromagnetism are contained in the 
Maxwell equations. These equations are based upon experimental observations done 
by Maxwell in the late 19th century. They give the relationships between the electric 
field strength E = E(r, t) and the magnetic field strength H = H(r , t) as a function 
of time t and place r (with —oo < r < oo, and 0 < t < oo). 

195 
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0.5 - -

-0.5 

Figure C.l: The electric and magnetic force field. 

In vacuum these equations can be written in their most simplified form as: 

V x H = eo^o"^- (C.l) 

(C.2) 

V - E = 0 (C.3) 

V H = 0 

in which the permittivity of vacuum, EQ is denned as: 

eo = (Moco)_ 

(C.4) 

(C.5) 

in which the permeability of vacuum n0 = 4n • 10 7 H m 1 and the speed of light in 
vacuum c0 = 2.9979 • 108 m s _ 1 , giving e0 « 8.8544-10-12 F m _ 1 . 

For the propagation of the fields in a medium the above equations have to be adjusted 
for the interaction of the electromagnetic energy with matter. In their most general 
form, valid for both electromagnetic, electrostatic and magnetostatic fields in a given 
medium, they can be written as (de Hoop, 1975; Tsang et al., 1985): 

„ TT T 0E dP 
(C.6) 

(C.7) 

V • (e0E + P)=p (C.8) 
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V-(M0H + /i0P) = 0 (C.9) 

The interaction with the medium is accounted for by magnetization M = M(r, t) 
(section 2.2.2) and polarization P — P(r , t) (section 2.2.2) and electric current density 
J = J(r,£) (section 2.2.2). In Eq. C.8 the p represents the electric charge density. A 
very important aspect of electric currents is that electric charge is conserved: 

V . J — | (CIO) 

Eq. C.6 is also referred to as the first equation of Maxwell in a medium and Eq. C.7 
as the second equation of Maxwell in a medium. To simplify these equations two new 
properties can be defined, D = D(r, t) which is the electric flux density or dielectric 
displacement 

D d= e0E + P = e'E ( G i l ) 

and B = B(r, t) the magnetic flux density: 

B d= M 0 ( H + M) = / / H (C.12) 

Along with, 

J = <TE (C.13) 

these equations are called constitutive relations and describe the interaction of the 
electromagnetic field with matter. The definition and physical meaning of the real 
part of the permittivity e' and permeability p! will be treated in section 2.2.1 Using 
Eqs. C . l l and C.12 the Eqs. C.6 until C.9 can be transformed into: 

V x H = J + ^ (C.14) 

V x E = - — (C.15) 

V • D - p (C.16) 

V • B = 0 (C.17) 

C.3 Wave equation 
In homogeneous, isotropic and non magnetic media, the Maxwell's equations can be 
combined to derive the wave equation. The wave equation describes the propagation 
of the electric (and magnetic) field in space and time. For the simplest case, i.e. the 
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Maxwell equations in vacuum, Eqs. C.1-C.4, the wave equations can be derived, for 
instance, by eliminating the magnetic flux density B from Eqs. C.1-C.2 by taking the 
curl of both sides of Eq.C.l and the time derivative of both sides of Eq.C.2 (Arfken, 
1985; Borisenko & Tarapov, 1979 (original 1968)). Since time and space derivatives 
commute : 

| ( V x B ) = V x f (C.18) 

thus giving 

V x (V x E) = -eo/Xo|] | (C19) 

Using Eqs. C.3 and C.4 yields the three-dimensional wave equation for the electric 
field: 

d 2E 
V - V E =£0^0-^2" (C-2°) 

<92E 
V2E-£ 0Mo-^2-=0 (C.21) 

A solution for Eq. C.21 is (Borisenko & Tarapov, 1979 (original 1968); ?; ?): 

E = A e " " * - 1 * ' ^ (C.22) 

with 

k • r = kr cos a (C.23) 

where, u is the angular frequency, A is the amplitude of the wave, a the angle between 
k and r, <f> is the phase, k is the wave number (k = 3j£) and r is the spatial coordinate. 
The wave vector, k describes the direction of propagation of the wave. This formula 
describes a (transverse) harmonic plane wave. Similarly, the wave equations can be 
derived for electromagnetic fields in media with permittivity e, permeability /z and 
conductivity a (Borisenko & Tarapov, 1979 (original 1968)) which results in a complex 
k (with k = ki+jk2) giving: 

E = Ae k 3 - re i ( a r t _ k l - r +* ) (C.24) 

The general wave equation in free space in Cartesian coordinates, for the electric field 
can be given as (Groot, 1991): 

E(x, y, z, t) = ixEx(x, y, z, t) + ivEy(x, y, z, t) + izEz(x, y, z, t) (C.25) 

The general form of the (transverse) harmonic plane wave, propagating in the + i z 

direction can be given as (Groot, 1991; Ulaby et ai., 1981): 

E(z, t) = ixEx(z, t) + iyEy{z, t) (C.26) 
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As can be seen from Eq. C.26 the electric field propagating in the direction +iz has 
two components Ex(z,t) and Ey(z,t) which can be rewritten as: 

Ex(z, t) = Ax cos(ujt -kz + <f>x) = Ax^
ut-kz+^ (C.27) 

Ey(z, t) = Ay cos(ujt -kz + (j)y) = Ay^
ujt-kz+'^y) (C.28) 

where, Ax and Ay are the amplitudes of the electric field components in the x- and 
y-directions respectively, and 4>x and <f> are the phases of the field components in the 
x- and y-directions. 

The intensity of an electromagnetic wave, an harmonically oscillating wave, is given 
by the vector product of the electric and magnetic field strengths: 

J = J E X H * (C.29) 

and can be defined as the average rate of energy flow per unit area. Since, E and H 
are perpendicular Eq. C.29 can be rewritten as: 

/ - ^EH* (C.30) 

The ratio between the electric and magnetic fields is always constant for a given 
medium: 

E ni 
(C.31) 

where rj is called the wave impedance of the medium the wave is travelling in. Thus 
we can define the intensity in an isotropic medium as: 

T IE2 E2 , „ n „ x 

J = 5T = v ! (C'32> 

or written in some different forms: 

/ = ce0 (E
2> = ce0EE* = \ce0 {E2

X + Eg) (C.33) 

C.4 Polarization of electromagnetic radiation 
Prom Eqs. C.26-C.28 can be seen that the electric field can be described by two vectors 
one in the z-direction and one in the y-direction. The orientation of the electric field 
vector in a reference plane perpendicular to the direction of propagation is called 
polarization1 (see Fig. C.2).If the wave linearly oscillates only in the x-direction, 
the wave is called horizontally polarized. If the wave is linearly oscillating in the 
y-direction the wave is said to be vertically polarized. All other polarization types 
are called elliptical polarization of which the circular polarization is a special case in 



200 Appendix C. Description of the electromagnetic field 

Figure C.2: The wave polarizations as a result of thephase differences between the component 
waves Ex and Ey. The tip of the fieldvector runs along the bold lines. Adapted from (Schanda, 
1986) 

Figure C.3: The polarization ellipse. 
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which the oscillations in both x- and y-directions are equal. The polarization states 
can be easily visualised by means of the polarization ellipse (see Fig. C.3).The general 
equation for an ellipse is of the form: 

TT12 I 7 i 2 

where a and b are the semi axes of the ellipse and Ei and E2 are the coordinate system 
axes. The ellipse in Fig. C.3 can be described by the following equation, resulting from 
adding Eqs. C.26-C.28 and eliminating the dependence on (z, t) (Ulaby & Elachi, 1990; 
Born & Wolf, 1975): 

( E2\2 ^( Ek\2 2E!E2 . 2 

with 6 = 4>y — 4>x. However, it is more convenient (for reasons which will become clear 
in the next paragraph) to describe the ellipse as a function of the polarization angles, 
namely rotation angle if> (—| < V < f ) and ellipticity angle x (—f < X < f ) ( s e e 

Fig. C.3). The rotation angle is defined as the angle between the major axis of the 
ellipse and the a>, or ^-direction. The ellipticity angle is denned as the ratio between 
the two axes of the ellipse: 

t anx = ± x (C-36) 
0 

The direction of rotation of the E-vector in the reference plane is called sense of 
polarization or handedness. There are two conventions, the IEEE definition (IEEE, 
1983) looks at the wave in the direction of propagation, if in that case the field vector 
turns clockwise (counter-clockwise) the sense is called right-handed (left-handed). The 
sense of polarization can also be deduced form x if X < 0 * n e rotation is right-handed 
otherwise, i.e.x > 0 the rotation is left-handed. 

In the backscatter direction the scattering matrix S and the Stokes scattering operator 
M are symmetrical, the Mueller (or Stokes) matrix L in general is non-symmetrical. 
Since M\\ — M22 + M33 + M44 the 4 x 4 real matrix M (and also L) can be fully 
characterized by 9 independent numbers for the backscatter direction. Pixels of multi-
look polarimetric SAR images, therefore, usually contain these 9 numbers, which fully 
describe the backscatter properties of extended targets and can be averaged over 
certain image areas, with the objective for example to reduce speckle. Single-look SAR 
images can also be expressed in terms of scattering matrices. The scattering matrix 
in the backscatter direction is fully characterized by 5 independent numbers (if the 
absolute phase is omitted). The Stokes scattering operator follows from the scattering 
matrix and therefore can also be characterized by 5 numbers for a single observation. 
After ensemble averaging 9 numbers are needed in general and inversion to a unique 
(averaged) scattering matrix is not possible. In comparison to the scattering matrix 
the Stokes scattering operator contains additional information describing the physical 
process of depolarization of the wave by the target. 

1. This polarization is not to be confused with the alignement of molecules/electrons under in­
fluence of an electric field as described in section 2.2.2 
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Appendix D 

Mathematical description 
and measurement of surface 
roughness 

A rough surface has a strong impact on the scattering and emission of microwave 
radiation. It acts as a diffuse reflector and scatters radiation in every direction and 
thus a significant part will be reflected towards the sensor. The surface roughness can 
be defined as the variation of surface height within a image resolution cell (Henderson 
&; Lewis, 1998). The transition of the surface from smooth to rough is qualitative and 
is also a function of wavelength and incidence angle. Roughness in general decreases 
with increasing wavelength or decreasing incidence angle. Their have been various 
criteria developed to discriminate between a rough and a smooth surface .The Rayleigh 
criterion is used most often but various others are also possible (Ulaby et al., 1982). 

• Rayleigh criterion: 

^ 71" 

Ra<-r 
4 

Ra = ka cos 6iac 

where Ra is known as the Rayleigh parameter, k is the wave number (—^—), 
a is the root mean square deviation from a reference plane and 6\nc is the 
angle of incidence of the plane wave. The criterion is developed for a plane 
monochromatic wave incident on a sinusoidal surface. 

• Modified Rayleigh criterion by Peake and Oliver (1971): 

o< 25 cose inc 

is for a smooth surface and for a rough surface: 

A 
a> — cos0 inc 

4.4 
203 
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Random component 

Periodic (reference) surface 

Random component 

Mean (reference) surface 

Figure D.l: Surface roughness configurations, a) Random height variations superimposed on 
a periodic surface and b) random height variations superimposed on a flat surface (adapted 
from Ulaby et al, 1982, Henderson and Lewis, 1998) 

• The Fraunhofer criterion: 

A 
a < 

32 cos ft. 

This criterion is proposed by Ulaby et al, 1982 because it is more stringent than the 
Rayleigh criterion and better suited for natural surfaces where A is of the order of a. 

The surface roughness can be described in various ways which will be highlighted in 
the next paragraphs. 

D.l Statistical descriptions 
Most surfaces can be described by a surface height profile consisting of two variables; a 
random component with certain statistical properties and a deterministic component. 
The statistical variation is often characterized by its RMS height, a and it's correlation 
function, C. These are denned relative to a reference surface which can be a mean 
surface or a periodic surface (Figure D.l).Estimations of root mean square height 
or a can be determined directly from samples of /i(x) and h(y) (see Section D.3), 
yielding ay and trx. Likewise estimations of the autocorrelation functions C(x) and 
C(y), in x- and y-directions respectively, follow. Because of the assumed independence 
between the two directions, C(r) = C(x)C(y). The autocorrelation lengths lx and ly 

are denned as the distance at which the normalised autocorrelation functions (for 
which C(0) = 1) fall off to a value of 1/e. 

The power spectral density function (or power spectrum) is usually defined as the 
Fourier transform of the unnormalised autocorrelation function: 

°° 
2 p 

W{l) = J^rf J C(r)exp(Jkr-)dr 
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and is also called the surface roughness spectrum. Here k is the spatial wave number 
of the surface (k = 2^), which in this case is related to the electromagnetic wave 
number fc by the expression: 

k = 2k sin 6i 

Also from the power spectral density (PSD) function the autocorrelation lengths lx 

and ly can be derived from the points where the normalised PSD function falls off to 
the value 1/e as lXjy = -^—. Using the theorems of Wiener-Khintchine and Parseval 
(Press et al., 1992) it can easily be shown that the total area under the power spectrum 
gives the variance, or 'power' of the surface: 

oo 

/ 
W(k)dk = a2 

The theory of wave scattering from rough surfaces often assumes that surface auto­
correlation functions are Gaussian and may be given as: 

C(r)=exp(^f) 

Then, the surface roughness spectrum W(k) follows as: 

a2l2 / k V 
W r ( E ) = exp — 

47T 

or in the direction of the wave: 

a2l2 

W (2ksin0it 0) = ^ — exp ( k V sin2 0*) 

The power spectral density describes both the spread of heights about the mean plane 
and the height variation along the surface. 

Alternative forms of the correlation function can also be given. The exponential form 
seems to fit measured surface roughness data better. The exponential correlation 
function can be written as: 

C(r)=exp(-J^) 

For higher order surface properties, such as surface gradients, this function poses 
problems because of the discontinuity at the origin. The surface spectrum for the 
exponential function becomes: 

a2 

W® = W 
( * + k 2 ) 
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Various other correlation function have been suggested. Furthermore it should be 
noted that surfaces may be described by more than one correlation function. This 
can be the case, for instance, for surface with roughness caused by different types of 
processes. More correlation functions can be found in Appendix 2B of Fung, (1994). 

D.2 Other descriptions 
D.2.1 Fractal geometry 
The concept of fractal surfaces has been extensively described since the late 70's 
(Mandelbrot, 1977). Fractals surface can be describe as surface which have a structure 
on all scales and that structure has a similar form (self-similarity) at those scales 
(Ogilvy, 1990). Fractal surfaces therefore enclose a finite volume with an infinite area. 
The fractal dimension D is defined as the dimension of the fractal surface when cut by 
a plane. For non-fractal surface D = 1 and for fractal surfaces 1 < D < 2. Statistics 
as RMS height and autocorrelation length is for such surfaces therefore non-existent. 
Fractal surfaces and fractal like surfaces can be described through the use of the power 
spectrum (Ogilvy, 1990; Davidson et al., 2000): 

with v related to D through: 

p(f) ~ JZ 

D=(S-v) 
2 

such that 1 < / < 3 because for this range the Fourier transform of P(f) is infinite. 

The surface roughness, S {x, y) can be modelled by: 

S(x,y)=Z(x,y) + F(x,y) 

where Z(x,y) represents the single scale process and F{x,y) the fractal random pro­
cess. Davidson et al., 2000 show that for longer profiles for smooth agricultural surfaces 
the fractal description is appropriate (roughness caused be multi-scale processes). For 
the rougher agricultural surfaces the single scale process is dominant. They expect 
that for natural formed surfaces, which are caused by natural processes the surface 
roughness needs to be differently modelled. 

D.2.2 Discrete random process 
Most models describe the surface roughness as a continuous process rather than a dis­
crete process. The theory of Markov chains can be used to describe this discrete ran­
dom process (Beckmann & Spizzichino, 1963; van Kampen, 1992; Vanmarcke, 1983). 
The surface height correlation function from a discrete measurement process (such as 
"needle board") can be calculated from: 

Cj = C(jAx) = AT- , - _ „ 
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where Ax is the measurement interval, N is the number of points, h is the surface 
height. 

D.3 Measurement of surface roughness 
Measurement of surface roughness is a difficult procedure because rough surfaces ex­
hibit roughness at various scales and can be discrete of nature (at the atomic scale). 
The surface profile retrieved is often dependent upon the type of measurement, in­
strument resolutions, sampling interval, measurement length, sample shape and size 
(Ogilvy, 1990). Measurements are usually performed using a discrete method while 
the surface roughness in many (descriptive) models is supposed to be continuous of 
nature. Therefore depending upon the application the appropriate measurement tech­
nique needs to be utilized. The measurements methods of surface roughness can be 
distinguished in contact and non-contact methods. A few examples are illustrated in 
the next two sections. 

D.3.1 Contact methods 
Contact methods use devices that come in direct physical contact with the soil surface 
and therefore the risk exists that the measurements are disturbed. In practice however 
depending upon the method these disturbances can be neglected. 

Needle board or stylus instrument 

This is one of the most common contact methods. This method measures an effective 
surface profile because it involves needles or styli with tip radii varying between 4 
and 12 fan. which lead to a horizontal resolution of approximately twice this value. 
The method is easy to use, and by digitising the profile the RMS and correlation 
lengths can easily be retrieved. These days, with the availability of digital cameras 
the whole process can be automated from image to retrievals. Besides the limited 
and fixed horizontal resolution the tips of the needles can distort the roughness by 
penetrating the surface. Another disadvantage is the limited length of the instrument 
which might be too short to effectively calculate the roughness correlation length. 
Surface roughness measurements 

The soil surface roughness that is used in this thesis is most of the times determined 
using a needle board from Wageningen University (see Fig D.2). The needle board 
consists of two aligned areas with different density of needles by which the measure­
ments can be made. Macro roughness can be measured with low density sampling (1 
needle per cm) and micro roughness can be measured with high density sampling (3 
needles per cm). Each measurement gives 151 samples in both high and low density, 
where the high density is measured over 50 cm and the low density over 150 cm (Vis-
sers k Hoekman, 1991). The needle board has to be placed level over the surface, the 
needles can then be lowered such that the top of the needles just hit the surface and 
altogether give a profile of the soil surface. Of the whole board a photograph is taken 
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1 

X 

High density part 

Figure D.2: Soil profile meter or "needle board" 

and the profile can then be digitised. In this way two sets of x, z coordinates is given 
for each pair of needles, where "x" stands for the distance between the needles and 
"2" is the height of the needles. 

The number of measurements made is limited to those surfaces that were distinct and 
representative for the area. For each measurement location two pairs of measurements 
are made, resulting in one perpendicular to the row direction (the V direction) and 
one parallel to it (the "x" direction). Since we assume that the physical processes that 
cause surface roughness are uncorrelated for both directions, measurements restricted 
to these two directions are sufficient. The root mean square (RMS) (mm) of the height 
differences, a, of the needles, and the autocorrelation length (cm), I, can be calculated 
as a measure of surface roughness. With these values the power density spectrum using 
the fast Fourier Transform (FFT), and the Autocorrelation function using an inverse 
FFT can be calculated using the algorithms from Press et al. (1992) (see also Section 
D.l). 

Contact spray 

The contact spray method uses a sheet of paper which is put in the ground and with 
quick drying spray paint the surface contours is sprayed on the paper. Afterwards 
this profile can be easily digitized to retrieve the required roughness parameters. 
Disadvantages of this method are the paint residues on the soil, not very accurate 
due to disturbing of profile by pushing the board into the ground, wind effects and 
spraying "around" or behind the profile and this method is more difficult to use in 
vegetated areas. 

Gridded pane 

This method uses a gridded pane that is put into the ground and photographed 
to again digitise the surface roughness profiles. Disadvantages are that the pane can 
distort the profile, and is hampered by shade effects and is difficult to use in vegetated 
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Figure D.3: Photograph demonstrating the use of the transparent 1 cm gridded pane in a 
pea field. 

areas. Actually this method is better suited to described vegetation structure than 
surface roughness especially when a transparent gridded pane is used (Figure D.3). 

D.3.2 Non-contact methods 
There are various devices that can be used to determine the surface roughness without 
coming into direct physical contact with the surface. Of the various devices or methods 
available only the ones using electromagnetic radiation will be considered here, since 
they are more accurate and widely used for remote sensing purposes. 

Laser profiler 

The laser profiler uses coherent radiation to illuminate the surface. By moving the 
beam over the surface the phase differences, and thus the distance can be measured. 
This method is highly accurate because of the very small beam resolutions possible 
and high spatial sampling rates. One of the disavantages is the need for high tech 
equipment and batteries in the field to operate such a system. Another disadvantage 
is that depending upon the wavelength of the laser different results can be obtained 
because of the scattering and absorbtion characteristics of the surface that is illumi­
nated. These effects however are negligible for most purposes. The possibility of the 
laser profiler to measure longer lines, e.g. CESBIO-ESA laser profiler which can mea­
sure up to 25 m, is essential to obtain correct surface correlation lengths (Davidson 
et aJ., 2000). 
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Laser altimetry 

The laser altimeter is a laser profiler mounted on an airborne platform. The laser 
altimeter data therefore needs to be corrected for platform motion in all directions. 
The instrument is because of its lower spatial sampling rate compared to the ground-
based laser profiler better suited to measure the mesoscale roughness features. The 
instrument is therefore often used to derive aerodynamic roughness lengths (Ritchie 
k Jackson, 1989; Menenti et a l , 1996). 

Interferometry 

Interferometry is a technique which illuminates the scene at least twice from a slightly 
different position or angle. Prom the relative changes between points of the two data 
sets the height differences can be calculated from the phase difference of the received 
electromagnetic radiation when the sensor height/position relative to the surface is 
know. This technique can be done at all different kind of resolutions, e.g. using mi­
croscopic photographic data to data from space-borne platforms such as ERS-1. De­
pending upon the sensor very high resolution are possible, however this technique is 
not practical for field survey due to the complex instrumentation and set-up involved. 



Appendix E 

The inversion of the Presnel 
equations 

E. l Fresnel equation for a horizontally polarized 
wave 

The Presnel equation for a horizontally polarized wave can be written as: 

Ph(0inc,£) = 

i n 2 

cos #inc — ye — sin 0,, 
cos 0 inc — ye — sin2 6V 

(E.1) 

with the Presnel reflection coefficient for horizontal polarization ph and the dielectric 
constant e as complex numbers, and 6mc is the incidence angle relative to nadir. We 
can rewrite this equation by taking the square root on both sides. By doing that we 
have to make sure that we keep all possible solutions. This means that there are two 
solutions, with opposite signs, which have to be taken into account: 

y^0^) = ±^-^rZ^l (E.2) 
cos 0 inc - y e - s u r 0 inc 

f cos 0 inc - y e - sin2 0 inc J y% = ± (cos 0 inc - \Je- sin2 0 inc j (E.3) 

(cos 0inc) y% - (ye- sin2 0 inc J y/p^ = ± (cos 0 inc - y e - sin2 0 inc J (E.4) 

(cos 0inc) y/pj - (ye - sin2 0incJ yfa = cos 0 inc - sje - sin2 0in< 

(cos 0inc) y/pj - (ye - sin2 0incJ yfp^ = - cos 0 inc + y/e - sin2 6U 

(E.5) 
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(cos 0inc) y ^ - cos 0 inc = - U/e - sin2 0incJ ^ - i / e - sin2 0 inc 

(cos 0inc) y ^ + cos 0 inc = - (Ve - sin2 0 inc J y ^ + \ A - sin2 0 inc 

(E.7) cos0 inc ( y ^ - 1) = Ve - sin2 0;~ ( - y ^ - l ) 

cos0 inc ( y ^ + 1) = \ / e - sin2 0inc ( - y ^ + l ) 

(-Xi) - v £ - s m ft™ 
cose l n c ( v ^+ l ) / . 2 /) 

( X ) ~v £ - s m^ 
(E.8) 

If we take the square again of both sides, we again have to incorporate the two 
solutions with opposite signs, thus resulting in a total of four solutions: 

2 

e - sin2 0 inc — ± 

e - sin2 0 inc = ± 

cos0 inc(v/p^-l) 

( - v ^ - i ) 

cosfllnc(v/p^+l) 

( - v ^ + ! ) 

(E.9) 

Of the possible four different solutions only one is physically correct. 
2 

™c a. i rrr _ i \ 
£i = s in2 0 i n c + 

£2 = sin 0 i n c -

£3 = sin 

£4 = sin 0;, 

+ 

C O S 0 J n c ( y / ^ - l ) 

C O S 0 i n c ( y ^ - l ) 

C O S ^ i n c C y ^ + l ) 

C O S 0 i n c ( y / ^ + l ) 

(-V^ + i) 

(E.10) 

(E.ll) 

(E.12) 

(E.13) 

In our case the solution of £3 gives the right result. When p'h > 0, A p ^ < 0 will result 
in correct values for both the real and the imaginary part of the dielectric constant 
with e' > 0, A e" < 0. 

E.2 The Fresnel equation for a vertically 
polarized wave 

The Fresnel equation for a vertically polarized wave can be written as: 
2 

Pv(0inc,£) 
£ cos 0inc — v £ — sin2 0;, 

£ cos 0;nc - \/e — sin2 0;E 

(E.14) 
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with the Presnel reflection coefficient for vertical polarization pv and the dielectric 
constant e as complex numbers, and 6[nc is the incidence angle relative to nadir. As in 
the previous section we take the square root on both sides and performing the same 
steps: 

/—77 r e cos 0 inc -y/e- sin2 0ic 

V7>„(0inc.<O = ± " 1 . 2 . 
ecos(finc — ye — sin vm 

(E.15) 

(e cos 0inc - y e - sin2 6inc ) y% = ± ( e cos 0 inc - y e - sin2 0 inc J (E. 16) 

(-S-i) ^ V e - s m e , 
£cosei„c(v^7+l) I . 2 o 

( _ X + 1 ) l-y/e-Bm.Bt, 

We end up with a quadratic form of the equation: 

2 

±£ 2 

±£ 2 

coseinc(^p^-i) 
( -V^ - i ) 

c o s 9 i n c ( v ^ ' + l ) 

- e + sin 0 inc = 0 

e — sin2 6mc = 0 

Using the quadratic formula to solve the problem: 

(E.17) 

(E.18) 

£1,2 = 
-b ± Vb2 - 4ac 

2a 
(E.19) 

a = ± 

6 = 

COsflinc(-yP^-l) 

( -v^- l ) , v ,± 
- 1 

C03 9 | n c ( y ^ + l ) 

sin ^inc, V , —sin 0j, 

(E.20) 

will give eight possible solutions with the following solution as the only one physical 
correct: 

l + W l 2 - 4 

£ i = 

C03einc(y/P7-1) 
sin2 0 in 

COseinc(y/Pr-l) 
( - v ^ - i ) 

(E.21) 

When p'v > 0, A p" < 0 will result in correct values for both the real and the 
imaginary part of the dielectric constant with e' > 0, A e" < 0. 
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Appendix F 

The inverse Dubois model 

A more recent more empirical model is that of Dubois et al. (1995) hereafter referred 
to as the "Dubois model".. For a more detailed description, the boundary conditions 
and validity of this model see section 3.5.4. The forward solutions of the Dubois model 
are given by: 

0°hh = 10-2.75 COB"(flmc) 100.028£; tan 0inc ( f c q . g i n fl^l-^O-T ( p j) 

sin°(0 i n c) 

< C = 10-2-35 COS (g i n c) 1()o,o46< tan 6inc ̂  g i n g . ^ 1 . 1 A0.7 ( p 2 ) 

suf(9inc) 

which are valid for a frequency range of 1.5 - 11 GHz. Note that the backscatter 
coefficient is not expressed in dB! The Dubois model can be inverted in various ways. 
For the use with ERS windscatterometer data the model can be inverted using two 
look angles and one polarization in Eq.F.2: 

This will give a backscatter coefficient for each incidence/look angle: 

<vi = A-—^—A00046s,t^e^hsmeincl)
11 (FA) 

t a n^ i n c l ; 

<v2 = ^ I ^ • ^ ' " ' ' ( / t B i n f l i n c a ) 1 - 1 (F.5) 
tan(0 inc2) 

with 

A = 10-2-xk1AX0-7 (F.6) 
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After some straightforward mathematics the real part of the dielectric constant e' can 
be found as: 

lop avv\ _ loo- t an(ginc2) , i i lQgfsin0in.il \ 
. / _ g °Zvi g tannine!) + l •L i ° g ' - sin einc2 > 

0.046 (tan0 i nci - tan0jnc2) 
£ = (F.7) 

Another possible inversion is using the two polarizations (Eqs. F.l and F.2). To sim­
plify Eq. F.l constants A and B are introduced: 

A = 10-2-WCO8"(g'°°)AO.7 
sin5(0inc) 

(F.8) 

B = (fcsinflinc)1-4 

From above it follows that Eq.F.l becomes: 

(F.9) 

a°hh = AB 10 ,0.028etane/'LNl.4 CO1 

or 

(F.10) 

h = 'hh 
1/1.4 

A B io0028etanei«<= / 

To simplify Eq. F.2 the constants C and D are introduced: 

(F. l l) 

C = 1 0 - 2 3 5 C ° l 3 ( g i n c ) A 0 7 

sin3(0inc) 

JD = (fcsin^inc)
1-1 

which yields: 

a°vv=C-D-100046£tan6(h)11 

Inserting Eq. F . l l into Eq. F.14 gives: 

a° , - C • D • 10 i0.046e tan 0 'hh 
1/1.4' 

A- .B • l 0 0 0 2 8 e t a n e 

I.I 

(F.12) 

(F.13) 

(F.14) 

(F.15) 

By some straightforward mathematics the real part of the dielectric constant, e' can 
be written explicitly as: 

0.024 tan 9 
log < C ( A - 5 ) 1 1 / 1 4 

c-D-Kh) 
.o U. l /1 .4 = e (F.16) 

By inserting e' in Eq. F . l l the roughness parameter h can be found. 

http://lQgfsin0in.il
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