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1 Introduction

In epidemiolegy aspects of time and space are of utmost im~
portance. A theory on the progress of disease with time has
been developed by van der Plank (1963) which resulted in
Equaticn {1.1}. Several aspects of space have heen described
by Gregory (1945, 1968}, wvan der Plank (1963, 1975), and
Waggoner (1962). But a theory combining aspects of time and
space does not exist. With computer simulation an integrated
approach is possible. Computer preograms which describe the in-
fluence of both time and space on the epidemic, have been
written by Kiyosawa (1972, 1976) and Shrum (1975). A model is
presented here, EPIMUL76, with which the combined influence of
time and space is further studied.

Simulation models can be classified according to the extent
they conform to reality. Waggoner (1969, 1972, 1974) adheres
to models that are as realistic as possible, Such models are
said to be a powerful tool in disease prediction; however many
parameters have to be estimated for lack of experimental data.
EPIMUL is a theoretical model that represents an abstraction
of reality only. This model is designed so that we can learn
something of the epidemiclogic parameters themselves, vari-

those factors that are most important for the development of
the epidemic. In EPIMUL emphasis is laid on spore dispersal

.and host plant resistance.

An epidemic is a multidimensional phencmenon. It has the three
dimensions of space: length, width, and height, the dimension
of time, and the dimension severity. Epidemiclogic models,

severity is plotted against time, length, and width in a four-
dimensional space; EPIMUL alsc plots severity against distance.

The calculation of the increase of the pathogen per unit of
time is based on van der Plank's equation (1963):

o, | 1.1)
Ft T ReMRep m Xpypt (7% _ ( .



as adapted to dynamic simulation by means of a digital com-

puter (2adoks, 1971). The time unit or integration step is one
'day. Every day the disease séverity is updated. In the present
medel this updating does not take into account the effects of
weather and of haost development. This omission is not a funda-

. 'mental point here, but a matter of computing capacity.

The computer program, althOUgh first written in csMp, is given
here in FORTRAW. The change from CSMP to FORTRAN saved about
20 percent . computing time, Morecver ‘the ‘advantages of CSMP
“'with {ts special. features, such as INTGRL and DELAY, could not
be used because .of the many arrays in this program. The reader
is expected to have a geneyal knowledge of FORTRAN

The computer used is a‘DEClO, the main computer of the
Agricultural University in Wageningen. It has a core size of
128 K of which 48 K is-available for a single user.



2 Description of EPIMUL

2.1 Introduction

EPIMUL was initiated as a model to simulate epidemics in multi-
lines. A multiline (Browning and Frey, 1969), shorthand for
multiline variety or composite variety, is a mixture of plants
that have nearly jdentical agricultural properties, but differ
in the genetic basis of resistance against disease, In a
nmultiline a part of the spores falls on resistant plants,
falls to reproduce and thus is eliminated from the epidemic . .
process, This elimination can be simulated by the reduction of
the number of spores by a factor representing the proportion
of susceptible plants. A computer program deing just this gave
results confixming those of Zadoks (1967). Obviously this ap-.
proach is a very crude one. A more fundamental appreach is .
needed. : : :

Field trials with yellow rust (Puccinia striiformis) on wheat .
in the Netherlands showed the suppression of focus formation
to be a major effect of varietal mixtures (Zadoks, 1958, 1959}
when ilnoculum was scarce but arrived early. The modalities . -
under which mixtures of varieties and multiline varieties show
best effects will be discussed later, As under Netherlands
conditions the suppression ¢f feci was so conspicucus, and.
this effect satisfactorily explained the favourable effect of
variety mixtures on the control-of yellow rust epidemics
{Zadoks, 1972), efforts were concentrated on the modelling of .
the development of focl. According to a formal definition
(Anonymus, 1953), 'a focus is the site of leocal concentrations
of diseased plants or disease leslions, either about a primary
souxrce of infection or coinciding with an area originally
favourable to establishment, and tending to influence the
pattern of further transmission of disease', The present in-. -
terest is mainly in the primary souxce of infection.p- -

Other simulation models {Rijsdijk, 1975. Waggoner et al., 1969
Zadoks, 1971) were based on:the assumption that inoculum- is
evenly distributed. However -the development. of a. focus can he-:
studied only if a spatial distribution of inoculum is taken
into account. Then as many epldemics need to be simulated as -
there are points in space to be studied. Differentiation in. .,

3



space is part of EPIDEMIC (Shrum, 1975), a program written for
uniform cxcps, and part of the programs of Kiyosawa {1976).

The computer program consists of twe sections. In the initial
section the parameters are read, For some parameters default
values have been set. From the basic parameters derived para~
meters are calculated. The dyramic section contains the simu-
lation instructicns. Some calculations are written as separate
functions and subroutines.

2.2 Compartmentalization of space

In EPIMUL space is represented by a square block, divided into
square compartments. In each compartment a separate epidemic
is simulated. The compartments influence each other only by -
way of spore transport. This mutual influence is represented
in the medel by the dispersal formula. AllL spores leave the -
compartment and are dispersed aleng a certain gradient. The
centre of dispersal is assumed to be in the middle of the com-
partment; while the whole’area of the compartment can receive
sporgg.‘The-spores are then evenly divided over the compart-
ment, During the dispersal calculations each compartment once .
is the centre of dispersal spreading spores over all compart-
ments, including itself; and each compartment can receive :
spores from all compartments, again including itself.

Some spores are dispersed so far that they land outside the
block, These spores are omitted from the caleculaticns. Spore
influx frem outside the‘block: is ignored here. - o

The time unit of the calculations is one day. Bach day the-
progress.of the epldemic is computed for each compartment, and
each day the spore dispersal is determined. Though dispersal

as a process takes time, this time is disregarded. The result
as seen in actual

one instant.

R

The number of compartments determines the detail in which the
epidemic i studied. The number ‘of dispersal calcuylations in-
zizases quadratically with the number of compartments, while '
needng??er of memory locations has scme effect on .the time )

ed for the simulation. Here a number of 400 compartments’

is chosen (Fig. 1) : ‘the resulting detail is adequate for the¢
fge:i:ttand the computing:time over -some 100 days is less than
15 mi utes. This compromise allows ‘many runs to be made, Where

creased .detail.reduces the: number of runs posgible, For

éxample @ block of 1600 compartments (= 40 x 40) necessitates
" . .
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'Fig. 1 | Lay~out of the simulator EPIMUL: block, unit, and com-
partment. For transect g the gradient is printed.

a computing time of more than three hours.

The multiline effect can no longer be calculated with a simple
reduction factor (see Section 2.1). Each compartment belongs
to one and only one line, The possibility of mutuval infection
is determined by a compatibility factor that has either a yes
or no value. The distribution of compatibility wvalues over the
compartments is random. So far the model does not differen-
tiate mathematically between a multiline and a mosalc: the
physical size of a compartment compares with the multiline
situation when the comparxtment is small and with a mosaic croep
pattern when the compartment is large. The mosaic may consist
of different cultivars covering an area (the block}, or it may
consist of different crops, one of which is studied.

Internal differentiation within a compartment cannot be cal-
culated (by definition) so that for mosaics the internal dif-
ferentiation for a small area is lost, A part of this differ-
entiation iz regained by assigning a 'unit'. A unit is an area
of adjacént compartments with identical compatibility values.
Introduction of the unit permits comparison of different
aggregations of compartments.




2.3 Model parameters :

The basic parameters of the model can be divided into three |
groups; the dimensions are given in square brackets. A :
dimensionless parameter ts indicated by {1} :

1. Parameters defining the crop:

- RIBB is the length in metres of the side of a square :
compartment, : [L]
- M is the number of compartments in ene row. As compart-
ments are arranged in a. sqpare, the total number in a

block is N = M°. \ (1]
~ LAY is the leaf area index or the leaf area in m" per ;
n* of soil. f1]
- NVAR is the number of cultivars, lines or crops. (1]

- CMPU is the number of compartments per unit. The unit, :
the smallest area that can be covered by a cultivar, is i
defined by its number of compartments [see Section 2.6.2). [1]

2. Parameters defining the pathogen: L e
NLPD is the latent period in days. [t}
NIPD is the infectious peried in-days... ]
DMFR is the waximum number of daughter lesions produced o
per mother lesion per day. This number can be derived

from the number of spores produced, but in EPIMUL it is

a set value. The real number of daughter lesions per .

mother lesion per day depends also on the correction

factor 1-x, in Bquation (1.1) (zadoks, 1971}, . . - [77)]
-~ LESION is the area of one lesion in mn® . . L ~[L2]
- HALF is a: measure for, the spore dispersal (see D
Section 2.4). _— P L BtA
3. Parameters organizing the:program: S ..:

- FINTIM, the number of days simulated. S S
< OUTPUT, the output frequency of the table and the : R
graphs. _ 1]
- INFO, the array 1ndex indicating the compartment where .

the simulation is initialized. . [ ]
The derived parameters are.

— N, the number of compartments.in the block. S --[1]
~ SITE,.the number of available infection sites. e : [1]

SITE = LAI #* RIBB#*2. # N /(LESION # 1.E-6),

For example when LAI.= 5; RIBB = 5, N = 400, haﬁd LESION . 10

the number of 1nfection -sites, or. units e
sItE = s.0%, . . of infection ts _.I"O

P



~ FR51, the number of 51tes in one compartment:

FRSI = SITE/N. - ' ‘ [1]
- NSUS, a correction factor for the number of compartments
indicated as susceptible by means of COMPAT (see Section
2.6.1}. The expectation value of NSUS is NVAR, but it can
deviate from NVAR due to randomization procedures {see
Section 2.6.1). [1]

2.4 An epidemic in a compartment

This part of the model discusses computations performed for
each compartment on each day. In EPIMUL this is N times per
day {ncrmally N = 400). Apart from spore fluxes a compartment
is a closed entity: given the spore influx (FLIN), the spore
outflux (FLOF) is computed, using the daily multiplication
factor (DMFR} and variables that are only available for this
compartment, This part of the model is comparable to other
simulation models for epidemics which are more comprehensive
and more scphisticated. Here, however, all metecrological in~-
fluences, such as temperature and rain, and also plant growth,
are excluded, to keep the program concise and the computation
time short.

The principles of computation as described by Zadoks (1971)
are followed here (Fig. 2). The course of the epidemic is des-
cribed by a flow of sites through four levels indicated by the
following integrals: vacant sites (VAC), latent lesions (LAT),
infectious lesions (INF), and removed lesions (REM). The
amount of host material available in this compartment, axs
pressed in 51tes, is FRSI. - :

The transitions between levels are described as rates. The
rate of occupation {ROCC) is computed from the vacant fraction
VAC/FRSI and from the amount of incoming spores (FLIN}, with a
limiting condition 0g ROCC VAC. The rate of infection (RINF}
and the rate of removal (RREM) are computed from ROCC by means
of the function PERIOD (see Sectien 2.7), using only the
latent period (NLPD) and the infectious period (NIPD). Because
there is no meteorological variation the periods NLPD and NIPD
are kept constant during the whole run. i

As an epidemiologic model needs to work with discrete spores
and discrete lesions, all rates and integrals are kept at dis-
crate values in contrast with those used by Zadoks (1971) but
in accordance with EPIDEM (Waggoner & Horsfall, 1969).



Do 80 I=1,N

VAC=LIMIT{0.,FRSI.FRSI—LAT(I)—INF(I)-REM(I]) '

ROCC=LIMIT[0-.VAC.FLIN(I}*VAC/FRSI) ) _#)

" RINF=PER1OD(1,I,NLPD, ROCC)

RREM=PERIOD(13,I,NIPD, RINF)

LAT(I)}=LAT (1) +ROCC~RINF

INF{I)=INF(I)+RINF-RREM

REM(I)=REM{I)}+RREM

FLOF (1) =DMPR® INF ( I)

B0 CONTINUE

*} on the third line VAC/FRSI stands for the correction
factor 1-x¢ in Equation {1.1). The uppexr limit of ROCC is
reached when FLIN(I)>FRSI. The maximum of NLPD + NIPD is

20 days, as is the reserved space in the function
PERIOD. .

2.5 Spore dispersal

2.5.1 The disgpersal formula

The fungal generation cycle is considered to begin when a
propagule infects a suitable host. Propagules are dispersed
by rain splashing,.turbulence, wind, insects, etc. B

Spore dispersal is the process from take off to deposition;
every spore goes through an act of dispersal (van der Plank. .
1975). Spread is the collective result of many acts of dis~
persal, Spread cannot be seen, but it results in a spatial - -
distribution of disease which can be assessed. Spatial distri~
bution of secondary infections can be visualized as a concave
curve, representing severity against the distance of the
source, There are many secondary infections cleose to the. ori-
gin; from the centre of the focus outwards the number of
secondary infecticons decreases fast initially and then ap-= -
proaches slowly to Zero. Spore dispersal is the action result~
ing in spread. There are many functions depicting this type of
dispersal, which seem equally suitable: hyperbolic functions,

logarithmic functions, exponential.functions, the last in-
cluding normal distributions,

The dispersal formula to be used in the present model must
satisfy the following conditions: :

- Integration of the.function must be possible: the boundary
conditions of this function must.be such that infinite values
are not found. ' :

- Negative infection densities may not occur.

8
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Fig. 2| Flow diagram of an epidemic in a compartment, showing

the complete picture of the flow channel, the information net-
work, and the constants, The amount of incoming spores (FLIN)

is a result of the spore dispersal routine. For each compart-

ment the calculations give the number of spores entering again
into the spore dispersal (FLOF}). o S o
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- The formula must take intc account dispersal in the two
dimensions of the horizontal plane. .

- The volume under the two-dimensional curve has ta be a
measure for the total number of spores dispersed.

To define the dispersal formula, the model of turbulent dif-
fusion was adopted. In a set of eddies, which each can be sub-
divided into smaller eddies, and so on, the movement of an
eddy provides for the spore transport, while spore transport
between the eddies and the surrounding air provides for di-
lution of the spore cloud. Turbulence censists of two com=
ponents: mechanical turbulence caused by the wind, and theirmal
turbulence caused by a negative temperature gradient in -the "
lower atmosphere., Both forms of turbulence are effective in
enlarging the spore cloud. Here only their combined effect is
considered. Wind causes horizontal displacement of the whole
spere cloud. Crosswind the spore concentration always follows
a Gaussian distribution {Pasquill, 1962), in the direction of
the wind the distribution depends on the kind of spore source.

Gregory {1945, 1968) assumed the source to be continuous. A
continuous source is comparable to a chimney. During a certaln’
period spores are emitted at constant rate. Gregory proved
that a hyperbole is a good description for the spore concen-
traticn downwind. However, it is impossible to apply his

formula to the source itself, because the hyperbole reaches
infinity at the source. . S :

A momentaneous source expels all spores at once. For such a
source Pasquill stated that a Gaussian distribution applies in
the direction of the wind, the place of the maximum concen-
tration depending on wind velocity. Roberts et al. (1970) con”

structed a continucus source from a time series of momentanecus
sources, using the model of Pasquill,

Schrédter (1960} computed the probable f£light line, from which
the average travelling distance of the spores can be computed.
Shzum {1975) used a Gamma-functicn with this distance as the

2: lan. He chose a Gamma-function, because it is very easy to
- ange the form of the function from a negative exponential to
. n;irly normal distribution by changing the parameters a- and
sx.mrez :;Zizlzhsuggests to compute for about 500 classes Of °
very time—Zo 2y will come for every source- compartment: &

no evide nsuning method. Shrum's 1975 paper gives, howevers

nce for the actual use of the method advocated.

In E |
is ciiﬁggetzg formula of Pasquill is applied. The spore SOUrce .
. reéd to be momentaneous, and the whole dispersal Pro”

10



cess takes place within one day. Along the x ccordinate and
along the y coordinate there is a Gaussian distributicon, both
distributions with the same variance. The vertical component
has not been considered. The wind effect is not included in
the computation as it would cost too much computing time.
Therefore every formula remains an approximation, but it
answers the present purpose,

For any compartment serving as a source,. the concentration ¥
of the spores produced is a function of the distance to the
compartment o i ’

_ 1 w24y ? ’ :
X = Zpo7 - SXpl~- Zgg) . {2.1)

Integration over the area of the receiving compartment will
produce the fraction of the spores entering this compartment
(see Fig. 3).
X Y

2z 1 x2+y? .
;7 2mo7 ¢ e¥pl- Yo dx dy (2.2
X ¥
1

“:Fig. 3 ISpore concentration in a two-dimensional space. The
maximum concentration is in the middle of the source compart-
ment. Integration over the area of the receiving compartment
produces the fraction of spores entering this compartment. The
figure shows one source compartment (circle), and a receiving
compartment (shaded). The curves illustrate the two-dimensional
normal spore density distribution. Each compartment in turn
S8rves as a source, .

11



This may be rewritten as

X Y 2
2 2 2 1
1 X . - Y dy
J St expi{- 76-2'-}&52! . Yf o7 expl _2_226 -
X
1 . 2

{2.3)

The single integrals are computed once, then stored in an
array [(ARRY), Integral (2,2) is obtained by multiplying two .
single integrals. In this way the computation of the dlStanR;Y
between compartments is circumvented, The array-index of A

is determined by the position of the receiving compartment

{I, 1T} relative to the sporulating compartment (J, JJ). Of
course the positions of both the sporulating and the receiving
compartments are indicated by array-indexes. The number of .
spores "(SPORE) entering the receiving compartment is a result-
of the number of spores (FLOFZ} leaving the praducing compar
ment and the value of the integral at the receiving compart~
ment,

SPORE = FLOF2(J,JJ) % ARRY(I-J} # ARRY(II-JJ)

2,5.2 Imitialization of the dispersal

In EPIMUL the dispersal is measured by the parameter HALF.d
HALF is the distance in metres between the spore source an o1
the place where the concentration is half of the corcentrat

at the source, According to Egquation (2,1} the concentraticn g
at the centre of dispersal is

o= —L1_ . o ' 2.4)
e 2702 _ {
o= 1 m‘mz. | ’ . {2.5)
Q2 ‘—"‘Tz“o . exp(- ...._EE_E.__}

HALF2
k= exp(- gz ) {2.6)

Fiom Equation (2.6) g can be computed. In the model not @ but.
375' {= DIVE) is calculated, ' | |

————

. _HALR? ...
n &= - 202 . _,i.(note: ln = loge)

12



_ HALF?
n 2 =557

1 - In 2
262 HALFZ

1 _/Inz e
/2 HALF . ’

DIVE = SQRT(ALOG(2.))/HALF.

In mathematics the error function erf(a) is defined as

X _¢2
erf{a} = —7£Fe Of e t dt with the complement

erfe(a) = 1 ~ erfla) where t is an arbitrarily
chosen symbol, Equation (2.8) applies for the borderlines
of the compartments.

o 1

2
X _ x
o oyEE Rl pgp) dx = werfelgip) (2.8

An approximation of the error function, suitable for computers
{(Hastings, 1955), is used in the FUNCTION DISP, With this the
values of ARRY can be obtained for the given value of HALF,

C .
c DIMENSTION ARRY (-19,20)
C

DO 50 I=1,20

AI=I

DIST=RIRE* (AI~.5)

ARRY (1) =DISP(DIVE,DIST}

50 CONTINUE

C

ARRY (0} =2.%{.5-ARRY{1})
c

Do 60 I=1,19

ARRY (I}=ARRY {X)~ARRY {I+1}

ARRY {-I)=ARRY(I) -
60 CONTINUE

13



2.5.3 The spore-sweeping routine

SPORE has been defined as a continuous variable. However, the
compartmental calculations call for a discrete value of ROCC
{see Section 2.4}, For that reason the first infection of a
compartment must consist of at least one whole spore. But
after the first few cycles of dispersal most compartments have
recelved only fractions of spores by means of SPORE. As
fractions are rounded off to the next lower integer, ROCC re-
mains zero in these compartments, and the compaxtmental epij
demics cannot start, To overcome this handicap we have two
options:

- the use of the spore influx per compartment as imput in 2
probabilistic calculation.

- the use of a spore-sweeping routine which adds up spore
fractions until a whole spore is obtained.

The second opticn has been chosen, Some target compartments
are cleared of incoming fractions of spores that are trans-
ferred to a compartment, which then receives one unfraction—
ated spore, The sweeping starts at one corner and spirals in-

wards according to Fig. 4. The result is practically non-
directional,

I1SET -1

MIt CMIZ
T I
ISET -1 1 ISET1
Mit>MI2 - MJ1<MIZ
L=
1SET«~§
MH >MI2

Fig. 4| Rules for the spiral-like movement through a two-
gimensional array. The spiral is a set of concentric squares.
t one corner the jump is made inwards to the next SquUare.

The variable ISET determines the direction of array-scanningi
MI1, MIZ, MJ1, and MJ2 are the corners of the actual sides
of the squares. ) . .

14



nan

naogaonn

170

150

170

180

ISET = variable for direction of array-scanning

MIl, MI2 = array-indexes indicating begin and end of the
computation in the horizontal direction

MT1, MJ2 = idem {vertical direction)

LOOP = order number of a loop of the spiral

LCOPA , LOOPB = subdivisions of 1LOOP

I, J = actual array-indexes

MI1=0
MI2=20

MIt=1

MJI2=19

ISET=1

J=1

DO 180 LOGP=1,10
MI1=MI1+1
MI2=MI2-}

DO 180 LOOPA=1,2
DO 170 LOOPB=},2
GO TO (130, 150)LOOPB
I=MI2+ISET
MI2=MI1+ISET
MI1=I

GO TO 170
J=MI2+ISET
MI2=MT14+ISETH#2
MI1=J

CONTINUE
ISET=ISET * -1
CONTINUE

The sweeping itself is obtained by the following set of state-
ments:

c
Cc

140

{horizontal sweeping)

IF (FLIN2(I,J).GE.1,}GO TO 140

IF (FLIN2(I+ISET,J).GE.l.} GO TO 140
FLIN2 (I+ISET,J) =FLIN2 {I+ISET,J)+FLIN2Z (I,J)
FLIN2(I,J)=0.

CONTINUE

In the spiral I+ISET,J is the index of the compartment follow—
ing that with I1,J. The vertical sweeping follows the same prin-
ciples as the horizontal sweeping,

15



2.6 Host resistance
2.6.1 Compatibility

Within limits one can use EPIMUL to simulate an epidemic in &

- mpultiline or in a crop with a mosaical pattern of lines. For
that purpose a compatibility value is assigned to each compart-
ment. The 400 compatibility values are stored in an array
{COMPAT) , Two compartments with the same compatibility value
can infect each other. If their compatibility wvalues differ,

the crop in the receiving compartment is fully resistant: ne
infections occur.

In the model each line or cultivar has its own compatibility !
value. So the number of different compatibility values ls equa
to the number of lines (NVAR). The ‘compatibility values are

assigned to the compartment by a random generator with unifor
distribution.

COMPAT(I) = IFIX{NVAR % RAN(DUMMY)}

Because of the randomization, the number of susceptible com-
partments, which is N/NVAR on the average, varies somewhat.
The program counts the number of susceptible compartments by

comparing the compatibility values with the value of the
initial focus,

JN=N
COMPAR=COMPAT { INFO}
DO 30 I=1,N
IF {(COMPAT(I).EQ.COMPAR) GO TO 30
JN=JN-1
30 CONTINUE

At two places in the program the compatibility is checked:
first during the calculation of the course of the epidemic in
a compartment, and second for the spore transport to ox frof 2
campartment. In both cases further calculations are useless
when infection is impossible, and consequently, these parts of
the program are skipped for the compartments in guestion.

2.6.2 Unit size

The relation between multiline and mosaic is somewhat aifficult
to grasp. The reader can imagine a mosaic pattern as a groupi®d.
of large fields with different compatibility values, He can seeK
~the multiline pattern asg a:grouping of miniature fields (with
RIS = 0.1 m) with different compatibility values. There is M
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essential difference in pattern between multiline and mesaic,
but a large difference in the scale of events. EPIMUL cperates
on the hypothesis that there are no gualitative differences
between processes on a large scale and on a miniature scale,
so that the same eguations and algorithms can be applied to
both, The quantitative differences between the two scales of
events are determined by the parameters RIBSB and HALF.

From the epidemiolecgic point of view there is one serious ob-
jection to the hypothesis mentioned above. When the fields are
large, plants within one field can infect each other, thereby
essentially changing the epidemiclogic pattern. When the fields
are of miniature size (think of single-stem wheat fields;

RIBB = 0.1 m), mutual infection of plants is excluded; self~
infection of plants can occur in the vertical direction but
this (relatively small) effect is neglected.

The problem of the mutual infection of plants within a field
is solved by creating units. A unit is a square section of the
block consisting of adjacent compartments with identical com-
patibility values. The number of compartments per unit is
given by the parameter CMPU.

2,7 The delay function PERIOD

In Section 2.4 it was stated that the number of successful in-
oculatiocns determines the number of newly appearing infections
after a delay which is called latent peried (NLPD). This and
other delays are handled by a function PERIOCD. PERICD is a
delay function adapted to indexed variables { = the compart-
ment numbers), A delay function stores its input as many time
steps as indicated by the program, and retrieves the input
when the indicated number of steps has passed. In PERIOD the
variable (XIN) is stored in an array XX(I,I1), where the in-
dex I indicates the number of the compartment, and II indicates
the place where the input has been stored one delay period be-
fore, :

It is pessible to use PERIOD for more than one input variable
at the same moment. In the model the function is used for the
delays caused by the latent period and by the infectious
period. The different parts of the storage array are indicated
by the lccation parameter L. The exact storage location of an
input is found with a MOD function {the remainder when the time
DAY is divided by the delay time DELA):

If = L + MOD(DAY,DELA)
With this way of programming, the sum of NLPD and NIPD should

17



not exceed the 20 positions specified in the DIMENSION state-
ment of XX,

FUNCTION PERIOD(L,I,DELA,XIN)
DIMENSION XX{400,20)

INTEGER DAY, DELA

coMMON DAY

II = L+MOD(DAY,DELA)
PERIOD=XX{I,II)

TF (DAY.LT.DELA) PERIQD=0.
XX(I,IX)=XIN

RETURN

END

2.8 Output of the model
2.8.1 Computation of the output variables

The output consists of the following data sets:

- a table with spore losses and disease severities.

~ disease progress curves plotted on linear-linear, on log-
linear, and on legit-linear scales. b
~ disease profiles and disease intensity maps showing severl ¥
on different days.

From these data sets the relevant information can be derived.

For the completion of these data sets the following aaditional
output data are calculated:

SEV severity of the block expressed in number of

sites; SEV .is here the total of the infectants and ’
. the removals : )

log transformation of SEV : : [

relative visible attack, or the relative severity
. (this is the value x of van der Plank)
LCGIT\, logit transformation of RAT [
SPOT(I) relative disease severity of a compartment ‘1
CENTR ' relative severity of the initial focus
SINK sum of the fractions of the spores lost because
they fall outside the block and those lost becaus®
- of host plant resistance; spore losses due to ]
saturation of sites are not considered by SINK [s
SGM=0.
TINF=0.
TREM=0.,
DO 110 I=1,N
TINF=TINF+INF (1)

XSEV
RAT
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TREM=TREM+REM (1)

SPOT(I}={INF{I)+REM{I))/FRSI
110 SUM=SUM+FLIN(I}

SEV=TINF+TREM

XSEV=ALOG10 (SEV)

RAT=SEV/SITE

LOGIT=ALOG (RAT/ (1.-RAT})

CENTR=SPOT ( INFO)

SINK=(TINF#DMFR-SUM) / (TINF#DMFR)

RAT, SEV, XSEV, and LOGIT are different ways to represent the
disease severity of the block. The disease severity per com-
partment (SPOT({I)} is used as input for two subroutines:
PROFIL and DISPLA, representing aspects of focus feormation,
SINK and RAT are tabulated., CENTR, SEV, XSEV, and LOGIT are
presented in printplots.

The interval for the printing of output data for the tables
and for the graphs is determined by the parameter COUTPUT; the
output frequency of PROFIL and DISPLA is set separately.

2.8.2 Preparing the printplots

PRTPLT is the subroutine that generates the graphs on the line
printer, using subroutine GRAFIC. PRTPLT is used three times
in succession:

~ PRTPLT{'NAME' ,VALUE,6 AMIN,AMAX}

This is the call for the graphs to be prepared. In this call
the variable NAME is the name of the heading of the graph;
VALUE is the value of the wvariable; and the minimum and maxi-
mum AMIN and AMAX determine the secaling factor so that the
ordinate of the graph extends from AMIN to AMAX. When AMIN
equals AMAX the scaling factor is computed in another way.

A maximum of ten graphs can thus be made. At this stage the
intermediate values still are in an array.

-~ PRTPLT('TIME')

The intermediate values for the graphs that have been stored
in an array (ROW) are written on disk. With this way of hand-
ling data graphs can be of indeterminate length.

- PRTPLT('PLOT') :

This call stands at the end of the simulation., It generates
the graphs using the data con disk. :

To accomplish these tasks PRTPLT is divided inte three secticns.
The first section is used at the start of the simulation. The
names of the variables to be plotted are noted, and the number
of graphs (NC) is counted to organize disk area. :

19



The second section of PRTPLT is of interest during the simu-
lation, The VALUEs from the input are stored in array ROW.

Alsc the real minimum XMIN and the real maximum ¥MAX are Com-
puted.

In the third section, where the graphs are made, the data.are
read from diek. The heading of the graph is now printed, in-
cluding the minimum and maximum computed in the second section.
The scaling factor modifies all inputs for the subroutine
GRAFIC into a scale with 50 points, When AMIN is equal to AMRX
the scaling factor is determined by XMIN and XMAX.

PO B9 N=1,NC

DIFF=AMAX~AMIN

SCALE=50. /DIFF

READ{20) (INP(I},I=1,NC)

WRITE (3,1010) INP(N) ,XMIN (N} ,XMAX (N}
B0 READ (20,END=89) (ROW(I},I=1,NC),IDAY
. VALUE ={ROW(N)-AMIN) % SCALE

CALL GRAFIC(IDAY,ROW(N) ,VALUE)
: GO TO B0
89 CONTINUE

2.8.3 Line-printer graphs

The subroutine GRAFIC produces one line of a graph on the
line-printer. First the order number of the variable on the
abscissa is printed: the time step (usually the day) . or th?'
compartment number. Then the input variable VAL is printed 1
E-FORMAT. VAR determines one point of the graph. VAR is a con™.
tinwous variable, but for the purpose of graph-making the
points must be distributed over the ordinate consisting of 50
discrete printing positions. VaR is computed from VAL in the
subroutine PROFIL and PRTPLT with a scaling factor. On the .
abscissa an asterisk is printed, on the other points hyphens:
a plus, or blanks, depending on VAR. Sometimes VAR is greatel
than 50 or less than zero. When the limits of VAR are exceeded:

a warning is given by printing the variables MIN and MAX. If
::; is less than zerc MIN = '#', and if VAR is more than ELftY:
= l*l. .

2.8.4 The diseage profiié

Subroufine PRDFiL Preduce
. s a i iseas?
- profile around th .graph, vepresenting the 4

e initial focus. For this he relativ
. purpose  the
severities of the compartments, 210~220 are used to compute

values to be included in GRAFIC. In all runs the epidemic
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starts in compartment 210. Compartment 220 is on the ocutside
of the block. The row 210-2206 is chosen for the ease of
programming.,

In most runs a profile on log-linear scales is made. With a
chosen minimum AMIN and a scaling factor SCALE the logarithmic
values of relative severities are transformed for use as an
input into GRAFIC. For AMIN and SCALE the values -5 and 10 are
chosen; so points of the graph are found for relative severi-
ties between 1.E-5 and 1.

2.8.5 Display of the focus

Subroutine DISPLRA produces a map of the severity in the 400
compartments on the line-printer, Each compartment-is repre-~
sented by a sguare with a certain gradation of gray, which

is an indication of the amount of disease in this compartment.
In Fig. 5 eleven severity classes are given.

0.0 - 0.001 : :

0.001 - 0.101 2 aeeae f heuse
0.101 - 0.201 ¢ 3 mm==n : ==ac=
0.201 ~ 0.301 : HBHHHHA ¢ HHHHH
0.301 - 0.401 by mmmm= J111/ : FhbAE
0.401 - 0.501 T: mommm bt z shepspap
0.501 - 0,601 41 NNNNN Z2222Z .t BENER
0.601 - 0.701 3z ==s»a TTTTT : TITEY
0.701 -~ 0.801 ¥: HHHHH TTTTT : HEURY
0.801 - 0,901 n s +++++ NNNNN ZZZ22 : WNENEE
0.901 ~ 1., ‘>3 HHHHH TTTIT ===== : NENEN

Pig. 5 [ Severity classes and the construction of gradaticns of
gray from normal printing characters.

With DISPLA it is possible to visualize the focus development
and te discover daughter foci, if any.
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3 Results

3.1 Model performance and distance parameters

The model has two independent parameters of distance. One is
RIBE, measuring the length in metres of the side of a compar
ment, The other is HALF, indicating the distance in metres
from the spore source tec the place where the spore density
reaches the value 0.5 (see Section 2.5.2). RIBB defines the
crop, HALF determines the behaviour of the pathogen. Both pal
meters have the Qimension length. The complexity of the model
does not allow a simple description of the relation between
its performance and the two distance parameters. To study thi
relation seme results have been plotted against the quotient
of HALF and RIBB, a dimensionless ratic called HALRIB.

As a characteristic speedometer {van der Plank, 1975) we chos
the logistic infection rate. The growth rate of the epidesic
depends on HALRIB and is measured by the logistic infection
rate {r) at hale-time £{0.5) {this is the time at which thé
epldemic reaches a relative severity of x = 0.5). The walue £
can be calculated for the central compartment or for the blo
as a whole (Fig. 6.a, b). The absolute values of RIBB and HAl
have some but not much effect; it is their ratio that matters
The logistic infection rate of the central compartment {rg !
largest when HALRIB is smallest, that is when most spores I¢
main contained in the central compartment. With increasing
[;21'?13' r. shows a decreasing trend because of spore 1oss.
gistic infection rate of the block (r,} has a maximum at

HALRIB = about 10. Apparently the balance between the Spore’

loss and the spore influx is such at HALRIB = 10 that the
. average compartment has the highest x.

1g. & a| The relation between the-logistic infection rate Tg
of the central comp,

artment at half-time t_(0.5) and HARLRIB/
I{izttzc:“:r; linear-log paper. High values gf r, are found at
ot p ioes :f BALRIB; it is difficult to see why the decréds®
nate: 1o 1°+,1m°mt°n°‘_’s.' Abscissa: HALRIE = HALF/RIBB, Ordi~
half-timg_ :f : infection rate of the central compartment Yc &
{(—-), RIBR the compartment t.(0.5). Entries: RIBB = 5-
NLPD g ‘.9-5. {~~ =), RIBB = 0.05 («+--- ). parameters:
] NIPD—S, DMFR =.10.’ NVAR=1.,"CMPU=1. X
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Fig. 6 b |The relation between the logistic infection rate ry,
of the block at half-time t,{0.5) and HALRIB, plotted on
linear-log paper. The optimum wvalue of HALRIB under the con-~
ditions of the experiment is about 10. Abscissa: as in

Fig. 6 a. Ordinate: logistic infection rate of the block ry at
half-time of the block %,,(0.5). Entries: as in Fig. 6 a.
Parameters: as in Fig. 6 a.

Fig. 6 c | The relation between the time in days at which the
severity of the central compartment reaches the value 0.5
(half-time of central compartment, t.(0.5)) and HALRIE,
plotted on linear-log paper. The winimum value of t_(0.5) is
obtained when all spores remain contained within the central
compartment. Abscissa: HALRIB = HALF/RIEB. Ordinate: Number of
days from start to tc(O.S). Entries: RIBB = 50. (thin line),
other lines as in Fig. 6 a. Parameters: as in Fig. 6 a.

Fig. 6 dl The relation between the time in days at which the
average severity of the block reaches the value 0.5 (half-time
of the block, t){0.5))and HALRIB, plotted on linear-log paper
The optimum value of HALRIB under the conditions of the ex-
periment is between 2 and 5, Abscissa: as in Fig. 6 a. :
Ordinate: number of days from start to t, (0. 5) Entries; as in
Fig. 6 a. Parameters: as in Fig. 6 a.
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Another measure of the growth rate of the epidemic is half-
time which depends both on HALRIB and RIBE. In the central
compartment t_(0.5) decreases to a minimum when HALRIB de-
creases (Fig. 6.c). The smaller the RIBE, the smaller the
minimum value. For the block as a whole tb(O.S) has a minimum
ranging between the HALRIB values 2 and 5, Again, the smaller
the RIBB, the smaller the minimum value of t,(0.5) (Fig. 6.d).

When the epidemiologic parameters (NLPD, NIFD, DMFR) have bee!
set, and the epidemic has entered its compound phase, it
should develop in accordance with van der Plank's (1963)
equations, provided that a correction for spore loss is not
needed. During the course of an epidemic either the logistic -
infection rate ¥, or the basic infection rate R can be con- ‘
stant. When R is taken to be constant, as in the present mode.
the disease Progress curve plotted on logit-linear scales
bends upwards between x = 0.5 and x = 1., as van der Plank ex:
pblained. This observation is confirmed by the curves in Fig. .
Some curves show a hump, which is due to saturation of the
facus. The effect of saturation of the focus was not treated
by van der Plank, who based his equations on the assumption

logit.ry,
. af g Q

: : Coafel A
0 ' : 207

C 2
-4
_B_
-12 . : .

0 Lo 5o - 90 120

: - i ot . )
iigé 7 | Para-logistic growtn of epidemics within fields. U™
t:?di ends- a are due to the constancy of R, humps b are due
orat Sease saturation in the focus, Abscissa: time & in days-
nate:iiggit i:b). average disease severity of the block
: C9LL units. Entries: HALRYB, a constant
:?::acgz:::igz theNdispersal function relative to compartment.
. rs: NLPD = . = - 1.,
CMPU = 1, RIBR = 5, ,a_f_‘_"IPD 8, DMFR = 19,, W_AR =1 "
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that infection is evenly distributed over the field. Focus
formation also causes the optima in Figs 6.b and 6.4. Low
values of HALRIB show the effect of the correction factor 1-x
in the central compartments. At high values of HALRIB the
spores are dispersed too much. In the optimum there is a
balance between the two factors, spore dispersal and spore
retention. At what level of HALRIBR the balance is struck, de-
pends on the parameter under consideration ty(0.5) or x. For
an explanation see Section 4.1.

3.2 Severity profiles and focus extension

During an epidemic, the disease is severe in one place, mild
in ancther place, and possibly absent at a distant location.
In the field, there are gradients of disease from severe
through mild to absent. At any place the 'gradient' is
measured as the derivative of severity to distance, @x/dd.
Each scale of distance has its own gradient. A gradient on a
large scale of distance is not necessarily constant, because
there are gradients and counter—gradients on smaller scales of
distance. During the yellow rust (Puccinia striiformis)
epidemic on wheat cv. Alba in Belgium and the Netherlands in
1957, there was a gradient over 200 km in the frequency of
fields affected, the severity in these fields, and the fre-
quency of the loci, all on a macro-scale of distance (Zadoks,
1961). On smaller scales of distance each infected field and
every focus presented a counter-gradient.

The word ‘profile’ has been used in different ways; here it is
used for the curve of severity against distance from the
source, The program plots the severity profiles from which the
gradients can be computed. The focus intensifies and extends
until the centre is saturated {Fig. 8). From then onwards the
focus extends radially at constant speed. The graphs on log-
linear scales convincingly show that severity curves on succes-
sive days are paraliel, even when the centre is not saturated.
This point will be discussed again in Section 4.2,

3.3 Multilines and mosaic crop patterns

EPIMUL has been used to calculate the course of epidemics in
situations with one susceptible line or crop from i, 2, 4 or 8
lines or crops. With the model one can calculate the logistic
infection rate, the half-time, and the disease gradients. It
is evident that an increase of diversity causes a decrease in
the rate of intensification and the rate of spread. These
aspects are shown in Figs 9,10 and 11,
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Fig. 8 | pisease gradients of a growing focus, plotted at Varin
cus days. The focus was started by a single effective spore Y
the central compartment. There were 400 compartments per bloch
Abscissa: distance @ from centre measured in compartments. i
Ordinate: Fig. 8 a - severity x5 per compartment. Fig. 8 bt'
log)gxq per compartment. Entries: number of days from start.
Parameters: HALF = 5, HALRIB = 1., others as in Fig. 7-

T8

__._-_-__..—ﬂ'f‘
" . —_ . ;
. : ' 1/ NSUS
Fig.

3. 2 | Terminar severity TS of epidemics in multiline situ~
ations, determined at the end of runs of 120 days. Because [
the random distribution of units over the block, three runsg«m
CMPY have been magde to indicate scatter, Note that at lower

values meaning a better £all b2
" mixt ities fa
expectations, xture, terminal sever

Abscissa: number of susce esged as 2
ptibles expr
fract:i_.on of the total number, 1/NSUS. Ordinate: average termiﬂal
(S:em\f;rit{ of blocks, wTs. Entries:. expected values (drawn ]I_j_nee' _
B O “A 16 -, 25 -@. Parameters: as in Fig
26 .
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Fig. 10| Diseage progress curves for multiline situations.
2bscissa: time in days. Ordinate: average disease severity of
-the block Xp,- Entries: NVAR, number of lines involved. )
CMPU = 1 ( ) many small fields}. CMPU = 4 {- - -} few
large fields. Parameters: NLPD = 8, NIPD = §, DMFR = 10.,
RIBB = 5., HALF = 5., HALRIE = }.

t#

Fig. 11 lThe multiline effect on focus formation., Horizontal:
NVAR, number of lines in the multiline, Upper row: day 80 from
start. Lower row: day 90 from start. Parameters: NLPD = 8,
NIPD = 8, DMFR = 10., RIBB = 5,,.HALF = §,, HALRIB = 1.
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In Fig, 9 the line indicates the expected values of terminal
severity at the end of a run of 120 days, for different values
of NSUS. The distance from the dots to this line represents
the effect of the multiline. The scatter of the dots is due to
the randomization of compatibility values (see Section 2.6.1}.
With increasing NVAR the infection rate is smaller (Fig. 10,
because the rate of intensification is lower and because the
spread of the disease is diminighed (Fig. 11).

The effect of increasing the size of the unit is especially
discernable in the epidemic (Fig. 10). An increase in the size
of the unit can be seen as a forward shift of the epidemic
curve along the abscissa without a conspicuous change in the
slope of the severity curve. For one value of NVAR the two -
curves with different unit size are approximately parallel, at
least in the second half of the epidemic. The differences be-
tween the two curves per NVAR values are due to spore transs
port, which is more hampered at low CMPU than at high CMPU.

An increase in unit size reduces the vertical distance betwesh
dots and expected values (line) in Fig. 9.

3.4 The effect of the number of sources

So far all epidemics have heen initiated with one spore in the
centre of the block. Frequently many spores arrive in a si.nglﬁz:t
field to initiate several simultaneous foci. What is the effe

on the rate of infection Iy, when the epidemic is started. by &

number of scattered spores leading to multiple foei?

Simulation runs have been made with 400 spores as the injtial
inoculum, arriving at the central compartment (A), or scatter
ed as one spore at each of the 400 compartments {C), or 25

spores at each of 16 compartments placed in a regular grid
. {B). The result (Fig.

12) shows that with equal amounts of
initial inoculum per block, a distribution of the inoculum
over more compartments gives a higher r, than placement. of il
spores in one compartment only, The effect is manifest in the

range of one to 16 inoculated com 400, and
negligible above, ’ partments per ’
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Fig. 12 |'Disease intensity curves showing the effect of in-
oculation pattern. Abscissa: time in days. Ordinate: average
disease severity of the block xp. Entries: & - 1 focus & 400
spores, B - 16 foci 4 25 spores, C - 400 foci & 1 spore.
Parametars: NLPD = B, NIPD = B, DMFR = {(Q,, NVAR = 1,,

CMPU = 1, RIBB = 5., HALF = 5., HALRIR = 1,
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4 Interpretation

4.1 Intensification of the epidemic

Na epidemic of foliar pathogens proceeds without dispersal.
The model shows that the dispersal, represented by HALF, needs
to conform to certain criteria to be optimal. When the dis~
persal distance is too short, all spores remain within a small
area, and no epidemic develops (Fig. 13). when the aispersal
distance is toa long, most spores are blown away and the epli-
demic is severely retarded. With optimal dispersal distance
all spores fall an the right spot, and the results of the model
practically equal the results of models without spore dis-
persal feature, as far as intensification is concerned.

. The intensification of the epidemic can be characterized by

the logistic growth rate r., The logistic growth rate is a
relative rate of increase, It provides a measure of intensity:
In the model measures of intensity are not particularly sensi”
tive to the absolute values of the distance parameters RIBB
and HALF. The wmeasure of intensity does, however, respond to
the ratic of the distance parameters, to HALRIB,

Half-time reflects growth not only .as intensification but also
as spread. Spores are effective either in intensification o
in spread. Spread consumes time because it is a polycyclic
phenomencn, Hence in the t(0.5) versus HALRIB graphs (Figs 6.¢
and 6.4}, the curves for the various RIBB values are similar
and nearly parallel, but not identical, Polycyclic spread over
4 large area takes more time than spread over a small ared, :
?ecause the distance must be covered by a number of successive
acts of dispersal’, the actual number depending on HALF, The
average number of 'acts of dispersal', needed to cover & ais-

tance D, equals DfHALF AS a result tc (0 5)
» . is always 1
than th{o - 5) fOr a giVEI'I. HALRIB .

Zig; tBI The development of focal epidemics, shown at various
paiameZZ§:ic;iLnandBvari°“s values of HALRIB (horizontal).
cup : = B, NIFD =

U =1, RIBB = 5, ’ FP 8. DMFRa]_G_’ NVAR = 1.,
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Time is an extensive measure, and half-time reflects extensif?
rather than intensity. The contrast between intensity and h::a
tensity is reflected in Fig. 6, where the optimum for rl<35
HALRIB value of 10 and the optimum for tb(O.S) a value h'c.:h
The shape of the severity curve (Fig. 7) ind:".cates ontw ;AL -
side of the optimum we are: when the hump b is presen :'L P

is smaller than the optimum of Fig. 6.d, whereas too hig ]
values of HALRTB slow down the epidemic in the early stages

Not all spores produced result in new infecticns. A fracti::h_
dies during transport, or, even when healthy tissue is in_
ed, it fails to infect the plant. Such spore losses aré ad-
corporated in the daily multiplication factor (DMFR). I’; 2
dition spores are lost because they travel and fall on I:.esiS'
compatible compartments, which represent other crops or X
tant plants. Spatial distribution of resistant plants 1sf thes
factor not studied in earlier simulations. Two classes O
spore losses are shown ln Table 1.

4.2 The front of an epidemic

The extensity of an epidemic can be measured as the a:l:ea 12
hectares affected by the disease. The ‘rate of Sprem_i 1s vat
measure for the rate of extensity, discussed in detail by ic
- der Plank (1975). He reasoned that 'the speed of an er?idemt .
determines its compactness at any given level of disease 25
centre'. The 'gearing' of R, to r increases as pr increas .;i
His reasoning is based on the idea that a diffuse ePidemicAp_
a fastly advancing front necessitates a high value of Rg. has
parently this idea should be valid in the pre-saturation P
at the centre of the epidemic. The term speed is wiguouifo
it indicates a high r-value or a high rate of displacemen®
the front of the epidemic, Unfortunately the term front r:nk _
mains undefined. In this part of his reasoning van der Pl
did not consider any kind of dispersal mechanism.

Severity profiles can be uéeﬂ to locate the front of an eﬁ:—
demic, A 'front' is a line separating two areas with two' "
tinct qualities; here the 'front' separates areas with ae

gl
from areas without disease. How much.disease? The 'front' !
subjective concé

Pt because one observer may perceive & frcniy
where the other cbserver does not. A front is recognized o2
vhen there is a sharp disease profile; so the derivative ©
Rietincy o distance dx/dd has to be used. What is an T
~distinct transition to the cbserver wandering amidst the cxe
may be a sharp profile to the ‘same observer looking at 2 -mape
with severity data. The ¢larity of perception depends to s
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Table 1 Spore losses due to spore dispersal.

l.a. Spore losses from the block expressed as fractions of the
number of spores produced, for different values of HALF. Para-
meters: NLPD = B, NIPD = 8, DMFR = 10,, NVAR = 1., CMPU = 1,
RIBB = 5, )

HALF 2. 5.7 10.

HALRIB .4 1. 2.
DAY = 15 Q.0 7.2E~8 3.4E-6
t.{0.5) 8.9E-9 5.2E-6 2.3E-2
{0.5) 2.98-4 5.9E-3 4.68-2
DAY = 90 1.8E-7 1.0E-1 *

no sporulating lesions avallable due to saturation of the
epidemic,

1.b. Spores lost on resistant plants due to the multiline
effect, expressed as fractions of the number of spores pro-
duced, after correction for spore losses across the border of
the block. Parameters: NLPD = 8, NIPb = 8, DMFR = 10.,

CMPU = 1, RIBB = 5., HALF = 5., HALRIB = 1,

NVAR
1. 2. 4. 8.
DAY = 15 - .28 .49 .79
t(0.5) - .36 .54 .71
t,,(0.5) - .43 .57 .72
DAY = 90 - .33 .54 .58

extent on the distance between observer and front. Subjective
judgements cause a problem. The problem is solved by assuming
an arbitrary perception threshold, which is placed here at a
level of 0.05. If 5% of the foliage within an area is visibly
infected, the area is placed in the class 'with disease'. A
frant is defined when on the spot where xq = 0.05 the gradient
is dx/dd > 0.04. Table 2 shows gradients computed from the
model for various values of HALRIB. These gradients can be
used to calculate the rate of progress from disease waps
{Zadoks & Kampmeijer, 1877).

The results of EPIMUL do not conform to van der Plank's ideas.
Severity profiles around foci appear steeper with time until
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Table 2 Gradients determined by EPIMUL at various values of
HALF.

The value of the gradient Axgy/4rg has been determined at x3 =
0.05. A + in Column § indicates that the gradient has reached
a steady state. A + in Column F means that the front of the
epidemic can be seen {(for explanaticn see text) . Parameters:
NLPD = 8, NIPD = 8, DMFR = 10., NVAR = 1., CMPU = 1, RIBB =35

HALF HALRIE bxq s F
Ard

1.0 0.2 - 0.45 + +

2.5 0.5 - 0.19 + +

5.0 1.0 - 0.065 + +

10.0. 2.0 - 0.005 + .

25.0 5.0 - 0.0°

saturation (Fig. 8.a}. After saturation of the centre the
profile changes no more. The focus expands radially at con~
stant speed, the stabilized front moves along steadily. The
constant speed is not caused by the dispersal formula used;
other formulas tested gave comparable results. EPIMUL describes
the front of an epidemic as a wave that rolls on when the
centre of the focus has reached saturation. In nature an epi-
demic usually expands without saturation so that the wave-1iké
character of the front may not be apparent. If, however, we
look from Fig, 8.a to Fig. 8.b, the picture changes; the
profile {s constant from the beginning, even with unsaturated
sources. Thig constancy is in accordance with results fxom

medical epidemiclogy (Kendall, 1965; Daniels, 1975; Diekmanfs
pers. commun., 1977). .

The term 'rate of progress' has been used loosely. We can no¥
define and calculate the 'rate of displacement of the fFront'.
Test runs indicate that the daily multiplication factor (DMFR}
the equivalent of R, has little effect on the rate of dis-

placement of the fyont (Table 3), in contrast to van der
Plank's opinion.

The simulator permits calculation of frant displacement on
the micro-scale. Front displacements on the macro-scale can ke
calculated, though with some guesswork, using dynamic disease
maps (2Zadcks & Xampmeijer, 1977) . The model mecessitates the
assumption that the dispersal mechanism is constant over 2
falrly long period. Such a situation may occur when there is

34



Table 3 Displacement of the front of the epidemic in compart-
ments per day, calculated by EPIMUL, at various values of HALF
and DMFR. The DMFR has some, but relatively little effect on
the rate of front displacement. Note that at the lowsst line
of the table the 'front' no longer satisfies the definition
given in the text (figures within brackets). Parameters:

NiPD = 8, NIPD = B, NVAR = 1., CMPU = 1, RIBB = 5.

DMFR
HALF  HALR1SB 2. 5. 10. 26. . 50. 100.
.5 .1 .02 .02 .03 .03 .04 .04
L. .2 .03 .04 .08 .08 .09 .10
2. .4 .10 .14 .14 .14 17 .20
5. 1. .22 .25 .28 .26 .33 .37
lo. 2. . (.67} (.74) (.80} . ]

turbulent transport of propagules in the lower atmosphere. The
medel cannot be used when the propagules are transported by
frontal systems at high altitudes and are washed down by rain
after having travelled cver a long distance.

4.3 EPIMUL and reality

EPIMUL is a highly artificial medel. There is hardly an epi-
demic during which circumstances always are favourable to the
disease, day and night. In EPIMUL all calculations are made
With a fixed latent period and a fixed infectious pericd. To
reduce the computing time a short latent period was chosern.

The results of the calculations apply only to idealized circum-
Stances, continuously optimal for the disease.

The basic assumption underlying most temporal simalations is,
that at all times inoculum is regularly distributed over the
Crep. The effect of this assumption can be visualized by
EPIMUL, when an amount of initial inoculum is applied to one
Compartment only, to all compartments in an qual distribution,
Or when an intermediate situation is chosen. Fig. 12 shows
that an initial inoculum of 400 effective spores distributed
in a regular pattern produces a faster epidemic than the in-
oculum concentrated in one focus. The difference is not a
delay of the epidemic, but a real difference in spe?d. ?herfz
is no appreciable difference between 16 a?d 400 fOC1.ug:géimal)
Proves that in focal epidemics with relatively low {subop
values of HALRIB the basic assumption is incorrect.
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Many epidemics pass through an early focgl phageftzizzzsbe
coming general. Focus formation from a single in o 19631,
lesion is a regular process, described by v?n der Prply
Z2adoks {(1961), and many others. Scme epi@em%cs.show sthes
delineated foci, in others the foci are indistinct. 0inherent
things being equal, the difference mu§t he due to i? S ri,
characteristic of the epidemic, the dispersal func ;Zh e
13}. van der Plank (1975) reasoned thét epidemics wt n e
crete focl produce fewer daughter focil (and.at syor e iy
ces from the mother focus) than epidemics with dlffus: by a
The model produces daughter foci. These can be reccgn_zradients
counter-gradient in the severity profile. But counter g the
in the model are faint, and they are readily o?scured yomes
main gradient. When in subroutine DISPLA the disease bec

d:
*discernable' {x = 0.01), all counter-gradients have alrxeady
disappeared.

EPIMUL has only one dispersal function, with only one dlsngsal
gradient. A large HALF apparently is not sufficient for pthan
ducing daughter foci. Therefore we must assume that more et
one dispersal gradient exists concurrently; their 1nterace
will produce daughter foci. Four different ranges of spor
dispersal can be thought of:

1 m}
- the dispersal gradient at the border zone of a focus {

i - 100 m}
- the density gradient of the new daughter foci (10- 10
- new infections in the same region, due to spore (1 k)
transport along the 'flight line' of Schrédtex

- long distance transport (hundreds of kmi
Spore transport in turbulent air can account for all these
gradients with as extremes the smallest eddies for short-
distance transport, and frontal systems for long-distance el
transport. Possibly the addition of a wind effect to the m

will change the pattern of secondary infections and enhance
the phenomenon of daughter foci.

In an earlier publication (Zadcks & Kampmeijer, 1977) we
-attempted to apply EPIMUL to long-distance dispersal, but ¢
generally speaking the model is more suitable to simulaticn ©
short-distance dispersal. The modeller must make a choice amond

the above-mentioned ranges of spore dispersal, before applyind
the model to a specific problem,

Section 3.4 shows the effect of multiple foci; we know of ne
experiments or obgervations that study this point explicity-
Evidently such studies are needed, as the effect of multiple
foci on the rate of epidemic increase can be considerable.
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In natural situations the severity profile is steep at the
beginning of the epidemic, and flattens in the course of time
at an increasingly high level. Flattening around a point
source must be ascribed to invasion of inoculum from natural
cutside sources into the experimental area (Cammack, 1958;
Gregory, 1968). In most experimental situations this 'back-
ground infection' does exist and causes flattening. In EPIMUL
all spores that travel beyond the boundaries of the block are
lost, and spore influx from outside of the block is not con-
sidered. So it is not surprising that flattening does not
occur normally in the model. The absence of flattening is not
3 defect of the dispersal function. Another dispersal function
has been tried (not an exponential function} and again
flattening was absent or, in other words, a constant rate of
front.displacement was obtained. A steady displacement of the
front follows also from other epidemiologic consideraticns
{kendall, 1965}, In a variant of the program a one-time influx
from outside was inserted, This influx had all characteristics
of background infection: a low spore density was evenly dis-
tributed over the area (= the block). The flattening due to
this influx is evident (Fig. 14.a}.

Reports on flattening of profiles or severity curves could be
Que +o problems of scaling in experimentation, as measurements
In or near to the source are reputedly difficult, and obser-
Vations far from the source are often impossible because of

the physica) limitations of plot size. The result could be
truncated profiles, as shown in Fig. 14.b, where only two
fragnents of profiles from Fig. 8.b are copied. These truncated
Profiles, indeed, suggest flattening of gradients, but the
Suggestion ig misleading.

In summary, EPIMUL does not depict real situations, but it
pbroaches some aspects of reality rather closely. It is a b
discrete solution of epidemiologic problems, which can also be
Studied by analytical mathematics (Kendall, 1965; Daniels. -
1975 | The way EPIMUL handles epidemiclogic problems maio:pof
Peal to epidemiclogists, because a discrete representat
reality complies with their daily experience.
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Fig. 14 a | Flattening of disease gradients, Influx of spores
from outside sources on day 20, one effective spore per com-
partment, representing 'blanket infection', Abscissa:
distance from central compartment, d. Ordinate: log severity
log)gx4. Entries: without spore influx ( 3y, with spore
influx (- - -}, Parameters: NLPD = 8, NIPD = B8, DMFR = 10.,
NVAR = 1., CMPU = 1, RIBB = 5., BALF = 5., HALRIB = 1,

Fig. 14 b| Flattening of disease gradients, Apparent flattening
caused by truncation of severity curves already shown in Fig.
B.b. Abscissa: distance from central compartment, d. Ordimate:
log severity. Entries: number of days from start.
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Appendix A - List of symbols

1

2 *

3

"

5 ]

6 & ARRAY 1
7 L4 AREA

8 “ ARRY

g » BLOC
10« CENTR
11 . CHPU
12 - CMFR
13 - CHP2
4« COMPAR
15 = COMPAT
16« DAY

17 » DI1sP
18 » DISPLA
19 DIAT
- DIVE
. DMFR
22 % - prNTIN
2 . FLIN
2% . FLIN2
B . FLINCIN
26 . FLOF
T . FLOF2
8 . FLOW
9% . FAS1
0 . HALP
N . TNF

1”2 . IKFO
LX) TSET
M. LAI

LI ) LAT

36 LESION
37 . LIMIT
3. LOGIT
9 . Loop
0w . LOOPA
l; . LOOPB
4 - y

43 - N

4“4 . NIPD
45 . NLPD
6 o« FYAR
L1} NSUS
L7 QUTPYT
49 . PERIOD
30 . PROF I3,
51 L RAT

52 RATABS
LEREE REM
S¢ s prep
5 . RINF
56 . RECE
57 . RREN
3¢ [ SEV

59 = SINK
60w SITE
61 » SPORE
62 »  spoRreg

Liall T TN EREEREANY (LT 2 Y

®A%  LIST OF SYMBOLS wes

NDICES: I;llaJ.JJ;INpUUT.Mll.NIZ;NJl,HJ!

AREA OF ONE COMPARTMENT IN NETERS

ARRAY CONTAINING INTECRALS FOR SPORE DISPERSAL
TOTAL AREA INVESTIGATED

SPOT(TINFO)

NUMBER DF COMPARTMENTS PER UNIT

CORRECTED HULTIPLICATION FACTOR

COMPAT

COMPATIBILITY YALUE OF g INITIAL FOCUS
COMPATIBILITY-FACTOR FOR PATHDGEN=HOST COMBINATION
TIME VARIABLE

FUNCTIOR WITH DISPERSAL FORNULA

SUBROUTINE FOR FOCUS DISPLAY

DISTANCE TD THE SOURCE

1/(SIGMA®SART(2)) .

Patry MuLTIpLicATION FACTOR

END OF SIMULATION

INFLOW OF 3PORES 1Nt A COMPARTMENT

LIN
FO) . = INOCULUK AT THE START OF THE EPIDEMIC

OUTFLOW OF SPORES FROM & COMPARTMENT
FLOF ) ’

NUMBER TRANSPORTED SPORES

HUMBER OF s1TES PER COMPARTMENT

SPORE DISPERSAL PARAMETER

NUMBER "OF INFECTANTS

ARRAY«INDEX gF IKOCULATED CONPARTHENT (INITIAL FOCUS)
DIRECTION O ARRAY SCANNING

LEAF RREA INDEX

NUMBER qF LATENTS

AREA CF goNE LESIDN

{FUNCTIONY UPPER AND Laowgg LIMI? OF A VARIABLE
ALOGCx/ (1mx) )

FUMBER OF Tup LOCP IK THE SKEEPING SPIRAL
SUBDIVISION of Loge
SUBDIVISION or Loop

SQRT(N)

NUMBER "QF CAONPARTMERTS
INFECTIOUS PERIOD

LATERT PERIpDD

KUMBER OF LINES -

CORRECTION FACTOR FoOR NUNBER
ourpyr INTERVAL or THE Ghapk
DELAY FUNCTygN

SEVERYTY PROFILE SUBROUTINE

SUSCEPTIBLE CONPI?THEN?!
3

RATE DF REMOVAL

D1sease SEVERITY 18 SITES

SPORE Lpss PUE TO sporp PI1SPERZAL
R OF sIvE

NUMBER TRANSPORTED SEDRES

MUMBER oF EFFECTIVE SPORES (= CMFR ]

AR LT YT PEHBARREAR BUESBPERAS ABEERNEE Y

fren2)
f=]
[Les2)
te]
[=]
(/7]
[»}
te]
=}

[14]
t1/L1
/7

tN/T]
/17
tN/1)
[Rs1)
tu/T1)
/7!
N}

(N
[e]
(=)

N
ELa-zJ
=]

[N/T)
[}
tﬂg
(L
ins1l
(w3
N/T1l
[&0]
(]
1,21

(v}
(£.}]



spPQT
TINF
TREM
70T

UKIT
VYAC

XSEV

IR TR NERENRERN]

THESERES ANESSEREE FRARIEREE NESNRAAEE Suestslas BERH

DISEASE SEVERITY OF ORE COMPARTMENT

TOTAL INFECTANTS (WHOLE FIELD)

TOTAL REMOVALS (WHOLE FIELD}

TOTAL DISEASE

GROUP OF ADJACENT COMP’S WITH SAME COMPAT

MUMBER OF VACANTS (= AVAILABLE FOR INFECTION}
LDG1D(SEY)

sRsnd HEiERRRER

{=1

N}
[N}

tN)
=)
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Appendix B - Listing of program

M e EPINUL "Té

15 . PROGRAMMER1 P,KAMPMEIJER

% . FORTRAN PROGRAM FOR A MULTILINE

71 s SPATIAL VARIATION IH AN EPIDEMIC

78 .

79 DIMENSION FLOF{400),FLINC4GO) ,ARRY(~19/20)
11 DIMENSION FLOP2120,20),FLIN2(20,20)

a1 IKTEGER OVUT,CMPU,CMFR

52 INTEGER DAY,FINTIM,QUTPUT

[T] INTEGER CMP2(20,20),COMPAT(400),COMPAR

54 REAL LAT(A00), INF(400),REN{400)

1] REAL WSUS,WYAR,LESION,LAT

L] REAL LIMIT,LOGIT

o7 EQUIVALERCE (FLOF{1),FLOF2(1,1))

a FAUIVALENCE (FLIN(1),FLINZ(1,1})

[3] EQUIVALENCE {CMP2(1,1),COMPAT(1))

[ 1] . COMMON DAY, SEDT(400)

91 DPEN (UNIT® 31,ACCESS»"3EQOUT")

92 OPEN {UNIT®25,ACCESSE"SEQOUT?,DEVICE="LPT*}
3 .

94 BRRERESES SRTRIRES HENAGUANT SAERARSOES AFHNSLNEE FREGREREE ANORAETEE
95 2480 INITIAL SECTION L1221

9% SERAEREES SHDRIFPIAE RVEHSPHNN BRBSSFUNE SRRFUBERD FARIRIULE SBURMNRRE

50 L]

99 aee PARAMEITERS

10 =

103 CHMPUx1

162 DMFRu10,

103 FIRTIM=120

104 - INFOEI10

105 KALF=S,

108 LAI=S,

197 .- LESIDNai0,

108 - Mu29

109 NLPD=R

110 NiPDwa

11l - NVARRi,

112 OUTPUT»)

113 R1RD2S,

114 =

:;: ACCEPT #,RIBB,HALF,NVAR,CHPY

.

117 - PARAMETER PRINT

1®  »

119 WRITE(3,9020) LESION,RIBD,LAY,HALS,DMFR,NLPD,NIPD, N, INFO,CHPU,
120 INYAR, FINTIN, OUTPUT
i -

122 Ml up
123 UNITuR/CHPY

124 CMPUSGRT (FLOAT(CHPY))
125 IF (MDDLM,CMPU) . EQ,0) GO 10 %
126 KRITE ¢3,9090)

127 aTop

128 3 AREAFRINE#e2

129 - BLOCHN#AREA

130 . LEAIDNRLESION®) E=¢6
131 FRSImLAISAREA/LESION
132 SITEsFREI#N

133 ASTITE=ALOGLO(SITE)

134 WRITEC),9030) BLDC

138 © MRITE (21,%030Q)

13 o

137 esa - TEROSBETTING

13 » '



DAYxg
PO 10 ret,n
LAT{1)e0,
INF(2)a0,
REN(I)wp,
FLIN(I)=p,
SPOT{Lyay,

te COKTINVE
FLINCINFO)ay,

hhd INITIALIZE Ranpom CENERATOR

CALL TINE(JN)
IN=ON  AND 17
CALL SEYRANC29N41)

ool HOST~PATHOGER CONPATIBILITY SETTING

DY 24 Ix8, (MsCNPY)
bo 29 I 1, (MICHPY)
JHIIPIXI!VARIQAN(DUHHY)J
Dg 2 III}.CRPU
00 20 Jaay,cupy
20 CHP2y CCIw1)eCHpUSTLY , ({Jal ) oCHPUNLT) Judn
Kauany

COMPARGCONPAT( INFQ)
w NVAR,EG,1,) GO 10 40
JNa

DO 30 1ep,x
Ir (CDH?IT(!).EE.CBK’AR} G0 0 0
dNeyey

3P0T{1)ap,

» CONTINYE
NSUSaFLOAT(N} /PLOAT (O0)
WRAITE (3,9010) NSUs
WAITE (33,8076 wvAn
00 40 fay,u

’
¥RITE (23,9000) (CMP2(J, 1) ,dnq,4)
40 CONTTRUE
CALL DESpLa .
»
bk INITIALIZE ARRAY FOR DISPERSAL PUNCTION

DIVEISGNIIILOG(?.}l/HALF
Db 50 1ay,20
Alsy

DISTsRIBDM{AT=, &)
ARRY[T)3DI5P(DIYE, DIST)
NTINUE

.50 €0

ARRY(O)nZ, w(,5=ARRY(1))
DO 60 1my,14
Anar:x)-ARnrtI)-ARnr(I«i)

5 AgRY(-Iéllﬂkrtll
CORTINYI

1F (ARRY{0),GE,,018) GO TD 70

WRIte (3:’09!}

stop

* SHEEE BESERSSNR
SEERAANUS SRLNIEINE SorININY NESEGEEEE SRSRARRES BEES

L. o% boivdahied FRREE SEEABRNDS
~:--oa..3’!§f$5a355'§.......« THEEARREE RRRRARNES AFH
[ 3

0 . cowrrmue
»
. DEVELOPNENT OF THE EPIDENIC  eew
. ' g .
* R
TINFSO, ]
Ts!”:oi "
DO #0 twy
IF (COMPAT(1),RE.CONPAR} GO 70 79
e an
* “ERF(1I=REN
T100, s FRS1/FRIISLATCI)
g:s:&::u:t(ﬁzbvacvaCyrn;ntt:fryar:_

ROCCuCNPR
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b3
8

L L)

L ]
L L0
-

100
110

120

130
140
150

160

170
180

RIKF=PERIOP{1,IN,NLPD,ROCC)
RREM=PERIOD{13, IN:NIPD,RINF}
LAT(2)=LATL])+ROCC-RINF
INF{I)SINF(I)+RINF=RREM
REM{T)}WREM(T)+RREM
FLOF{1yuDHFR#INF (1)

TINFaTINF+1NFL1)

TREM2 TREM+REM{T)

SPOT(2)=C INFCI)+REN(I)I/FRET
GO tO &0

SPOT(1)m0,

CONTINUE

CENTRaSPOT(INFO}

I¥ (DKAY.LT,NLPD) GO TD 200

. IF{RATABS,GT,,99) GO TO 200
| OUTEHOD (DAY, S}

IF(OUT, NE,O) GO TO 99

. IF (RATABS,GT.,8) 6D 1O %0

CALL PROFIL

1F (CENTR,LY,,05) GO TD 90
CALL DISELA

CONTINUGE

DISPERSAL OF SPURES = ###

I
SINKsq,
oo 120 Isi,M
DO 120 1fa3, N
TF [CMPZCI, I19.KE,COMPARY €O 1D 420
FLoN=g,
DO 100 J31,K
0O 100 JJ=1,k
IF (CNP2(T,00) JHELCOMPAR) €O TO 304
SPORE=FLOF2(J¢ JUAARRY (TmJ } #ARRY( IT =)
FLOKSFLON+SPORE
CONTINUE
STHRESINKSTLOW
FLIN2(Y,11)sFLON
CONTINUE
IF (FLINZ{3,1).GE.1,) GO 10 200
NIlEp :

HIZN20

Wing

KIeig

13ETs)

J=i

DO 190 LOOP1,40

MIiaNIl+1

MIjuNIdel

DD 190 LOOPA=1,2

08 176 LOOPBs1,2

G0 TO (130,150) LOOPB

DD 140 I=MI},M12,18ET

1F (FLIN2{I,J),6E.3,} GO 70 140

1r (rnluztxaxs:r.JJ.GE 1.} GO T0 {4
FLINZ(IOISBToJl-FLINZ(IoISET-J)*FLlNZ(I.JJ
FLINZLI,J)20,
CORTIRGE
I=MIZ+15ET

"RI2aMI)+ISET -

LISETE

GO Ta 170

DO 160 JIHJI;HJZ,ISET

IF (FLIR2(T,J}.GE.1,) GD 70 -160

1r (PLI“I(I.JOISIT} GE.1,) &D TO 60
FLIHZ(]-J*I&!T)IFLIHZlI JISET)+FLINZ(L,J)
FLIR2{1,J)=0,

CONTIRUE

JEMJ 24 I5ET

HITeHT1 +TSETS2 tr

KJing .

. CONTINDE

ISETRISET#w]
CONTINUE

1r (FLINI{III;HJIJ GE.I } GD.TD.i9b



190
o+
200
»

3030
9049
9050
9060
9070
9994
9090

9098

L

i0

IF CFLIN2(MI1+1,MJ1),GE,1,) GO 10 190
rFIHthl!*1:NJ1):FLIN2cleci.MJ1;0FLIN2{NI:.NJI?
FLINI(MI1,HI1)u0, . o .
CONTINUE

CONTINGE

SEVETINF+TAEM
XSEVeny,

Ir (SEV.GE,t1,} XSEVSALOGEQ(SEY)
RATaSEY/STTE

nAraBs-RA?-nsus -
RATALLINIT(,6E=5,,99),RaT)
Lccrr-apuc(nnrart:.-nAra::

IFiMaD (DAY, 00TPUT),HE,0) GO TO 210
SINCRDNFReTINF
IF (SINC,NE.0.) SINK=(SINC=5INK}/SIRG
WRITE {2%,9p40} DAY, SINK, RAT

CALL PRIPLY("CENTR ,CENTR, 0, ,1,)
CALL, PRTPLY("8BY,A*,3E¥,1.,S1ITE)
CALL PRTPLT(*X3EV",XSEV,0,,XSITE)
CALL PRTPLT{"LOGIT®,L0G1T,=12.,4,7}
CALY PRIPLT(*TIME®,99,,0,,0,)
DAY=DAY+y

IF (DAY,GT,FINTIM) GO TQ 220

GO T0 70

CALL PRIPLT("PLOT*,0,,0,,0,)

FORMAT(* CORRECTION FOR NUNBER OF SUSCEPTIBLES 1 *,F

OF AN EPIDEMIC IN A MULT
FORMATC*1 EpIMDL "PISTe " SIMULATION LESTON S125° 3 TX.0 3

ILINE*, ¢/, * “StwULATION PARAMETERS ",/ "*
R RIS 2k g NS eres LA ARER F1ON FACTORS,
3a2e /e WHALFT,24X,07,2,7 N7,/," OALLY R eraus "pe
Ar7,1¢/¢ " LATENT PERIDD®,15X,14,° DAYS®,/, FOCUS? CELL
SIO0%yMK LA, 0 T DAYSY, 7, WHS TR/ A
& PR,7,8%,14,/,* CELLS PER UNTT, 14Xe 14,7, ¢ $HVAR®, ayses
T SFINTIN®,22X,244/,° OUTPUT FREQUENCY 112,14y s
FORMAT(®= TOTAL AREA INV!STIGATED!'-!FET:O- 2%
FORMAT(® DAY®,T4,2(1PE12,1}) , o
FORMATL* 2%, 42X, "SINK* (7%, *SEV.R")

FORMAT(3%,12)

FORMATC"t COMPATIAILITY-NATAIX NVARz *,F3,0)

FORMAT(® *,201 v
rgku:rs' uiggs‘:or FITTING IN THE BLOCK, CHODSE A BETTER VALUE

LT 8E EXECU
:QRHAT:"P:RLNE?ER HALF 702 LARGE, THIS PROBLEN CAR NOT
1TED, *y .

END

SREEAR BESaRIEEE
JURSRNINL KRSsEANEE pussaNeRe TORBRRESY BRREEEEES Sus

FUNCTION DrsP(Q,.U) ) . . 10N
ISPERSAL FUNC
THE RTEGRAG 1oy GrEOR(eer s IRPGRLE EAP(-0esT & Xead) ]

THE INTEGRAL 1Sr O/30RT(PX) +
INTEGRATED FROM U TG INFINITY,

TelOR/
DATA A(,A2,A3, A4/,27B393, 230389 (000972, (0781

FKsQuy o TO 10 T .
*e

N T M S v Mornest.

DENOMSEY , /DENOMS 34, . T

DISPx,S4TENON : )

RETURN L

DISP=,p o .

RETURN R s : ,

EXD o e

. ) (T
. S, FEENREERE FIRTNAREN WECSIVAEE SRS
FEEBRR2nE sunnpInas NEBRNGNDE )
.
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10

20

30

a0

10

990

100

130
9010
9020
1030
-

-

A N AR R NN

SUBRDUTINE DISPLA

DIMENSION AA{20},AB(20),AC(20)
INTEGER our,nAr(‘o ,

COMMDN DAY, SPOT(400 . Y. .
DATA DA,BB,BC B3, BE,BF.BG,BH. 81 /° ) ceven o "HRHHN? , "F3zax
Le“F 17277 g ovewal? s *NNNNN®, PLITER" " TITTT S
MAITE(28,9010)DAY

80 134 Is),20

1Is(1=1%420

pO {20 JI%1,20

QuUTaIIeNd

ACCITINBA
IKeIF1X(SPOTIOUTI#10,+1,99)

GO TO (10,20,30.40,50,80,70,80,90,100,114,110)1K
AR (JI)=BA :

AB(JJIaBA

GO 10 120

AA(JJ)2BB

AB(JJ¥nBA

GO T0 t20

Ah{JJ)aBD

AB(0J]2BA

GO TO 420

[YYRRINTTY

AB(JJ)=BC

GO TO 120

ARCJI)2BE

AB(JJ)sRD

0 10 120

ARG )aBE

ABLJJIWBD

G0 TO 120

AACJJ)BG

AB (I FaBH

G0 10 120

IYYREATT

AB(JJ)=8D

GO TO 120

AACJS JuRC
" AR(JJIAT

GO TO 120

AR (ST ) =BG

AB(JJ)mBH

ACLJJ)aBF

G0 10 120

AR(JJY=RC

AB{JI)=AT

ACCJJ )80

CONTINUE

00 130 Jisy,3

WRAITEC25,9020)AC
WRITEL2%,9030)A8
MRETE(29,90305AA

CONTINUE '

RETURN :
FORMAT{"1%,110K,° OAYS’,14)
FORMAT( "+, 20A8)
FORMAT("+7,20A8)

D

HESERENER SREESREING VUNUSEES SHBUERIAS SHSRISNNS SERBBNESE RESNNEERE

FUMCTION PERIOD(L,Y,DELA,X1N)

DIMENSION XX(400,30)
INTEGER DAY,DELA

COMMON DAY
PELA x DELAYTIJD
11 5 ARRAYWAARDE YAm BE DELAY
] . ® CORRECTIC WAARDE VOOR GERRDIKSRERHALING
NOD . = FORTRANFUNCTIE 3 RESTWAARDE VAN EEX DELING
- XIN: = INPUTHAARDE : :
X L

STORAGE ARPAY



SHEBBEREE BENBLUELD FEERALIEE SRARERESS anpEResis &

10
9010
9020

L ]

10 °

20
30

40

L N ]

10

20
o

40

1Tal

POINTeSPOT(1)

1IaL+MOD(DAY,DELA)
PERTODRXX{T,11)

IF (bAY,L1,DELA) PER1OD®O,
XL, 12)=XIN
RETURN

END

SURROUTINE PROFIL

COMMON 1DAY,SPOT(400)
DATA AMIN,SCALE/=5,,30,/
WRITE(3, 9010} IPAY
DO 10 1%210,220

IF (POINT,EQ,0,) POINT®],E=i0
POINT=ALOGLO(POINT)
POINT= (POINT=AMIN) #SCALE

RETURN

rﬂRNRTt'f'-lolu'SEVE!;T!-PROFILE

CALL GRAFIC(IT,SPOT(1),POINT)
WRITE (3,9030)
CONTINUE

1MIC ON DAY WR.1°:I4:7/1)

FORMAT{® *)
END

FUNCTION XANS
XANS=D

(P)

QUT=RAR(DUMNY)
iF (OUT,LE,P) KANSa1

RETURN
END

REAL FUNCTIDN LINIT(P1,P2+X)

IF(X=P1)10,10
LINIT=P1
RETURN
IFC(X=P2)40,30
LINITSP2
RETURN
LINLTEX
RETURN

END

SUBROUTINE PRIPLT{NAME, VALUE, ANIF,
DIMEKSION 1nprzn),xnlnt10).xnnxt10!-ﬂ

DIMENSION YMI
COMMON IDAY

CONSTRUCTS A PRIRTP!
IF (IDAY) 50,1058

IF (NAME.EQ,*

+20

+30

(10},

TIME®)

YMAXL10)

LOT GF OATA, WHICH

oo T8 29

#RIBE (70) HAME,VALUEsAMIN,ANAX

RETURN
REWIND 20
k(w0
NCeNC+]

READ (20,END®40) IHP (¥G) ;ROWINCY

XHINCACISROW(
AMAA(NCI=ROWL
Go To 10
WEWIND 20
NCOSRC-1

WRITE (200 (I
WRITE (20} (R
H=Q

NC)
NC)

NP(I1),
oW (I),

194 4NC) A RAKE
1=l HC) DAY

#HBBRETH Faniesane
<

THROUGH THE CENTRE of THE EPIDE

AMAX)
owiie?

ARE FIRST WRITTEN ON DISK,

!H!N(IC!yIHlX(NC!

49
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50

50

(34

10
ki

T2

hE)

0

a9
90

telo

1020

1030
1040
.
L]
L}

19
10
b1
40
30

tole

RETURN B

1F (NAME,.EQ,’PLOT") GO TO 10

If {NAME.EQ,’TINE") GO 70 60

NEN+]

AMTIR{H) =AMING CVALUE, XMINEN))

LHAX (N Y AMAK S (VALUE , EMALLEY T

ROW({N)=VALUE

RETURN

NEd

WRITE (20) (ROW(I),Is1,NC),IDAY

RETURN

RENIND 21

READ [21,1040/ENDST2) ROW

WRITE (3,1040) ROW

60 TO 71

DO 90 Wwl,NC

AMAX=XMAX (V)

AMINEXNIN{N)

IF (YMAX{N),EQ.TMIN(H)) GO TO 73

AMAXRYHAXN)

AMINSYMIK(N)

SCALE=AMAX=AMLIN

IF (SCALE,EQ,D,) SCALEaSQ,

SCALE=S0,/SCALE

REWIND 20 .

RERD (24) CINP{I)»1=1,%C) :

WRITE(3,1010) INPCN)  XMINCND  XMAX(NY

WRITE(3,1020) INP{N}

READ {20,END#89) (ROW(1),1w1,NC),IDAY . .
YALUEZ (ROW[N)=AMIN}#5CALE

CALL GRAFIC(IDAY,ROW(N),VALUE)

GO TO 80

WRITE(1,10301

CONTINUE

CLOSE (UNIT=20,DISPOSE=*DELETE’)
CLOSE{UNITa2},DI5POSET"DELETE) .
FORMAT("L", 504, *YoVARTABLEY *oA%5,//p 34%s "MINIKUN®, 41X, *KAXINUN
127233, IPEL] s, 39X, 510 .4,/ 41%,°1%,49%,"17]

FORMAT(® *,17%X,A%,9X, *"TIME*,3X, *00000000001{11111111222222222243
$3333333444444444457, /41K, 70123456 7890123456T8904234567R991234
95678901234567850°)

FORMATE® 7,40, *000000000011111111112222222222333333233344444444

$445°,/,41%, "0123456 7890123456 7090123456T0901234367859D1234567990°)

FORNAT(104%)
END

SUBROVIINE CRAFICINUM,VAL,YAR)

DIMENSION LINE(S51)

Hine® *

Mhygs® *

IYARSVAR

IF (IVAR)} 10420,20
KINE'§/

1VAR=D

60 To 3¢

IF (IVAR,LT,51) GO TO 30

MAXE"u*

I1¥AR=0

DD 40 152,51

LINE(T =" *

00 5O 1=1,1VAR
LINE()="="
LINE{TYAR+))n 4
LINE(1)a*s*

WRITECY,1010) VAL NUM,MIN,LINE,MAX
ETURN

FORNAT(Y *5 14X 1PELY, 4,5%,14,5%,33A1)
END -



