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Chapter 1

GENERAL INTRODUCTION

Electron Spin Resonance (ESR) spectroscopy is a powerful tool for the direct study of
free radicals, providing information about their surrounding and identity. Objects that
normally don’t possess an unpaired electron also can be studied using the spin probe ESR
technique. In this way structural and chemical information about the surrounding of the
unpaired electron can be obtained as well as dynamic information about the spin probe
motion. ESR spectra contain detailed information about the electron distribution in the
molecule and the properties of its surroundings, but the analysis and interpretation of ESR
data are quite complicated and involve different approaches ranging from simple estimation
of signal intensity to sophisticated modeling of the molecule under study in order to predict its
magnetic parameters.

The goal of this thesis is to develop new comprehensive methods for the analysis of
ESR spectra and interpretation of magnetic parameters. A new approach for the analysis of
fast isotropic spectra is proposed. It is based on a combination of an experimental approach
(multifrequency ESR) and accurate spectra simulation using an improved model, that will be
further introduced below. The determined magnetic parameters of the spin probe are directly
interpreted in terms of structural information about the spin probe surroundings (lipid
bilayer). The obtained magnetic parameters of various spin traps are interpreted by artificial
neural networks (ANN) in order to obtain information about the identities of trapped radicals.
Then, Density Functional Theory (DFT) calculations are applied to study the mechanism of
reactions involving free radicals detected by spin trapping ESR and to calculate magnetic
parameters of the radical adducts.

The purpose of this chapter is to provide a brief introduction of ESR spin-probe and

spin-trap techniques, as well as to introduce the basic idea underlying the data analysis
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approach for interpreting fast isotropic ESR spectra, computational chemistry and artificial

neural networks as tools for the analysis of ESR data.

1.1. Basic principals and parameters of Electron Spin Resonance

Electron spin resonance (ESR), also called electron paramagnetic resonance (EPR), is
a spectroscopic technique that detects chemical species that have unpaired electrons. A large
number of materials, including free radicals, transition metal ions and defects in materials,
have an unpaired electron and thus can be studied by the ESR technique (Abragam and
Bleaney 1970). Materials, that do not posses unpaired electrons, such as lipid bilayers or
proteins, can also be studied by ESR by introducing a spin probe or by spin labeling
techniques (Berliner 1976). With the ESR technique the local environment (fluidity, viscosity
and polarity) and molecular structure next to the unpaired electron can be studied as well as
molecular motion. The general principle of ESR is based on the interaction of an unpaired
electron with an external magnetic field (Zeeman effect). The essential aspects of ESR may be
illustrated by considering the hypothetical case of a single isolated electron. The magnetic
moment of an electron |, in the presence of an external magnetic field, B, orients parallel (the
lowest energy state) or anti-parallel (the highest energy state) to the direction of the magnetic

field. The projection of the magnetic moment [ on the direction of the magnetic field is

s = lm, 1
27

where 4 is Planck’s constant, m; - the spin (projection) quantum number and mg=-1/2 for the
parallel state and ms=1/2 for the anti-parallel state.

The difference in energy between the two states is proportional to the strength of the
external magnetic field (Fig. 1). Using an oscillating magnetic field in the microwave range, a
transition can be induced from the lower to the higher energy state and vice versa, but only if
the energy of this microwave exactly matches the difference between the energy levels with
| Ams|=1. The equation describing the absorption or emission of microwave energy between

the two spin states is

AE =hv=gug B (2)

where AE is the energy difference between the two spin states, # — Planck’s constant, g — the

Zeeman splitting factor, which is close to gc=2.0023 (electron g-factor) for free radicals/spin



Chapter 1

probes but its actual value depends on the electron configuration of the radical or ion, pug— the
Bohr magneton, B — the applied magnetic field, v — the microwave frequency. So the
measured energy difference depends linearly on the magnetic field and without magnetic

field, the energy difference is zero.

High energy level

AE

Low energy level

P

Absorption

Measured
signal
{derivative)

Figure 1. Variation of the energies of an electron spin state as a function of the applied
magnetic field strength. Absorption occurs only if the energy (upgB) exactly matches the
difference between the energy levels with [Ams /= 1.

Usually, in ESR spectroscopy, the electromagnetic radiation frequency is kept
constant, and the magnetic field is scanned. At the resonance field strength B, where the peak
of absorption occurs, the energy of the radiation matches the energy difference of the two spin

states. The resonance field and the frequency are related by the g-factor:

g=hv/(usB) 3)

When B increases, v also increases, whereas g is a constant, the value of which is
determined by the structure of the uncoupled electron orbits and local environments, i.e. by
the properties of the paramagnetic species, but not by the external conditions. For another
resonance frequency it will be another resonance field, but the ratio between resonance
frequency and the strength of the resonance magnetic field will be the same and determined
by the g-factor. At higher frequencies only the resolution of the g-factor is improved.

In addition to the g-factor, the unpaired electron is also very sensitive to its local
surroundings, including the nuclei of nearby atoms that also have a magnetic moment and

produce a local magnetic field at the electron. The interaction of an unpaired electron and a
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nucleus is called hyperfine interaction. Each hyperfine interaction with a certain nucleus is

characterized by the specific hyperfine splitting constant (a).

hv=ugpgB +amy “4)

where m; is the nuclear quantum number. When the value of the hyperfine splitting constant is
larger than the line broadening then well-separated peaks are observed in the ESR spectrum.
In this case the hyperfine splitting constant provides information about the identity and
number of atoms that make up a molecule. In nitroxide radicals the interaction with a nitrogen
atom results in a three line pattern due to m/~=0, 1 and an= 14-17 G (Figure 2). On top of the
interaction with nitrogen, there are also unresolved proton hyperfine interactions (m==1/2,
an=0.2-0.5G (Kao, Barth et al. 2007)). The peaks arising from these interactions are strongly
overlapping; as a result they broaden each peak in the nitroxide spectrum.

However, a nitroxide radical exhibits anisotropy, so the g-factor and hyperfine
splitting constant are represented by 3x3 matrices. In this case the hyperfine splitting constant
and g-factor are referred to as g and a-tensors. Usually, for nitroxides a Cartesian molecule-
fixed coordinate system [x, y, z] is defined, where the x-axis coincides with the N-O bond and
the z-axis is along the 2p, axis of the nitrogen atom, and the y-axis is perpendicular to others

(Figure 2).

+1
0
-1 Z
> +1/2
o
E /2 B
- C Ac
3 T -1
. 0 \,N Y
— AL w
g Aiso!
g 1 | 1 Magnetic
g ‘ ' field B
2 X
0
11

+1 0 -

Figure 2. Nitroxide ESR spectra due to the interaction of an unpaired electron with "N (m;=0,£1)
and nitroxide principal axes for g and a-tensors.
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Because of the symmetry of the 2p, orbital, the [x, y, z] axes system coincides with the
principal axes of the g and a tensors, so g and a-tensors are diagonal in this axes system.
The tensors for the 2,2,6,6-tetramethylpiperidinooxy (TEMPO) spin probe are presented
below (Windle 1981).

2.0087 0 0
g=| 0 20061 0 (5)
0 0  2.0027
068 0 0
a=| 0 068 0 | inmT. (6)
0 0 3.0

Moreover, the ESR spectral line shape contains information about dynamic processes
such as molecular motion and fluidity (viscosity) in the local environment (Freed and
Fraenkel 1963; Freed, Bruno et al. 1971). In this work only fast isotropic motion is
considered. Then the molecule with the unpaired electron is allowed to tumble rapidly in an
isotropic way as is the case in solutions or membranes, so the components of the g- and a-
tensors are averaged out. The rotational motion is a random process, and its timescale is
characterized by the rotational correlation time ¢, representing the characteristic time after
which molecules with initially identical orientations lose their alignment. Generally, such
isotropic motion should result in a Lorentzian line shape. However, there are some factors
that broaden the ESR line, such as inhomogeneous broadening from unresolved hydrogen
hyperfine structure or broadening caused by oxygen or other paramagnetic species. As a result
of such broadening the Voigt shape occurs (convolution of Gaussian and Lorentzian)
(Kivelson 1960). The linewidth of the Voigt shape is determined by the rotational correlation
time, 7¢ and the broadening constant, I'r. The mathematical model for the simulation of ESR
spectra of 2,2,6,6-tetramethylpiperidine-1-oxyl spin probe (TEMPO) is described in Chapter
2. The same model is applied for the simulations of ESR spectra from 4-hydroxy-5,5-
dimethyl-2- trifluoromethylpyrroline-1-oxide (FDMPO) (Chapter 4, 6), o-(4-pyridyl-1-
oxide)-N-tert-butylnitrone (POBN) (Chapter 3) and 5-diisopropoxyphosphoryl-5-methyl-1-
pyrroline N-oxide (DIPPMPO) (Chapter 5) spin traps.

The size of the ESR signal is related to the concentration of the ESR active species in
the sample. In case of ESR, the size of the signal is determined as a second integral of the

spectrum (integrated intensity).
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To summarize, a fast isotropic ESR spectrum is characterized by 5 frequency-independent
parameters, namely the integrated intensity, the g-factor, the hyperfine splitting constant or

constants for several nuclei, the correlation time and the broadening constant.

1.1.1.High-field ESR

Traditionally, ESR experiments have been carried out at 9.5 GHz (X-band) and 0.3 T.
Recently, a strong trend has evolved to expand the range of microwave frequencies and
magnetic fields to higher values. High-field ESR offers the great advantage of increased
spectral resolution, a gain in g-factor sensitivity and the sensitivity to a different motional
regime, i.e. different 7 -values (Burghaus, Rohrer et al. 1992; Grinberg and Berliner 2004).

The biggest advantage attributed to HF ESR is directly derived from Eq. 3, that
describes the interaction energies of an unpaired electron with the nuclei in a typical
paramagnetic radical. By varying the external magnetic field B, it is now possible to separate
the influence of the field dependent (uzgB) term from the field independent term (a). The
difference in resonance positions due to the electron Zeeman term for two different radicals

with isotropic g-values g; and g, is given by :

ABJ_V[L_LJ 7
Hp\ 81 &>

This separation is a factor of 10 higher at 95 GHz (W-band) as compared to X-band ESR.

1.1.2.Spin probe

Objects such as biological membranes do not have intrinsic paramagnetic properties
and therefore do not give rise to an ESR spectrum. However, they can be studied by ESR
spectroscopy utilizing the spin probe technique, in which a paramagnetic probe is introduced
into the system under study (Berliner 1976).

The spin label or spin probe can be any paramagnetic moiety that is sufficiently stable
under the required experimental conditions and has a characteristic EPR spectrum that
depends on the physical state of its close surroundings. The most commonly used spin probes
are nitroxides. In nitroxides, the unpaired electron is located in a n-orbital on the nitrogen and
oxygen atoms. The spin of the unpaired electron will interact with both nuclei, but since the
oxygen nucleus has no spin, only the interaction with the nitrogen nucleus will be observed.

Thus the ESR spectrum of nitroxides that are tumbling rapidly in solution exhibits a
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characteristic primary triplet coupling splitting from the '*N nucleus of the nitroxide group.
The spectrum shows a triplet with 1:1:1 signal intensity centered at g~2.006 (Figure 2). In
spin probes, the magnitude of the nitrogen hyperfine splitting ay and the g-tensor varies,
depending on the spin probe surrounding environment (polarity). Moreover, the polarity
dependence of the g- and a-tensors is opposite in nature: a spin probe in a more polar
environment is characterized by larger a-tensor and lower g-tensor values.

Various spin labels and probes are being used, depending on the specific goal of the
study. For example, TEMPO spin probes are often used to study properties of membranes
(phase transition temperatures) (Bartucci and Sportelli 1993). In contrast to spin labels, which
are covalently attached to some chemical reactive moiety, these spin probes can freely diffuse
in the membrane and provide information about both the water and lipid phases. Thus, the
ESR spectrum of TEMPO in a membrane is a superposition of two components coming from

TEMPO in water (larger ay) and TEMPO in lipid phase (ay) (Figure 3 ).

_ Lipid Water
Lpid ot [ Fol

X-band 1 water W-band

3:;9 31’10 3"11 34'12 3"13 344 3"15 33’78 33’80 33’82 33’84 33’86
Magnetic field Magnetic field
Figure 3. TEMPO spin probe and CW ESR spectrum of TEMPO in aqueous/ lipid phase at 9.5

GHz (X-band) and 95GHz (W-band).

The TEMPO spin probe is used in Chapter 2 for the study of lipid bilayers.

1.1.3.Spin trapping

The ESR spin-trapping technique is widely used for the detection and identification of
short-lived free radicals (Janzen 1971; Janzen 1998). The method involves trapping of a short
living free radical by an additional reaction to produce a more stable radical adduct, easily
detectable by ESR. The appearance of the ESR spectra will depend on the original free radical
structure, so the hyperfine coupling parameters of such an adduct permit identification of the
initial radical. The main types of spin traps, which find use in studies of free radicals in

biological systems, are nitroso and nitrone derivatives. Nitrones can trap a large number of
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different radicals including carbon, hydrogen, oxygen, etc. In this work FDMPO (Chapter 4,
6), POBN (Chapter 3) and DIPPMPO (Chapter 5) spin traps were used (Figure 4).

z cH,
0%
CH; 4
n-—_V{/}(‘H:N—l’F—‘CIh /P\/
- L &y HSCHEI:O G(liHCH:
POBN CH, CH,
DIPPMPO
r T T T T T T ) T T T T T T T
334 335 336 337 338 339 340 341 332 334 336 338 340 342 344
Magnetic field, mT Magnetic field, mT

~

FDMPO

r T T T T T T T T T J
3260 3270 3280 3290 3300 3310 3320 3330 3340 3350 3360
Magnetic field, G

Figure 4. DIPPMPO, POBN and FDMPO spin trap structures and X-band spectra of their
hydroxyl radical adducts at room temperature.

1.2. Data analysis

Data analysis is an important part of the research process. The goal of the analysis is to
obtain information from raw data or characterize raw data by a set of parameters and to reveal
trends in a data set. Methods of data analysis range form simple organization of data into
informative tables or plots of experimental data to the creation of sophisticated models that
describe the experimental system. Typically, these models require massive amounts of
calculations, so computers are widely used for implementation of models and for calculations.

The primary goal of creating a model is to replicate the experimental system through
simplification (Law and Kelton 1991). Therefore, only its essential and interesting properties
are dealt with. In general, there is a compromise between accuracy and simplicity of the
model i.e. a very accurate model could be too complex to implement, whereas a simple model

could be highly inaccurate.
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1.2.1.Simulation Based Fitting

Simulation based fitting (SBF) is used to find parameters of the model, that describe
the system under study properly. Mathematically, the idea of SBF fitting is finding a global
minimum of a function e with the corresponding set of parameters p=(p; ....pn) (so-called

tuning parameters)

e=L(Y.f(p)) ®)

where L is a mathematical operator for a function, Y - experimental data, f(p) — artificial data
obtained from an analytical function or simulation. Comparing experimental and artificial
data by calculating the function e, the optimization procedure changes the tuning parameters,
and the procedure repeats again, thereby trying to minimize the function e (Figure 5). There
are several numerical optimization methods, which allow the minimization of the function e.
In this work the non-derivative simplex method is used (Nelder and Mead 1965). This method
constructs a simplex in the space of tuning parameters, so in the case of 2 parameters the
simplex is represented by a line, 3—simplex is a triangle and 4-simplex is a tetrahedral, etc.
Then the method moves the center of this simplex to the point where the target error goal is

met.

Experimental
system

Simulated
data

L
Fitting
algorithm

l

Parameters

Figure 5. General scheme for simulation based fitting

1.2.2.Simulation of fast isotropic ESR spectra

In case of SBF applied to the analysis of ESR spectra, experimental and artificial data

are represented by experimental and simulated ESR spectra. The simulated spectra are
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constructed based on the tuning parameters: isotropic values of the hyperfine splitting
constants and the g-tensor for the splitting pattern, and the correlation time, broadening, full
hyperfine and g-tensors components for the line shape. The choice of the mathematical model
for the line width approximation influences the accuracy of the correlation time parameter.
The line width is a frequency dependent parameter, whereas the correlation time is not.
Ideally, the approximation should be valid for any frequency. The mathematical model for the
simulation of fast isotropic ESR spectra is presented in Chapter 2.

The function e is calculated as the sum of square errors between the two spectra.
e=> (Y- f(p)’ 9)

During the optimization the tuning parameters are varied in order to find the minimum value

of e, which corresponds to the best fit.

1.3. Computational chemistry

Computational chemistry uses the models and results of theoretical chemistry,
incorporated into efficient computer programs, to calculate structure and properties of
molecules, for example ESR parameters. The calculations are based primarily on
Schrédinger's equation and include the calculation of electron/charge distributions, molecular
geometry in ground and excited states, potential energy surfaces, rate constants for reactions,
etc. Thus, computational chemistry is used for the determination of molecular properties that
are either inaccessible experimentally or can be obtained computationally more easily than by
experimental means, in order to interpret experimental data and gain additional understanding
of the molecular structure or chemical reaction under study.

Computational chemistry methods range from highly accurate to very approximate.
The highly accurate methods are typically used for small systems, since the computational
time increases rapidly with the size of the system under study. The programs used in
computational chemistry are based on many different quantum chemical methods that solve
the molecular Schrodinger's equation associated with the molecular Hamiltonian. Methods
which are based entirely on theory and derived directly from theoretical principles, without
the inclusion of experimental data are called ab initio methods (Parr 1990). In ab initio
methods the energy of the system is expressed with the help of quantum-mechanical
wavefunction, that describes the state of a molecule. The wavefunctions become significantly

more complicated as the number of electrons increases, which limits the application of ab
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initio methods to molecules with up to 40 electrons. 4b initio methods have the advantage that
they can converge to the exact solution. However, the downside is the computational cost and
the exact solution may never be reached. Density functional theory (DFT) methods derive
energy of the molecule based on determination of the electron density which is a physical
characteristic of all molecules (Parr and Weitao 1994). Moreover, determination of the
electron density is independent of the number of electrons so systems with a few dozens of
electrons could be studies by DFT methods with little computational costs. Molecules that are
even larger (hundred of electrons) can be studied by semi-empirical approximate methods
(Hiickel 1931; Hoffmann 1963).

Over the last few years DFT-based methods have been widely accepted by the
computational chemistry community as a reliable practical tool for the study of properties of
the molecule, chemical reactions, etc. As the first step of the chemical reaction study, a
geometry optimization is performed for each molecule under study, so the angles, dihedral
angles and bond lengths are obtained. Then, the reaction path can be followed from reactants
to products and the reaction is characterized in terms of enthalpy and Gibbs free energy
changes. Moreover, optimized geometries reveal the spin density distribution and, thus allow
to calculate magnetic parameters (hyperfine splitting constants) and to compare these with
those determined from ESR experiments.

In this work all DFT calculations were carried out using the Gaussian 03 program,

which provides possibilities for electronic structure modeling (Frisch, Trucks et al. 2003).

1.3.1.Geometry optimization

The geometry of a molecule determines many of its physical and chemical properties,
so even a small variation in the arrangement of atoms and electrons in a molecule can lead to
changes in the energy of the molecular system. In case of SBF applied to the optimization of
the geometry of a molecule, the experimental and simulated data are represented by chemical
structures, while the tuning parameters are bond lengths, angles and dihedral angles. Each
molecular geometry is described by its energy content. So the aim of geometry optimization is
to find a point of minimal energy by varying the geometrical tuning parameters (bond angles,
bond distances and dihedral angles). The minimum energy structure(s) obtained in this way
represent (an) equilibrium structure(s), which are most stable and most likely to be found in
nature.

To observe the effect of small changes in the geometrical parameters on the energy

content, the potential energy surface is calculated, which represents the mathematical
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relationship of a particular molecular structure and the corresponding energy. In figure 6 the

potential energy as a function of the OCO angle and the CC bond length is represented.

16 1.8 2.0 2.2 2.4
CC bond length

Figure 6. Potential energy surface for CH;CO?2: total energy as a function of the OCO angle
and the CC bond calculated at B3LYP/6-31G(d) level of theory

The potential energy surface is characterized by stationary points where the first
derivative of the energy with respect to the coordinates is zero. The stationary points that
correspond to minima represent the equilibrium structures for the molecule, such as different
conformations and structural isomers. When several molecules undergoing a chemical
reaction are considered, the extrema on the potential energy surface represent reactants and
products. A saddle point (for a definition see next paragraph), which is also a stationary point
but not an extremum, corresponds to the transition structure that connects products and
reactants. So the idea of geometry optimization is to locate a stationary point based on a

certain geometry of the molecule.

1.3.2. Transition structure

A point on the potential energy surface that is a maximum in one direction and a
minimum in the other direction is a saddle point. Saddle points represent transition structures
(TS’s) connecting two equilibrium structures, so a TS is defined as the state corresponding to
the highest energy along this reaction coordinate. Moreover, assuming a perfectly irreversible

reaction, at this point the colliding reactant molecules will always go on to form products.
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1.3.3.Intrinsic reaction coordinate method

Tracing the reaction path from a TS to reactants and products is essential for
understanding the reaction. However, for some reactions the potential energy surface can be
rather complicated such that it is not obvious whether the TS connects desired reactants and
products. In this case, the path of a chemical reaction can be traced from the TS to the
products and to the reactants, using the Intrinsic Reaction Coordinate method (Fukui 1981).
Small steps along the negative gradient from the TS down to the local energy minimum in a
mass-weighted coordinate system (Cartesian) are taken for calculations of the intrinsic

reaction coordinate.
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Figure 7. The reaction pathway from the reactants (CH;COOOH and CH;COO) to the
products (CH;COOH and CH;COO) using Intrinsic Reaction Coordinate method calculated at
B3LYP/6-31G(d) basis set.

The reaction of the dissociation of the peracetic acid O-O bond as well as subsequent

reactions with formed free radicals was studied in chapter 5.

1.3.4.Enthalpy of reaction

Enthalpy describes the heat absorbed or released by the system under conditions of
constant pressure. The absolute enthalpy is not measured directly, rather one usually deals
with changes in enthalpy (AH), i.e. the heat added or lost by the system. The enthalpy change
that accompanies a reaction is given by the difference between the enthalpies of the products

and the reactants:

AH =H, product — H reactant (7)
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If the system has a higher enthalpy at the end of the reaction, then AH is positive and the
system absorbed heat from the surrounding (endothermic reaction). If the system has a lower
enthalpy at the end of reaction, then AH is negative and the system released heat during the
reaction (exothermic reaction).

Gaussian 03 calculates the sum of electronic (g, ) and thermal enthalpies (H,,,), and

thus the enthalpy of a reaction can be calculated as:

)

ArH (298K) = 2(8" + HC’"’” )products - Z(E” + H("“”r )reactants
This works since the number of atoms of each element is the same on both sides of the
reaction, therefore all the atomic information cancels out, and only the molecular data is

needed.

1.3.5.Gibb’s free energy

The Gibbs free energy, also called available energy, is a thermodynamic potential that
measures the “useful” work obtained from an isothermal, isobaric thermodynamic system.

The change AG in Gibbs free energy for an isolated system is defined as
AG = AH —TAS,, (9)

where AH is the enthalpy change of the reaction (for a chemical reaction at constant pressure),
Sint 1 the internal entropy of the system, T is the temperature. One can discern the following
cases for a chemical reaction:

AG < 0: favored or spontaneous reaction

AG = 0 : equilibrium situation

AG > 0: disfavored or nonspontaneous reaction

Gaussian 03 calculates the sum of electronic (¢,) and thermal free energy (G..), thus the

Gibbs free energy of a reaction can be calculated as:

A,G*(298K) = (¢, +Gipr) s — 2208, +Glr) (10)

reac tants
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1.3.6.Magnetic parameters calculation

In first order approximation, the isotropic hyperfine coupling constant ajs,, which
results from the interaction between an unpaired electron and nucleus A is equal to the Fermi-
contact term and it is proportional to the spin density at the corresponding nucleus
(Munzarova 2004).

4 Lo
Gy, = T2 58.4(S7) PP (4) (11)

where ga is the nuclear g value, <Sz> is the expectation value of the z-component of the total

electron spin, p“*(A) is the spin density at the nucleus A.

1.3.7.Solvent effect

The solvent effect on the aiso(NM) values can be illustrated on the basis of two

resonance structures of the nitroxide radicals:

5=
o

TEMPO

Figure 8. Two resonance structures of nitroxide in TEMPO

For example, water solvent induces an increase in electron spin density on the nitrogen
atom of the nitroxide fragment due to stabilization of the polar resonance structure > N O~
at the expense of less polar structure > N0’

In order to take into account the effect of the solvent on the energy and, thus, the optimal
geometry of the molecule in DFT calculations, Tomasi’s polarized continuum model (PCM)
is usually employed (Tomasi, Mennucci et al. 2005). This model considers only electrostatic
solute-solvent interactions in order to mimic different solvents such as water (¢=79), DMSO
(e=47.2), ethanol (¢=24.3). The next step is to consider hydrogen bond formation between the
solvent and solute molecules, as well as the spin density transfer onto the solvent molecule.

This can be computed by including one or two solvent molecules interacting with the radical
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center (Owenius, Engstrom et al. 2001). PCM and solvent molecules were used in DFT

calculations of nitrogen and fluorine hyperfine splitting constants in chapter 4.

1.4. Artificial neural networks

Artificial neural networks (ANNs) have emerged as remarkable tools for pattern
recognition, classification and the approximation of functions in scientific applications. They
have been successfully applied to spectroscopic problems in magnetic resonance (Martinez
and Millhauser 1998; Meiler and Will 2001).

AANSs have been developed as a generalization of mathematical models of biological
nervous systems (Wasserman 1989; Bishop 1995). The basic processing elements of an ANN
are called artificial neurons or nodes. The synaptic connections between neurons are
represented by numerical weights, which measure the strength of a connection. The non linear
characteristic exhibited by neurons is represented by a transfer function that emulates the
firing of the neuron.

The learning capability of an artificial neuron is achieved by adjusting the weights in
accordance with a chosen learning algorithm. Once trained, an ANN can be an effective tool
for the analysis of new data whose underlying statistics is similar to that of the training set.
The general architecture of an ANN consists of three types of neuron layers: input, hidden and

output layers (Figure 9).
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Figure 9. General architecture of an artificial neural network

1.4.1.Multi Layer Perceptron

A Multi Layer Perceptron (MLP) is a type of neural network in which the output
signals of the k-th layer are used as input for the neurons of the (k-1)-th layer Fig.9
(Rosenblatt 1958). The MLP has no feedback (connections that loop) and lateral (connections
inside one layer) connections, so propagation of the information from inputs to outputs is very
fast. Usually, a supervised training method, called back propagation, is used to train the MLP
(Rumelhart, Hinton et al. 1986). As the first step the training pattern’s input is propagated
forward through the neural network to the output neurons. Subsequently, the actual network
output is compared with the desired output values and error in each of the output units is
calculated. The idea of training is to bring the error of each output neuron to zero by
modifying the weights of the hidden layers (layer by layer).

The MLP is the standard architecture for any supervised-learning pattern recognition
and function approximation problem. In chapter 4 an MLP was used for the classification of
the FDMPO radical adducts structure based on hyperfine splitting constants determined from
the ESR spectrum. In chapter 5 the MLP was used for “black box” modeling of the phenol

removal efficiency. Peracetic acid and MnO, concentrations as well as duration of treatment
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were used as input for the MLP. The output of the MLP provides the phenol removal

efficiency.

1.4.2.Radial Basis Function networks

The Radial Basis Function (RBF) network is a three-layer feed forward network that
uses a linear transfer function for the output units and a nonlinear transfer function (normally
Gaussian) for the hidden layer neurons. The idea of an RBF network is inspired by the K-
Nearest Neighbor (k-NN) models (Fix and Hodges Jr. 1989), i.e. an object is classified based
on the closest training examples in the feature space (Fig. 10). Clearly, the result of the
classification depends on how many neighboring points are considered, i.e. if k=3 points are
considered (Fig. 10), then the green circle is classified as a square, otherwise if k=5 points are

considered then the circle is classified as a triangle.
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Figure 10. Example of the K-nearest neighbor classification. The test green circle is classified
as a square when k=3 closest neighbor points are considered (there are 2 squares and 1
triangle near the green circle). If k=5 closest neighbor points are considered then the test

circle is classified as a triangle (3 triangles vs 2 squares).

For the RBF network application the neighboring points are represented by neurons.
Then the Euclidean distance is computed from the point being evaluated (input point) to the
center of each neuron. The weight (influence) of each neuron is calculated by a radial basis
function using the radius distance as an argument. In general, the further a neuron is away
from the point being evaluated, the less influence it has. The RBF network differs in several
ways from the MLP: (1) the method for comparing input and weight vectors, (2) the choice of
the transfer function employed at each node in the hidden layer, (3) the method for choosing
the number of nodes in the hidden layer, and (4) the procedure used for training the network
(Moody and Darken 1989).

In chapter 6 an RBF network is used for extraction of fractions of FDMPO spin
adducts from ESR spectra.
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1.5. Outline of the thesis

This thesis describes the methods of analysis of the fast isotropic ESR spectra of the
TEMPO spin probe and of FDMPO, POBN and DIPPMPO spin traps. In chapter 2, a method
for analysis of ESR spectra is presented. The new approach consists of a combination of
routine low frequency (9 GHz, X-band) and accurate high frequency (94 GHz, W-band)
reference measurements and spectral fitting with fixed correlated parameters. Spectral fitting
with the presented model and input values of tr from the high frequency measurements, as
expected, greatly improves the precision of the partition coefficient extracted from the X-band
spectra. Based on fjis , the mole fraction partition coefficients for TEMPO in PC 20:1 and PC
14:1 are calculated.

In chapter 3, the influence of taxifolin on the Fenton reaction with ethanol and
methanol is studied using the spin probe ESR approach. X-band ESR spectra of POBN spin
adducts were analyzed with the model presented in chapter 2. The fitting of the experimental
spectra made it possible to identify radical adducts that were formed in these reactions and to
follow the kinetics of each component. Spectral decomposition reveals that the presence of
taxifolin decreased the ESR signal intensity, affecting mainly the c-centered POBN radical
adduct component.

In chapter 4, a combination of ANN and DFT calculation is used for comprehensive
analysis of FDMPO radical adducts presented in the Fenton reaction with DMSO, methanol,
ethanol and PAA cleavage over MnO,. The model proposed in chapter 2 was adopted for the
simulations of X-band ESR spectra of FDMPO spin adducts. An ANN was designed to
estimate the chemical structure of FDMPO radical adducts based on obtained N- and F
hyperfine splitting constants. The DFT calculations provide additional information about the
chemical structure of these radical adducts and the influences of motional and solvent effects
on the calculated N and F hyperfine splitting constants.

In chapter 5, the dissociation of the peracetic acid (PAA) O-O bond as a relevant
source of free radicals (e.g. *OH) was studied in detail. Radicals formed as a result of chain
radical reactions were detected with electron spin resonance (ESR) and nuclear magnetic
resonance (NMR) spin trapping (ST) techniques and subsequently identified by means of a
simulation based fitting (SBF) approach. The reaction mechanism is established with a
complete assessment of relevant reaction thermochemistry and confirmed by electronic
structure calculations at different levels of theory. Furthermore, the heterogencous

MnO,/PAA system was tested for the elimination of phenol. An artificial neural network
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(ANN) was designed to associate the removal efficiency of phenol with the process
parameters such as the catalyst and PAA concentrations and the reaction time.

In chapter 6, the antioxidant activity of the ethanol extract of pine and narcissus pollen
was studied. A fast approach using RBF neural networks is proposed for the analysis of ESR
spectra of FDMPO spin adducts. The ethanol extract of pine pollen prevents the formation of
FDMPO/CHj; spin adduct in the Fenton reaction with DMSQO, whereas the ethanol extract of
narcissus pollen decreases the formation of both FDMPO/OH and FDMPO/CH,OH radical

adducts in the Fenton reaction with methanol.
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USE OF MULTIFREQUENCY ESR AND SIMULATION BASED
FITTING IN PARTITION STUDIES OF TEMPO IN LIPID BILAYERS

Katerina Makarova, Henrik Brutlach, Elena A. Golovina, Igor Borovykh

To be submitted

ABSTRACT

In this work the factors decreasing the accuracy of the parameters extracted from X-
band spectra are explored. The multifrequency ESR approach is applied for improvement of
the analysis of X-band data. The use of correlation times defined for TEMPO in aqueous
(6.3ps) and lipid phases (61ps) from high-field ESR for X-band simulations improved the
accuracy of lipid/water fraction parameters and made them as accurate as those obtained from
the simulations of HF ESR spectra. In the presented work the multifrequency ESR spin probe
partitioning approach was applied to the study of model membranes. The TEMPO lipid/water
fraction parameter reflected changes in the polarity and structure of the lipid bilayers in the
studies of DOPC/DOPG lipids and PC 14:1 and PC 20:1 lipids as a function of lipid
concentration. The spin probe mole fraction partition coefficients for TEMPO in PC 14:1

(K,=736) and PC 20:1 (K,=915) were obtained.
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2.1. Introduction

Biological membranes in living organisms act as structural barriers that maintain the
integrity of a cell; they are selective permeability barriers for the passage of molecules in and
out of a cell or organelle; they are the site at which a number of important enzymes act; and,
in the case of nerve cells, their electrical properties are important for the transmission of
information. The physical and chemical properties of biological membranes are of critical
importance for understanding specific membrane functions. The structure of the membrane
plays an important role in membrane partitioning, insertion and folding of membrane proteins.
The study of membranes has been greatly advanced by the development of model bilayer
membrane systems that are structurally related to biological membranes (Singer and Nicolson
1972).

Electron spin resonance (ESR) spectroscopy together with nitroxide spin probes and
spin labels have enormously contributed to our current understanding of the structure and
function of biological and model membranes (Berliner 1976; Marsh and Toniolo 2008). This
is because the shape of ESR spectra of such probes is sensitive to the state of the binding of
probes, the local polarity and proticity of the environment in which spin probes reside as well
as to the molecular motion and orientation of the probes which strongly depend on the local
viscosity, structure and dynamics of the environment (Mukai, Lang et al. 1972; Berliner 1976;
Polnaszek, Schreier et al. 1978; Marsh 1981; Wisniewska, Widomska et al. 2006). Externally
added 2, 2, 6, 6-tetramethylpiperidine-1-oxyl (TEMPO) spin probe (this approach is often
called free spin probe approach) is widely used in these studies due to its ability to penetrate
into lipid bilayer, providing information about membrane permeability, the phase transitions,
spin probe distribution in complex lipid mixtures (Polnaszek, Schreier et al. 1978; Bartucci
and Sportelli 1993; Peric, Alves et al. 2005).

Compared e.g. to spin labeled lipids approach, the free spin probe approach has three
main advantages. First, a free spin probe can be externally added to the membrane under
study at any time. On the contrary, labeled lipids are, in general, incorporated into a lipid
bilayer during membrane preparation. Secondly, under physiological conditions the ESR line
shape of such free spin probe could be analyzed in terms of the motional narrowing theory
(Wilson 1966) making the analysis of ESR spectra simpler. Thirdly, such free spin probes are
partitioning between a membrane environment and the aqueous phase surrounding it,
providing simultaneous information about both phases. This is possible due to partial

resolution of the high field nitrogen hyperfine lines, arising due to different properties of two
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environments, which is often observed in ESR spectra at conventional X-band frequencies
(Mukai 1972; Schreier, Polnaszek et al. 1978; Bartucci 1993).

Typical continuous wave (cw) X-band ESR spectra of a free spin probe that distributes
itself between aqueous and lipid phases is a superposition of two ESR spectra arising from
spin probes in two different environments. In most cases such an ESR spectrum is analyzed in
terms of a partitioning parameter which is expressed as the ratio of the intensities of the least
overlapping high-field lines. The relative intensities of these two lines of the ESR spectra are
proportional to the spin probe concentrations in the two phases. This ratio is commonly used
for determination of phase transition temperatures, phase diagrams of lipid mixtures and etc
(Pringle and Miller 1979; Bartucci and Sportelli 1993; Khulbe, Hamad et al. 2003). In this
case only significant changes in ratio of the high field lines amplitudes are considered and
interpreted qualitatively. However, the partition coefficient calculated in this manner results
in error if differences in activation energies for probe motion in the two media affect the ESR
lines differently (Peric, Alves et al. 2005).

In order to improve the resolution and sensitivity of spin probe partitioning ESR
different strategies have been employed. One strategy is based on the use of deuterated spin
probes, which have narrower lines, but in most of the cases this does not provide full
resolution of all three nitrogen hyperfine lines from each phase at X band. The other strategy
is to enhance the resolution of X-band ESR by using the second harmonic detection followed
by spectral fitting. This strategy was used by (Peric, Alves et al. 2005) and showed some
improvement of resolution of two spectral components. Another strategy is to separate
components in the X band experimental spectrum with the aid of computer simulations (Stoll
and Schweiger 2006). As a result, hyperfine splitting, g-values and correlation time(s) are
extracted from simulations of this multicomponent ESR spectrum. However, the quality of
parameter determination is rather poor due to the limited sensitivity and resolution of X-band
ESR. Moreover, such parameters as correlation time and amount of broadening that are
obtained from fitting of the ESR spectra are strongly dependent on the simulation model and
these data are not readily comparable.

Dramatic progress in ESR techniques was achieved during the last decade when
spectrometers operating at high-field/high frequency (95 GHz and above) became available
(Lebedev 1994; Grinberg and Berliner 2004). The advantages of high-field ESR (HF-ESR)
are mainly related to the increased electron Zeeman interaction, leading to higher spectral
resolution and sensitivity. Thus, two spectral components, i.e. aqueous and lipid, are

completely resolved in an experimental spectrum of TEMPO and g-values of each component
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can be extracted with high accuracy. Moreover, HF ESR line shapes are sensitive to a
different dynamic range than X-band lineshapes. The HF ESR time window is extended to the
range of very fast spin probe motion which is irresolvable at X band.

Despite the improved sensitivity and resolution of HF ESR which was demonstrated
by Barnes et al (Barnes and Freed 1997) and Smirnov et al (Smirnov 1995) when applied to
the study of various spin probes in solution, the application of HF-ESR to the study of free
spin probes in lipid bilayers is rather limited (Smirnov 1995). One of the reasons is the sample
size limitation, thus, higher concentrations of spin probes are usually used for HF ESR.
Subsequently, the increase in spin probe concentration at HF ESR results in a strong effect on
the shape of ESR spectrum i.e. leads to enormous line broadening and, therefore, to loss of
sensitivity to the g-tensor and correlation time parameters. Also, the high sensitivity of HF
ESR line shapes to the spin probe dynamics (correlation time) results in a large line width and
low intensity of the lipid component, leading to a large inaccuracy in the fraction parameter in
case of low partition of spin probes in lipid phase. Thus, the best strategy to improve the spin
partition approach could be the use of multifrequency ESR, i.e. combining HF ESR (for
obtaining accurate values of gis,, @is, and the correlation time) with measurements at lower
microwave frequencies (34 and 9 GHz). In this way the whole range of spin probe partition in
lipid phase can be studied with the same accuracy and lower concentrations of spin probes
can be used.

The primary goal of this work is to explore the factors decreasing the accuracy of the
parameters extracted from X-band spectra and the use of the multifrequency ESR approach
for improvement of the analysis of X-band data. The secondary goal was to apply the
improved X-band analysis procedure to model membrane systems. The ESR spectra from
TEMPO spin probe partitioning in model membranes were analyzed in terms of the motional
narrowing theory; the Voigt line shape was successfully used for simulations of the ESR
spectra obtained at different frequencies. Simulations of High Field ESR spectra of TEMPO
partitioning in lipid and aqueous phases resulted in accurate values of gis, and aiso, correlation
time, line widths and spin probe fraction parameter. In this work the fraction parameters are
expressed as lipid or water component intensity normalized to the total ESR spectrum
intensity. Thus the sum of lipid fraction and water fractions equals 1. The use of correlation
times defined for TEMPO in aqueous and lipid phases from HF ESR for X-band simulations
improved the accuracy of lipid/water fraction parameters and made them as accurate as those
obtained from the simulations of HF ESR spectra. With this approach even small changes in

TEMPO lipid/water fraction parameters could be traced and then turned into biophysical
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information about the system, such as changes in the fluidity, structure or polarity profile of
the membrane. In the presented work the multifrequency ESR spin probe partitioning
approach was applied to the study of model membranes. The TEMPO lipid/water fraction
parameter reflected changes in the polarity and structure of the lipid bilayers in the studies of
DOPC/DOPG lipids and PC 14:1 and PC 20:1 lipids as a function of lipid concentration. The
spin probe mole fraction partition coefficient, which correlates the concentrations of spin
probes and lipids with fraction parameter, was computed from the obtained fraction

parameters for PC 14:1 and PC 20:1 lipids.

2.2. Material and Method

2.2.1. Materials

The phospholipids 1,2-dimyristoleoyl-sn-glycero-3-phosphocholine (14:1PC), 1,2-
dipalmitoleoyl-sn-glycero-3-phosphocholine (16:1PC), 1,2-dioleoyl-sn-glycero-3-
phosphocholine (DOPC, 18:1PC), 1,2-dieicosenoyl-sn-glycero-3-phosphocholine (20:1PC)
and 1,2-dioleoyl-sn-glycero-3-[phospho-rac-(1-glycerol)] (DOPG) were obtained from
Avanti Polar Lipids (Bermingham, AL, USA). The spin probe 2,2,6,6-tetramethylpiperidine-
l-oxyl (TEMPO) was obtained from Sigma-Aldrich. Per-deuterated 2,2,6,6-
tetramethylpiperidine-1-oxyl (pd-TEMPO) was obtained from Dr. Igor A. Grigoriev (Institute
of Organic Chemistry, Novosibirsk, Russia).

2.2.2. Sample preparation

Aliquots of chloroform solutions of DOPC and DOPG were dried under a stream of
nitrogen. Residual solvent was removed by evaporation under vacuum for at least a few
hours. Vesicle solutions were prepared by re-hydration of the dry lipid film with 10 mM
phosphate buffer at pH 7.5 followed by about 30 min vortexing at room temperature.
Subsequently, the samples were extruded via a polycarbonate 100 nm filter to prepare
homogeneous unilamellar vesicles. Before use the ph