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Abstract

In this paper a small agricultural robot name
Cropscout Il is described. Besides the obje
tive to participate in the annual Field Robg#
Event competition Cropscout Il operates as. 3
modular test bed for autonomous robot coff ==
trol using sensor fusion techniques and artis= =

cial intelligence. The main challenge in th
aspect is to cope with the poorly structuré
environment and the variation in shape, si
and color of biological objects encountered &
the open field. The very flexible and modulz
design of the system in both the electrical a
mechanical way proofed to have many a
vantages. Unless some of the tasks to cq
plete were solved very well the final concl@®
sion is that it is still a big challenge to build &
robot for the wide variety of different ang
unpredictable outdoor conditions. Future r
search on all aspects is essential.
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1. Introduction

Cropscout Il is the successor of the award winrirgpscout | (Henteret al. 2004), a
smallscale experimental platform for research amsees for precision agriculture. One the
one hand Cropscout Il was built to participateha annual Field Robot Event competition
(Straten 2004 andttp://www.fieldrobot.nj on the other hand it operates as a modular test
bed for autonomous robot control. The main chakeimgthis aspect is to cope with the poor-
ly structured environment and the variation in s)agize and color of biological objects en-
countered in the open field.

The 4"edition of the international Field Robot Event tqulce at the University of Hohen-
heim (Stuttgart) in Germany at "24f June 2006. Inspired by the soccer FIFA World Cup
held at the same time the tasks the field robotsdaérform were as follows:

The line: can the robot detect a corner flag placed on the lawn and dtaavght white
line towards it?
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Dandelion detection: how many dandelions (simuldtegellow golf balls) can the robot
count while navigating between rows? The robot waligate through curved crop
rows, spaced 75 cm. At the end of each row thetnsbexpected to make a turn, miss
out one row, re-enter in the rows and keep goira laad forth. In doing so, the robot
has to count dandelions.

Speed race "all in a row": can the robot outspeseddmpetitors in an open race? The ro-
bot will be within a straight crop row and followethow. The end of the row is the
finish line. Collision free driving is required.

Hole detection in grass: There will be a competifiefd with lawn, approx. 5x5 m. The
boundary is marked white — like on a soccer fiehdide, the lawn is damaged at one
spot. The robot has to detect this spot. The hdllebe some 10x10 cm wide and a
minimum of 5 cm deep.

Freestyle: Present your own ideas. In this papertgchnicalities of Cropscout Il are illu-
strated and the results of test-runs and of the cotigoetire described and discussed.

2. Objectives

The objectives of the project described are asvidl The development of a robot which par-
ticipates in the Field Robot Event competition antdaol wins the first prize. The develop-
ment of a small experimental platform for reseanchprecision agriculture (e.g. detection
and control of weed and diseases). And finally the design and realiz&gogystem which
serves as a test bed for the development of autoa®mobot control algorithms using sensor
fusion techniques and artificial intelligence.

3. Materials and Methods

3.1. General construction of the vehicle

Cropscout Il is based on a hand made wooden baioamg the electronics mounted on top
of a under carriage containing the motors, batteaed the tracks. After one of the gear
transmissions from our custom designed under garti@oke down just some days before the
contest we decided to reuse the motors and tracks €ropscout | (Hentest al. 2004)
which are made from a scale-model of a crawler. Sensors for navigation and orieimtation,
cluding cameras are mounted around and on topeofehicle. Two tracks, powered by elec-
trical motors, are used as drive train. Figure 1 Bigidire 2 show photographs of the robot
and its components. In Figure 1 the optional spigayinit is mounted. In Figure 1 the upper
box is opened to view some of the inside components.
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Figure 2: The components of Cropscout Il (2)

Table 1 lists the mechanical dimensions of the robot and some promdrtesnponents
used.

Page 116 of 1115



Proceedings of 4 " Field Robot Event 2006

Table 1: Overview of different properties of Cropscout Il

Property Measure

Width 38 cm

Length 48 cm

Height 26 cm

Ground clearance 3 cm

Camera for corner flag

detection mounted at 100 cm

Weight 15 kg

Drivetrain 2 electrical motors (Graupner BB700)
with gear transmission

Conception Track driven

Power 12 V Battery/7Ah for motors and
sprayer
12 V Battery/4 Ah for electronics

Speed mean speed approx 1.5 m/s

A 2x16 character LCD display is connected to thextebnics. This user interface is used to
provide information about the current state of the machine and information about the detected
objects (i.e. number of golf balls found in the dielThe robot is operated by a number of
onoff and tip switches which can be accessed abdlok side of the vehicle. The user can se-
lect an operation mode and can start, stop andtebe system. For normal operation there

is no need to attach a keyboard or monitor to the system.

3.2. Spraying unit and flash light

For the task of spraying a white line on the lanspeaying unity was developed. This device
consists out of a 5 liter plastic pressure tankplar®id-controlled valve, tubes and a mem-
brane controlled minimum pressure nozzle to prewkimping and leakage after shutting
down the sprayer. The tank is filled with fluid sec field paint and pressurized by hand. The
unit can be mounted on top of the box. In placéhefspraying unit also a small flash light
can be mounted on the same electrical interface. The flash light was usetidating holes
and obstacles.

3.3. Sensors

The sensor concept of Cropscout Il is a modulatesysvhich enables to use different kinds

of sensors which can be positioned at almost arngepda the vehicle. The different sensors

were all mounted in the same type of housing witaamdard mechanical and an electrical
connector. A system consisting of several metat¢sulclamps and joints is used to position

the sensors. Depending on the task, the positiansbe changed quickly. The sensors used
include infra-red range sensors, ultrasound raegsa@s, a gyroscope and two digital color

cameras operating in the visible light spectrurms®e redundancy was implemented to in-

crease the robustness of the system under varyiagaor conditions.

Cameras

Cropscout Il is equipped with two color cameradiéll Vision "Guppy", F-033C, 1/3" Sony
Progressive Scan CCD) IEEE1394 with 6 mm lens. Vérg compact camera has a standard
C-mount lens adapter and is able to acquire imageto a resolution of 640x480 pixels
(VGA). For the tasks described in this documentina@ge resolution of 320x240 pixels and
160x120 pixels was used.
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Infra red range sensors

Two short range infrared (IR) distance sensors rfsk&P2D12, range between 0.10 m and
0.8 m) and two long range IR sensors (Sharp GP220K0 range between 0.20 m and 1.80
m) can be used.

Ultrasound range sensors

Further two Devantech SRFO08 ultrasound range semsor be mounted on the robot. These
sensors have a measurement range of 0.03 to apyai@ty 6 m with an accuracy of about
0.03 to 0.04 m. The SRFO08 uses sonar at a frequency of 2@ddietect objects.

Gyroscope

A gyroscope (Analog Devices ADXRS150) is used tasoee changes in the yaw angle of
the vehicle. The gyroscope produces a positiveggountput voltage for clockwise rotation
about the Z-axis. By integrating the voltage regdinover a defined period it is possible to
determine (changes in) the heading direction ofdinace and thus of the robot it is attached
to. This sensor is e.g. used for controlling the head-land turns.

Odometer

A free running extra wheel pulled by the vehicleswejuipped with an encoder (Spectrol

120e, generating 128 pulses per revolution). Témsar is used as odometer. Figure 3 shows
the used sensor positions for in row navigation dawdelion detection. On each side of the
robot one ultrasonic, one long range infra red @mel short range infra red distance sensor is
mounted. All three sensors are rotated by someedsgo that they are pointing towards the
direction of driving. Actually only one camera wased for the task of detecting the dande-
lions.

Camera
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Figure 3: Sensor positions for in row navigation and dandelion detection (top view of robot)
3.4. Control hardware
The control hardware consists out of three mainpmments:
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A mini-ITX PC mainboard with VIA Epia 1.3 Ghz CP812 MB RAM and hard disk
(http://www.via.com.tw/en/products/mainboands/

A Basic ATOM40 microcontroller (Basic Micrbttp://www.basicmicro.cony/for sam-
pling sensors and switches; and

A Rototeq [ittp://www.roboteq.com/motor controller.

Via the USB port of the mini-PC a WiFi dongle istalled to exchange data with other PCs,
handheld PDAs or other robots. Figure 4 shows thm rechema of the electrical design. At
low-level the microcontroller is used to sample semsor values (A/D conversion) and the
state of the switches on the back panel. Also #leutation of the heading direction of the
vehicle based on the gyroscope values and theataftthe LCD character display is done
by the microcontroller. The motor controller is uded controlling the speed of the motors.
The used controller has also a number of spequaitghand is therefore used for sampling the
wheel encoder of the odometer and to control tieadar port (spraying unit or flash light).
Via serial interfaces the microcontroller and theton controller communicate with the mini
PC. This PC is used for image acquisition and imageessing and for the high-level con-

trol.
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Figure 4: Main schema of the electrical design
3.5. Control software

The Mini-PC is running on the Windows XP operatsygtem. National Instruments Lab-
view 8.0 is used for the high level software lagad for image processing. C is used to pro-
gram most of the control algorithms. Figure 5 shows a screenshot of the high leie-appl
tion. The ATOM microcontroller is programmed in MicBasic 2.2. The software is running
in a sequence with different steps:
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Table 2: Main steps in high-level software

Step No.

Description

0

1

2

3
4

Read in configuration file and perform settings and store values in global

variables

Perform init functions such as initialize variables and init cameras and COM

ports as required

Main loop containing several multitasking loops. This step/loop is running until a
“stop application” command is given. This main loop can handle different states
or modes such as “navigate in the row” or “find corner flag” or “idle”

De-initialize hardware such as COM ports and IEEE1394

Shutdown functions such as exit Labview and shutdown/reboot PC

Once the main step is initiated several multi-taghoops are running using a specific timing
and priorities (Table 3).

Table 3: High-level multitasking loops

Timer Task Priority Default timing
[ms]

GUI Update graphical user interface Very low 100

ATOM Read/write serial data microcontroller High 10

Motor Read/write serial data motor controller High 20

Enc Request data motor controller (e.g. High 100

wheel encoder)

Cirl Control intelligence loop Very high 50

Vision Image acquisition and processing loop Medium 100

LED Watchdog loop Low 1000

Figure 5: Screenshot of the main user interface

Strategy and control intelligence

The line

The strategy for drawing a line on the soccer field asfollows:

Search flag by computer vision while robot is running a small circle.
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Once the flag is found, centre flag in front of thehicle by steering based on the camera
image.

Once centered, drive straight towards the flag evepraying the line. The straight for-
ward drive is based on the readings of the gyroscope.

Stop when flag is reached (measure distance ofoapping flag post by an ultrasonic
range sensor looking straight forward).

The system can be configured to look for a spefidig color (e.g. red or yellow). To make
the color detection more independent from changiglgt Iconditions the red, green, blue
(RGB) color space of the image was first transfateehue, saturation, intensity (HSI) color
space. The algorithm tries to detect a post (agirdine) beneath the detected colored blob
using edge detection methods. An example imagé&/éngn Figure 6 where an edge is de-
tected (indicated by a red line) within the edgarcle area (green box). Only the combination
edge and colored blob gives a valid flag detectesult. Furthermore, the system calculates
the centre deviation of the flag position in redatito the camera position. This value is used
to control the motors in such a way that the flag gets aahterfront of the robot.

Figure 6: Locate position of corner flag by computision
Navigate in row and count dandelions
The strategy for this task is as follows:

Search row.

Navigate in row based on infrared and ultrasonnseses.

Detect and count dandelions by computer visionofcahd shape parameters) while driv-
ing in the row.

At the end of the row turn headland based on gyroscope.

Much of the in row navigation code used in Cropsdauas reused for Cropscout Il. Refer to
Hentenet al.(2004) for an in depth discussion about this subf@ne major difference is that
cameras and computer vision are not used for naergthis time. This is due to the fact that

the idea of the competition field this year was &wédngreen maize plants on a green under-
sown crop. This will make it very difficult if notmpossible to implement an image
processing algorithm which can detect the crop ribvis the objective to drive Cropscout
along a trajectory exactly between both rows. The offset from this trajectory is measured by
the pairs of sensors mounted on each side of thielee The offset is translated to a control
signal to drive the individual tracks. Once the end of the rows is reached, a tarple-
mented using the gyro signal. The sensor-basedtawteof the rows of maize plants plays a
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crucial role in Cropscout control. Switching frohet‘search for row’ state to the ‘navigate’
state and to the ‘turning’ staggc, is fully determined by the detection of the plant rows

For the detection and counting of the yellow gdfl® (the dandelions) one camera looking
ahead on the field in front of the vehicle was uddte image acquisition of the camera was
triggered by the odometer in such a way that tinexe merely no overlap in successive im-
ages (e.g. one image per 80 cm). Each image wdgzadandividually. As for the corner
flag, first the RGB color image was transformeaitite HSI color space. Objects of a certain
size and a circular shape showing the pre-leardatdelion color” were counted as valid
object. The number of found objects was presentedeoh@D display.

Speed race

For the speed race Cropscout Il used the gyrostmpeve straight ahead. Before the start
the robot was placed manually in the correct oatom in the row. Measured deviations in
the driving direction during the run were compengditg the controlling the speed of the two
tracks. Motors were set to near maximum speed.

Hole detection
The strategy for this task was as follows:

Navigate in-between white lines (based on informatibtine first camera).
Search holes with the second camera.
Indicate hole by flashing a light and make avoidance maneuver.

For this task both cameras were used. The taskeofitst camera was to look ahead some
centimeters and to detect white lines on the lamce a line was detected the robot is sup-
posed to make a turn of 180 degrees based on theagppe in order to stay within the con-
test field. A line detection algorithm which could cope with incomplete and fuzzy lines was
developed using color algorithms and morphologicage processing operations. At the
same time the second camera looked for spots which weremgitgen nor white (the holes).

Freestyle

For the freestyle session Cropscout Il performespat spraying task. The strategy was as
follows:

Slowly drive forward.

Search for small artificial flowers (coloured pieces of fitas

If detected, drive robot to the flower.

Stop at flower and spray flower with water from the line spraying unit.

Navigation for this task was done by computer vigiging the data of the odometer.
3.6. Contest field and weather conditions

As in the earlier editions of the event a real ootdmaize field with straight and curved rows
was used for the competition this year. However,iregpby the soccer world cup some addi-
tional modifications were introduced. Some tasksusth be performed on grass/lawn and
some on maize rows sown on a ‘green’ bed consistinn@f undersown and mowed grain.

Due to unsuitable weather conditions in spring iie@ze did not emerged well so that the
coordinator decided to mow rows directly in undemdarley. Figure 7 show a photo of the
curved rows section. One of the effects was thatrémaining mown undersown crop did
have a completely different color - way less grasrexpected. The “crop-row” was at many
places also not as dense as expected, large gajestherow detection more difficult. Also
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due to very dry conditions just before the compatitmuch of the undersown crop was dried
out completely.

Figure 7: Contest field with curved rows of grain

On the day of the event there was clear sky ank t@mperatures above 30 degrees Celsius
in Hohenheim.

4. Results

4.1. The line

Navigation straight to the corner flag and drawanwhite line (Figure 8) worked very well
during test sessions and also during the contestalse of the dual feature based image
processing (flag and post of flag must both be det@cthe detection of the flag turned out to
be very reliable and was not affected by e.g. somebody wearing a red t-shiingtaehind
the flag. The spraying unit operated flawlessly anprofessional white line was drawn by
this 10 implement. Because the implement was maupéhind the vehicle it was not possi-
ble to spray the line up to the position whereftag was plugged in the field. On the other
hand this minimized the paint soiling the robot.
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