Drainage Principles and Applications







ILRI Publication 16
Second Edition (Completely Revised)

Drainage Principles and
Applications

H.P. Ritzema (Editor-in-Chief)

O

cLEs

International Institute for Land Reclamation and Improvement,
P.O. Box 45,6700 AA Wageningen, The Netherlands, 1994




The first edition of this publication was issued in a four-volume series, with
the first volume appearing in 1972 and the following three volumes appearing
in 1973 and 1974. The second edition has now been completely revised and is
published in one volume.

The aims of ILRI are:

— To collect information on land reclamation and improvement from all over
the world;

— To disseminate this knowledge through publications, courses, and
consultancies;

— To contribute — by supplementary research — towards a better understanding
of the land and water problems in developing countries.

© International Institute for Land Reclamation and Improvement/ILRI,

Wageningen, The Netherlands. .
This book or any part thereof may not be reproduced in any form without the written permission
of ILRI.

ISBN 90 70754 3 39
Printed in The Netherlands




Preface

Thirty-three years ago, the first International Course on Land Drainage was held at
ILRI in Wageningen. Since then, almost 1000 participants from more than 100
countries have attended the Course, which provides three months of post-graduate
training for professionals engaged in drainage planning, design, and management,
and in drainage-related research and training. In the years of its existence, the Course
has proved to be the cornerstone of ILRI’s efforts to contribute to the development
of human resources.

From the beginning, notes of the Course lectures were given to the participants to
lend support to the spoken word. Some twenty-five years ago, ILRI decided to publish
a selection of these lecture notes to make them available to a wider audience.
Accordingly, in 1972, the first volume appeared under the title Drainage Principles
and Applications. The second, third, and fourth volumes followed in the next two years,
forming, with Volume I, a set that comprises some 1200 pages. Since then, Drainage
Principles and Applications has become one of ILRI’s most popular publications, with
sales to date of more than 8000 copies worldwide.

In this third edition of the book, the text has been completely revised to bring it up
to date with current developments in drainage and drainage technology. The authors
of the various chapters have used their lecture-room and field experience to adapt
and restructure their material to reflect the changing circumstances in which drainage
is practised all over the world. Remarks and suggestions from Course participants
have been incorporated into the new material. New figures and a new lay-out have
been used to improve the presentation. In addition, ILRI received a vast measure
of cooperation from other Dutch organizations, which kindly made their research
and field experts available to lecture in the Course alongside ILRI’s own lecturers.

To bring more consistency into the discussions of the different aspects of drainage,
the four volumes have been consolidated into one large work of twenty-six chapters.
The book now includes 550 figures, 140 tables, a list of symbols, a glossary, and an
index. It has new chapters on topical drainage issues (e.g. environmental aspects of
drainage), drainage structures (e.g. gravity outlets), and the use of statistical analysis
for drainage and drainage design. Current drainage practices are thoroughly reviewed,
and an extensive bibliography is included. The emphasis of the whole lies upon
providing clear explanations of the underlying principles of land drainage, which,
wisely applied, will facilitate the type of land use desired by society. Computer
applications in drainage, which are based on these principles, are treated at length
in other ILRI publications.




The revision of this book was not an easy job. Besides the authors, a large number
of ILRD’s staff gave much of their time and energy to complete the necessary work.
ILRI staff who contributed to the preparation of this third edition were:
Editorial Committee R. van Aart
M.G. Bos
H.M.H. Braun
K.J. Lenselink
H.P. Ritzema
Members prior to 1993 J.G. van Alphen
Th. M. Boers
R. Kruijne
N.A. de Riddert
G. Zijlstra
Language Editors M.F.L. Roche
M.M. Naeff
Drawings J. van Dyk
Word Processing J.B.H. van Dillen
Design and Layout J. van Dijk
J. van Manen

I want to thank everyone who was involved in the production of this book. It is my
belief that their combined efforts will contribute to a better, more sustainable, use
of the world’s precious land and water resources.

Wageningen, June 1994 M.J.H.P. Pinkers
Director

International Institute for

Land Reclamation and Improvement/ILRI
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1 Land Drainage: Why and How?
M.G.Bos! and Th.M.Boers’

1.1 The Need for Land Drainage

The current world population is roughly estimated at 5000 million, half of whom live
in developing countries. The average annual growth rate in the world population
approximates 2.6%. To produce food and fibre for this growing population, the
productivity of the currently cultivated area must be increased and more land must
be cultivated.

Land drainage, or the combination of irrigation and land drainage, is one of the
most important input factors to maintain or to improve yields per unit of farmed
land. Figure 1.1 illustrates the impact of irrigation water management and the control
of the watertable. :
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Figure 1.1 Influence of water control, improved management, and additional inputs on yields of paddy
rice (FAO 1979)
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To enlarge the currently cultivated area, more land must be reclaimed than the land
that is lost (e.g. to urban development, roads, and land degradation). In some areas,
however, land is a limiting resource. In other areas, agriculture cannot expand at the
cost of nature.

Land drainage, as a tool to manage groundwater levels, plays an important role in

maintaining and improving crop yields:

— It prevents a decrease in the productivity of arable land due to rising watertables
and the accumulation of salts in the rootzone;

— A large portion of the land that is currently not being cultivated has problems of
waterlogging and salinity. Drainage is the only way to reclaim such land.

The definition of land drainage, as given in the constitution of the International
Commission on Irrigation and Drainage/ICID (1979), reads:

‘Land drainage is the removal of excess surface and subsurface water from the
land to enhance crop growth, including the removal of soluble salts from the
soil.’”

In this publication, we shall adopt the ICID definition because it is generally known
and is applicable all over the world. Drainage of agricultural land, as indicated above,
is an effective method to maintain a sustainable agricultural system.

1.2 The History of Land Drainage

Records from the old Indus civilizations (i.e. the Mohenjo-Daro and the Harappa)
show that around 2500 B.C. the Indus Valley was farmed. Using rainfall and
floodwater, the farmers there cultivated wheat, sesame, dates, and cotton. Surplus
agricultural produce was traded for commodities imported from neighbouring
countries. Irrigation and drainage, occurring as natural processes, were in equilibrium:
when the Indus was in high stage, a narrow strip of land along the river was flooded;
at low stage, the excess water was drained (Snelgrove 1967).

The situation as sketched for the Indus Valley also existed in other inhabited valleys,
but a growing population brought the need for more food and fibre. Man increased
his agricultural area by constructing irrigation systems: in Mesopotamia c. 3000 B.C.
(Jacobsen and Adams 1958), in China from 2627 B.C. (King 1911, as quoted by Thorne
and Peterson 1949), in Egypt c. 3000 B.C. (Gulhati and Smith 1967), and, around
the beginning of our era, in North America, Japan, and Peru (Kaneko 1975; Gulhati
and Smith 1967). '

Although salinity problems may have contributed to the decline of old civilizations
(Maierhofer 1962), there is evidence that, in irrigated agriculture, the importance of
land drainage and salinity control was understood very early. In Mesopotamia, control
of the watertable was based on avoiding an inefficient use of irrigation water and
on the cropping practice of weed-fallow in alternate years. The deep-rooted crops
shoq and agul created a deep dry zone which prevented the rise of salts through
capillary action (Jacobsen and Adams 1958). During the period from 1122 B.C. to
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220 A.D., saline-alkali soils in the North China Plain and in the Wei-Ho Plain were
ameliorated with the use of a good irrigation and drainage system, by leaching, by
rice planting, and by silting from periodic floods (Wen and Lin 1964).

The oldest known polders and related structures were described by Homer in his Hiad.
They were found in the Periegesis of Pausanias (Greece). His account is as follows
(see Knauss 1991 for details):

‘In my account of Orchomenos, I explained how the straight road runs at first
besides the gully, and afterwards to the left of the flood water. On the plain of
the Kaphyai has been made a dyke of earth, which prevents the water from the
Orchomenian territory from doing harm to the tilled land of Kaphyai. Inside the
dyke flows along another stream, in size big enough to be called a river, and
descending into a chasm of the earth it rises again ... (at a place outside the poider).’

In the second century B.C., the Roman Cato referred to the need to remove water
from wet fields (Weaver 1964), and there is detailed evidence that during the Roman
civilization subsurface drainage was also known. Lucius Inunius Moderatus
Columella, who lived in Rome in the first century, wrote twelve books entitled: ‘De
Re Rustica’ in which he described how land should be made suitable for agriculture
(Vucic¢ 1979) as follows:

‘A swampy soil must first of all be made free of excess water by means of a drain,
which may be open or closed. In compact soils, ditches are used; in lighter soils,
ditches or closed drains which discharge into ditches. Ditches must have a side
slope, otherwise the walls will collapse. A closed drain is made of a ditch,
excavated to a depth of three feet, which is filled to a maximum of half this depth
with stones or gravel, clean from soil. The ditch is closed by backfilling with soil
to the surface. If these materials are not available, bushes may be used, covered
with leaves from cypress or pine trees. The outlet of a closed drain into a ditch
is made of a large stone on top of two other stones.”.

During the Middle Ages, in the countries around the North Sea, people began to
reclaim swamps and lacustrine and maritime lowlands by draining the water through
a system of ditches. Land reclamation by gravity drainage was also practised in the
Far East, for instance in Japan (Kaneko 1975). The use of the windmill to pump water
made it possible to turn deeper lakes into polders, for example the 7000-ha Beemster
Polder in The Netherlands in 1612 (Leeghwater 1641). The word polder, which
originates from the Dutch language, is used internationally to indicate ‘a low-lying
area surrounded by a dike, in which the water level can be controlled independently
of the outside water’.

During the 16th, 17th, and 18th centuries, drainage techniques spread over Europe,
including Russia (Nosenko and Zonn 1976), and to the U.S.A. (Wooten and Jones
1955). The invention of the steam engine early in the 19th century brought a
considerable increase in pumping capacity, enabling the reclamation of larger lakes
such as the 15 000-ha Haarlemmermeer, southwest of Amsterdam, in 1852.
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In the 17th century, the removal of excess water by closed drains, essentially the same
as described above by Columella, was introduced in England. In 1810, clay tiles started
to be used, and after 1830 concrete pipes made with portland cement (Donnan 1976).
The production of drain pipes was first mechanized in England and, from there, it
spread over Europe and to the U.S.A. in the mid-19th century (Nosenko and Zonn
1976). Excavating and trenching machines, driven by steam engines, made their advent
in 1890, followed in 1906 by the dragline in the U.S.A. (Ogrosky and Mockus 1964).

The invention of the fuel engine in the 20th century has led to the development of
high-speed installation of subsurface drains with trenching or trenchless machines.
This development was accompanied by a change from clay tiles to thick-walled,
smooth, rigid plastic pipes in the 1940’s, followed by corrugated PVC and polyethylene
tubing in the 1960’s. Modern machinery regulates the depth of drains with a laser
beam.

The high-speed installation of subsurface drains by modern specialized machines
is important in waterlogged areas, where the number of workable days is limited, and
in intensively irrigated areas, where fields are cropped throughout the year. In this
context, it is good to note that mechanically-installed subsurface drainage systems
are not necessarily better than older, but manually-installed systems. There are many
examples of old drains that still function satisfactorily, for example a 100-year-old
system draining 100 ha, which belongs to the Byelorussian Agricultural Academy in
Russia (Nosenko and Zonn 1976).

Since about 1960, the development of new drainage machinery was accompanied by
the development of new drain-envelope materials. In north-western Europe, organic
filters had been traditionally used. In The Netherlands, for example, pre-wrapped
coconut fibre was widely applied. This was later replaced by synthetic envelopes. In
the western U.S.A., gravel is more readily available than in Europe, and is used as
drain-envelope material. Countries with arid and semi-arid climates similar to the
western U.S.A. (e.g. Egypt and Iraq) initially followed the specifications for the design
of gravel filters given by the U.S. Bureau of Reclamation/USBR (1978). The high
transport cost of gravel, however, guided designers to pre-wrapped pipes in countries
like Egypt (Metzger et al. 1992), India (Kumbhare et al. 1992), and Pakistan
(Honeyfield and Sial 1992).

1.3 From the Art of Drainage to Engineering Science

As was illustrated in the historical sketch, land drainage was, for centuries, a practice
based on local experience, and gradually developed into an art with more general
applicability. It was only after the experiments of Darcy in 1856 that theories were
developed which allowed land drainage to become an engineering science (Russell
1934; Hooghoudt 1940; Ernst 1962; Kirkham 1972; Chapter 7). And although these
theories now form the basis of modern drainage systems, there has always remained
an element of art in land drainage. It is not possible to give beforehand a clear-cut
theoretical solution for each and every drainage problem: sound engineering
judgement on the spot is still needed, and will remain so.
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The rapid development of theories from about 1955 to about 1975 is well illustrated

by two quotations from Van Schilfgaarde. In 1957 he wrote: ’
‘Notwithstanding the great progress of recent years in the development of
drainage theory, there still exists a pressing need for a more adequate analytical
solution to some of the most common problems confronting the design engineer.’

In 1978, the same author summarized the state of the art for the International Drainage
Workshop at Wageningen (Van Schilfgaarde 1979) as:

‘Not much will be gained from the further refinement of existing drainage theory
or from the development of new solutions to abstractly posed problems. The
challenge ahead is to imaginatively apply the existing catalogue of tricks to the
development of design procedures that are convenient and readily adapted by
practising engineers.’

With the increasing popularity of computers, many of these ‘tricks’ are combined in
simulation models and in design models like SWATRE (Feddes et al. 1978; Feddes
et al. 1993), SALTMOD (Oosterbaan and Abu Senna 1990), DRAINMOD (Skaggs
1980), SGMP (Boonstra and de Ridder 1981), and DrainCAD (Liu et al. 1990). These
models are powerful tools in evaluating the theoretical performance of alternative
drainage designs. Nowadays, however, performance is not only viewed from a crop-
production perspective, but increasingly from an environmental perspective. Within
the drained area, the environmental concern focuses on salinity and on the diversity
of plant growth. Downstream of the drained area, environmental problems due to
the disposal of drainage effluent rapidly become a major issue.

Currently, about 170 million ha are served by drainage and flood-control systems
(Field 1990). In how far the actual performance of these systems can be forecast by
the above models, however, is largely unknown. There is a great need for field research
in this direction.

The purpose of this manual is, in accordance with the aims of ILRI, to contribute
to improving the quality of land drainage by providing drainage engineers with ‘tools’
for the design and operation of land drainage systems.

14 Design Considerations for Land Drainage

In the ICID definition of drainage, ‘the removal of excess water’ indicates that (land)
drainage is an action by man, who must know how much excess water should be
removed. Hence, when designing a system for a particular area (Figure 1.2), the
drainage engineer must use certain criteria (Chapter 17) to determine whether or not
water is in excess. A (ground-)water balance of the area to be drained is the most
accurate tool to calculate the volume of water to be drained (Chapter 16).

Before the water balance of the area can be made, a number of surveys must be
undertaken, resulting in adequate hydrogeological, hydropedological, and topogra-
phicmaps (Chapters 2, 3, and 18, respectively). Further, all (sub-)surface water inflows
and outflows must be measured or estimated (Chapters 4, 10, and 16). Precipitation
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Figure 1.2 The interrelationship between the chapters of this manual

and the relevant evapotranspiration data from the area must be analyzed (Chapters
4,5, and 6). In addition, all relevant data on the hydraulic properties of the soil should
be collected (Chapter 12). The above processes in drainage surveys should be based
on a sound theoretical knowledge of a variety of subjects. The importance of this
aspect of drainage engineering is stressed by the fact that seventeen of the twenty-six
chapters of this book deal with surveys, procedures, and theory.

In some cases, the proper identification of the source of ‘excess water’ will avoid the

construction of a costly drainage system. For example:

— If irrigation water causes waterlogging, the efficiency of water use in the water-
supply system and at field level should be studied in detail and improved (Chapters
9 and 14);

— If surface-water inflow from surrounding hills is the major cause of excess water
in the area, this water could be intercepted by a hillside drain which diverts the
water around the agricultural area (Chapters 19 and 20);

— Ifthe problem is caused by the inflow of (saline) groundwater, this subsurface inflow
could be intercepted by a row of tubewells (Chapter 22), which dispose of their
effluent into a drain that bypasses the agricultural area;

— Ifthe area is partially inundated because a natural stream has insufficient discharge
capacity to drain the area, a reconstruction of the stream channel may solve the
drainage problem (Chapter 19).

If, however, the origin of the excess water lies in the agricultural area itself (e.g. from
excess rainfall or extra irrigation water that must be applied to satisfy the leaching
requirement for salinity control; Chapters 11 and 15), then the installation of drainage
facilities within the agricultural area should be considered. Usually, these facilities
consist of (Figure 1.3) (i) a drainage outlet, (ii) a main drainage canal, (iii) some
collector drains, and (iv) field drains.
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The main drainage canal (ii) is often a canalized stream which runs through the lowest
parts of the agricultural area. It discharges its water via a pumping station or a tidal
gate into a river, a lake, or the sea at a suitable outlet point (i) (Chapters 23 and
24).

Main drainage canals collect water from two or more collector drains. Although
collector drains (iii) preferably also run through local low spots, their spacing is often
influenced by the optimum size and shape of the area drained by the selected field-
drainage system. The layout of the collector drains, however, is still rather flexible
since the length of the field drains can be varied, and sub-collector drains can be
designed (Chapter 19). The length and spacing of the field or lateral drains (iv) will
be as uniform as is applicable. Both collector and field drains can be open drains
or pipe drains. They are determined by a wide variety of factors such as topography,
soil type, farm size, and the method of field drainage (Chapters 20, 21, and 22).

The three most common techniques used to drain excess water are: a) surface drainage,

b) subsurface drainage, and c) tubewell drainage.

a) Surface drainage can be described as (ASAE 1979) ‘the removal of excess water
from the soil surface in time to prevent damage to crops and to keep water from
ponding on the soil surface, or, in surface drains that are crossed by farm
equipment, without causing soil erosion’. Surface drainage is a suitable technique
where excess water from precipitation cannot infiltrate into the soil and move
through the soil to a drain, or cannot move freely over the soil surface to a (natural)
channel. This technique will be discussed in Chapter 20;

b) Subsurface drainage is the ‘removal of excess soil water in time to prevent damage
to crops because of a high groundwater table’. Subsurface field drains can be either
open ditches or pipe drains. Pipe drains are installed underground at depths varying
from 1 to 3 m. Excess groundwater enters the perforated field drain and flows
by gravity to the open or closed collector drain. The basics of groundwater flow
will be treated in Chapter 7, followed by a discussion of the flow to subsurface
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drains in Chapter 8. The techniques of subsurface drainage will be dealt with in

Chapter 21.

¢) Tubewell drainage can be described as the ‘control of an existing or potential high
groundwater table or artesian groundwater condition’. Most tubewell drainage
installations consist of a group of wells spaced with sufficient overlap of their
individual cones of depression to control the watertable at all points in the area.
Flow to pumped wells, and the extent of the cone of depression, will be discussed
in Chapter 10. The techniques of tubewell drainage systems will be treated in
Chapter 22.

When draining newly-reclaimed clay soils or peat soils, one has to estimate the
subsidence to be expected, because this will affect the design. This problem, which
can also occur in areas drained by tubewells, is discussed in Chapter 13.

Regardless of the technique used to drain a particular area, it is obvious that it
must fit the local need to remove excess water. Nowadays the ‘need to remove excess
water’ is strongly influenced by a concern for the environment. The design and
operation of all drainage systems must contribute to the sustainability of agriculture
in the drained area and must minimize the pollution of rivers and lakes from
agricultural return flow (Chapter 25).
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2 - Groundwater Investigations
N.A. de Ridder't

2.1 Introduction

Successful drainage depends largely on a proper diagnosis of the causes of the excess
water. For this diagnosis, one must consider: climate, topography, pedology, surface
water hydrology, irrigation, and groundwater hydrology (or hydrogeology). Each of
these factors — either separately, or more often in combination — may create a surface
drainage problem (flooding, ponding) or a subsurface drainage problem (shallow
watertable, waterlogging), or a combination of these problems. Most of these factors
are treated separately elsewhere in this book.

In this chapter, we shall concentrate on some hydrogeological aspects of drainage
problems, particularly those of subsurface drainage. Although each area has its own
specific groundwater conditions, a close relationship exists between an area’s ground-
water conditions and its geological history. So, first, we shall discuss this relationship.
For more information reference is made to Davis and De Wiest 1966 and Freeze and
Cherry 1979.

We shall then explain how to conduct a groundwater investigation, describing how
to collect, process, and evaluate the groundwater data that are pertinent to subsurface
drainage, for more details see UN 1967. For further reading Mandel and Shiftan 1981,
Matthess 1982, Nielsen 1991, Price 1985 and Todd 1980 are recommended.

2.2 Land Forms

Land forms are the most common features encountered by anyone engaged in
drainage investigations. If land forms are properly interpreted, they can shed
light upon an area’s geological history and its groundwater conditions.

The two major land forms on earth are mountains and plains. Plains are areas
of low relief and have our main interest because they usually have rich
agricultural resources that can be developed, provided their water management
problems are solved. This does not mean that the drainage engineer can neglect
the mountains bordering many such plains. Mountain ranges are the source
of the sediments occurring in the plains. They are also the source of the rivers
that carry the detritus to the plains where it is deposited when the rivers flood.

Not all plains are of the same type; their source area, transporting agent,
and depositional environment will differ. We recognize the following types of
plains: '

— Alluvial plains, formed by rivers;

- Coastal plains, formed by the emergence of the sea floor;
— Lake plains, formed by the emergence of a lake floor;

— Glacial plains, formed by glacial ice.

! International Institute for Land Reclamation and Improvement
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The above list is not complete but covers the types of plains that are important for
agriculture; they are also areas where drainage problems are common. Their main
geological features and groundwater conditions will now be briefly described. For
more information on land forms reference is made to Thornbury 1969.

2.2.1 Alluvial Plains

Alluvial plains are formed by rivers and usually have a horizontal structure. The larger
alluvial plains, however, are downwarped and often faulted. They may contain alluvial
sediments that are hundreds or even thousands of metres thick. Along the course of
the river, from the mountains to the sea, we recognize three types of alluvial plains:

— Alluvial fan;

— River plain;

— Delta plain.

Alluvial Fans »

An alluvial fan is a cone-like body of alluvial materials laid down by a river debouching
from a mountain range into lowland (Figure 2.1). Alluvial fans are found in both
the humid and the arid zones. They occur in all sizes, the size being largely determined
by the size and geology of the river catchment and the flow regime of the river.
Boulders, gravel, and very coarse sand dominate the sediments at the fan head. The
sediments usually become finer towards the distal end of the fan, where they may
be silt or fine sandy loam.

Because of the variability of a river’s flow regime, alluvial fans are subject to rapid
changes, with channels shifting laterally over a wide area, and channels alternating,
cutting, and filling themselves. The mud-flow deposits extend as a continuous sheet
over large areas, whereas the sand and gravel deposits are usually restricted to former
channels.

Because of the very coarse materials at the head of the fan and the many diverging
stream channels, substantial quantities of river water percolate to the underground.
The head of the fan is therefore a recharge zone. The middle part of the fan is mainly
a transmission zone. The distal end of the fan is a zone of groundwater discharge.
Owing to the presence of mud-flow deposits of low permeability, the groundwater
in the deep sand and gravel deposits is confined (i.e. the water level in a well that
penctrates the sand and gravel layers stands above these layers).

The watertable, which is deep in the head of the fan, gradually becomes shallower
towards the distal end, where it may be at, or close to, the surface. In arid zones,
substantial quantities of groundwater are lost here by capillary rise and evaporation,
which may turn the distal fan into a true salt desert.

Whereas subsurface drainage problems are restricted to the distal fan, surface
drainage problems may occasionally affect major parts of an alluvial fan, especially
when heavy rains evacuate highly sediment-charged masses of water from the
mountains.

River Plains
River plains are usually highly productive agricultural areas. Rivers occur in different
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sizes and stages of development (Strahler 1965), but a common type is the graded

river, which has reached a state of balance between the average supply of rock waste

to the river and the average rate at which the river can transport the load. At this

stage, the river meanders, cutting only sideways into its banks, thus forming a flat

valley floor. In the humid zones, most of the large rivers have formed wide flood

plains. Typical morphological features of a flood plain are the following (Figure 2.2):

— Immediately adjacent to the river are the natural levees or the highest ground on
the flood plain;

— On the slip-off slope of a meander bend are point bars of sandy materials;

— Oxbow lakes or cut-off meander bends contain water;

- Some distance away from the river are backswamps or basin-like depressions;

— Terraces along the valley walls represent former flood plains of the river.

Flood plain deposits vary from coarse sand and gravel immediately adjacent to the
river, to peat and very heavy clays in the backswamps or basins (Figure 2.3A). In
the quiet-water environments of these basins, layers of peat, peaty clay, and clay are
deposited; they may be some 5 to 10 m thick. In many flood plains in the humid
climates, a coarsening of sediments downward can be observed; continuous layers
of coarse sand and gravel underlie most of those plains. These coarse materials were
deposited under climatological conditions that differ from those of the present. At
that time, the river was supplied with more rock waste than it could carry. Instead
of flowing in a single channel, the river divided into numerous threads that coalesced
and redivided. Such a river is known as a braided river. The channels shift laterally
over a wide area; existing channels are filled with predominantly coarse sand and
gravel, and new ones are cut. In cross-section, the sediments of braided rivers show
a characteristic cut-and-fill structure (Figure 2.3B).

A flood plain, as the name implies, is regularly flooded at high river stages, unless
it is protected by artificial levees (dikes). Deforestation in the catchment area of the
river aggravates the floodings. Subsurface drainage problems are common in such
plains, especially in those of the humid climates. Shallow watertables and marshy
conditions prevail in the poorly drained backswamps and other depressions. Seepage
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Figure 2.2 A broad river valley plain of the humid zone, with its typical morphological features
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Figure 2.3 Cross-sections over a valley with:
A: A meandering river; B: A braided river

from the river, when it is at high stage, contributes to the subsurface drainage problems
of the plain. (This will be discussed further in Chapter 9.)

Delta Plains

Deltas are discrete shoreline protuberances formed where rivers enter the sea or a
lake and where sediments are supplied more rapidly than they can be redistributed
by indigenous processes. At the river mouth, sediment-laden fluvial currents suddenly
expand and decelerate on entering the standing water body. As a result, the sediment
load is dispersed and deposited, with coarse-grained bedload sediment tending to
accumulate near the river mouth, whilst the finer-grained sediment is transported
offshore in suspension, to be deposited in deeper water.

Delta plains are extensive lowlands with active and abandoned distributary
channels. Between the channels is a varied assemblage of bays, flood plains, tidal flats,
marshes, swamps, and salinas (Figure 2.4).

In the humid tropics, a luxuriant vegetation of saline mangroves usually covers large
parts of a delta plain. In contrast, delta plains in arid and semi-arid climates tend
to be devoid of vegetation; salinas with gypsum (CaSO,) and halite (NaCl) are
common, as are aeolian dune fields.

Some delta plains are fluvial-dominated because they are enclosed by beach ridges
at the seaward side; others are tide-dominated because tidal currents enter the
" distributary channels at high tides, spilling over the channel banks and inundating
the adjacent areas. But even in areas with moderate to high tidal ranges, the upper
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delta plain is fluvial-dominated; the lower delta plain may be tide-dominated, and
the delta front may be either tide- and/or wave-dominated.

The groundwater in the upper delta is usually fresh and the watertable is relatively
deep; problems of subsurface drainage and soil salinization do not occur there. In
the lower delta, however, such problems do occur because the watertable is close to
the surface, the groundwater is salty or brackish, and salinized soils are widespread,
especially in arid deltas.

Figure 2.5 shows the groundwater flow and groundwater conditions in a delta plain.
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Figure 2.5 Cross-section of a delta plain, showing the interface of fresh and salt water and the outflow
face at the delta front
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The fresh groundwater of the upper delta moves seaward because its phreatic level
is above sea level; it flows out in a narrow zone at the delta front. Owing to diffusion
and dispersion, the initially sharp interface between fresh and salt water bodies
gradually passes into a brackish transition layer. The rate at which this transition
layer develops depends on various factors, one of which is the permeability of the
delta sediments (Jones 1970).

2.2.2 Coastal Plains

From a geological point of view, coastal plains are an entirely different type of plain
because they are recently-emerged parts of the sea floor. If the sea floor emerged in
the remote geological past, coastal plains can be found far from the sea and are then
called ‘interior plains’. The structure of coastal plains can be simple, consisting of
a continuous sequence of beds, or complex as a result of several advances and retreats
of the sea (Figure 2.6).

Coastal plains may be narrow or even fragmentary strips of the former sea floor,
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and their shift during submergence.
A: Constant sea level; B: Sea rises to new level and remains there, depositing sediments as in
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exposed along the margins of an old land area, or they may be vast, almost featureless
plains, fringing hundreds of kilometres of coastline. Gently sloping coastal plains are
attacked by the waves offshore and, as a result, sand bars may form paraliel to the
coast. Some plains are enclosed by dunes at the seaward side. The land enclosed by
the dunes and by the natural levees of rivers that traverse the coastal plain is a true
basin, containing lakes and swamps. In contrast to the upper coastal plain, the lower
coastal plain may suffer from severe surface drainage problems.

The groundwater conditions of coastal plains are complex. The watertable in the
upper part of the plain is usually deep, but gradually becomes shallower towards the
coast. The soils in the upper part are usually sandy and permeable, so that subsurface
drainage problems do not occur. Here we find outcrops of the sand layers that dip
seaward under the lower coastal plain (Figure 2.7).

Because there is a seaward fining of sediments and because the sand layers are
(partly) overlain and underlain by clayey deposits, the groundwater in the sand layers
of the lower plain is confined. The seaward thinning of the sand layers contributes
to the confined groundwater conditions. As a result, there is upward seepage from
the deeper sandy layers through the clay layers to the surface. Both surface and
subsurface drainage problems are common in lower coastal plains.

2.2.3 Lake Plains

Lakes originate in different ways; they may be river-made, glacial, volcanic, fault-
basin, and landslide lakes. Most lakes are small and ephemeral. Those formed in active
tectonic areas persist for long periods of geological time. Some lakes fall dry because
of a change in their water balance.

Emerged lake floors are flat, almost featureless plains. In arid zones, surface water
collects in the lower parts of the plains, where it evaporates, leaving behind the
suspended sediments, mixed with fine salt crystals (halite, gypsum, carbonates). The
sediments of such ephemeral water bodies commonly build up clay-surface plains of
extraordinary flatness; these are called playas.

Most of the clastic sediment deposited in lakes is transported there by rivers, either
in suspension or as bed load. Where the river water spreads out upon entering the
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Figure 2.7 Groundwater conditions of a coastal plain
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Figure 2.8 Geological section through the sediments of a former lake

lake, bed load, and coarse materials of the suspended load will be deposited first.
Further away from the river mouth, there will be a distal fining of sediment, as in
marine deltas. Where water densities allow underflow of the river water, coarse
sediment may be spread out over the lake floor. Eventually, this may lead to the
development of subaqueous fans in front of the river mouth. In the deepest parts of
lake basins, clastic deposition is almost entirely from suspension.

Several morphological features can provide evidence of the former existence of a
lake (Figure 2.8): for instance, a cliff on the hard rocks bordering the former lake,
lake terraces at the foot of the cliff, and beaches and sand ridges, representing spits
and sand bars formed by wave action near the lake margin.

Lake plains in humid climates usually have a shallow watertable that must be
controlled if the land is to be used for agriculture. In lake plains in arid climates,
the watertable is deep, except where rivers enter the former lake. If the river water
is used for irrigation, the watertable may be very shallow in most of the irrigated
areas. Because of the low permeability of the lake sediments, groundwater movement
is slow, resulting in large watertable gradients at the margins between irrigated and
non-irrigated lands.

2.2.4 Glacial Plains

At present, some 10 per cent of the earth’s surface is covered by glacial ice. During
the Quaternary glaciation, the maximum coverage was about 30 per cent and the
resulting sediments were distributed over vast areas.

A characteristic sediment of the basal or subglacial zone — the contact zone of ice
and bed(rock) — is till, a glacially-deposited mixture of gravel, sand, and clay-sized
particles. Its texture is extremely variable. Massive tills occur as sheets, tongues, and
wedges, but locally cross-sections appear as blankets (Figure 2.9). The erodibility of
the substrata largely controls the thickness of till deposits. Where there was
considerable local relief, the till is thick in depressions and in deeply incised channels,
and is thin or absent on highs.

Another characteristic subglacial deposit is that of eskers. These are formed in melt-
water tunnels at the base of the glacial ice. Eskers are mainly composed of sandy
materials and appear in the landscape as ridges.

Around the margin of glacial ice — and strongly influenced by the ice — is the
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proglacial environment, which may be glaciofluvial, glaciolacustrine, or glaciomarine
environments (i.e. produced by, or belonging to, rivers, lakes, or seas, respectively).
Typical examples of the glaciofluvial environment are the outwash deposits, which
may cover substantial areas marginal to glaciated regions. Outwash deposits are
composed of sand and gravel; they form where meltwater is abundant and coarse
material is available. These sediments are deposited by braided streams. Extensive
outwash fans occur along the margin of a stationary glacier. '

Lakes are a common feature in a proglacial landscape. They develop because rivers
are dammed by the ice and because of the formation of irregular topography by
glacially-deposited or eroded land forms. In cross-section, filled glacial lakes show
the classical structure of steeply inclined foreset beds, chiefly made up of coarse sands,
and gently sloping bottomset beds made up of fine-grained lake-floor deposits (mud,
silt, and clay). The lake-bottom deposits typically consist of varves, each varve
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consisting of a lower coarse layer of very fine sand-to-silt and an upper layer of clay.

Both climatic instability and powerful winds contribute to aeolian activity around
a glacier or ice sheet. Sand reworked from glacial deposits is shaped into aeolian dunes.
Silt is also readily picked up from glacial outwash and is deposited down-wind as
loess, which is generally well-sorted and poorly stratified or non-stratified. Loess
deposits can form blankets up to tens of metres thick and can extend hundreds of
kilometres from the ice margin.

Young glacial plains are often characterized by poor drainage. This is mainly due
to the low permeability of the till deposits and the undeveloped drainage systems.
Once a drainage system has developed, the drainage of the higher grounds will be
better. Excess water from rainfall and from surface runoff may collect in local
depressions and lowlands, causing flooding and high watertables.

2.3 Definitions
2.3.1 Basic Concepts

The water in the zone of saturation, called groundwater, occurs under different
conditions.

Where groundwater only partly fills an aquifer (a permeable layer), the upper surface
of the saturated zone, known as the watertable, is free to rise and fall. The groundwater
in such a layer is said to be unconfined, or to be under phreatic or watertable conditions
(Figure 2.10A).

Where groundwater completely fills a permeable layer that is overlain and underlain
by aquicludes (i.e. impermeable layers), the upper surface of the saturated zone is
fixed. Groundwater in such a layer is said to be confined, or to be under confined
or artesian conditions (Figure 2.10B). The water level in a well or borehole that
penetrates into the permeable layer stands above the top of that layer, or, if the artesian
pressure is high, even above the land surface. Relative to a chosen reference level,
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the height of the water column in the well is called hydraulic head, being the sum

of pressure head and elevation head. (This will be discussed further in Chapter 7.)

Truly impermeable layers are not common in nature; most fine-textured layers possess

a certain, though low, permeability.

Where groundwater completely fills a permeable layer that is overlain by an aquitard
(apoorly permeable layer) and underlain by an aquiclude or aquitard, the groundwater
in the permeable layer is said to be semi-confined (Figure 2.10C). In the overlying
aquitard, the groundwater is under unconfined conditions because it is free to rise
and fall. The water level in a well or borehole that penetrates the permeable layer
stands above the top of that layer or even above the land surface if the pressure is
high. This type of groundwater condition is very common in nature. Three different
situations can be recognized: ,
— The water level in the well stands at the same height as the watertable in the overlying

aquitard, which means that there is no exchange of water between the two layers;

— The water level stands above the watertable in the aquitard, which means that there
is an exchange of water between the two layers, with the permeable layer losing
water to the aquitard; here, one speaks of upward seepage through the aquitard;

— The watertable stands below the watertable in the aquitard; here, the permeable
layer receives water from the aquitard, and one speaks of downward seepage (or
natural drainage) through the aquitard.

These three groundwater conditions can also occur in combination (e.g. in stratified
soils, where permeable and less permeable layers alternate, or, besides seepage through
the poorly permeable top layer, there may also be seepage through an underlying
layer).

In some areas, drainage problems can be caused by a perched watertable. The
watertable may be relatively deep, but a hardpan or other impeding layer in the soil
profile creates a local watertable above that layer or hardpan.

It will be clear by now that an area’s groundwater conditions are closely related to
its geological history. As the geology of an area is usually variable, so too are its
groundwater conditions. In a practical sense, the problem is one of identifying and
evaluating the significance of boundaries that separate layers of different permeability.
In subsurface drainage studies, we are interested primarily in the spatial distribution
and continuity of permeability.

In solutions to groundwater problems, permeable, poorly permeable, or imperme-
able layers are usually assumed to be infinite in extent. Obviously, no such layers
exist in nature; all water-transmitting and confining layers terminate somewhere and
have boundaries. Hydraulically, we recognize four types of boundaries:

— Impermeable boundaries;
— Head-controlled boundaries;
Flow-controlled boundaries;
Free-surface boundaries.

}

An impermeable boundary is one through which no flow occurs or, in a practical
sense, a boundary through which the flow is so small that it can be neglected. A
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permeable sand layer may pass laterally (by interfingering) into-a low-permeable or
impermeable clay layer, as we saw in Section 2.2.2 when discussing the geology of
coastal plains. As the transition of the two layers, we have an impermeable boundary.
Other examples of impermeable boundaries are a sand layer that terminates against
a valley wall of impermeable hardrock, or a fault that brings a permeable and an

impermeable layer in juxtaposition (Figure 2.11).

A head-controlled boundary is a boundary with a known potential or hydraulic
head, which may or may not be a function of time. Examples are streams, canals,
lakes, or the sea, which are in direct hydraulic contact with the water-transmitting
layers. Note that an ephemeral stream in arid zones is not a head-controlled boundary
because part or most of the time it does not contain water, and when it does, the
water in the stream is not in contact with the groundwater, which may be many metres

below the stream bed.

A flow-controlled boundary, also called a recharge boundary, is a boundary through
which a certain volume of groundwater enters the water-transmitting layer per unit
of time from adjacent strata whose hydraulic head and permeability are not known.
The quantity of water transferred in this way usually has to be estimated from rainfall
and runoff data. A typical example is the underflow entering the head of an alluvial
fan (Section 2.2.1). Note that an impermeable boundary is a special type of flow-

controlled boundary: the flow is zero.

A free-surface boundary is the boundary between the zones of aeration and
saturation (i.e. the watertable is free to rise and fall). In subsurface drainage studies,

this boundary is of primary importance.

Many subsurface drainage projects cover only a portion of an alluvial, coastal, or
glacial plain. Project boundaries therefore do not usually coincide with hydraulic

boundaries.
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Figure 2.11 Examples of hydraulic boundaries:
1: Flow-controlled boundary; 2, 3, 4, and 5: Impermeable boundaries; 6, 7, and 8: Head-
controlled boundaries; 9: Free-surface boundary
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2.3.2  Physical Properties

To describe the flow of water through the different layers, one needs data on the
following physical properties: hydraulic conductivity, saturated thickness,
transmissivity, drainable pore space, storativity, specific storage, hydraulic resistance,
and the leakage factor. These will be briefly explained.

Hydraulic Conductivity

The hydraulic conductivity, K, is the constant of proportionality in Darcy’s law and
is defined as the volume of water that will move through a porous medium in unit
time under a unit hydraulic gradient through a unit area measured at right angles
to the direction of flow. Hydraulic conductivity can have any units of length/time
(e.g. m/d). Its order of magnitude depends on the texture of the soil (Chapter 3) and
is affected by the density and viscosity of the groundwater (Chapter 7).

Saturated Thickness
For confined aquifers, the saturated thickness, H, is equal to the physical thickness
of the aquifer between the aquicludes above and below it (Figure 2.10B). The same
is true for a semi-confined aquifer bounded by an aquiclude and an aquitard (Figure
2.10C). In both these cases, the saturated thickness is a constant. Its order of magnitude
can range from several metres to hundreds or even thousands of metres. For
unconfined aquifers (Figure 2.10A), the saturated thickness, D’, is equal to the
difference in level between the watertable and the aquiclude. Because the watertable
is free to rise and fall, the saturated thickness of an unconfined aquifer is not constant,
but variable. It may range from a few metres to some tens of metres.

Transmissivity

The transmissivity, KH, is the product of the average hydraulic conductivity, K, and
the saturated thickness of the aquifer, H. Consequently, the transmissivity is the rate
of flow under a hydraulic gradient equal to unity through a cross-section of unit width
and over the whole saturated thickness of the water-bearing layer. It has the
dimensions of length?/time and can, for example, be expressed in m?/d. Its order of
magnitude can be derived from those of K and H.

Drainable Pore Space

The drainable pore space, p, is the volume of water that an unconfined aquifer releases
from storage per unit surface area of aquifer per unit decline of the watertable. Small
pores do not contribute to the drainable pore space because the retention forces in
them are greater than the weight of water. Hence, no groundwater will be released
from small pores by gravity drainage. .

Drainable pore space is sometimes called specific yield, drainable porosity, or
effective porosity. It is a dimensionless quantity, normally expressed as a percentage.
Its value ranges from less than 5 per cent for clayey materials to 35 per cent for coarse
sands and gravelly sands (Chapter 3).

Storativity
The storativity, S, of a saturated confined aquifer is the volume of water released
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from storage per unit surface area of aquifer per unit decline in the component of
hydraulic head normal to that surface. In a vertical column of unit area extending
through the confined aquifer, the storativity, S, equals the volume of water released
from the aquifer when the piezometric surface drops over a unit decline distance. The
storativity is a dimensionless quantity. It is the algebraic product of an aquifer
thickness and specific storage and its value in confined aquifers ranges from 5 x 107
to5 x 1073, ‘

Specific Storage

The specific storage, S, of a saturated confined aquifer is the volume of water that
a unit volume of the aquifer releases from storage under a unit decline in head. This
release of water under conditions of decreasing hydraulic head stems from two
mechanisms:

— The compaction of the aquifer due to increasing effective stress;

— The expansion of water due to decreasing water pressure (see also Chapter 9).

For a certain location, the specific storage can be regarded as a constant. It has the
dimension of length!.

Hydraulic Resistance

The hydraulic resistance, ¢, characterizes the resistance of an aquitard to vertical flow,
either upward or downward. It is the ratio of the saturated thickness of the aquitard,
D, and its hydraulic conductivity for vertical flow (K) and is thus defined as

c= % 1)

The dimension of hydraulic resistance’ is time; it can, for example, be expressed in
days. Its order of magnitude may range from a few days to thousands of days.
Aquitards with c-values of 1000 days or more are regarded as aquicludes, although,
theoretically, an aquiciude has an infinitely high c-value.

Leakage Factor
The leakage factor, L, describes the spatial distribution of leakage through an aquitard
into a semi-confined aquifer, or vice versa. It is defined as

L = . /KHc (2.2)

High values of L originate from a high transmissivity of the aquifer and/or a high
hydraulic resistance of the aquitard. In both cases, the contribution of leakage will
be small and the area over which leakage takes place, large. The leakage factor has
the dimension of length and can, for example, be expressed in metres.

24 Collection of Groundwater Data
To obtain data on the depth and configuration of the watertable, the direction of
groundwater movement, and the location of recharge and discharge areas, a network

of observation wells and/or piezometers has to be established.
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24.1  Existing Wells

Existing wells offer ready-made sites for watertable observations. Many villages and
farms have shallow, hand-dug wells that can offer excellent observation points.
Because they are hand-dug, one can be sure that they will not penetrate more than
slightly below the lowest expected level to which the groundwater will fall. They will
thus truly represent the watertable.

Their location, however, may not always fit into an appropriate network; they may
be sited on topographic highs, for example, or their water levels may be deeper than
2 m below the land surface. Another possible disadvantage is that such wells usually
have a large diameter. This means that they have a large storage capacity, implying
that the water level in the well will take some time to respond to changes in the
watertable, or to recover when water is taken from them in substantial quantities.
Other causes of erroneous data may be a clogged well screen or a low permeability
of the water-transmitting layer. _

Relatively deep wells piercing alternating layers of sand and clay below the
watertable must be considered with caution; their water levels may be a composite
of the different hydraulic heads that occur in the pierced sandy layers.

Before existing wells are included in the network of observation wells, therefore,
information should be collected on their depth, diameter, construction, layers
penetrated, and frequency of use.

2.4.2 Observation Wells and Piezometers

In addition to properly selected existing wells, a number of watertable observation
wells should be placed at strategic points throughout the project area. They may be
cased or uncased wells, depending on the stability of the soil at each location.

Uncased Wells
Uncased wells can easily be made with a hand auger as used in soil surveys, and can
be 50 to 80 mm in diameter (Figure 2.12A). They can be used successfully in soils

<. slotted of
B pgrforated

Figure 2.12 Observation wells:
A: Uncased well in stable soil; B: Cased well in unstable soil
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that are stable enough to prevent the borehole from collapsing. They are also a cheap
means of measuring watertable levels during the first phase of a project
(reconnaissance survey), when the primary objective is to obtain a rough idea of the
groundwater conditions in the project area.

Cased Wells _

When making an observation well in unstable soil, one has to use a temporary casing,
say 80 or 100 mm in diameter. The casing prevents sloughing and caving and makes
it possible to bore a hole that is deep enough to ensure that it always holds water.
Whatever casing material is locally available can be used: sheet metal, drain pipe,
or standard commercial types of well casing (steel or PVC).

One starts making a borehole by hand auger or other light-weight boring equipment
until one reaches the watertable. After lowering a casing, at least 80 mm in diameter,
into the hole, one deepens the hole by bailing out the material inside the casing. When
there is difficulty in keeping the sand from heaving inside the casing, this can be
overcome by adding water to keep the water level in the pipe above the water level
in the water-bearing layer.

When the borehole has reached the required depth, a pipe at least 25 mm in diameter
is then lowered inside the casing to the bottom of the hole. Centering this pipe in
the casing is important. The pipe’s lower end must contain slots or perforations over
a length equal to the distance over which the watertable is suspected to fluctuate.

The next step is to fill the space between the pipe and the casing (annular space)
with graded coarse sand or fine gravel up to some distance above the upper limit
of the slots or perforations; the remaining annular space can be backfilled with parent
materials. A properly placed gravel pack facilitates the flow of groundwater into the
pipe, and vice versa, and prevents the slots or perforations from becoming clogged
by fine particles like clay and silt.

Finally, one pulls out the casing and places a concrete slab around the pipe to protect
it from damage (Figure 2.12B).

A gravel pack is not always needed (e.g. if the whole soil profile consists of sand
and gravel, free of silt and clay). Wrapping a. piece of jute or cotton around the
perforated part of the pipe may then suffice. It is advisable to remove any muddy
water from the completed well by bailing.

Piezometers

A piezometer is a small-diameter pipe, driven into, or placed in, the subsoil so that
there is no leakage around the pipe and all water enters the pipe through its open
bottom. Piezometers are particularly useful in project areas where artesian pressures
are suspected or in irrigated areas where the rate of downward flow of water has to
be determined. A piezometer indicates only the hydrostatic pressure of the ground-
water at the specific point in the subsoil at its open lower end.

In a partly saturated homogeneous sand layer, vertical flow components are usually
lacking or are of such minor importance that they can be neglected. Hence, at any
depth in such a layer, the hydraulic head corresponds to the watertable height; in
other words, in measuring the watertable, it makes no difference how far the
piezometer penetrates into the sand layer, as is shown in Figure 2.13A. In such cases,
a single piezometer will suffice.
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Figure 2.13 Examples of water levels in piezometers for different conditions of soil and groundwater

The same applies to a fully saturated confined sand layer. As it is generally assumed
that the flow of groundwater through such a layer is essentially horizontal and that
vertical flow components can be neglected, the distribution of hydraulic head in the
layer is the same everywhere in the vertical plane. It suffices therefore to place only
one piezometer in such a layer. Its water level is known as the hydraulic head of the
layer, or the piezometric head or the potential head (Chapter 7).

In stratified soils, piezometers are useful in determining whether the groundwater
is moving upward or downward. They are also useful in determining whether any
natural drainage occurs in the project area. The piezometers of Figure 2.13B and F
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indicate that there is natural drainage through the sand layer.

Since the flow of groundwater through confining layers (clay, loamy clay, clay loam,
silty clay loam) is mainly vertical, the water level in a piezometer that penetrates into
such a layer is a function of its depth of penetration (Figure 2.13B, C, and D).

Piezometers can be installed by driving or jetting them into position with a high-
velocity water jet. If more than a few piezometers are to be installed, the jetting
technique is recommended. Although this technique is fast, a disadvantage is that
it does not provide precise information on the pierced materials, unless the piezometers
are installed at the location of a borehole whose log is available. Another method
of installing piezometers is to make a borehole 100 to 200 mm in diameter and then
install three or four piezometers at different depths (Figure 2.14). To prevent leakage,
care should be taken that pierced clay layers are properly sealed.

The lower end of a piezometer can easily become clogged by fine materials that
enter the pipe. This can be avoided by perforating the lower 0.3 to 0.5 m of the pipe.
To prevent fine soil particles from clogging the tiny holes, some jute or cotton can
be wrapped around the perforations and the lower open end sealed with a plug. Graded
coarse sand or fine gravel placed around the perforated part of the pipe will facilitate
the flow of water into the pipe and vice versa. Strictly speaking, a perforated pipe
cannot be called a piezometer, but because the perforations cover only the lower few
decimetres of the pipe, we shall retain the term piezometer.

Ciuster or
riezometers

2 ARERe

“igure 2.14 Multiple piezometer well and the cross-section of a piezometer



2.4.3 Observation Network

Layout

To save costs, observation wells and piezometers should be installed concurrently with
soil borings that are needed to explore the shallow subsurface. These borings are
usually made on a rectangular grid pattern that is laid out on the basis of information
on topography, geology, soils, and hydrology collected during the early phase of the
project. Figure 2.15 shows some examples of grid systems.

Soil borings should be spaced rather close together to make it possible to correlate
subsurface layers. It is not necessary to transform each soil boring into an observation
well because the watertable is a smooth surface. Nevertheless, abrupt changes in the
configuration of the watertable do occur, due to discontinuities of soil layers, outflow
of groundwater into streams, pumping from wells, and local irrigation. So, in planning
a network of observation wells, one should note that they will be required:

— Along, and perpendicular to, lines of suspected groundwater flow;

~ Atlocations where changes in the slope of the watertable occur or are suspected;

— On the banks of streams or other open water courses and along lines perpendicular
to them;

— In areas where shallow watertables occur or can be expected in the future (areas
with artesian pressure and areas with a high intensity of irrigation);

— Along and perpendicular to the (project) area’s boundaries.

Surface water bodies in direct hydraulic contact with the groundwater should be
included in the network. These surface waters are either fed by the groundwater or
they are feeding the groundwater (Figure 2.16A and B). If the watertable lies below
the bottom of the stream, the water level of the stream does not represent any point
of the watertable (Figure 2.16C). The stream is then losing water that percolates

Figure 2.15 Different layouts of grid systems:
A: For a narrow valley; B: For a uniformly sloping area; C: For an almost level alluvial plam
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Figure 2.16 Gaining and losing streams

through the unsaturated zone to the deep watertable. A local mound is built up under
the stream and its height can be measured by placing an observation well on the bank
of the stream. :

Water levels of streams or other water courses represent local mounds or depressions
in the watertable and consequently are of great importance in a study of groundwater
conditions. At strategic places in these water courses, therefore, staff gauges should
be installed.

Density

No strict rule can be given as to the density of the observation network, because this
depends entirely on the topographic, geological, and hydrological conditions of the
area, and on the type of survey (reconnaissance, semi-detailed, detailed). As the
required accuracy is generally inversely proportional to the size of the area, the relation
given in Table 2.1 may serve as a rough guide.

In areas where the subsurface geology is fairly uniform, the watertable is usually
smooth and there will be no abrupt changes. In such areas, the observation wells can
be spaced farther apart than in areas where the subsurface geology is heterogeneous.
Near lines of recharge or discharge (e.g. streams or canals), the spacing of the wells
could be decreased in approximately the following sequence: 1000, 500, 250, 100, 40,
15, 5m.

Depth
The depth of observation wells should be based on the expected lowest groundwater

level. This will ensure that the wells do not fall dry in the dry season and that readings
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Table 2.1 Relation between size of area and number of observation points

Size of area under study No. of observation points  No. of observation points
(ha) per 100 ha
100 20 20
190 40 4
10 000 100 1
100 000 300 : 0.3

can be taken throughout a full hydrological year. The lowest water level can only
be estimated, unless data from previous investigations are available. Generally,
watertables deeper than about 3 m are not interesting from the viewpoint of planning
a drainage system. Observation wells to this depth are therefore adequate in most
flat lands. In areas with a rolling topography, deeper observation wells may be
needed on the topographic highs to obtain a complete picture of the groundwater
conditions.

In stratified soils and particularly in areas where artesian pressure exists or can
be suspected, a number of deep piezometers are needed in addition to the shallow
ones. No rule can be given as to how many of these should be placed or how deep
they should be, because this depends on the hydrogeological conditions in the area.
Itis a matter of judgement as the investigations proceed. In profiles as shown in Figure
2.13B and C, double piezometer wells may suffice: one in the covering low-permeable
layer and the other in the underlying sand layer.

In many altuvial plains, the covering layer is made of alternating layers of heavy
and light-textured materials, or even peat. The total thickness of this layer can be
many metres. In this case, a multipiezometer well can best be made, containing 3 to
5 piezometers placed at different depths (e.g. at 2, 5, 8, 12, and 15 m). The deepest
piezometer should be placed in the underlying coarse sand layer, where groundwater
is under artesian pressure. It will be obvious that, in making such wells, one will need
power augers or jetting equipment.

Well Elevations

To determine the elevation of the observation wells and piezometers and thus be able

to correlate watertable levels with land surface levels, a levelling survey must be made.
Water levels in the wells are measured from a fixed measuring point, which, for

cased wells, can be the rim of the casing; for uncased wells, a measuring point must

be made (e.g. a piece of steel, wood, or stone).

244  Measuring Water Levels

Methods

Water-level measurements can be taken in various ways (Figure 2.17):

— The wetted tape method (Figure 2.17A): A steel tape (calibrated in millimetres),
with a weight attached to it, is lowered into the pipe or borehole to below the water
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Figure 2.17 Various ways of measuring depth to water level in wells or piezometers

level. The lowered length of tape from the reference point is noted. The tape is then
pulled up and the length of its wetted part is measured. (This is facilitated if the lower
part of the tape is chalked.) When the wetted length is subtracted from the total
lowered length, this gives the depth to the water level below the reference point;

— With a mechanical sounder (Figure 2.17B): This consists of a small steel or copper
tube (10 to 20 mm in diameter and 50 to 70 mm long), which is closed at its upper
end and connected to a calibrated steel tape. When lowered into the pipe, it produces
a characteristic plopping sound upon hitting the water. The depth to the water level
can be read directly from the steel tape;

— With an electric water-level indicator (Figure 2.17C): This consists of a double
electric wire with electrodes at their lower ends. The upper ends of the wire are
connected to a battery and an indicator device (lamp, mA meter, sounder). When
the wire is lowered into the pipe and the electrodes touch the water, the electrical
circuit closes, which is shown by the indicator. If the wire is attached to a calibrated
steel tape, the depth to the water level can be read directly;

— With a floating level indicator or recorder (Figure 2.17D): This consists of a float
(60 to 150 mm in diameter) and a counterweight attached to an indicator or recorder.
Recorders can generally be set for different lengths of observation period. They
require relatively large pipes. The water levels are either drawn on a rotating drum
or punched in a paper tape;

— With a pressure logger or electronic water-level logger (Figure 2.17E): This measures
and records the water pressure at one-hour intervals over a year. The pressure
recordings dre controlled by a microcomputer and stored in an internal, removable
memory block. At the end of the observation period or when the memory block
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has reached capacity, it is removed and replaced. The recorded data are read by
a personal computer. Depending on the additional software chosen, the results can
be presented raw or in a calculated form. Pressure loggers have a small diameter
(20 to 30 mm) and are thus well suited for measurements in small-diameter pipes;

— The water levels of open water surfaces are usually read from a staff gauge or a
water-level indicator installed at the edge of the water surface. A pressure logger
is most convenient for this purpose, because no special structures are required; the
cylinder need only be anchored in the river bed.

Frequency of Measurements

The watertable reacts to the various recharge and discharge components that
characterize a groundwater system and is therefore constantly changing. Important
in any drainage investigation are the (mean) highest and the (mean) lowest watertable
positions, as well as the mean watertable of a hydrological year. For this reason, water-
level measurements should be made at frequent intervals for at least a year. The interval
between readings should not exceed one month, but a fortnight may be better. All
measurements should, as far as possible, be made on the same day because this gives
a complete picture of the watertable.

Each time a water-level measurement is made, the data should be recorded in a
notebook. It is advisable to use pre-printed forms for this purpose. An example is
shown in Figure 2.18. Even better is to enter the data in a computerized database
system. Recorded for each observation are: date of observation, observed depth of
the water level below the reference point, calculated depth below ground surface (for
free watertables only), and calculated water-level elevation (with respect to a general
datum plane, e.g. mean sea level). Other particulars should also be noted (e.g. number
of the well, its location, depth, surface elevation, reference point elevation).

If one wants to study the effect that a rainshower or an irrigation application has
on the watertable, daily or even continuous readings may be needed. A pressure logger
or an automatic recorder should then be installed in a representative large-diameter
well; depending upon the type of recorder selected the well should have a certain
minimum diameter, e.g. 7 cm.

2.4.5 Groundwater Quality

For various reasons, a knowledge of the groundwater quality is required. These are:

— Any lowering of the watertable may provoke the intrusion of salty groundwater
from adjacent areas, or from the deep underground, or from the sea. The drained
area and its surface water system will then be charged daily with considerable
amounts of dissolved salts;

— The disposal of the salty drainage water into fresh-water streams may create
environmental and other problems, especially if the water is used for irrigation and/
or drinking;

— In arid and semi-arid regions, soil salinization is directly related to the depth of
the groundwater and to its salinity; 7

— Groundwater quality dictates the type of cement to be used for hydraulic structures,
especially when the groundwater is rich in sulphates;

56




GENERAL DATA OBSERVATION POINT NO

MAP NO. e, COORDINATES: X =i Y o
MUNICIPALITY e PROVINCE it
OWNER ..., INSTALLATION DATE ..o, TYPED

DEPTH . SCREENED PART

WELL LOG: FILE NO. WATER SAMPLES: FILE No.

SURFACE ELEVATION ... REFERENCE POINT ELEVATION

OBSERVATIONS

DATE READING3 ELEVATION? DEPTH® REMARKSS

1 e.g. village well, open borehole, piezometer

2 e.g. unconfined aquifer, semi-confined aquifer, semi-pervious covering layer

3 with respect to reference point

4 with respect to general datum, for example mean sea level

5 below ground surface (for phreatic levels only)

6 data on water sample, irrigation, water at the surface, flow from wells, water withdrawal (pumping), etc.

Figure 2.18 Example of a form for recording water levels

— Agricultural crops are affected by groundwater quality if the groundwater
approaches the rootzone.

Sources of Salinity

All groundwater contains salts in solution. The type of salts depends on the geological
environment, the source of the groundwater, and its movement. The weathering of
primary minerals is the direct source of salts in groundwater. Bicarbonate (HCO,)
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is usually the primary anion in groundwater and forms as a result of the solution
of carbon dioxide in water. Carbon dioxide is a particularly active weathering agent
for such source rocks as limestone and dolomite.

Sodium in the water originates from the weathering of feldspars (albite), clay
minerals, and the solution of evaporites (halite and mirabilite). Evaporites are also
the major natural source of chloride in groundwater, while sulphate originates from
the oxidation of sulphide ores or the solution of gypsum and anhydrite. Such primary
minerals as amphiboles (hornblende), apatite, fluorite, and mica are the sources of
fluoride in groundwater. The mineral tourmaline is the source of boron.

In the groundwater of coastal and delta plains, the sea is the source of salinity.

Groundwater quality is also related to the relief of the area. Fresh groundwater usually
occurs in topographic highs which, if composed of permeable materials, are areas
of recharge. On its way to topographic lows (areas of discharge), the groundwater
becomes mineralized through the solution of minerals and ion exchange. Groundwater
salinity varies with the texture of sediments, the solubility of minerals, and the contact
time. Groundwater salinity tends to be highest where the movement of the ground-
water is least, so salinity usually increases with depth.

Irrigation also acts as a source of salts in groundwater. It not only adds salts to
the soil, but also dissolves salts in the root zone. Water that has passed through the
root zone of irrigated land usually contains salt concentrations several times higher
than that of the originally applied irrigation water.

Evapotranspiration tends to concentrate the salinity of groundwater. Highly saline
groundwater can therefore be found in arid regions with poor natural drainage and
consequently a shallow watertable.

The choice of a method for measuring groundwater salinity depends on the reason
for making the measurements, the size of the area — and thus the number of samples
to be taken and measured — and the time and the budget available for doing the work.

Once the network of observation wells, boreholes, and piezometers has been
established, water samples should be taken in a representative number of them.
Sampling can often best be combined with other drainage investigations, such as
measuring hydraulic conductivity in open boreholes. The sample is then taken after
a sufficient quantity of water has been bailed from the hole.

Electrical Conductivity

A rapid determination of the salinity of groundwater can be made by measuring its
electrical conductivity, EC. Conductivity is preferred rather than its reciprocal,
resistance, because the EC increases with the salt content. Electrical conductivity
defines the conductance of a cubic centimetre of water at a standard temperature of
25°C. It is expressed in decisiemens per metre (dS/m), formerly in millimhos per
centimetre (mmhos/cm). Expressing the results in terms of specific electrical
conductivity makes the determination independent of the size of the water sample.
Conductivity cannot simply be related to the total dissolved solids because
groundwater contains a variety of ionic and undissociated species. An approximate
relation for most groundwater with an EC-value in the range of 0.1 to 5 dS/m is:
1 dS/m = 640 mg/1 (Chapter 15).
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Major Chemical Constituents

The EC expresses the total concentration of soluble salts in the groundwater, but gives
no information on the types of salts. Needed for this purpose are laboratory determi-
nations of such constituents as calcium, magnesium, sodium, carbonate, bicarbonate,
chloride, sulphate, and nitrate. Since these chemical analyses are costly, not all the
observation points need be sampled for detailed analysis. A selection of sites should
be made, based on the results of the EC measurements.

For more information on groundwater quality reference is made to Hem 1970.

2.5 Processing the Groundwater Data

Before any conclusions can be drawn about the cause, extent, and severity of an area’s
drainage problems, the raw groundwater data on water levels and water quality have
to be processed. They then have to be related to the geology and hydrogeology of
the area. The results, presented in graphs, maps, and cross-sections, will enable a
diagnosis of the problems to be made.

We shall assume that such basic maps as topographic, geological, and pedological
maps are available.

The following graphs and maps have to be prepared that are discussed hereunder:
— Groundwater hydrographs;

— Watertable-contour map;

— Depth-to-watertable map;

— Watertable-fluctuation map;

— Head-differences map;

— Groundwater-quality map.

2.5.1 Groundwater Hydrographs

When the amount of groundwater in storage increases, the watertable rises; when it
decreases, the watertable falls. This response of the watertable to changes in storage
can be plotted in a hydrograph (Figure 2.19). Groundwater hydrographs show the
water-level readings, converted to water levels below ground surface, against their
corresponding time. A hydrograph should be plotted for each observation well or
piezometer.

In land drainage, it is important to know the rate of rise of the watertable, and
even more important, that of its fall. If the groundwater is not being recharged, the
fall of the watertable will depend on:

— The transmissivity of the water-transmitting layer, KH;

— The storativity of this layer, S;

— The hydraulic gradient, dh/dx.

After a period of rain (or irrigation) and an initial rise in groundwater levels, they
then decline, rapidly at first, and then more slowly as time passes because both the
hydraulic gradient and the transmissivity decrease. The graphical representation of
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the watertable decline is known as the natural recession curve. It can be shown that
the logarithm of the watertable height decreases linearly with time. Hence, a plot of
the watertable height against time on semi-logarithmic paper gives a straight line
(Figure 2.20). Groundwater recession curves are useful in studying changes in
groundwater storage and in predicting future groundwater levels.

2.5.2  Groundwater Maps

Watertable-Contour Map

A watertable-contour map shows the elevation and configuration of the watertable
on a certain date. To construct it, we first have to convert the water-level data from
the form of depth below surface to the form of watertable elevation (= water level
height above a datum plane, e.g. mean sea level). These data are then plotted on a
topographic base map and lines of equal watertable elevation are drawn. A proper
contour interval should be chosen, depending on the slope of the watertable. For a
flat watertable, 0.25 to 0.50 m may suit; in steep watertable areas, intervals of 1 to
5 m or even more may be needed to avoid overcrowding the map with contour lines.

The topographic base map should contain contour lines of the land surface and
should show all natural drainage channels and open water bodies. For the given date,
the water levels of these surface waters should also be plotted on the map. Only with
these data and data on the land surface elevation can watertable contour lines be
drawn correctly (Figure 2.21).

To draw the watertable-contour lines, we have to interpolate the water levels
between the observation points, using the linear interpolation method as shown in
Figure 2.22.

Instead of preparing the map for a certain date, we could also select a period (e.g.
a season or a whole year) and calculate the mean watertable elevation of each well
for that period. This has the advantage of smoothing out local or occasional anomalies
in water levels.

A watertable-contour map is an important tool in groundwater investigations
because, from it, one can derive the gradient of the watertable (dh/dx) and the direction
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Figure 2.22 Construction of watertable-contour lines by linear interpolation

of groundwater flow, which is perpendicular to the watertable-contour lines.

Figure 2.23A presents an example of a topographical base map of an irrigated area with
its grid system of observation points; Figure 2.23B shows the watertable contour map.

For artesian or irrigation areas in which two or more piezometers have been installed
at the same location, with the bottom of each at a different depth in a different soil layer
(as in Figure 2.14), contour maps of the hydraulic head in each layer should be made.
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Figure 2.23 A: Topographic base map of an irrigated area; B: Its watertable contour map
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Depth-to-Watertable Map

A depth-to-watertable map, or isobath map, as these names imply, shows the spatial
distribution of the depth of the watertable below the land surface. It can be prepared
in two ways. The water-level data from all observation wells for a certain date are
first converted to water levels below land surface. (The reference point from which
the readings were taken need not necessarily be the land surface.) One then plots the
converted data on a topographic base map and draws isobaths or lines of equal depth
to groundwater (Figure 2.24). A suitable contour interval could be 0.50 m.

The other way of preparing this map is by superimposing a watertable-contour map
made for a certain date on the topographic base map showing contour lines of the
land surface. From the two families of contour lines, the difference in elevation at
contour intersections can be read. These data are then plotted on a clean topographic
map, and the isobaths are drawn.

Depth-to-watertable maps are usually prepared for critical dates (e.g. when farming
operations have to be performed or when the crops are expected to be most sensitive
to high watertables). Instead of preparing the isobath map for a special date, one
can also choose a season and prepare a map showing the mean depth-to-watertable
for that season. Periods or seasons during which the watertables are highest and lowest
can be read from groundwater hydrographs (Figure 2.19)

Watertable-Fluctuation Map
A watertable-fluctuation map is a map that shows the magnitude and spatial distri-
bution of the change in watertable over a period (e.g. a whole hydrological year).
Using such graphs as shown in Figure 2.19, we calculate the difference between the
highest and the lowest watertable height (or preferably the difference between the mean
highest and the mean lowest watertable height for the two seasons). We then plot
these data on a topographic base map and draw lines of equal change in watertable,
using a convenient contour interval.

A watertable-fluctuation map is a useful tool in the interpretation of drainage

/
’ 3

Figure 2.24 Example of a depth-to-watertable (or isobath) map

63




problems in areas with large watertable fluctuations, or in areas with poor natural
drainage (or upward seepage) and permanently high watertables (i.e. areas with minor
watertable fluctuations).

Head-Differences Map

A head-differences map is a map that shows the magnitude and spatial distribution
of the differences in hydraulic head between two different soil layers. Let us assume
a common situation as shown in Figure 2.13B or 2.13C. We then calculate the
difference in water level between the shortest piezometer and the longest, and plot
the result on a map. After choosing a proper contour interval (e.g. 0.10 or 0.20 m),
we draw lines of equal head difference.

Another way of drawing such a map is to superimpose a watertable-contour map
on a contour map of the piezometric surface of the underlying layer. We then read
the head differences at contour line intersections, plot these on a base map, and draw
lines of equal head difference. The map is a useful tool in estimating upward or
downward seepage.

Groundwater-Quality Map
A groundwater-quality or electrical-conductivity map is a map that shows the
magnitude and spatial variation in the salinity of the groundwater. The EC values
of all representative wells (or piezometers) are used for this purpose (Figure 2.25).
Groundwater salinity varies.not only horizontally but also vertically; a zonation
of groundwater salinity is common in many areas (e.g. in delta and coastal plains,
and in arid plains). It is therefore advisable to prepare an electrical-conductivity map
not only for the shallow groundwater but also for the deep groundwater.
Other types of groundwater-quality maps can be prepared by plotting different
quality parameters (e.g. Sodium Adsorption Ratio (SAR) values; see Chapter 15).

electrical eonguctivny
in dS/mat 25°C

Figure 2.25 Example of a groundwater-quality map of shallow groundwater
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2.6 Interpretation of Groundwater Data

It must be emphasized that a proper interpretation of groundwater data, hydrographs,
and maps requires a coordinate study of a region’s geology, soils, topography, climate,
hydrology, land use, and vegetation. If the groundwater conditions in irrigated areas
are to be properly understood and interpreted, cropping patterns, water distribution
and supply, and irrigation efficiencies should be known too.

2.6.1 Interpretation of Groundwater Hydrographs

Watertable changes are of two kinds:

— Changes due to changes in groundwater storage;

— Changes due to other influences (e.g. changes in atmospheric pressure, deformation
of the water-transmitting layer, earthquakes).

In drainage studies, we are primarily interested in watertable changes due to changes

in groundwater storage because they are the result of the groundwater regime (i.e.

the way by which the groundwater is recharged and discharged). Rising watertables

indicate the periods when recharge is exceeding discharge and falling watertables the

periods when discharge is exceeding recharge (Figure 2.26).

Rather abrupt changes in the amount of water stored in the subsoil will be found
in land adjacent to stream channels because that land will be influenced by the rise
and fall of the stream stage (Figure 2.27), and in areas of relatively shallow watertables
influenced by precipitation or irrigation.

. rising timb reflects
piezometer recharge by rainfall

TP RI77 ]

gradual decline of
water level by
drainage or evaporation

hydrograph from
observation well

watertable after fainfaj)

during drought . time

\\ rainfall drought

]

Figure 2.26 Groundwater hydrograph showing a rise of the watertable during recharge by rain and its
subsequent decline during drought

piezometers

fiver
h.Vdrograph

time

Figure 2.27 Influence of the stream stage on the watertable in adjacent land. Note that the influence
diminishes with increasing distance from the stream
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Figure 2.28 A: Hydrographs of observation wells x and y; B: Correlation of the water levels in these wells,
showing the regression line obtained by a linear regression of y upon x

Although the effect of precipitation on the watertable is usually quite clear, an exact

correlation often poses a problem because:

— Differences in drainable pore space of the soil layers in which the watertable
fluctuates will cause the watertable to rise or fall unevenly;

— Part of the precipitation may not reach the watertable at all because it evaporates
or because it is discharged as surface runoff and/or is stored in the zone of aeration
(soil water);

— The groundwater-flow terms may result in a net recharge or a net discharge of the
groundwater, thus affecting the watertable position.

The groundwater hydrographs of all the observation points should be systematically
analyzed. A comparison of these hydrographs enables us to distinguish different
groups of observation wells. Each well belonging to a certain group shows a similar
response to the recharge and discharge pattern of the area. By a similar response,
we mean that the water level in these wells starts rising at the same time, attains its
maximum value at the same time, and, after recession starts, reaches its minimum
value at the same time. The amplitude of the water level fluctuation in the various
wells need not necessarily be exactly the same, but should show a great similarity
(Figure 2.28A). Areas where such wells are sited can then be regarded as hydrological
units (i.e. sub-areas in which the watertable reacts to recharge and discharge
everywhere in the same way).

The water-level readings of a certain well in a group of wells can be correlated with
those of another well in that group, as is shown in Figure 2.28B. To calculate the
correlation of two wells, the method of linear regression is used (Chapter 6). If the
two wells correlate satisfactorily, one of the two can be dropped from the network.
Such an analysis may lead to the selection of a number of standard observation wells
only, and the network can thus be reduced. From the water-level readings in these
standard wells, which form the base network, the water levels in the other observation
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Table 2.2 Hydrological sub-areas with their mean depths to groundwater for the wet and dry seasons,
in m below soil surface

Hydrological sub-area
(groundwater depth group)

A B C D E F
Mean depth to groundwater in .
the wet season 030 045 0.60 0.80 1.10 1.90
Mean depth to groundwater in :
the dry season 0.60 0.80 1.00 1.20 1.50 2.40

wells that were dropped can be calculated from the established regression equation.

For further evaluation of the groundwater conditions in each hydrological sub-area,
we can calculate the mean depth to groundwater for the wet season and that for the
dry season, using the water-level measurements of all wells in the sub-areas. Table
2.2 shows an example of such a grouping of levels. .

Figure 2.29 shows the depth to groundwater for the hydrological sub-areas A, D, and
F in an experimental field of sandy soils in the eastern part of The Netherlands over
the period 1961 to 1967 (Colenbrander 1970).

Sub-area A is a typical seepage area characterized by shallow watertables that are
influenced by a seasonal precipitation surplus. Sub-area F is a typical area with good
natural drainage; seasonal rains do cause the watertable to rise, but seldom higher
than 1.50 m below the ground surface. Sub-area D takes a somewhat intermediate
position between the other two; the mean depths to groundwater in the wet and dry

groundwater depth in m

1.00

M A

2.00+—

2]

3.00

1961 1962 1963 1964 1965 1966 1967

Figure 2.29 Mean depth to watertable in three homogeneous hydrological sub-areas over the period 1961
to 1967 (after Colenbrander 1970)
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seasons (0.80 and 1.20 m, respectively) do not pose special problems to agriculture,
but an incidental precipitation surplus during the wet season may cause the watertable
to rise to about 0.50 m or less below the ground surface.

Variations in stream flow are closely related to the groundwater levels in land adjacent
to a stream. Stream flow originating from groundwater discharge is known as
groundwater runoff or base flow. During fair-weather periods, all stream flow may
be contributed by. base flow. To estimate the base flow from an area with fairly
homogeneous hydrogeological conditions, the mean groundwater levels of the area
are plotted against the stream flow during periods when all flow originates from
groundwater. We thus obtain a rating curve of groundwater runoff for the area in
question (Figure 2.30).

Groundwater hydrographs also offer a means of estimating the annual groundwater
recharge from rainfall. This, however, requires several years of records on rainfall
and watertables. An average relationship between the two can be established by
plotting the annual rise in watertable against the annual rainfall (Figure 2.31).
Extending the straight line until it intersects the abscis gives the amount of rainfall
below which there is no recharge of the groundwater. Any quantity less then this
amount is lost by surface runoff and evapotranspiration.

Percolating rainwater is not the only reason why watertables fluctuate. Daily
fluctuations of the watertable may also be observed in coastal areas due to the tides.
Sinusoidal fluctuations of groundwater levels in such areas occur in response to tides.

Finally, changes in atmospheric pressure produce fluctuations in water levels of
wells that penetrate confined waterbearing layers. An increase in atmospheric pressure
produces a decline of the water level, and vice versa. This phenomenon is due to the

mean depth to watertable
inm
0

|

0.25 et

L/
/

0.75 A
1.00
1.25
0 0.5 10 1.5 2.0
base flow
mm/day

Figure 2.30 Rating curve: Relationship between mean depth to watertable and groundwater runoff (base
flow)
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Figure 2.31 Relationship between annual groundwater recharge and rainfall

elasticity of these waterbearing layers.

Continuous or intermittent pumping from wells produces changes in the watertable
(or piezometric surface) in the vicinity of such wells. This will be further elaborated
in Chapter 10.

2.6.2  Interpretation of Groundwater Maps

Watertable-Contour Maps

Contour maps of the watertable are graphic representations of the relief and slope
of the watertable. They are the basis for determining the direction and rate of
groundwater flow, the drainage of groundwater from all sources, and the variations
in percolation rates and in the permeability of the alluvial materials.

Under natural conditions, the watertable in homogeneous flat areas has little relief
and is generally sloping smoothly and gently to low-lying zones of groundwater
discharge. In most areas, however, minor relief features in the watertable are common;
they consist of local mounds or depressions that may be natural or man-made (Figure
2.32). Groundwater flow is always in the downslope direction of the watertable and,
if permeability is assumed to be constant, the fastest movement and largest quantity
of groundwater flow are in the direction of maximum slope.

A local mound in the watertable may be due to local recharge of the groundwater
by irrigation or by upward seepage. Local depressions may be due to pumping from
wells or to downward seepage. Upward or downward seepage is common in alluvial
plains underlain by karstic limestones. Buried sinkholes and karstic channels in the
limestone are usually sites of recharge or discharge of the overlying alluvial deposits.

The topography of the area under study is important because it controls the
configuration of the watertable. The shape of the watertable can be convex or concave.
In an area dissected by streams and natural drainage channels, the watertable between
adjacent streams (i.e. the interfluves) is convex. In the vicinity of a losing stream, it
is concave (Figure 2.33).
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Figure 2.32 A watertable-contour map showing a tocal mound and a depression in the watertable and
the direction of groundwater flow

In areas where a stream is losing water to the underground, the watertable contours
have bends in downstream direction. At places where the contours are at right angles
to the stream, groundwater is flowing neither towards nor from the stream but down
the general slope of the watertable. In areas where groundwater is flowing into the
stream, the watertable contours have bends in upstream direction.

The bends in watertable contours near streams and drainage channels may have
different shapes due to differences in the resistance to radial flow; the longer and -
narrower the bends, the higher this flow resistance is. Obviously, to determine the
shape of the bends, water-level readings in several observation wells in the near vicinity
of the stream are required, as outlined earlier.

Ernst (1962) has presented an equation to estimate the value of the radial resistance,
which is the resistance that groundwater has to overcome while flowing into a stream
or drainage channel because of the contraction of the flow lines in the vicinity of the
stream,

For a proper interpretation of a watertable-contour map, one has to consider not
only the topography, natural drainage pattern, and local recharge and discharge
patterns, but also the subsurface geology. More specifically, one should know the
spatial distribution of permeable and less permeable layers below the watertable. For
instance, a clay lens impedes the downward flow of excess irrigation water or, if the
area is not irrigated, the downward flow of excess rainfall. A groundwater mound
will form above such a horizontal barrier (Figure 2.34).

The surface of the first effective impermeable layer below the watertable can be
undulating and, when viewed over greater distances, it can be dipping. At some places,
the impermeable layer may rise to or close to the land surface. If such a ridge of tight
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Figure 2.33 A watertable-contour map showing a stream that is losing water in its upstream part and
gaining water in its downstream part; in its middle part, it is neither gaining nor losing water.
I: Irrigation causes local mound in the watertable; P: Pumping causes local depression in the
watertable
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Figure 2.34 A clay lens under an irrigated area impedes the downward flow of excess irrigation water

clay occurs at right angles to the general groundwater flow, the natural drainage will
be blocked (Figure 2.35). :

Watertable-contour maps are graphic representations of the hydraulic gradient of
the watertable. The velocity of groundwater flow (v) varies directly with the hydraulic
gradient (dh/dx) and, at constant flow velocity, the gradient is inversely related to
the hydraulic conductivity (K), or v = ~K(dh/dx) (Darcy’s law). This is a fundamental
law governing the interpretation of hydraulic gradients of watertables. (For a further
discussion of this law, see Chapter 7.) Suppose the flow velocity in two cross-sections
of equal depth and width is the same, but one cross-section shows a greater hydraulic
gradient than the other, then its hydraulic conductivity must be lower. A steepening
of the hydraulic gradient may thus be found at the boundary of fine-textured and
coarse-textured material (Figure 2.36A), or at a fault where the thickness of the water-
bearing layers changes abruptly (Figure 2.36B).
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Figure 2.35 Effect of an impermeable barrier on the watertable

Characteristic groundwater conditions can be found in river plains. In the humid
zones, such plains usually have the profile shown in Figure 2.37A. Silted-up former
stream channels are common in these plains, and if their sand body is in direct contact
with an underlying coarse sand and gravel layer whose groundwater is under pressure,
they form important leaks in the low-permeable covering layer. Figure 2.37B shows
the distribution of the piezometric head/watertable elevation at different depths in
a row of piezometers perpendicular to the buried stream channel.

Depth-to-Watertable Maps

From our discussions so far, it will be clear that a variety of factors must be considered
if one is to interpret a depth-to-groundwater or isobath map properly. Shallow
watertables may occur temporarily, which means that the natural groundwater runoff
cannot cope with an incidental precipitation surplus or irrigation percolation. They
may occur (almost) permanently because the inflow of groundwater exceeds the
outflow, or groundwater outflow is lacking as in topographic depressions. The depth
and shape of the first impermeable layer below the watertable strongly affect the height
of the watertable. To explain differences and variations in the depth to watertable,
one has to consider topography, surface and subsurface geology, climate, direction
and rate of groundwater flow, land use, vegetation, irrigation, and the abstraction
of groundwater by wells. :

Watertable- Fluctuation Maps

The watertable in topographic highs is usually deep, whereas in topographic lows it
is shallow. This means that on topographic highs there is sufficient space for the
watertable to change. This space is lacking in topographic lows where the watertable
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Figure 2.36 Examples of the effect on the hydraulic gradient
A: Of permeability; B: Of bed thickness
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Figure 2.37 Characteristic groundwater condition in river plain

A: Cross-section of a Holocene silted-up former stream channel of the River Waal (after
Verbraeck and de Ridder 1962); B: Distribution of hydraulic heads at 2, 4, and 10 m below
ground surface along a line perpendicular to a sand-filled former river channel as shown in
Figure 2.37A. The water level in the nearby River Waal at the time of observation was 3.70
m above mean sea level (after Colenbrander 1962)

is often close to the surface. Watertable fluctuations are therefore closely related to
depth to groundwater.

Another factor to consider in interpreting watertable-fluctuation maps is the
drainable pore space of the soil. The change in watertable in fine-textured soils will
differ from that in coarse-textured soils, for the same recharge or discharge.

Head-Differences Maps

The difference in hydraulic head between the shallow and the deep groundwater is
directly related to the hydraulic resistance of the low-permeable layer(s). Because such
layers are seldom homogeneous and equally thick throughout an area, the hydraulic
resistance of these layers varies from one place to another. Consequently, the head
difference between shallow and deep groundwater varies. Local ‘leaks’ in low-
permeable layers may result in anomalous differences in hydraulic heads, as was
demonstrated in Figure 2.37B. The hydraulic resistance is especially of interest when
one is defining upward seepage or natural drainage (Chapters 9 and 16) or the
possibilities for tubewell drainage (Chapters 10 and 22).

Groundwater-Quality Maps
Spatial variations in groundwater quality are closely related to topography, geological
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environment, direction and rate of groundwater flow, residence time of the
groundwater, depth to watertable, and climate. Topographic highs, especially in the
humid zones, are areas of recharge if their permeability is fair to good. The quality
of the groundwater in such areas almost resembles that of rainwater. On its way to
topographic lows (areas of discharge), the groundwater becomes more mineralized
because of the dissolution of minerals. Although the water may be still fresh in
discharge areas, its electrical conductivity can be several times higher than in recharge
areas.

The groundwater in the lower portions of coastal and delta plains may be brackish
to extremely salty, because of sea-water encroachment and the marine environment
in which all or most of the mass of sediments was deposited. Their upper parts, which
are usually topographic highs, are nowadays recharge areas and consequently contain
fresh groundwater.

In the arid and semi-arid zones, shallow watertable areas, as can be found in the
lower parts of alluvial fans, coastal plains, and delta plains, may contain very salty
groundwater because of high rates of evaporation. Irrigation in such areas may
contribute to the salinity of the shallow groundwater through the dissolution of salts
accumulated in the soil layers.

Sometimes, however, irrigated land can have groundwater of much better quality
than adjacent non-irrigated land. Because of the irrigation percolation losses, the
watertable under the irrigated land is usually higher than in the adjacent non-irrigated
land. Consequently, there is a continuous transport of salt-bearing groundwater from
the irrigated to the non-irrigated land. This causes the watertable in the non-irrigated
land to rise to close to the surface, where evapo(transpi)ration further contributes
to the salinization of groundwater and soil (Chapter 15).
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3 Soil Conditions
H.M.H. Braun' and R. Kruijne?

3.1 Introduction

The process of drainage takes place by water flowing over the land surface and through
the soil. Obviously, therefore, the properties of the soil to conduct water both
horizontally and vertically are of major importance for drainage. Drainage, however,
is only one of the possible crop-improvement practices and should not be considered
in isolation. Other aspects of soil, such as water retention, workability, and fertility,
strongly affect plant productivity, and need to be assessed or studied in conjunction
with drainage.

Soils provide a ‘foothold’ for plants, supply them with water, oxygen, and nutrients,
and form an environment for many kinds of fauna. Section 3.2 discusses the influence
of soil-forming factors and the various physical, chemical, and biological processes
taking place in the parent material of soils, leading to the transformation and
translocation of constituents in the developing soil. The resulting heterogeneity of
soil characteristics and properties is treated in Section 3.3. Section 3.4 discusses the
basic characteristics of soils and their related properties. Changes in the hydrological
conditions affect land use by removing or adding constraints to crop growth. Anyone
considering drainage applications will benefit from an understanding of soil genesis,
and of general and specific soil conditions; a soil survey is therefore a prerequisite
for planning and designing land-improvement projects (Section 3.5). Two widely
applied soil classification systems are presented in Section 3.6. Section 3.7 looks into
a number of soils with particular water-management problems, and briefly discusses
the role of the soil scientist and drainage engineer in drainage surveys.

This chapter can only briefly deal with various aspects of soil that are important
for drainage purposes. For a more extensive treatise of various subjects the reader
is referred to textbooks and other documents mentioned in the reference list (e.g. Ahn
1993; Brady 1990; FAO 1979, 1985; FitzPatrick 1986; Jury et al. 1991; Klute et al.
1986).

3.2 Soil Formation

The word ‘soil’ means different things to people with different backgrounds, interests,

or disciplines. To illustrate this point, three simplified views of soils will be given:

from the angles of agronomy, drainage engineering, and soil science (or pedology):

— In agronomy, soil is the medium in which plant roots anchor and from which they
extract water and nutrients;

— Indrainage engineering, soil is a matrix with particular characteristics of water entry
and permeability;

! International Institute for Land Reclamation and Improvement
2 Winand Staring Centre for Integrated Land, Soil and Water Research
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— In pedology, soil is that part of the earth’s crust where soil has formed as a result
of various interactive processes. This section discusses the pedological base of soil
formation.

Soils are formed in the upper part of the earth’s crust from ‘parent material’ that
consists of rock, sediment, or peat. Soil formation is more than the weathering of
rocks and minerals, because the interactions between the soil-forming factors are
manifold. FitzPatrick (1986) gives a highly readable account of soil formation.

Table 3.1 presents an overview of the factors and processes by which soils are
formed, the basic soil characteristics and properties, and the related agricultural
qualities of land and soil.

3.2.1 Soil-Forming Factors

To a large extent, the soii-forming factors in Table 3.1 are interdependent, influencing
one another in different ways. This explains the occurrence of a wide variety of soils.
For example, the organisms (vegetation and fauna) are strongly influenced by the
climate, and topography is influenced by parent material and time.

Climate :
Climate has a major influence on soil formation, the two main factors being tempe-
rature and precipitation.

In warm moist climates, the rate of soil formation is high, because of rapid chemical
weathering and because such conditions are conducive to biological agents that
produce and transform organic matter. This rapid soil formation in warm moist
climates often leads to deep, strongly weathered soils.

In cold dry climates, the rate of soil development is low, because chemical weathering
is slow, and because biological agents do not thrive in cold or dry environments.

In warm dry environments, soils develop because of physical weathering through
the heating and cooling that breaks up rocks.

In cold moist climates, soils develop through the physical effects of freezing and
thawing on rocks and soil constituents. Soils formed under cold conditions are
generally thin and only slightly weathered.

Parent Material

Soils develop in a certain climate, within a particular landform, and on a particular
parent material or parent rock. The nature of the underlying parent rock from which
the soil develops greatly determines the intermediate or final product of the pedoge-
netic (= soil-forming) process. For example, a sandstone develops into a sand; acid
rock develops into a poor acid soil. Because the parent material is so important for
soil formation, the rock type is often chosen as a criterion for subdividing or grouping
soils (Section 3.6).

Topography
Soil forms within a topography that can be flat, nearly flat, slightly sloping, moderately

sloping, or steeply sloping. Each landform is characterized by a particular slope or
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Table 3.1 Soil forming factors and processes, basic soil characteristics and properties, and the agricultural
qualities of soil and land (after Van Beers 1979)

Soil forming factors
(Section 3.2.2)

Soil forming processes
(Section 3.2.3)

Vertical and horizontal
differentiation
(Section 3.3)

Basic soil characteristics
(Section 3.4.1)

Soil properties
(Section 3.4.2)

Agricultural qualities Land

Whole soil

“Topsoil

Subsoil

Parent material

Topography

Climate

Organisms (flora and fauna)
Time

Human activity

Physical
Chemical
Biological

Soil proﬁie
Heterogeneity

Texture

Mineral composition

Physico-chemical characteristics of clay
Organic matter

Physical, chemical and biological
properties of the solid, liquid and gaseous phase

Climate

Topography, slope
Hydrology

Soil pattern

Accessibility, trafficability -

"Nutrient availability or fertility:

- Cation exchange capacity
- Acidity

Salinity and sodicity

Water retention

Groundwater depth & quality
Vertical variation in texture

Infiltration
Structure stability
Workability
Erodibility

Depth
Water transmission

sequence of slopes, and also by a particular parent material. Soil formation is related
to the geomorphology (or landform), mainly because the movement of water and solids
is affected by the slope of the land. The hydrological conditions play an important
role in soil formation. These conditions alter when irrigation or artificial drainage
is introduced. Thus, human interference will in time lead to changes in soil

properties.
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Organisms

The organisms that influence soil formation can conveniently be subdivided into
higher plants (natural vegetation or crops), micro-organisms (moulds and other fungi),
vertebrates (burrowing animals like moles), and meso-fauna (earthworms, ants,
termites). These organisms mix the soil matrix and lead to the formation of organic
matter. Moist conditions and high soil temperatures have a favourable effect on
biological activity. Organisms are partly responsible for transforming and
translocating organic matter and other soil constituents. They also improve aeration
and permeability by the holes and channels they form.

Time

Time is a passive factor in the process of soil formation. In slightly sloping areas in
humid tropical regions, where high rainfall and high temperatures cause intensive
weathering and leaching, time is a predominant soil-forming factor. In other
circumstances, the influence of time is less pronounced, but exists nonetheless.

Human Activities

From a pedological point of view, human activities do not have a major impact on
soils, since they have taken place only over a relatively short time. From an agricultural
point of view, however, they have a great impact, since soil properties are often
seriously changed by human intervention. Hence, human activities are mentioned here
as a separate factor. Examples of the results of human activities are:

— A changed soil-water regime with the introduction of irrigation or drainage;

— The mixing of horizons with different properties by ploughing;

— A changed nutrient status by fertilization or exhaustion;

- Salinization by unbalanced water management;

— Soil erosion due to the cultivation of sloping lands.

3.2.2  Soil-Forming Processes

Physical, chemical, and biological processes of soil formation are highly interactive.
The physical processes involve changes in properties such as water content, volume,
consistency, and structure. The chemical processes involve changes in the chemical
and physico-chemical compounds of the soil. The biological processes involve changes
influenced by the organisms living in the soil.

The major processes are summarized below. More details are given in the discussion
on soil profiles (Section 3.3) and the characteristics and properties of soils (Section
3.4).

Physical Processes

The main physical processes of soil formation are:

— The translocation of water and dissolved salts, or of suspended clay particles;

— The formation of aggregates, which is a major cause of soil-structure development;

— Expansion and contraction as a result of wetting and drying of clay particles with
a2:1 type mineral (Section 3.3);
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— Freezing and thawing, which causes soil-structure development in cold and
temperate climates.

Chemical Processes

Chemical processes of soil formation worth mentioning are:

— The solution of salts;

— The oxidation of organic matter, or, in the formation of acid sulphate soils, of
pyrite;

— The reduction of organic matter or iron compounds;

— The formation of clay minerals.

Biological Processes

The processes in which organisms, especially micro-organisms, affect soil formation

are:

— Humification (i.e. the decomposition of organic matter and the formation of
humus);

— The transformation of nitrogen by ammonification, nitrification, denitrification,
and nitrogen fixation;

-~ Homogenization of the soil resulting from the activities of small animals (e.g.
earthworms, termites, moles).

As a result of the soil-forming processes taking place, soil characteristics and properties
vary in a vertical direction. Because of the variability in the soil-forming factors
(particularly in parent material, landform, and groundwater conditions), soil
properties also vary horizontally. These vertical and horizontal variations, which will
be treated in more detail in the next section, have great practical implications and
are worthwhile studying.

3.3 Vertical and Horizontal Differentiation

3.3.1 Soil Horizons

A soil horizon is defined as a layer of soil or soil material approximately parallel to
the land surface and differing from adjacent, genetically-related layers in physical,
chemical, and biological properties or characteristics such as colour, structure, texture,
consistency, and degree of acidity or alkalinity (SSSA 1987).

Soil horizons that develop as a result of the soil-forming processes are called
‘pedogene layers’. When layering is the result of a succession or variation in the parent
material, we speak of ‘geogene layers’. In young soils with only limited profile
development, it is generally easy, at least to the trained eye, to distinguish between
pedogene and geogene layering. In old soils with a strong profile development, it is
often difficult or impossible to assess whether the layering is due to soil formation
only or to a combination of pedogene and geogene layering.

Layers and horizons can have a great impact on drainage conditions because their
occurrence determines the flow path that water will take through the soil. Horizons,
layers, and their transitions can be identified by differences in texture, structure,

’
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consistency, porosity, colour, and various other less easily noticeable differences like
calcareousness, salinity, and acidity.

Sometimes, transitions in colour, structure, or texture are conspicuous or distinct,
particularly when the soil is dry. More often, however, these transitions are rather
diffuse. Though it requires some experience to see these differences, it is unlikely
that any important physical transitions are present in case no differences in texture,
structure, or porosity can be observed. Chemical differences, or the chemical
properties of the soil as such, are rarely directly observable (with the exception of
salt crystals). Sometimes, however, chemical differences can be inferred from the
shape and size of soil aggregates or from the soil colour. Examples will be given
in Section 3.4.2.

3.3.2 The Soil Profile

The soil profile is defined as a vertical section of the soil, through all its horizons,
and extending into the parent material (SSSA 1987).

Describing and sampling soil profiles are essential parts of a soil investigation. The
soil scientist uses ‘master horizons’ to describe the vertical sequence of horizons and
layers. These are denoted by the capital letters H, O, A, E, B, C, and R. A brief
description of these master horizons is as follows:

— H is a wet (anaerobic) organic horizon. Its organic-matter content is more than

30% in clay soils, and more than 20% in sandy soils (Buringh 1979);

is a dry (aerobic) organic horizon;

is a mineral surface horizon with an accumulation of organic matter;

is a mineral horizon from which clay particles, iron oxides, and aluminium oxides

have disappeared (also called an eluvial horizon);

— B is a mineral horizon enriched by the translocation of clay particles, organic
matter, or iron oxides and aluminium oxides (often called an illuvial horizon);

— C isamineral horizon of unconsolidated material from which the soil is formed;

— R isa parent rock.

!
m» O

These master horizons can be further divided by suffixes (e.g. ‘g’ for mottling, ‘r’ for
reduction), or prefixes. For a complete list of definitions and explanations, see the
FAO/UNESCO Legend (FAO 1988). v

Though soil-science jargon is not very complicated, the non-soil-scientist often has
difficulty interpreting the meaning of the horizon codes or is confused by these codes.
The major difficulty is how to assess or infer whether a horizon needs designation
as, or shows signs of, eluviation (i.e. the leaching of physical and/or chemical soil
constituents) or illuviation (i.e. an enrichment due to the accumulation of soil
constituents).

The most common horizon sequence of a soil profile is A-B-C. Another horizon
sequence found in many highly-developed soils is A-E-B-C (Figure 3.1). For the
drainage engineer, B-horizons, and particularly Bt-horizons, are important because
such horizons can hinder the flow of water. A Bt-horizon is a texture B-horizon with
a higher clay content than the horizon above it.

Horizon sequences can best be observed in speciaily-dug soil-profile pits at sites
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Figure 3.1 Example of a soil profile with an A-E-B horizon sequence (drawn after profile EAK 20 at the
International Soil Reference and Information Centre, ISRIC, Wageningen)
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that give a representative range of the landscape and vegetation. Alternatively,
observations can be made in existing pits or from roadsides or augerings. The various
observable characteristics of the soil profile can be described. The data obtained from
these observations can be of great help to the drainage or irrigation engineer.

After the profile has been described, samples of each horizon should be taken and
sent to the laboratory for chemical, physical, and/or mineralogical analysis.

Apart from the master horizons discussed above, there are also ‘diagnostic
horizons’. These are used for soil classification, and will be discussed in Section 3.6.

3.3.3 Homogeneity and Heterogeneity

Soil is hardly ever uniform or homogeneous in the vertical direction, and often varies
in the horizontal direction as well. For instance, a ‘slowly permeable’ horizon is hardly
ever found at a constant depth. So when using soil maps or making observations,
we have to keep in mind that homogeneity in soil characteristics is the exception rather
than the rule. Both vertical and horizontal variations are major points of investigation
in soil surveys (Section 3.5).

From a pedological point of view, one characteristic that defines a soil is that a
certain degree of change has taken place in the profile. A deposit that is uniform from
top to bottom cannot, pedologically speaking, be considered a soil because no
development of the parent material has taken place. From an agricultural point of
view, however, the deposit would be regarded as a homogeneous soil.

A vertical variation in a soil can be partly due to a layered composition of the parent
material, but is more commonly the result of profile development (or pedogenesis).
Through this development, any vertical homogeneity that might have existed in the
parent material disappears. Examples of profile development are the formation and
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subsequent translocation of organic matter, or the eluviation of clay particles and
other compounds along with percolating water.

In soil science and soil surveys, vertical variations and their effects on land use and
productivity are the subject of observation and study. They also feature in the keys
of various soil-classification systems. Dealing adequately with vertical heterogeneity
is not easy, mainly because inferring the quantitative implications for agriculture is
so complicated.

Horizontal variations in soil properties are common at any scale, even at less than
I m. In some cases, the change in colour, salinity, texture, structure, or stoniness/
rockiness observable at the soil surface is quite sharp, but, more generally, the
transition is gradual. Saline/sodic conditions, in particular, can vary dramatically over
short distances; a very saline and sodic profile can change, — within a few metres in
the horizontal direction —, to a non-saline, non-sodic profile (e.g. Figure 17.14).

The horizontal variability in soil properties can be studied by various quantitative
techniques, which are referred to as ‘geostatistics’ (Burrough 1986). Geostatistics
enable the spatial dependence of data to be determined. This can be used to decide
on optimum sampling schemes, to interpolate or extrapolate point observations, and
to evaluate how accurately data have been interpolated and extrapolated.

Anisotropy

Anisotropy means that a substance has different physical properties when measured
in different directions. In one direction, for example, soil permeability may be higher
or lower than in the other direction. Anisotropy can be expected to occur both within
a complete soil profile and within soil layers and horizons.

For drainage, it is important to note that the vertical movement of water through
the soil is limited by the layer of lowest permeability, whereas the horizontal movement
of water is governed by the layer of highest permeability. The vertical movement of
water and dissolved salts in the topsoil is determined by water retention and unsatu-
rated hydraulic conductivity (Section 3.4). When considering the general flow path
to subsurface drains (Chapter 8), we have to assess whether a soil profile has layers
of low permeability, particularly in the topsoil, and layers of high permeability,
particularly in the subsoil. The magnitude of the saturated hydraulic conductivity,
which is the measure of permeability, will be discussed in Chapter 7, in relation to
the shape, size, and orientation of soil grains.

Many structural elements (e.g. prismatic, columnar, and platy structures) are oriented
in one direction. This may have its effect on the water-transmitting properties of a soil
horizon. In horizons consisting of prisms or columns, there is a similar resistance to vertical
and horizontal flow, because the voids around prismatic and columnar elements are
interconnected. In surface horizons that contain platy structures, however, the voids
mostly occur in the horizontal plane. As a consequence, the horizontal permeability is
usually considerably greater than the vertical permeability. In many soils with surface
horizons that exhibit surface sealing, the permeability is strongly anisotropic.

Animal activity, particularly when it results in vertical wormholes and the like, can
greatly increase the vertical permeability and thus obscure the anisotropy that results
from soil horizons or sediment layers having differing permeabilities. Root holes, and
cracks in swelling clay soils may have a similar effect.
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3.4 Soil Characteristics and Properties

Basic soil characteristics result from the interactions of the soil-forming factors
discussed in the previous section. These basic soil characteristics will be discussed in
Section 3.4.1. The interactions between them affect a number of physical and chemical
properties, which will be discussed in Section 3.4.2.

3.4.1 Basic Soil Characteristics

We distinguish the following basic soil characteristics: texture, mineral composition,
physico-chemical characteristics of clay, organic matter.

Soil Texture

The soil consists of primary mineral particles of widely varying sizes. The size
distribution of these particles defines the soil’s texture. Common names for particle
sizes are clay, silt, sand, gravel, stone, and boulder. There are variations in the particle-
size limits used by the various disciplines that deal with soils. The USDA/SCS
boundary values (Soil Survey Staff 1951, 1975) are listed in Table 3.2A. The major
class limits of that USDA/SCS system (i.e. 0.002, 0.050 and 2.0 mm) are widely
accepted among soil scientists (see the values used until recently by the FAO in Table
3.2B). Some soil survey organizations (e.g. in the Netherlands), geologists and civil
engineers use slightly or completely different boundary values between clay, silt and
sand. See for instance the values quoted in Table 3.2C (from the Public Roads
Administration in the U.S.) and the new boundary limits recently adopted by FAO
(FAO-ISRIC 1990), which apparently are in line with ISO (International
Standardization Office) standards (Table 3.2.D).

Texture refers to the particle-size distribution of the ‘fine earth’ of the soil. These
are particles less than 2 mm in diameter (i.e. clay, silt, and sand as defined in Table
3.2A and B).

The textural class of a soil is determined by the relative proportions of sand, silt,
and clay in it. The names given to the particular compositions of the sand, silt, and
clay fractions vary. Usually these textural classes are presented in a texture triangle.
Figure 3.2 shows the textural classification used by many soil survey organizations
throughout the world (Soil Survey Staff 1951, 1975; FAO-ISRIC 1990).

The results of particle size distribution from a laboratory analysis can also be
presented in the form of a cumulative grain-size curve. Well-graded soils show a good
cross-section of particle sizes, ranging from small to large, whereas poorly-graded soils
show a uniform particle size or lack medium-sized particles.

Soils are sometimes classified according to their workability. Hence, a coarse-textured
soil, in which sand is the dominant fraction, may be referred to as ‘light’ or ‘sandy’,
and a fine-textured soil, in which clay-particles are the dominant fraction, as ‘heavy’
or ‘clayey’.

Soil texture is important because other properties (e.g. consistency, workability,water
retention, permeability, and fertility) are in many cases related to it. If we know
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the texture of the various layers of soil, we generally have a good idea of the soil’s
physical properties and its agricultural qualities.

Table 3.2A Particle size limits (Soil Survey Staff 1975)

Soil particle size Size limits
(diameter in mm)
Clay < 0.002
Silt 0.002 - 0.050
Very fine sand 0.050 - ~0.100
Fine sand 0.10 - 0.25
Medium sand 0.25 - 0.50
Coarse sand 0.50 - 1.00
Very coarse sand 1.00 - 2.00
Gravel 2.00 - 75
Cobble 75 - 250
Stone or Boulder > 250
Table 3.2B Particle size limits (FAO 1977)
Soil particle size Size limits
) (diameter in mm)
Clay < 0.002
Silt 0.002 - 0.050
Sand 0.050 - 2
Gravel 2 - 75
Stone 75 - 250
Boulder . > 250

Table 3.2C Particle size limits of the US Public Roads Administration (quoted by Brady 1990)

Soil particle size Size limits
(diameter in mm)

Clay < 0.005

Silt 0.005 - 0.050

Fine sand 0.050 - 0.25

Coarse sand 0.25 - 20

Gravel 2.0 - ?
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Table 3.2D Particle size limits (FAO-ISRIC 1990)

Soil particle size Size limits
(diameter in mm)

Clay < 0.002
Fine silt 0.002 - 0.020
Coarse silt 0.020 - 0.063
Very fine sand 0.063 - 0.125
Fine sand 0.125 - 0.20
Medium sand 0.20 - 0.63
Coarse sand ' 0.63 - 1.25
Very coarse sand . 1.25 - 2.00

- Fine gravel 2.00 - 6.0
Medium gravel 6 - 20
Coarse gravel 20 - 60
Stones 60 - 200
Boulders 200 - 600
Large boulders > 600

Mineral Composition

Two main groups of minerals can be distinguished, depending on particle size:
— Minerals in the sand and silt fraction;
— Minerals in the clay fraction.

The mineral components of the sand and silt fraction are determined by the soil’s
parent material and its state of weathering. Its composition determines the reserve
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Figure 3.2 Textural classification (Soil Survey Staff 1975)
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of minerals available as plant nutrients. The most common component of the sand
fraction is silica or quartz which is physically and chemically inert.

The mineral components of the clay fraction consist of crystalline hydrous alumino-
silicates. In strongly-weathered tropical soils, we also find crystalline and amorphous
iron and aluminium oxides and hydroxides. Hydrous alumino-silicates have a layered
structure; they are composed of sheets of silicon oxide and sheets of aluminium
hydroxide. A combination of one silicon sheet and one aluminium hydroxide sheet
gives a I:1 type clay mineral. A combination of two silicon sheets, sandwiching an
aluminium hydroxide sheet, gives a 2:1 type clay mineral. This layered structure
explains why clay minerals occur in plate-shaped crystals. In reality, there are many
different clay types that deviate from the ideal 1:1 and 2:1 combinations of silicon
oxide and aluminium hydroxide sheets.

The mineral composition of the clay fraction has a direct impact on nutrient
availability. Fixation of phosphorus is high in soils with high concentrations of iron
and aluminium oxide and hydroxide. Potassium is fixed by clay minerals, the least
by tropical kaolinitic clays (see next section) and considerably more by illitic clays
(Mitra et al. 1958).

Physico-Chemical Characteristics of Clay

Clays have pronounced physico-chemical properties because of two factors: a large
specific surface area, and an electrical charge. The large specific surface (i.e. the surface
area per unit mass) results from the platy or fibrous morphology of clay minerals
(Table 3.3).

The electrical charge results from a process of isomorphic substitution when the
clay minerals were being formed. During that process, some of the silicon and
aluminium ions in the crystal structure are replaced by cations of lower valency.

Another factor that creates an electrical charge is the ionization of water on the
aluminium sheets into hydroxyl (OH-) groups. As a consequence, clay particles possess
a negative charge at their surface, although some positive charges may occur at the
edges of the sheets. This negative surface charge is compensated by the adsorption
of positively-charged cations like calcium (Ca?*), magnesium (Mg?*), sodium (Na*),
potassium (K*), hydrogen (H*), ammonia (NH**), and aluminium (AI*+). These
cations are present in the so-called ‘diffuse double-layer’ between clay particles, and
their concentration is much higher near the surface of the clay particle than away
from it. The adsorbed cations are exchangeable with the cations in the soil solution.

Table 3.3 Specific surface area of various clay minerals

Clay mineral Specific surface area
(m?/g)
Kaolinite (1:1) 1 - 40
Illite (2:1, non-expanding) : 50 - 200
Smectite or montmorillonite (2:1, expanding) 400 - 800
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The cation exchange capacity (CEC) refers to this process of mutual replacement
(Section 3.4.2).

Thus clay particles are generally platy-shaped and have a high specific surface area.
As a result of their chemical composition and spatial arrangement, the 2:1 type clays,
such as the montmorillonite (belonging to the smectite group of clay minerals) of sub-
tropical and tropical Vertisols (Section 3.6.5), have substantial electrical charges that
bring with them properties like a large CEC, and swelling and shrinking.

The 1:1 types of clays, such as the kaolinite of many tropical clay soils, do not
have these electrical charges. These clays have a low CEC and do not swell or shrink.

Many types of clay have properties intermediate between these two extremes. This
aspect of clay mineralogy complicates the interpretation of soil-texture data. A soil
containing 40% of montmorillonitic clay, for example, behaves quite differently, and
also feels finer and heavier, than a soil containing 40% of kaolinitic clay. The latter
may feel like a loam and often is called loam (e.g. a Kikuyu red loam which texturally
is a clay).

Organic Matter

Organic matter is that part of the soil that consists of organic carbon compounds
(i.e. the material derived from the remains of living organisms). When fresh organic
matter is incorporated into the soil, part of it is rapidly decomposed by the action
of micro-organisms. The residue is called humus, which decomposes slowly and
consists of a mixture of brown to black amorphous substances.

Even when present in small amounts, organic matter has a great influence on the
physical and chemical properties of soils. Organic matter promotes the stability of
soil aggregates, thereby improving the structure of the soil. Chemically, organic matter
plays a role in extracting plant nutrients from minerals. The humus component of
organic matter increases the CEC of the soil. Moreover, there can be a fixation of
nitrogen from the air by micro-organisms, which obtain their energy from decomposed
plant tissue.

In some cases, small amounts of organic matter (i.. of the order of 1%) can have
a pronounced effect on soil fertility, but it should be emphasized that a large amount
of organic matter does not necessarily make a good soil.

Peat is accumulated organic matter, often to a large degree undecomposed. A
combination of a wet climate and poor natural drainage often results in the formation
of peat because, under these conditions, the quantity of organic matter produced
exceeds the quantity decomposed. By volume, peat soils have an organic-matter
content of more than 0.50, muck soils have between 0.50 and 0.20, organic soils
between 0.20 and 0.15, and mineral soils less than 0.15 (organic matter as a fraction
of dry solids).

Large organic-matter percentages are generally associated with a particular mode
of soil formation. When organic matter has accumulated under conditions of poor
drainage, the reclamation of such soils often creates problems, such as soil subsidence
(Chapter 13), or a very low soil fertility (see Beek et al. 1980).

For a more comprehensive evaluation of the role of organic matter in (tropical)
soil fertility, see Sanchez (1976).
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3.4.2 Soil Properties

Soil Consistency

The consistency of the soil refers to the effect of the physical forces of ‘cohesion’ and
‘adhesion’ within the soil at various water contents. The terminology used ranges from
‘loose’ to ‘extremely hard’ in dry soil, from ‘loose’ to ‘extremely firm’ in moist soil,
and from ‘non-sticky, non-plastic’ to ‘very sticky, very plastic’ in wet soil. For more
details, see the guidelines for soil-profile description (FAO-ISRIC 1990).

Consistency is related to the type of clay mineral and to the soil chemical status.
The consistency is generally lower for coarse-textured soils than for fine-textured,
lower for kaolinitic clays than illitic clays, and lower for sodic (see further) than for
non-sodic clays. Consistency may be useful in identifying sodicity. Consistency has
relevance for soil workability. .

In engineering, the classification of soils is often based on texture and plasticity.
For this classification, two consistency limits (known as the Atterberg limits) are
defined:

— The liquid limit, w,, which is the minimum water content at which a soil-water
mixture changes from a viscous fluid to a plastic solid;

~ The plastic limit, wp, which is somewhat arbitrarily determined in the laboratory
as the smallest water content at which soil can be rolled into a 3 mm diameter thread
without crumbling.

The plasticity index, PI, equals the liquid limit minus the plastic limit, thereby defining
the range of water contents at which the soil behaves like a plastic solid. The plasticity
index has relevance for the soil’s bearing capacity.

Soil Structure

The structure of a soil is the binding together of soil particles into aggregates or peds,
which are separated from each other by cracks. Many wet soils, and also all sandy
soils, lack soil cracks and are thus structureless. Structural elements (i.e. the aggregates
or peds) can vary in size from a few millimetres to tens of centimetres. The peds can
be smooth-edged or sharp-edged, granular, blocky, platy, prismatic, or columnar
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Figure 3.3 Drawings illustrating some types of structural elements (at different scales): 1) prismatic, 2)
columnar, 3) blocky, 4) platy, and, 5) granular (Soil Survey Staff 1975)
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(Figure 3.3). As the clay content increases, the edges of aggregates get sharper and
more prismatic. Structure is related to texture and consistency. It has a positive effect
on aeration and permeability.

Particular structures or structural sequences are characteristic of certain soil types
(Section 3.6.5).

Soil Colour
Soil colours are primarily due to coatings on the surface of soil particles. The colours
can be described according to the Munsell Colour Chart or something similar.

Colour depends on the nature of the parent material from which the soil was formed,
on the drainage conditions, and on the prevailing soil temperatures.

Colour variation, whether between soils or within a soil profile, is a useful guide
in making a first assessment of general soil conditions. Well-drained and poorly-
drained soils have different colours: well-drained soils are redder or browner than
poorly-drained soils, which, under similar climatic conditions, are greyer. Black
usually indicates organic matter, except in dark-coloured montmorillonite, which
generally has a low organic-matter content. In tropical or subtropical regions, red
indicates well-drained soils. Yellow may indicate sand or sandy soil in any climate,
or, in semi-arid or arid areas, that little soil development has taken place.

Mottling (i.e. the presence of brownish/rusty and bluish/greyish spots) is charac-
teristic of soils in which the watertable fluctuates. Brownish spots occur in the higher
parts of layers that are alternately oxidized and reduced as a result of wetting and
drying. Bluish/greyish spots occur in the lower part of the groundwater fluctuation
zone. In the permanently wet zone, the mottles disappear and uniform grey colours
prevail. These bluish grey colours result from the reduction of iron; the reduced
conditions are referred to as ‘gley’.

Mottles are quite stable and often remain even when the drainage conditions have
been improved. Hence, care has to be exercised in interpreting mottles.

Soil Phases, Definitions

The soil consists of three phases: the solid phase, the liquid phase, and the gaseous
phase. Methods of quantifying the distribution of the soil phases will be discussed
in Chapter 11.

The definitions of some physical soil properties are summarized below.

A volume of soil, V, contains a volume of solids, V,, a volume of water, V,, and a
volume of air, V,.

V=V, +V,+V, 3.1)

The liquid and gaseous phases together form the pore space of the soil, which is
occupied by the volume of voids, V,,

V,=V,+V, (3.2)

If the voids are completely filled with water, the soil is said to be saturated. The
porosity, &, is defined as the volume of voids as a fraction of the volume of soil.

e=V,/V (3.3)
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A sample of soil can also be divided into mass fractions. Thus, a mass of soil, m,
consists of a mass of solids, m,, a mass of water, m,,, and a mass of air, m,. In general,
m, can be neglected, so we can write

m=m, + m, + m, & m, + m, ’ 3.4

The wet bulk density, p,,, is defined as the mass of soil divided by the volume of
the sample.

Pwb = (ms + mw)/V (35)

The dry bulk density or bulk density, p,, is defined as the mass of oven-dried soil,
m,, divided by the volume of the sample.

pp=m/V (3.6)

The soil porosity, €, can be determined from the density of solids, p, (m,/V,, i.e. the
mass of solids per unit of volume of solids), and the dry bulk density, p,, according
to the equation

e=0-py/p) (3.7)

The density of dry solids of mineral soils usually varies between 2500 and 2800 kg/m?.
A fair average is 2660 kg/m3 The density of soils that are rich in organic matter,
is lower.

The soil-water content on a volume basis is defined as

0=V,/V (3.8)
and on a mass basis as
w=m, /m, 3.9

Coarse and medium-textured mineral soils have dry bulk densities generally varying
between 1300 and 1700 kg/m?. The porosity may thus range from 0.36 to 0.51. In
fine-textured soils the dry bulk density is generally somewhat lower than in coarse/
medium-textured soils and can be as low as 1100 kg/m* (with a porosity as high as
1 - 1100/2660 = 0.60) in young clay soils. Peat soils have bulk densities lower than
that of water (i.e. less than 1000 kg/m?). Since p, is lower in peat than in mineral
soils, the porosity of a peat soil exceeds the range of values indicated for mineral soils.

The bulk density and the porosity cannot be directly related to other soil properties
(e.g. permeability). There is the seeming paradox that many soils with a high bulk
density and a low porosity have a high permeability, while other soils with a low bulk
density and high porosity have a low permeability. This is related to the pore-size
distribution.

Pore-Size Distribution .

Big pores retain little or no water, but are very effective in conducting water under
saturated or nearly saturated conditions (flooding, ponding rain). The opposite is true
for small pores, which have a function in water retention, and conduct water slowly.
Part of the water in these pores can be taken up by plant roots. When considering
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the size and the function of the pores, we make a distinction between micro-pores
(3 to 30 pm diameter), meso-pores (30 to 100 pm diameter), and macro-pores (>
100 pm diameter).

A soil with an optimum pore-size distribution for plant growth has sufficient micro-
and meso-pores to retain water, and sufficient macro-pores to evacuate excess water.
Macro-pores are mainly created by soil fauna (earthworms etc.), so increasing the
populations of soil fauna is one way of improving the drainage conditions and aerating
soils.

The pore-size distribution, which strongly influences a soil’s water-retaining and
water-transmitting properties, is of great importance for the physical processes of
transport in soil. It can be qualitatively assessed by visual observation in soil profiles.
Macro-pores are visible to the naked eye; meso-pores are visible at a magnification
of 10; micro-pores are not visible, but their presence can sometimes be deduced from
the faces of the aggregates, a rough surface indicating the presence of many micro-
pores. No field methods are available for quantitative assessments of the pore
distribution.

Soil-Water Retention
In a soil, the solid phase usually controls the form or spatial distribution of the liquid
and the gas phases. The solid phase is therefore called the ‘soil matrix’ (Figure 3.4).

Over most of the wetness range in which plant roots normally function, all properties
of soil-water retention and transmission are determined by forces associated with the
soil matrix. Interactions between the soil matrix and the water are basically due to
the forces of adhesion and cohesion. For more details, see Chapter 11.

The availability of soil water is related to its energy status, which is referred to
as the ‘water potential’. The water potential is governed by the matric forces and by
the force of gravity. Other factors may also affect the water potential: the osmotic
pressure of dissolved salts, the external gas pressure, and the pressure arising from
the swelling of clay. For our purposes, we define the water potential as the sum of
the matric potential and the gravitational potential.

The existence of the matric potential can be demonstrated by means of a tensiometer
placed in the soil (Figure 3.5). Provided the soil is not saturated, water will move
from the porous cup of the tensiometer into the soil. At equilibrium, a negative pressure
is measured on the tensiometer.

If we express the soil-water potential per unit weight, we obtain the hydraulic head,
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Figure 3.4 Cross-section of soil; soil particles forming soil pores, partly filled with liquid and gas
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Figure 3.5 A tensiometer

h, being the sum of the pressure head, p/pg, and the elevation head, z. The pressure '
head of water in the unsaturated zone is commonly called the ‘matric head’, h,,. Thus
we can write '

h=h,+z (3.10)

The elevation head depends on the difference between the level of the point where
we define the energy status of the water, and a reference level. Usually, the watertable
is taken as the reference level.

Above the watertable, the matric head has a negative value because work is needed
to extract soil water from the soil pores against the action of the matric forces. This
requires a negative pressure or suction. The matric forces decrease sharply when the
radius of the pores increases.

The matric head is a function of the soil-water content. At the level of the watertable,
the matric head h,, = 0, and in oven-dried soil h,, = —10” ¢cm (= —10° m). The graphic
presentation of the relation between the matric head and the volumetric soil-water
content is called a ‘soil-water retention curve’ (Figure 3.6). The matric head is
conveniently expressed as pF, according to

pF = log |h,| (3.11)

in which h,, is the numerical value of the matric head in cm and pF a number between
Oand 7.

Imagine that free drainage occurs in a soil that has become saturated after a heavy
rainstorm. If the soil has large pores in which the matric forces are small, these pores
will release water by gravity flow. After this water is released, the soil is at ‘field
capacity’, corresponding with a volumetric soil-water content at a matric head
somewhere between —100 and ~200 cm (2.0 < pF < 2.3). The soil-water content will
further decrease by crop transpiration and evaporation at the soil surface. The
* remaining soil water redistributes by flow through capillaries and flow along the walls
of empty pores. When the matric head h, = —-16000 cm (pF = 4.2), the soil is at
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‘wilting point’, because plant roots cannot extract water from the soil when the matric
head falls below this point. The soil water stored between field capacity and wilting
point is called the ‘available soil water’ or the soil’s ‘water-holding capacity’.

Figure 3.6 shows the soil-water retention curves of three different soils. Usually,
pF-curves are measured by the stepwise drying of a wet sample (desorption). When
a dry soil sample is wetted (adsorption), a somewhat different pF-curve will be
obtained. This effect is due to pore geometry, and is called ‘hysteresis’ (Chapter 11).

When the watertable is at shallow depth, the matric head at field capacity is less
well-defined, because, if the watertable influences the soil-water conditions in the
rootzone, free drainage will be prevented.

If the watertable is lowered, a certain amount of water in the unsaturated part of
the soil profile will be released by gravity flow. The ‘drainable pore space’, p, indicates
the ratio between the change in the amount of soil water and the corresponding change
in the level of the watertable.

_ change in the amount of soil moisture storage
N change in watertable depth

(3.12)

Note that the drainable pore space is not a constant for the entire soil profile, but
depends on the depth of the watertable. _

The drainable pore space is equivalent to the ‘specific yield’, which was defined
in Chapter 2. It is also called ‘drainable porosity’, or ‘effective porosity’.

The drainable pore space of a soil can be found by simultaneously measuring
watertable fluctuations and drain discharges over a number of weeks or months. Such
measurements integrate the effect of spatial variability of other soil properties. The
drainable pore space can also be found from the pF-curve, provided this curve is
determined on undisturbed soil samples. Methods of determining the drainable pore
space will be discussed in Chapter 11.
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Figure 3.6 Soil-water retention curves for different soil types
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Water-Transmitting Properties

Water-transmitting properties of soils can be discerned on the basis of the direction
of flow, the position in the soil profile, and the soil-water conditions. The rate of
water movement in the soil is governed by the hydraulic head and by the permeability
of the soil.

The term ‘permeability’ has a general meaning and refers to the readiness with which
a soil conducts or transmits water. Permeability is expressed by the hydraulic
conductivity, which is the proportionality factor in Darcy’s Law (Chapter 7). The
hydraulic conductivity for saturated flow, K, was defined in Chapter 2. The hydraulic
conductivity for unsaturated flow is a function of the matric head, K(h), or the soil-
water content, K(8) (Chapter 11).

The hydraulic conductivity for unsaturated flow, K(0), decreases very rapidly with
decreasing soil-water content. One practical consequence is that the flow rates at low
soil-water contents are much lower than the potential crop-transpiration rate. In other
words, only a part of the available soil water (i.e. the water between field capacity
and wilting point) is readily available for plant growth.

‘Infiltration” and ‘percolation’ are processes in which water flows downward at
unsaturated or nearly saturated conditions. Infiltration refers to the entry of water
into the soil at the surface; percolation refers to the passage of water through the
various soil layers. The amount of water percolating through the entire soil profile
and recharging the groundwater is called ‘deep percolation’.

In small pores, water will rise until the matric forces exerted by the soil particles
are in equilibrium with the gravitational force, a phenomenon known as ‘capillary
rise’. Especially in well-graded soils, capillary rise can reach a height of several metres
above the watertable, where water is taken up by plant roots or lost by evaporation
at the soil surface. If there is no groundwater recharge, capillary rise causes the
watertable to fall until the capillary flow finally stops. If the groundwater is recharged
by lateral or vertical inflow (seepage), the capillary flow can continue throughout the
season and may transport large amounts of dissolved salts to the rootzone or the
soil surface. These accumulated salts can only be removed by percolation which implies
a downward movement of water.

Soil Air

Plant roots and most micro-organisms utilize oxygen (O,) from the soil air and release
or respire carbon dioxide (CO,). A continuous supply of oxygen is needed for a
sustained respiration process. An insufficient supply will limit plant growth.

When soil air and atmospheric air are compared, the nitrogen (N,) content in both
is about the same (79%), but the carbon-dioxide content in the soil is higher than
in the atmosphere, and the oxygen content in the soil is lower than in the atmosphere.
Under conditions of waterlogging, the carbon-dioxide content rises and oxygen may
be in short supply.

The interchange of gases between soil and atmosphere takes place by ‘diffusion’
and by ‘mass flow’. Mass flow plays a role when the pressure between the soil air
and the atmospheric air differs. These pressure differences may be induced by soil-
water flow. With diffusion, gases move in response to their own partial pressure
differences. The rate of diffusion is determined by the porosity, and especially by the
continuity of the pores. Pore size has little effect on the rate of diffusion, but compacted
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layers in the topsoil or crusts at the soil surface have a strong adverse effect on soil
aeration.

Soil Temperature

Soil temperature is an important growth factor. Below a temperature of 10°C,
microbiological activity is restricted; above 10°C, the activity increases greatly.
Germination depends on the temperature of the topsoil. A low subsoil temperature
limits root growth in early spring.

Soil temperature depends, among other factors, on the ‘specific heat capacity’
of the soil. The specific heat capacity of a dry mineral soil is only one-fifth of the
specific heat capacity of water. This large difference explains why wet soils do not
warm up as quickly as dry soils. In temperate and mediterranean climates, poorly-
drained soils often have soil temperatures 5 °C below the temperature of well-drained
soils.

Soil Depth

The term ‘soil depth’ refers to the rootable depth of the soil. The depth to which plant
roots can penetrate into the soil and obtain water and minerals is of great importance
for plant growth. When only a very thin soil layer is available for rooting, most plants
will experience a deficiency in water and nutrients.

Root penetration is hampered, among other causes, by permanent wetness, by layers
of contrasting texture, and, in shallow soils, by cemented or rocky layers. Permanent
wetness is easily diagnosed and can, under certain conditions, be remedied by drainage.
Similarly, contrasting texture is easy to diagnose and sometimes to remedy by (deep)
ploughing. The depth of cemented layers and rock is not difficult to establish either.
A cemented layer, however, is often fractured, and plant roots can penetrate through
and beyond it.

The effect of a cemented layer or any other type of obstruction to root penetration
(e.g. extreme acidity, salinity, sodicity or permanent wetness) needs to be carefully
assessed. In practice it is often not easy to establish the actual and potential rooting
depth but good observation can help to make the relevant and right estimate.

Cation Exchange Capacity
The ‘cation exchange capacity’ (CEC) of a soil is defined as the amount of cations
that can be adsorbed per unit mass (in cmol/kg or meq/100g). The higher the cation
exchange capacity, the more the soil solution is buffered against additions of particular
cations, because an exchange of cations can occur between the soil solution and the
exchange complex. A small CEC means that small amounts of cations (e.g. hydrogen
ions from plant roots) have a pronounced effect on the cation balance of the soil
solution.

The range in cation exchange capacity for three kinds of clays and organic matter -
is given in Table 3.4.

Kaolinite has a low CEC and organic matter a very high CEC.' Soils that are
characterized by kaolinite as the predominant clay mineral and the absence of
appreciable amounts of organic matter, have a very low CEC. Such conditions are
common in many tropical soils.
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Table 3.4 Cation exchange capacity (CEC) of various clay minerals and organic matter (Young 1976)

Component CEC
(meq/100 g)
Kaolinite 3 - 15
Illite 10 - 40
Montmorillonite 100 - 150
Organic matter 100 - 350

Base Saturation
The ‘base saturation’ refers to that part of the cation exchange capacity which is
saturated with basic cations

_ Yca + YMg + Tk + YNa
BS = gt (3.13)

where Yc,, Ymg Yx and Yy, refer to the amounts (in cmol/kg) of the exchangeable
calcium, magnesium, potassium and sodium cations. Low values of the base saturation
indicate intense leaching.

Salinity

The presence of soluble salts in the soil solution can affect plant growth, depending
on the salt concentration and the susceptibility of the plant or crop. Except in cases
of very high salinity where salt crystals can be readily seen, the presence of harmful
amounts of salt in the soil is generally not observable to the eye. Soil salinity is
appraised by measuring the electrical conductivity or salt concentration in soil-water
extracts (Chapter 15). Recently, methods have been developed to measure soil salinity
direcly in the field (Rhoades et al. 1990).

Some plants, called halophytes, can withstand, or even like, saline soils. So, in many
cases, the vegetation can be a useful guide in identifying salinity, and particularly
salinity patterns. Salinity is mostly associated with a near-neutral, slightly alkaline,
soil reaction, unless appreciable amounts of sodium are present, when soil reaction
is pronouncedly alkaline. :

Sodicity
Sodicity refers to the presence of sodium (Na) ions on the exchange complex and
in the soil solution. When sodium is present, the soil aggregates are unstable and are
likely to disperse. This lack of stability can cause open drains to collapse or pipe drains
to silt up. Other major effects are a reduction in soil permeability, a disturbance of
nutrient equilibrium, and toxicity to plants. The physical behaviour of sodic soils will
be discussed in Chapter 15. Sodicity, usually expressed by the ‘exchangeable sodium
percentage’ (ESP) and/or the ‘sodium adsorption ratio’ (SAR), is assessed in the
laboratory. The slaking of soil aggregates when wetted can indicate sodicity, and, as
remarked earlier, the presence of a columnar structure points to high sodicity.
Sodicity is associated with an alkaline soil reaction. When the pH of the soil solution
is higher than 8.2, appreciable amounts of sodium are likely to be present.
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Soil Acidity and Alkalinity

Acidity is a general term that refers to the amount of hydrogen ions in the soil solution.
Acidity is indicated by the pH, which is the negative logarithm of the H-ion
concentration. A neutral solution has a pH = 7, an acid solution a pH < 7, and
an alkaline solution a pH > 7. The pH of the soil strongly affects the availability
of nutrients to plants. Near neutrality (6 < pH < 7.5), there are seldom problems.
At pH < 4.5 and at pH > 8.5, there are always problems with the availability of
some nutrients and/or with the toxicity of other elements.

The pH is generally measured in the laboratory, although instruments are now
available that allow it to be measured in the field. There are also kits that allow an
estimate of the pH by the addition of fluids, but these procedures are not always
reliable.

The acidity or alkalinity of a soil cannot generally be observed in the field. Extremely
alkaline conditions in so-called black alkali soils, however, can sometimes be inferred
from the presence of hygroscopic sodium salts. Very acid conditions can be inferred
during field observations from the presence of bleak brown jarosite colours in acid
sulphate soils.

Low pH values are associated with strong leaching in a wet environment, whereas
high pH values are associated with the absence of leaching and, in arid environments,
with the presence of sodium ions.

Fertility

Soil fertility is a compound characteristic of a soil. The fertility of a soil, i.e. the
ability to supply the nutrients needed by plants for agricultural production (Ahn
1992), depends on characteristics like clay and organic matter content, cation
exchange capacity, base saturation, soil acidity and amount of weatherable minerals,
but aspects like workability and tilth, may also also be included. It should be
emphasized also that an evaluation of fertility depends on the socio-economic
setting. In an environment where fertilizers are relatively expensive, the chemical
aspects of fertility play a more prominent role than the physical aspects. Where
fertilizers are cheap, good physical soil conditions are more highly valued than the
chemical ones.

3.5 Soil Surveys

This section discusses the role played in soil surveys by field observations, field

measurements, and laboratory analyses. It should be emphasized that, to be useful

for drainage purposes, a soil map requires additional information. The information

embodied in such a soil map should include:

-~ The topography;

— The soil texture of topsoil, subsoil, and sublayer, preferably to a depth of several
metres;

— The occurrence of any layers that would disturb the flow of soil water and rooting;

— Historical watertable fluctuations (hydromorphic properties);

— Hydraulic conductivity;

— Soil-water retention;
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— Salinity and sodicity status;
— Soil-mechanical properties.

When combined with geohydrological information, this soil map provides integrated
information on the natural conditions in the project area. Chapter 18 elaborates on
the procedures to be followed in drainage surveys.

3.5.1 Soil Data Collection

During a first field visit, observations can be made on land use, vegetation, crop
performance, micro-relief, surface ponding, and the natural drainage conditions. In
soil pits excavated at representative sites, the soil characteristics and properties
discussed in Section 3.4 can be studied. Horizontal or vertical differences in these
properties are of particular importance.

Other features of the soil or the land cannot be observed directly, but data can
be obtained from field measurements. Examples are surface infiltration, permeability
(hydraulic conductivity), salinity (electrical conductivity/EC), acidity (pH), crop yield,
and topography.

Still other data need to be obtained from laboratory analyses. Depending on the
analyses required, disturbed samples can be taken from soil pits or by auger. If needed,
undisturbed samples can be taken, usually in special sampling cylinders. The disturbed
samples can be used to analyze the particle-size distribution (texture), CEC, electrical
conductivity of the saturation extract or other soil-water mix ratios, pH, organic-
matter content, nutrients, and micro-nutrients. Undisturbed soil samples are usually
analyzed for bulk density, soil-water retention, porosity, saturated and unsaturated
hydraulic conductivity. Methods of soil analysis are extensively described by Klute
et al. (1986).

Some properties can be measured both in the field and in the laboratory. In general,
the results of laboratory analyses are more accurate, but cost more to obtain. In cases
where laboratory measurements are preferred, a combination of a large number of
field measurements, complemented by a few laboratory measurements, could be the
right approach. Hydraulic conductivity measurements obtained from small samples
often show a wide scatter due to the heterogeneity of the soil. The large-scale field
methods that will be discussed in Chapter 12, however, can incorporate the effect
of soil heterogeneity.

Though many visual observations yield only a qualitative picture, this picture can
be highly relevant. Quite often, lengthy and costly measurements can be omitted if,
prior to the start of a measuring and sampling programme, some field observations
are made. These can be done quickly and at low cost. Even so, the possibilities and
advantages of visual observations often seem to be overlooked. It is emphasized that
these three procedures (i.e. the collection of qualitative information during field visits,
the collection of data from field measurement programmes, and the collection of data
from laboratory analyses) are complementary. Hence, in making proper assessments
from soil surveys conducted for drainage purposes, each of these techniques should
be used to its full advantage.
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3.5.2  Existing Soil Information

When a tract of land has a drainage problem and consideration is being given to
improving that situation, a proper inventory and description of the existing drainage
conditions first has to be made. One has to understand the way in which these
conditions are affecting the present land use. Subsequently, the factors that are causing
the deficient drainage conditions have to be identified. Only when the problem has
been properly diagnosed can a remedy be devised.

Possible sources of information that may already be available in the area are aerial
photographs and satellite imagery, topographic maps, soil maps, vegetation or land-
use maps, and farmers’ experiences.

The existence and pattern of a natural drainage system in the area can be inferred
from aerial photographs, satellite images, and topographic maps.

Soil maps often provide information on drainage conditions, and if they are
available, they should always be consulted. In The Netherlands, the soil maps provided
by the Soil Survey Institute indicate the soil texture and also the groundwater-
fluctuation class. Other soil maps may give no explicit information on drainage
conditions, depending, of course, on the purpose for which the soil maps were made.
Nevertheless, many soil maps do contain information that refers implicitly to the
drainage conditions. If the map includes a descriptive legend of the soil-mapping units,
more information on drainage can be retrieved. If the legend is based on a soil
classification system, a soil scientist can assist in fully interpreting the map.

Vegetation and land-use maps can provide a good impression of the extent of areas
with particular drainage problems. The natural vegetation of well-drained soils is
characterized by different species than the natural vegetation of poorly-drained soils.
Differences in the morphology and physiognomy (appearance) of the vegetation also
indicate differences in drainage conditions. Similarly, arable crops are generally
cultivated on well-drained soils, while poorly-drained soils are often used for grazing
or for meadow grassland. Vegetation does not, however, give direct information on
the feasibility of improving drainage.

Farmers and other residents who have often lived all their lives in or around the
area of interest can provide the drainage engineer with useful information. Farmers
try to use all kinds of land and are therefore generally able to provide information
that will assist the engineer in assessing the technical or financial feasibility of
particular drainage improvements. Farmers can provide historical data on floods, on
trials and experiences with different forms of land use, and on attempts to improve
the drainage conditions of waterlogged soils.

3.5.3 Information to be Collected

After interpreting the information collected from the sources discussed above, one
can establish a measurement program to collect the required additional data. What
one basically has to obtain is a good insight into all those environmental aspects that
one needs to judge the feasibility and the design of an improved drainage situation.
A comprehensive list of the relevant soil and land features is presented in Tables 3.5A,
3.5Band 3.6.
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Table 3.5A Soil features relevant to subsurface drainage (after Van Beers 1979)

Main aspects

Mechanism to be
characterized or
predicted

Depth being
considered

(m)

Some soil charateristics and properties,
and other data to be interpreted

Intake at the
land surface

Vertical flow
through the soil
profile

Horizontal
flow mainly

Surface infiltration

Percolation to the
groundwater

Capillary rise from

the groundwater

Flow to drains

Groundwater flow

0-03
Upper root zone
mainly

03-12
Lower root zone

1.2-50
Shallow
substratum

> 5.0
Deep substratum

Infiltration rate

Soil texture

Swelling of clays
Organic matter content
Presence of free carbonates
Soil structure

Structure stability

Soil crusts

Soil pH

Soil colour

Soil consistency

Visible pores and cracks
Root density

In addition to the items mentioned above;
Rooting depth and root development
Particular layers impeding vertical flow

Seasonal fluctuations of the watertable
Height of capillary rise

Unsaturated hydraulic conductivity
Electrical conductivity and chemical
composition of the groundwater

Soil texture of substrata

Depth and thickness of impervious
layer(s)

Depth and thickness of pervious layer(s)
Hydraulic conductivity of permeable and
impermeable layers

Transmissivity (KD value)

Groundwater depth

Chemical composition of the groundwater
Soil structure and structure stability

Transmissivity
Groundwater quality
Sources of salinity

Artificial drainage is implemented to prevent or alleviate waterlogging and subsequent
salinization of irrigated areas in arid and semi-arid regions, and to prevent or alleviate
waterlogging in the humid tropical and the temperate regions. Although the principles
of drainage in both cases are the same, differences in the nature of soils and the
processes prevailing in these soils warrant a different approach in soil surveys and
other investigations. In semi-arid and arid climates, for example, one has to assess
the capillary-rise flux of saline water, whereas, in humid tropical and temperate areas,
this process is often less relevant.

As will be shown in the subsequent chapters of this book, the nature of the drainage
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Table 3.5B Soil features relevant to surface drainage (after Van Beers 1979)

Main aspects Mechanisms to be Depth being Some soil characteristics and
characterized or considered properties, and other data to be
predicted interpreted

Horizontal flow Overland flow Land surface Slope (degree and length)

Surface channel flow only Vegetation cover (herb, shrub and
Soil erosion tree layer)

Natural stream channels
(distribution, size, depth, gradient)
Channel obstructions

Roads and culverts
Micro-topography or surface

irregularity
Water storage or Drainable pore space Both the land Soil water profiles during high and
soil water Storage capacity surface and the low groundwater levels
retention Land use root zone Soil water retention curves
Cultivation practice Soil texture
Antecedent water Soil structure

conditions

problem and other conditions determine which of the data presented in Tables 3.5
and 3.6 have to be considered for further observation and measurements. The essential
task is to assess the water movement and a water balance of the area (Chapter 16),
both under the present conditions and after possible improvements.

3.5.4 Soil Survey and Mapping

The availability of a topographic base, preferably in the form of a topographic map
with contour lines, is the first requirement for a soil survey. The topographic base
serves for choosing observation sites, for plotting observations and drawing
boundaries, and for checking the correctness of soil boundaries. If a topographic base
1s not available, some of the topographic information needed can be derived from
recent aerial photographs or satellite pictures.

When soil changes are associated with transitions at the soil surface or in the
vegetation cover, and these form a pattern, one speaks of a ‘soil association’. When
these changes are unpredictable and cannot be mapped, — sometimes because the
surveyor has been unable to identify the components through lack of time —, one speaks
of a ‘soil complex’ (e.g. a valley complex).

In practice, the topography is often a very good aid in locating changes in soils.
Conversely, it is common practice to compare the soil pattern with the topography.
Wherever a soil boundary and a contour line are approximately perpendicular to each
other, one has reason to make a careful check whether the soil boundaries are correct.
Similarly, the quality of a soil map is doubtful if it shows no signs of a broad relation
between soils and topography.

A recent development in The Netherlands is to use soil-survey data to improve the
assessment of the soil-hydrological properties of land areas (Wosten et al. 1985, 1988).
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Table 3.6 Soil and land features relevant to changes in soil properties as a result of drainage practices

Main aspects Mechanisms to be Depth being Some soil characteristics and
characterized or considered properties, and other data to be
predicted (m) interpreted

Soil physical Subsidence 0-5.0 Presence of mud and peat deposits

properties (thickness, water content, organic

matter content, soil texture)
Drainage base (field drainage
system, main drainage system, and
outlet)

Soil ripening 0-2.0 Crack and biopore development
Aeration mottles
Irreversible water losses
Hydraulic conductivity

Soil chemical Oxidation of pyrites 0-12 Presence of pyrites

properties
(De)salinization and Electrical conductivity and chemical
(de)sodification composition of soil water extracts

Sodium adsorption ratio
Exchangeable sodium percentage
Structure stability

The methodology relates these soil-hydrological properties (i.e. the relation between
soil-water content and matric head, and the unsaturated hydraulic conductivity) with
other soil properties (e.g. the clay, silt, and organic-matter content, the median particle
size of the sand fraction, and the bulk density). The relationships are established for
soil horizons, but not for soil profiles or soil mapping units. Based on these
relationships, soil maps can be translated into maps of particular soil-hydrological
constants.

3.6 Soil Classification

3.6.1 Introduction

This section will briefly explain how the most widely-used soil classification systems
work and will indicate what useful information the drainage engineer can obtain from
soil classifications.

Unfortunately, unlike the taxonomy of flora and fauna for which the Linnean
system is universally accepted, no system of soil classification can yet claim
worldwide acceptance. Most countries had already developed a national soil-
classification system prior to the formulation of the FAO- UNESCO ‘Legend to
the Soil Map of the World’, which — although not officially called a classification
system — is at present the only taxonomic system with a truly worldwide outlook
(FAO-UNESCO 1974; FAO 1988). Another system of near-worldwide application
is the Soil Taxonomy System of USDA Soil Conservation Service (Soil Survey
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Staff 1975) (Section 3.6.3). Both systems are updated regularly. For a broader
spectrum of review, see for instance Young (1976).

3.6.2 The FAO-UNESCO Classification System

FAO has attempted to integrate the useful aspects of various national classification
systems into a universal system (FAO-UNESCO 1974; FAO 1988).

The revised legend of the FAO-UNESCO Soil Map of the World (FAO 1988)
distinguishes two taxonomic levels: ‘major soil groupings’ and ‘soil units’. There are
28 major soil groupings. The system works by distinguishing groupings and units of
soils with characteristics deviant from the other soils. The classification is based on
an elimination system: if a soil to be classified does not qualify for the first grouping,
the second grouping is checked; if it does not qualify for the second grouping, the
third is checked, and so on.

Each major soil grouping is composed of a number of units ranging from 2 to 9.
This yields a total of 153 units. The name of a unit consists of an adjective ending
in ‘-ic’ and the noun signifying a major grouping (e.g. ‘Thionic Fluvisols’, which are
alluvial soils with a high sulphur content, also known as acid sulphate soils). The
FAO-UNESCO Classification System uses 40 different adjectives. For an explanation
of the meaning of the names of the major soil groupings and the unit name adjectives,
see FAO (1988).

The major soil groupings and soil units are identified with a key, which uses the
following differentiating criteria: 7 master horizons, 16 diagnostic horizons, and 28
diagnostic properties. The master horizons were presented in Section 3.3.2. Some
diagnostic properties which explicitly refer to the drainage conditions of soils are
presented in Section 3.6.5.

Finally, soil units can be subdivided into soil phases. This division at the third level
is made in view of soil management, and is based on rooting depth, groundwater depth,
hydraulic conductivity, layers of high salinity, etc.

3.6.3 The USDA/SCS Classification System

In contrast to the FAO Legend, the USDA/SCS Soil Taxonomy (Soil Survey Staff
1975; 1992) distinguishes four taxonomic levels: ‘orders’, ‘suborders’, ‘great groups’,
and ‘subgroups’. The Soil Taxonomy naming system makes use of root suffixes for
the orders, prefixes for the suborders, prefixes for the great groups, and adjectives
for the subgroups. The system uses lengthy criteria for separation at each of the four
levels. It has a total of nearly 2000 subgroups. The Thionic Fluvisol used as an example
for the FAO/UNESCO System would, in this classification, be:
— Order: ENTisol (soils with only limited profile development);
— Suborder AQUENT (wet entisols);
— Great group SULFAQUENT (wet entisols with sulphidic (= acid sulphate)
properties in the profile);
— And two subgroups:
» The haplic Sulfaquent with a good bearing capacity; and
+ The typic Sulfaquent with a poor bearing capacity.
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3.6.4 Discussion

The major soil groupings identified in the FAQO legend are to a large extent genetic
types (i.e. they are related to the formation of the soil). Though the system of
classification is artificial, it leads to more or less natural groupings, many of which
have been recognized in earlier soil classification systems. Moreover, the groupings
are in general identifiable in the field, and most groupings exhibit particular
characteristics that are relevant for agricultural use.

The USDA Classification is a morphometric system, which means that all properties
used to describe the soils can be measured in the field or in the laboratory. The great
detail of the USDA Classification makes it a classification to be used only by, and
for, soil specialists. For more general purposes, the FAO-UNESCO System deserves
preference. Young (1976) and FitzPatrick (1986) discuss the differences between the
two classification systems.

The FAO-UNESCO Classification System combines the first- and second-level
separation of soil groups and soil units in one key, whereas the USDA/SCS Soil
Taxonomy uses a key for each level of separation. The key for first-level separation
in the USDA/SCS System has no relation to the drainage conditions of the soil.

3.6.5 Soil Classification and Drainage

The soils described in this section are major soil groupings and units from the FAQ/
UNESCO Classification System. These are soils that often pose problems for drainage
(Section 3.7). The characteristics mentioned below may also be identified at soil-unit
level (i.e. when a soil is classified into another major soil grouping).

Histosols are all organic soils or peat soils with an organic layer at least 0.40 m thick.

Vertisols are heavy, often dark, clay soils (more than 30% clay), which develop large
and deep cracks. Intensive alternating shrinkage and swelling result in a typical micro-
relief of mounds (gilgai) and slickensides at some depth. In the topsoil of Vertisols,
the common structure sequence shows granular structure elements on top of prismatic
elements.

Fluvisols are young soils developed on recent alluvial deposits in river valleys and
deltas, former lakes, and coastal regions (fluvial, lacustrine, and marine deposits,
respectively). Most Fluvisols consist of stratified layers with different textures. Thionic
Fluvisols, known as acid sulphate soils, have a sulphuric horizon or sulphidic material,
or both, at less than 1.25 m depth.

Solonchaks are saline soils with a high content of soluble salts, mainly chlorides
and sulphates. Saline soils are defined by the electrical conductivity of the saturation
extract (Chapter 15).

Gleysols are soils dominated by hydromorphic properties in the upper 0.50 m of
the profile (i.e. soils with a shallow watertable). (For a description of gleyic properties,
see below.)

Planosols are soils with a heavily leached surface soil (E-horizon) over a clayey
impermeable pan that is often an argillic or natric B-horizon. The surface layer shows
stagnic properties (see below). Planosols have a structureless surface layer on top of
prismatic structure elements.
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Solonet:z are soils with a natric B-horizon, which is an argillic horizon (accumulation
of alluvial clay) with an Exchangeable Sodium Percentage ESP > 15% (Chapter 15).
Solonetz or sodic soils have granular structure elements on top of columnar structure
elements.

Plinthosols are soils containing plinthite (i.e. a clayey soil material with intense red
mottles, rich in iron and poor in organic matter). Plinthite irreversibly hardens if it
dries out, and is then called ironstone. Ironstone often occurs as a hardpan.

The worldwide occurrence of these major groupings can be appreciated from the
1:5000 000 FAO-UNESCO Soil Map of the World (FAO-UNESCO 1974) and the
more recent World Soil Resources Map at scale 1:25 000 000 (FAO 1991).

Soil units that have deficient drainage are those with gleyic or stagnic properties. Gleyic
properties are bluish grey colours caused by conditions of semi-permanent reduction,
present within 1.00 m of the surface. Stagnic properties are brown mottles caused
by temporary reduction or alternating wetting and drying, present within 0.50 m of
the surface.

Apart from gleyic and stagnic properties, other properties may refer implicitly to
the drainage conditions (e.g. abrupt textural changes, or shallow soils).

3.7 Agricultural Use and Problem Soils for Drainage
3.71  Introduction

Many soils throughout the world are unsuitable, or only marginally suitable, for
agricultural use. Apart from limitations related to climate, the major soil-related
problems are low fertility, excessive salinity and sodicity, limited depth or excessive
stoniness, and deficient drainage conditions. Limited soil fertility is, on a
worldwide scale, probably the greatest problem, and is often associated with excess
acidity. Many tropical soils of limited fertility are only suitable for the cultivation
of flooded rice. :

Attempts were made to describe the suitability of soils for specific types of land
use by land capability classifications (Klingebiel and Montgomery 1961) and land
evaluation (FAO 1976, 1985). These techniques, however, are only qualitative and
depend strongly on the (often intuitive) judgement of the expert. Present developments
are towards computerized quantified techniques with simulation of crop production
for different scenarios (Feddes et al. 1978; Driessen and Konijn 1992). These
techniques, however, form only an approximation since it is virtually impossible to
describe the complete interactive soil-water-crop-atmosphere system with
mathematical correctness. Moreover, the data required for such a description are never
available on a project scale. Even so, these techniques do enable long-term
performance evaluation of agricultural interventions and a reasonable cost-benefit
analysis.

The soils that most often pose problems for drainage, or create problems when
artificial drainage is introduced, are peat soils, Vertisols, fine-textured alluvial soils,
acid sulphate soils, saline soils, sodic soils, and Planosols. Beek et al. (1980) extensively
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discuss the properties of these soils, and their potentials for improvement. The effects
of their soil characteristics and properties on drainage are given in Table 3.6.

Peat Soils

Peat soils, organic soils, or Histosols vary widely in their physical and chemical
properties. The high porosity of peat soils creates problems if peats that are almost
saturated with water are reclaimed for the cultivation of dry-land crops. Considerable
subsidence can be expected when peat soils and soils with peat layers are drained
(Chapter 13). The water regime induced by an artificial drainage system may affect
the hydraulic properties of the peat, requiring an adjustment of the drainage system
after some years of operation. In addition, increased aeration may adversely affect
other physical properties of peat.

Vertisols

Vertisols, also known as black cotton soils, owe their specific properties to the
dominance of swelling clay minerals, mainly montmorillonite. In the dry season, these
soils develop wide and deep cracks, which close when the clay swells after the first
rains. Dry Vertisols may have a high infiltration rate, but, when wetted, they become
almost impermeable. Most Vertisols are subject to surface-water stagnation at some
period of the year. Under these poor drainage conditions, leaching of soluble
components is severely restricted. The optimum soil-water range for tillage is narrow.

Fine-Textured Alluvial Soils

Soil conditions in river plains, deltas, and coastal areas are highly variable because
of the type and pattern of sedimentation of the parent material. Lacustrine deposits
are more uniform. In general, most Fluvisols with fine-textured layers are deficient
in drainage. Loosely-packed muds are found where fine sediments are deposited under
permanently submerged conditions. When they are drained, a specific type of initial
soil formation takes place, called ‘soil ripening’. Soil ripening involves the change of
a reduced mud into a normal oxidized soil, and has physical, chemical, and biological
aspects (Chapter 13; Pons and Zonneveld 1965).

Acid Sulphate Soils

Acid sulphate soils are formed in marine or brackish sediments. During sedimentation,
sulphate (SO,%*) from sea water is reduced in the presence of organic matter to form
pyrite (FeS,). Further sedimentation gradually changes the environment into a swamp
forest, which is waterlogged for most of the year because of poor drainage. Under
these conditions, the mineral soil is often covered by a peat layer.

Upon exposure to the air, the pyrite in the soil profile oxidizes to form sulphuric
acid, rendering the soil unsuitable for agricultural use. Important characteristics of
acid sulphate soils are a pH below 4 and a high clay content. The main problem with
potential acid sulphate soils is that they are waterlogged and unripe. If these soils
are to be used for agriculture, some drainage has to take place. In this reclamation,
great care has to be taken because excessive drainage — often in combination with
burning (which destroys the peat layer) — can have a strongly negative impact. Dent
(1986) gives a detailed description of the physical and chemical processes that take
place in acid sulphate soils, and presents alternative management strategies for
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different physical environments. Such strategies aim at preventing acidification of
these soils, through a combination of careful water management, a proper choice of
crops, liming, and fertilization.

Saline and Sodic Soils

Saline soils and sodic soils, the latter formerly called ‘alkali soils’, are most widespread
in irrigated areas in arid and semi-arid regions, but also occur in the more humid
climates, especially in coastal areas. The salts or exchangeable sodium in saline and
sodic soils hinder crop growth. For efficient crop production, these salts must be leached
from the rootzone. This procedure itself is often problematic because, in most regions
where these soils occur, irrigation water is scarce. In addition, many sodic soils have
a poor structure and a very low hydraulic conductivity. The physical behaviour of salt-
affected soils and techniques for their reclamation are dealt with in Chapter 15.

Planosols

Planosols typically have lower clay contents in their surface horizons than in their
slowly-permeable deeper horizons. Planosols are deficient in drainage. Seasonal
waterlogging, which hampers plant growth, alternates with drought conditions, whose
severity depends on local climatic conditions. Many Planosols have a low natural
fertility.

3.7.2 Discussion

The deficiencies of these soils for drainage vary enormously in magnitude, depending,
among other things, on the degree of soil development. The scope for improvement
can also vary greatly. Well-developed Planosols and Solonetz have poor to very poor
drainage characteristics that can hardly be improved. As a consequence, the
reclamation of these soils is scarcely worthwhile. On the other hand, fine-textured
Fluvisols and Vertisols are often agriculturally usable without drainage measures, and
certain Fluvisols and Gleysols can be improved by artificial drainage. In general, for
many fine-textured soils, especially those with a high content of montmorillonite clay,
the permeability and other properties related to the texture cannot be improved. Under
special conditions, however, reclamation may lead to the development of a good and

stable porosity and good drainage conditions. The reclaimed parts of Lake IJssel in
The Netherlands are proof of this. ’

References

Ahn, P.M. 1993. Tropical soils and fertiliser use. Intermediate Tropical Agriculture Series. Longman,
Harlow, 264 p.

Beek, K.J., W.A. Blokhuis, P.M. Driessen, N. van Breemen, R. Brinkman and L.J. Pons 1980. Problem
soils : their reclamation and management. In: Land Reclamation and Water Management: Developments,
Problems, and Challenges. ILRI Publication 27, Wageningen, pp. 43-72

Brady, N.C 1990. The nature and properties of soils, 10th ed. Macmillan, New York, 621 p.

Buringh, P. 1979. Introduction to the soils in tropical and subtropical regions. 3rd ed. PUDOC, Wageningen,
124 p.

109




Burrough, P.A. 1986. Principles of geographical information systems for land resources assessment.
Clarendon press, Oxford, 193 p.

Dent, D. 1986. Acid sulphate soils : a baseline for research and development. ILRI Publication 39,
Wageningen, 204 p.

Driessen, P.M. and N.T. Konijn 1992. Land-use systems analysis. Wageningen Agricultural University,
Wageningen, 230 p.

FAO 1976. A framework for land evaluation. Soils Bulletin 32. FAO, Rome, 119 p.

FAO 1977. Guidelines for soil profile description, 2nd ed. FAO, Rome, 66 p.

FAO 1979. Soil survey investigations for irrigation. Soils Bulletin 42. FAO, Rome, 188 p.

FAO 1985. Guidelines: Land evaluation for irrigated agriculture. FAO Soils Bulletin 55. FAO, Rome,
231 p.

FAO 1988. FAO-UNESCO soil map of the world. Revised Legend. World Soil Resources Report 60. FAO,
Rome, 119 p.

FAO 1991. World soil resources; an explanatory note on the FAO World Soil Resources Map at scale
1:25 000 000. World Soil Resources Reports 66. FAO, Rome, 58 p. + maps.

FAO-ISRIC 1990. Guidelines for soil profile description, 3rd ed. FAO, Rome, 70 p.

FAO-UNESCO 1974. Soil map of the world 1:5 000 000. Volume I Legend. (For revised legend, see FAO
1988.). UNESCO, Paris, 59 p.

(Volumes I1I-IV America, V Europe, VI Africa, VII-IX Asia, X Australasia; reports with maps).

Feddes, R.A., P.J. Kowalik, and H. Zaradny 1978. Simulation of field water use and crop yield. PUDOC,
Wageningen, 89 p.

FitzPatrick, E.A. 1986. An introduction to soil science. 2nd ed. Longman Scientific and Technical, London,
255 p.

Jury, W.A., W.R. Gardner and W.H. Gardner 1991. Soil physics. 5th ed. Wiley, New York, 328 p.

Klingebiel, A.A. and P.H. Montgomery 1961. Land capability classification. U.S. Dept. of Agric., Soil
Conserv. Service. Agric. Handbook 210, Washington, 21 p.

Klute, A., R.C. Dinauer, A.L. Page, R.H. Miller and D.R. Keeney (eds.) 1986. Methods of soil analysis.
Part | Physical and mineralogical methods (1986); Part 2 Chemical and microbiological methods (1982).
Agronomy Monogr. 9. American Society of Agronomy, Madison, 1182 + 1159 p.

Mitra, G.N., V.A K. Sharma, and B. Ramamoorthy 1958. Comparative studies on the potassium fixation
capacities of Indian soils. Journal of the Indian Society of Soil Science, 6, pp. 1-6. '

Pons, L.J. and L.S. Zonneveld 1965. Soil ripening and soil classification; initial soil formation of alluvial
deposits with a classification of the resulting soils. ILRI Publication 13, Wageningen, 128 p.

Rhoades, ].D., P.J. Shouse, U.J. Alves, Nahid A. Manteghi and S.M. Tesch 1990. Determining soil salinity
from soil electrical conductivity using different methods and estimates. Soil Sci. Soc. Am. J., 54, pp.
46-54.

Sanchez, P.A. 1976. Properties and management of soils in the tropics. Wiley, New York, 618 p.

Soil Survey Staff 1951. Soil survey manual. USDA Handbook 18. U.S. Department of Agriculture,
Washington D.C., 503 p. '

Soil Survey Staff 1975. Soil taxonomy : a basic system of soil classification for making and interpreting
soil surveys. Agriculture Handbook 436. USDA Soil Conservation Services, Washington D.C., 754 p.
Soil Survey Staff 1992. Keys to soil taxonomy. SMSS Technical Monograph 19. Sth edition. Agency for
International Development/United States Department of Agriculture, Soil Conservation Service, Soil

Management Support Services. Pocahontas Press, Blacksburg, 541 p.

SSSA 1987. Glossary of soil science terms. Soil Science Society of America, Madison, 38 p.

Van Beers, W.F.J. 1979. Soils and soil properties. In: Drainage principles and applications, 2nd edition.
ILRI, Wageningen, 4 vols.

Wésten, J.H.M., J. Bouma, and G.H. Stoffelsen 1985. Use of soil survey data for regional soil water
simulation models. Soil Sci. Soc. Am. J., 49, pp. 1238-1244. '
Waosten, J.LH.M., and M.Th. van Genuchten 1988. Using texture and other soil properties to predict the

unsaturated soil hydraulic functions. Soil Sci. Soc. Am. J., 52, pp. 1762-1770
Young, A. 1976. Tropical soils and soil survey. Cambridge University Press, Cambridge, 468 p.

110




4 Estimating Peak Runoff Rates

J. Boonstra®

4.1 Introduction

When designing a drainage project, we have to know the peak runoff rate, for designing
the cross-sections of main drainage canals, culverts, and siphons or the capacity of
pumping stations. The source of peak runoff is sometimes water from drainage basins
surrounding the project area, or it can be water from the project area itself. The source
of peak runoff can also be melting snow, possibly in combination with high rainfall.
Because this source of peak runoff occurs very locally, we shall not discuss it here.
Anyone wanting more information on this subject should refer to the literature (e.g.
Chow 1964).

The magnitude of the peak runoff rate is related to the frequency of occurrence;
the higher the peak runoff rate, the less frequently it will occur. In drainage projects,
the design return period usually ranges from 5 to 25 years.

In this chapter, we shall discuss the rainfall frequency approach. It involves
performing a statistical analysis of the recorded rainfall data and then making an
estimate of the design return period. Using certain rainfall-runoff relationships, we
then convert this design rainfall into a design runoff; the runoff is thus considered
indirectly.

4.2 Rainfall Phenomena

The amount of rain that falls in a certain period is expressed as a depth (in mm) to
which it would cover a horizontal plane. Rainfall depth is considered a statistical
variate, because it differs according to the season of the year, the duration of the
observation period, and the area under study.

Rainfall analysis for drainage design can be restricted to that part of the year when
excess rainfall may cause damage. If the drainage problem is one of surface drainage
for crop protection, the growing season may be the critical period. If the problem
is that of surface drainage for erosion control, the off-season may be critical because
of the erosion hazard on bare soils. If the problem is one of accommodating peak
runoff, the whole hydrological year may be critical.

Rainfall intensity is expressed as a depth per unit of time. This unit can be an hour,
a day, a month, or a year. The type of problem will decide which unit of time to
select for analysis. For surface drainage, the critical duration is often of the order
of some days, depending on the storage capacity of the system and the discharge
intensity of the drainage area. For erosion control and the accommodation of peak
runoff in small drainage basins, the storage capacities will be small and information
on hourly rainfalls may be required.

Rainfall is measured at certain points. It is likely that the rainfall in the vicinity
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of a measurement point will be approximately the same, but farther away from the
point this will not be true. Point rainfall can be considerably higher than areal rainfall,
depending on the duration of the rainfall and the size of the area. The shorter the
duration and the larger the area, the smaller the areal rainfall will be with respect
to the point rainfall. So, information on areal rainfall is often also required.

To be able to estimate the design rainfall, we need depth-frequency curves of daily
rainfall data or depth-duration-frequency curves that are representative of the area
under study. This implies that we have to analyze the depth-area and depth-frequency
of the recorded rainfall data.

421  Depth-Area Analysis of Rainfall

The analysis of rainfall is understood here to mean the analysis of area averages of

point rainfalls. Usually, one of the following three methods is employed (Figure 4.1):

— The arithmetic mean of rainfall depths recorded at measuring stations located inside
the area under consideration;

sainfall in mm

Ja\
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e

x 5 10 x°
distance in km

0

Figure 4.1 Methods of computing areal rainfall: (A) Arithmetic mean method; (B) Thiessen method; (C)
Isohyetal method; and (D) Section X-X’ of Figure 4.1.C
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— The weighted mean of rainfall depths at stations both inside the area and in its
immediate surroundings, the weight being determined by polygons constructed
according to the Thiessen method;

— The weighted mean of average rainfall depths between isopluvial hnes the weight
being the area enclosed by the isopluvials.

An advantage of the arithmetic mean is its simplicity. The method can only be used
in a relatively flat area, where no irregular changes occur in isopluvial spacing and
where the stations are evenly distributed, thus being equally representative of the area.
With this method, the areal rainfall is calculated as follows

37.1 + 488 + 683 + 1143 + 75.7 + 132.1

g =794 mm

The Thiessen method assumes that the rainfall recorded at a station is representative
of the area half-way to the stations adjoining it. Each station is connected to its
adjacent stations by straight lines, the perpendicular bisectors of which form a pattern
of polygons. The area for which each station is representative is the area of its polygon,
and this area is used as a weight factor for its rainfall. To get the weighted average
rainfall, we have to divide the sum of the products of station areas and rainfalls by
the total area covered by all stations. With this method, the areal rainfall is calculated
as follows:

Rainfall . Area Area Weighted rainfall
(mm) (km?) (%) (mm)
16.5 18 1 0.2
37.1 311 19 7.0
48.8 282 17 8.3
68.3 ° 311 19 13.0
39.1 52 3 1.2
75.7 238 15 . 114

132.1 212 13 17.2

114.3 194 12 13.7

Total 1618 99 72.0

The Thiessen method can be used when the stations are not evenly distributed over
the area. As the method is rather rigid, however, excluding as it does possible additional
information on local meteorological conditions, its use is restricted to relatively flat
areas.

When the rainfall is unevenly distributed over the area (e.g. because of differences
in topography), the isohyetal method can be applied. This method consists of drawing
lines of equal rainfall depth, isopluvials or isohyets, by interpolation between observed
rainfall depths at stations. Any additional information available can be used to adjust
the interpolation. With this method, the areal rainfall is calculated as follows:
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Isohyet ~ Rainfall between Area Area Weighted rainfall

(mm) isohyets (mm) (km?) (%) (mm)
125 129.5 33 2 2.6
100 112.5 199 12 13.5

75 87.5 300 19 16.6
50 62.5 507 31 19.4
25 37.5 499 31 11.6
<25 23.0 80 5 1.2

Total 1618 100 64.9

From the weighted mean of average rainfalls between two isohyets, the weight being
the area enclosed between the isohyets, the areal rainfall is calculated. The reliability
of the method depends on the accuracy with which the isopluvials can be drawn.

These methods can be applied when rainfall stations are situated within the study
area and in its intermediate surroundings. If there is only one rainfall station in or
nearby the study area, we can convert the single station data to areal rainfall data
by using empirical relationships established from dense networks elsewhere. Many
countries have such depth-area-duration curves available, which can be used in case
of a single rainfall station.

Figure 4.2 shows an example of depth-area-duration curves. The average areal
rainfall is shown as a percentage of the point rainfall. A different relationship is seen
for each duration, with steeper gradients for the shorter durations. These relationships
are also influenced by other variables such as return period and total rainfall depth;
the effect of these variables on the areal rainfall, however, is often obscured.
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Figure 4.2 Example of depth-area-duration curves (after U.S. Weather Bureau 1958)
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Finally, it should be noted that while the curves of Figure 4.2 indicate a reduction

for all sizes of area, point rainfalls are often used without reduction for areas up to
25 km?,

422  Frequency Analysis of Rainfall

Basically, rainfall is measured with two types of gauges: non-recording gauges and
recording gauges.

In non-recording gauges (or pluviometers), the rainfall is measured by periodical
readings of the rain that has accumulated in them. This is generally done every 24
hours, which implies that the distribution of rainfall within the interval of observation
remains unknown.

Recording gauges (or pluviographs) give continuous readings of the rain being
caught in them. They enable the rainfall depth over any period to be read and are
a prerequisite if short-duration rainfalls are to be determined.

Anyone wanting more information on rainfall gauges, including networks, should
refer to the literature (e.g. Gray 1973).

On the basis of daily rainfall data, depth-frequency curves can be constructed for
successive n-day total rainfalls. (These calculation procedures are discussed in Chapter
6.) Depth-duration-frequency curves that provide information on periods longer than
one day are usually sufficient for calculating the design capacity of surface drainage
systems. .

Depth-duration-frequency curves are often required for durations of less than one
day. In such cases, continuous records of rainfall should be available. Sometimes
rainfall intensity is used instead of rainfall depth. Figure 4.3 gives an example of an
intensity-duration-frequency curve. The two types of curves that provide information
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Figure 4.3 Exampie of intensity-duration-frequency curves
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Table 4.1 Ratio of rainfall depth to 2-year 1-hour rainfall depth for different durations and return periods

Rainfall : Return period in years
duration 2 5 10 25 50
5 min 0.28 0.39 0.48 0.57 0.65
10 min 0.43 0.61 0.73 0.88 1.01
15 min 0.54 0.76 0.91 1.11 1.25
30 min 0.78 1.05 ‘ 1.35 1.57 1.79
1h 1 1.35 1.65 2.00 2.25
2h 1.40 1.89 2.34 2.80 3.15
3h 1.50 2.02 2.47 3.00 3.37
4h 1.60 2.16 2.64 3.20 3.60
6h 1.65 2.25 2.70 3.30 3.70
24 h 2.40 3.25 3.95 4.80 5.40

on any rainfall duration are the basis on which to determine the design rainfall for
estimates of peak runoff rates of small areas.

When continuous records of rainfall are not available, the relationships between long
and very short duration maximum intensities derived from other sites can be used.
Many such relationships exist; they have in common that they plot as straight lines
on log-log paper. . ‘

Another approach is to use generalized ratios of maximum rainfall of certain
durations with certain return periods to 2-year, 1-hour rainfall. Table 4.1 gives an
example of such relationships; they give fairly good estimates for countries as different
as the U.S.A., Tunisia, Indonesia (Java), and The Netherlands. It will be clear that
using these kinds of relationships for arbitrarily chosen areas can yield appreciable
errors in.the design rainfall.

It should be noted that available rainfall records that are representative of an area
‘often encompass too short a period for a reliable frequency analysis. If no information
such as that in Table 4.1 is available, the following procedure can be used. The rainfall
data of the station with the short period of records is compared with the corresponding
data of a station with a sufficiently long period of records. This is done with a
regression analysis as is discussed in Chapter 6. The results of the frequency analysis
made for the station with the long period of records can then be converted to frequency
data representative of the area under study.

4.3 Runoff Phenomena

4.3.1 Runoff Cycle

The runoff cycle, which is a part of the hydrological cycle, is shown in Figure 4.4.
Part of the rainfall will be temporarily stored on the vegetation; this interception will

eventually evaporate or reach the soil as stem flow. Rainfall actually reaching the
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Figure 4.4 Schematization of the runoff cycle

soil may infiltrate into it and part of it will merely become soil moisture, only to be
lost again by transpiration or evaporation.

The soil moisture excess will percolate to the watertable and replenish the groundwater
system. The groundwater system is slow to respond to the additional supply of infiltrating
rain water. When this water is finally discharged into the channel system, it makes up
the groundwater runoff, or base flow. Although its contribution to peak runoff'is generally
small, groundwater runoff in some areas represents the greater part of the annual runoff
and is the only source of stream flow during protracted dry spells.

For short high-intensity rainfalls or for prolonged periods of medium-intensity
rainfall, the rainfall rate can exceed the soil’s maximum infiltration rate. The surplus
rainfall will then build up in topographic depressions, from which it will infiltrate
or evaporate when the rainfall ceases. If the topographic depressions fill up and begin
to overflow, overland flow starts and this water reaches the channel system via rivulets

and rills. In areas with deep, highly permeable soils, overland flow may not occur
at all, even after rainfalls of the highest intensities. Peak runoff rates are then
exclusively attributable to groundwater runoff.

There are thus two main paths by which rainfall water moves to the channel system:
over the soil surface and through the groundwater system. Short circuits, however,
must also be expected to occur. Water that has already infiltrated into the soil may
move over a shallow layer of low permeability, to be forced out again at a lower point
of the slope where it changes into overland flow; this process is called interflow. On
the other hand, water moving over the soil surface may still become groundwater
if it enters an area with a high infiltration capacity, where it infiltrates into the soil.

Overland flow and interflow together make up the direct runoff, which moves swiftly
through the drainage basin to the outlet. This direct runoff, together with the
groundwater runoff, yields the total runoff from a drainage basin.
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For a constant rainfall on a relatively dry basin, Figure 4.5 shows the time variations
of the above hydrological components. The rain that falls on the channel system itself
is not considered a separate component of runoff, because it is usually a relatively
small amount and is included in the direct runoff.

In general, the direct runoff is the major cause of the peak runoff; the shaded area
in Figure 4.5 represents this volume. The direct runoff, in its turn, is caused by the
excess rainfall (i.e. that part of the total rainfall that contributes to the direct runoff).
Thus, as far as the direct runoff is concerned, the difference between excess rainfall
and total rainfall are ‘losses’, which comprise interception, depression storage, and
that part of the infiltrated water that either evaporates or percolates to the
groundwater system.

4.3.2 Runoff Hydrograph

A drainage basin is the entire area drained by a stream in such a way that all streamflow
originating in the area is discharged through a single outlet. The topographic divide
that encloses the drainage basin designates the area in which overland flow will move
towards the drainage system and ultimately become runoff at the outlet. Topographic
maps or aerial photographs are used to determine the actual size of a drainage basin.

According to Chow (1964), the main characteristics of a basin are:

— Geometric factors (e.g. size, shape, slope, and stream density);

— Physical factors: land use and cover, surface infiltration conditions, soil type,
geological conditions (e.g. permeability and capacity of the groundwater system),
topographic conditions (e.g. the presence of lakes and swamps), artificial drainage;

— Channel characteristics (e.g. size and shape of cross-section, slope, roughness,
length). '

rainfall intensi rainfall on channe! system

. —_—
direct runoff time from
beginning of rainfall

Figure 4.5 Distribution of the total rainfall with time over the various components of the runoff cycle
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A graph showing the total runoff at the outlet of a drainage basin with time is called

a hydrograph. The hydrograph includes the integrated contributions from overland

flow, interflow, and groundwater flow, defining the complexities of the basin

characteristics by a single empirical curve.

A typical hydrograph produced by a concentrated high-intensity rainfall is a single-
peak skew distribution curve (Figure 4.6). If multiple peaks appear in a hydrograph,
they may indicate abrupt variations in rainfall intensity, a succession of high-intensity
rainfalls, or other causes.

All single-peaked hydrographs follow the same general pattern (Figure 4.6). This
pattern shows a period of rise, culminating in a peak runoff rate, followed by a period
of decreasing runoff. Three principal parts can be distinguished:

— A rising limb from Point A, which represents the beginning of direct runoff, to
Point B, the first inflection point; its geometry depends on the duration and intensity
distribution of the rainfall, the antecedent moisture condltlon in the drainage basin,
and the shape of the basin;

— A crest segment from the first Inflection Point B to the second Inflection Pomt
D, including the peak of the total runoff hydrograph, Point C. The peak runoff
represents the highest concentration of the runoff. It usually occurs at a certain
time after the rainfall has ceased; this time depends on the areal distribution of
the rainfall and its duration;

— A recession limb from Point D onwards. Point D is commonly assumed to mark
the cessation of overland flow and interflow at the outlet of the drainage basin.
The recession limb represents the withdrawal of water from storage: surface storage,
channel storage, and groundwater storage.

The drainage basin, with all its specific characteristics, can thus be regarded as the
‘intermediate agent’ that turns rainfall on the basin into runoff at the outlet.

rainfall intensity

i

discharge

time

time

Figure 4.6 A single-peaked hydrograph of total runoff
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4.3.3 Direct Runoff Hydrograph

Any hydrograph of total runoff can be considered a hydrograph of direct runoff,
superimposed on a hydrograph of groundwater runoff. Methods of estimating peak
runoff rates, which are based on the volume of direct runoff, have been developed.
It is thus logical to attempt to separate the total runoff hydrograph into two parts,
so that the phenomenon of direct runoff can be analyzed independently.

Let us consider a single-peaked hydrograph of total runoff as shown in Figure 4.7A.
The sharp departure at Point A designates the arrival of direct runoff at the point
of measurement. The start of direct runoff can usually be determined from a visual
inspection of the hydrograph of total runoff.

Locating the end of the direct runoff is less straightforward, but we make use of
the fact that the recession limb of a hydrograph of total runoff represents the depletion
of water from different storages, as was mentioned in the previous section. When
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Figure 4.7 Observed hydrograph of total runoff: (A) Separation into direct runoff and groundwater runoff;
and (B) Recession limb of hydrograph of total runoff with groundwater depletion curve (straight
line)

120




surface and channel storage have been depleted, the depletion of the groundwater
system continues. Thus the recession limb of the hydrograph of total runoff will
eventually merge into the groundwater depletion curve. It is commonly assumed that
the depletion of a groundwater system can be described by an exponential function;
in other words, the groundwater depletion curve should produce a straight line when
plotted on semi-logarithmic paper. So, the point where the recession limb of the
hydrograph of total runoff merges into a straight line when plotted on semi-log paper,
designates the time when both surface and channel storage have been depleted and
direct runoff has come to an end (Point B in Figure 4.7B).

A simplified procedure to separate the direct runoff from the groundwater runoff
is to draw a straight line between Points A and B (Figure 4.7A). The shaded area
in Figure 4.7.A represents the total volume of direct runoff, which is the sum of
overland flow and interflow. The time interval (A) — (B) designates the duration of
direct runoff and is called the base length of the hydrograph of direct runoff.

4.4 The Curve Number Method

For drainage basins where no runoff has been measured, the Curve Number Method
can be used to estimate the depth of direct runoff from the rainfall depth, given an
index describing runoff response characteristics.

The Curve Number Method was originally developed by the Soil Conservation
Service (Soil Conservation Service 1964; 1972) for conditions prevailing in the United
States. Since then, it has been adapted to conditions in other parts of the world.
Although some regional research centres have developed additional criteria, the basic
concept is still widely used all over the world.

From here on, runoff means implicitly direct runoff.

441  Derivation of Empirical Relationships

When the data of accumulated rainfall and runoff for long-duration, high-intensity
rainfalls over small drainage basins are plotted, they show that runoff only starts after
some rainfall has accumulated, and that the curves asymptotically approach a straight
line with a 45-degree slope.

The Curve Number Method is based on these two phenomena. The initial
accumulation of rainfall represents interception, depression storage, and infiltration
before the start of runoff and is called initial abstraction. After runoff has started,
some of the additional rainfall is lost, mainly in the form of infiltration; this is called
actual retention. With increasing rainfall, the actual retention also increases up to
some maximum value: the potential maximum retention.

To describe these curves mathematically, SCS assumed that the ratio of actual
retention to potential maximum retention was equal to the ratio of actual runoff to
potential maximum runoff, the latter being rainfall minus initial abstraction. In
mathematical form, this empirical relationship is

F_ Q

S P-I

@.1)

a
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where

F = actual retention (mm)

S = potential maximum retention (mm)
Q = accumulated runoff depth (mm)

P = accumulated rainfall depth (mm)
I, = initial abstraction (mm)

Figure 4.8 shows the above relationship for certain values of the initial abstraction
and potential maximum retention. After runoff has started, all additional rainfall
becomes either runoff or actual retention (i.e. the actual retention is the difference
between rainfall minus initial abstraction and runoff).

F=P-1,—-Q 4.2)
Combining Equations 4.1 and 4.2 yields
_ (P-L)
“P-1,+ S (4.3)

To eliminate the need to estimate the two variables I, and S in Equation 4.3, a
regression analysis was made on the basis of recorded rainfall and runoff data from
small drainage basins. The data showed a large amount of scatter (Soil Conservation
Service 1972). The following average relationship was found

I,=028 (4.4)
Combining Equations 4.3 and 4.4 yields
_ (P-0.28) . ,
Q= PTr08S for P> 0.28 | (4.5

Figure 4.8 Accumulated runoff Q versus accumulated rainfall P according to the Curve Number Method
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Equation 4.5 is the rainfall-runoff relationship used in the Curve Number Method.
It allows the runoff depth to be estimated from rainfall depth, given the value of
the potential maximum retention S. This potential maximum retention mainly
represents infiltration occurring after runoff has started. This infiltration is
controlled by the rate of infiltration at the soil surface, or by the rate of transmission
in the soil profile, or by the water-storage capacity of the profile, whichever is the
limiting factor.

The potential maximum retention S has been converted to the Curve Number CN
in order to make the operations of interpolating, averaging, and weighting more nearly
linear. This relationship is

25400

As the potential maximum retention S can theoretically vary between zero and infinity,
Equation 4.6 shows that the Curve Number CN can range from one hundred to zero.

Figure 4.9 shows the graphical solution of Equation 4.5, indicating values of runoff
depth Q as a function of rainfall depth P for selected values of Curve Numbers. For
paved areas, for example, S will be zero and CN will be 100; all rainfall will become
runoff. For highly permeable, flat-lying soils, S will go to infinity and CN will be
zero; all rainfall will infiltrate and there will be no runoff. In drainage basins, the
reality will be somewhere in between.

0 V7

abstraction I,

T

0 5l

direct runoff
Q in mm

200

rate

300
rainfall P in mm

Figure 4.9 Graphical solution of Equation 4.5 showing runoff depth Q as a function of rainfall depth
P and curve number CN (after Soil Conservation Service 1972)
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Remarks

— The Curve Number Method was developed to be used with daily rainfall data
measured with non-recording rain gauges. The relationship therefore excludes time
as an explicit variable (i.e. rainfall intensity is not included in the estimate of runoff
depth);

— In the Curve Number Method as presented by Soil Conservation Service (1964;
1972), the initial abstraction I, was found to be 20% of the potential maximum
retention S. This value represents an average because the data plots showed a large
degree of scatter. Nevertheless, various authors (Aron et al. 1977, Fogel et al. 1980,
and Springer et al. 1980) have reported that the initial abstraction is less than 20%
of the potential maximum retention; percentages of 15, 10, and even lower have
been reported.

4.4.2  Factors Determining the Curve Number Value

The Curve Number is a dimensionless parameter indicating the runoff response
characteristic of a drainage basin. In the Curve Number Method, this parameter is
related to land use, land treatment, hydrological condition, hydrological soil group,
and antecedent soil moisture condition in the drainage basin.

Land Use or Cover

Land use represents the surface conditions in a drainage basin and is related to the

degree of cover. In the SCS method, the following categories are distinguished:

Fallow is the agricultural land use with the highest potential for runoff because

the land is kept bare;

— Row crops are field crops planted in rows far enough apart that most of the soil
surface is directly exposed to rainfall;

— Small grain is planted in rows close enough that the soil surface is not directly
exposed to rainfall;

— Close-seeded legumes or rotational meadow are either planted in close rows or
broadcasted. This kind of cover usually protects the soil throughout the year;

— Pasture range is native grassland used for grazing, whereas meadow is grassland
protected from grazing and generally mown for hay;

— Woodlands are usually small isolated groves of trees being raised for farm use.

Treatment or Practice in relation to Hydrological Condition

Land treatment applies mainly to agricultural land uses; it includes mechanical
practices such as contouring or terracing, and management practices such as rotation
of crops, grazing control, or burning.

Rotations are planned sequences of crops (row crops, small grain, and close-seeded
legumes or rotational meadow). Hydrologically, rotations range from poor to good.
Poor rotations are generally one-crop land uses (monoculture) or combinations of
row crops, small grains, and fallow. Good rotations generally contain close-seeded
legumes or grass.

For grazing control and burning (pasture range and woodlands), the hydrological
condition is classified as poor, fair, or good.
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Pasture range is classified as poor when heavily grazed and less than half the area
is covered; as fair when not heavily grazed and between one-half to three-quarters
of the area is covered; and as good when lightly grazed and more than three-quarters
of the area is covered. ‘

Woodlands are classified as poor when heavily grazed or regularly burned; as fair
when grazed but not burned; and as good when protected from grazing.

Hydrological Soil Group

Soil properties greatly influence the amount of runoff. In the SCS method, these

properties are represented by a hydrological parameter: the minimum rate of

infiltration obtained for a bare soil after prolonged wetting. The influence of both
the soil’s surface condition (infiltration rate) and its horizon (transmission rate) are
thereby included. This parameter, which indicates a soil’s runoff potential, is the
qualitative basis of the classification of all soils into four groups. The Hydrological

Soil Groups, as defined by the SCS soil scientists, are:

Group A: Soils having high infiltration rates even when thoroughly wetted and a
high rate of water transmission. Examples are deep, well to excessively
drained sands or gravels.

Group B:  Soils having moderate infiltration rates when thoroughly wetted and a
moderate rate of water transmission. Examples are moderately deep to
deep, moderately well to well drained soils with moderately fine to
moderately coarse textures.

Group C: Soils having low infiltration rates when thoroughly wetted and a low rate
of water transmission. Examples are soils with a layer that impedes the
downward movement of water or soils of moderately fine to fine texture.

Group D: Soils having very low infiltration rates when thoroughly wetted and a very
low rate of water transmission. Examples are clay soils with a high swelling
potential, soils with a permanently high watertable, soils with a clay pan
or clay layer at or near the surface, or shallow soils over nearly impervious
material.

Antecedent Moisture Condition

The soil moisture condition in the drainage basin before runoff occurs is another

important factor influencing the final CN value. In the Curve Number Method, the

soil moisture condition is classified in three Antecedent Moisture Condition (AMC)

Classes:

AMCI:  The soils in the drainage basin are practically dry (i.e. the soil moisture
content is at wilting point).

AMCII: Average condition.

AMCIII: The soils in the drainage basins are practically saturated from antecedent
rainfalls (i.e. the soil moisture content is at field capacity).

These classes are based on the 5-day antecedent rainfall (i.e. the accumulated total
rainfall preceding the runoff under consideration). In the original SCS method, a
distinction was made between the dormant and the growing season to allow for
differences in evapotranspiration.
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44.3  Estimating the Curve Number Value

To determine the appropriate CN value, various tables can be used. Firstly, there
are tables relating the value of CN to land use or cover, to treatment or practice,
to hydrological condition, and to hydrological soil group. Together, these four
categories are called the Hydrological Soil-Cover Complex. The relationship between
the CN value and the various Hydrological Soil-Cover Complexes is usually given
for average conditions, i.e. Antecedent Soil Moisture Condition Class II. Secondly,
there is a conversion table for the CN value when on the basis of 5-day antecedent
rainfall data the Antecedent Moisture Condition should be classified as either Class
I or Class III.

Hydrological Soil-Cover Complex

For American conditions, SCS related the value of CN to various Hydrological Soil-
Cover Complexes. Table 4.2 shows this relationship for average conditions (i.c.
Antecedent Moisture Condition Class II). In addition to Table 4.2, Soil Conservation
Service (1972) prepared similar tables for Puerto Rico, California, and Hawaii. Rawls
and Richardson (1983) prepared a table quantifying the effects of conservation tillage
on the value of the Curve Number. Jackson and Rawls (1981) presented a table of
Curve Numbers for a range of land-cover categories that could be identified from
satellite images.

All the above-mentioned tables to determine Curve Numbers have in common that
slope is not one of the parameters. The reason is that in the United States, cultivated
land in general has slopes of less than 5%, and this range does not influence the Curve
Number to any great extent. However, under East African conditions, for example,
the slopes vary much more. Five classes to qualify the slope were therefore introduced
(Sprenger 1978):

I < 1% “Flat

I 1- 5% Slightly sloping

III 5—10% Highly sloping

IV 10 — 20% Steep

\Y > 20% Very steep

The category land use or cover was adjusted to East African conditions and combined
with the hydrological condition. Table 4.3 shows the Curve Numbers for these
Hydrological Soil-Cover Complexes.

With the aid of tables such as Tables 4.2 and 4.3 and some experience, one can estimate

the Curve Number for a particular drainage basin. The procedure is as follows:

— Assign a hydrological soil group to each of the soil units found in the drainage
basin and prepare a hydrological soil-group map;

— Make a classification of land use, treatment, and hydrological conditions in the
drainage basin according to Table 4.2 or 4.3 and prepare a land-use map;

— Delineate the main soil-cover complexes by superimposing the land-use and the
soil-group maps;

— Calculate the weighted average CN value according to the areas they represent.
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Table 4.2 Curve Numbers for Hydrological Soil-Cover Complexes for Antecedent Moisture Condition
Class I1 and I, = 0.2 S (after Soil Conservation Service 1972)

~ Land use or cover

Treatment or practice Hydrological

Hydrological soil

condition group
A B C D
Fallow Straight row Poor 77 8 91 9%4
Row crops Straight row Poor 72 81 88 91
Straight row Good 67 78 85 &9
Contoured Poor 70 79 81 88
Contoured Good 65 75 82 86
Contoured/terraced Poor 66 74 80 82
Contoured/terraced Good 62 71 78 81
Small grain Straight row Poor 65 76 84 88
Straight row Good 63 75 83 87
Contoured Poor 63 74 82 85
Contoured Good 61 73 81 84
Contoured/terraced Poor 61 72 79 82
Contoured/terraced Good 59 70 78 81
Close-seeded legumes or  Straight row Poor 66 77. 8 89
rotational meadow Straight row Good 58 72 81 85
: Contoured Poor 64 75 83 85
Contoured Good 55 69 78 &3
Contoured/terraced Poor 63 73 80 83
Contoured/terraced Good 51 67 76 80
Pasture range Poor 68 79 86 89
Fair 49 69 79 84
Good 39 61 74 80
Contoured . Poor 47 67 81 88.
Contoured Fair 25 59 75 83
Contoured Good 6 35 70 79
Meadow (permanent) Good 30 58 71 78
Woodlands (farm Poor 45 66 77 83
woodlots) Fair 36 60 73 79
Good 25 55 70 77
Farmsteads 5 74 82 86
Roads, dirt 72 82 87 89
Roads, hard-surface 74 84 90 92
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Table 4.3 Curve Numbers for Hydrological Soil-Cover Complexes for Antecedent Moisture Condition
Class I and I, = 0.2 S (after Sprenger 1978)

Land use or cover Slopes Hydrological soil group
A B C D
Rice fields or mangroves or swamps I 0 0 3 5
II 0 5 8 10
111 5 10 13 15
v ‘ non-existent
\'% non-existent
Pasture or range in good hydrological ) 33 55 68 74
condition I 39 61 74 80
it 42 64 77 83
v 44 66 79 85
\" 45 67 80 86
Woods in poor hydrological condition I 39 60 71 77
II 45 66 77 83 .
111 49 70 81 87
v 52 73 84 90
A" 54 75 86 92
Pasture or range in poor hydrological ) 63 74 81 84
condition I 68 79 86 89
i 71 82 89 92
v 73 84 91 94
A" 74 85 92 95

Antecedent Moisture Condition Class

By using Tables 4.2 and 4.3, we obtain a weighted average CN value for a drainage
basin with average conditions (i.e. Antecedent Moisture Condition Class II). To
determine which AMC Class is the most appropriate for the drainage basin under
consideration, we have to use the original rainfall records. The design rainfall that
was selected in the frequency analysis usually lies between two historical rainfall events.
The average of the 5-day total historical rainfall preceding those two events determines

Table 4.4 Seasonal rainfall limits for AMC classes (after Soil Conservation Service 1972)

Antecedent Moisture 5-day antecedent rainfall (mm)
Condition Class .
Dormant season Growing season Average
1 2 3 4
I <13 < 36 <23
II 13 — 28 36 — 53 23 — 40
I > 28 > 53 > 40
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the AMC Class. Table 4.4 shows the corresponding rainfall limits for each of the three
AMC Classes. '

Columns 2 and 3 give the values as they are used under American conditions,
specified for two seasons. Column 4 gives the values under East African conditions;
they are the averages of the seasonal categories of Columns 2 and 3.

When, according to Table 4.4, the AMC Class is not Class II, the Curve Number
as determined from Tables 4.2 or 4.3 should be adjusted according to Table 4.5.

Remarks

Used as antecedent precipitation index in the original Curve Number Method is the
5-day antecedent rainfall. In the literature, other periods have been reported to be
more representative. Hope and Schulze (1982), for example, used a 15-day antecedent
period in an application of the SCS procedure in the humid east of South Africa,
and Schulze (1982) found a 30-day antecedent period to yield better simulations of
direct runoff in humid areas of the U.S.A., but a 5-day period to be applicable in
arid zones.

444  Estimating the Depth of the Direct Runoff

Once the final CN value has been determined, the direct runoff depth can be calculated.

Table 4.5 Conversion table for Curve Numbers (CN) from Antecedent Moisture Condition Class II to
AMC Class I or Class IIT (after Soil Conservation Service 1972)

CN CN CN CN CN CN
AMC II AMC 1 AMC III AMC I AMC I AMC I

100 100 100 58 38 76

98 94 © 99 56 36 75

96 89 99 54 34 73 '

94 85 98 52 32 71

92 81 97 50 31 70

90 78 96 48 29 68

88 75 95 46 27 66

86 72 94 44 25 64

84 68 93 42 24 62

82 66 92 40 22 60

80 63 91 38 21 58

78 60 90 36 19 56

76 58 89 34 18 54

74 55 88 32 16 52

72 53 86 30 15 50

70 51 85 25 12 43

68 48 84 20 9 37

66 . 46 82 15 6 30

64 44 81 10 4 22

62 492 79 5 2 13

60 40 78 0 0 0
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This can be done in two ways:

— Graphically, by using the design rainfall depth in Figure 4.9 and reading the
intercept with the final CN value;

— Numerically, by using Equation 4.6 to determine the potential maximum retention
S and substituting this S value and the design rainfall depth into Equation 4.5.

Flat Areas

In flat areas, the problem is to remove a certain depth of excess surface water within
an economically determined period of time. Applying the Curve Number Method for
different durations of design rainfall will yield corresponding depths of direct runoff.
These values in fact represent layers of stagnant water which are the basis for
determining the capacity of surface drainage systems. Example 4.1 shows such an
application of the Curve Number Method.

Example 4.1

Suppose we have an ungauged drainage basin of flat rangeland. The soils have a low
infiltration rate and a dense grass cover. As rainfall data, we shall use the intensity-
duration-frequency curves shown in Figure 4.3. For this basin, we would like to know
the depth of the direct runoff with a return period of 10 years for Antecedent Moisture
Condition Class II.

First, we estimate the CN value for this basin. The land use is given as rangeland
and the treatment practice is taken as contoured since the area is flat. Because of
the dense grass cover, we select the hydrological condition ‘good’. The infiltration
rate of the soils is described as low and we therefore select the Hydrological Soil Group
C. Using Table 4.2, we now find a CN value of 71 for AMC Class II. When we use
Table 4.3, we have to define the slope category. Since we have contoured rangeland,
we take slope category I. According to Table 4.3, the CN value is 68 for AMC Class
II. So, a CN value of 70 seems a realistic estimate. Using Equation 4.6, we obtain
for this value a potential maximum retention S of some 109 mm.

Next, we determine the appropriate rainfall data. From Figure 4.3, we can determine
the depth of design rainfall as a function of its duration for the given return period
of 10 years. This information is shown in Columns 1, 2, and 3 of Table 4.6.

We can now calculate the depth values of the direct runoff by substituting into
Equation 4.5 the above S value and the rainfall depth data in Column 3 of Table
4.6. The data in Column 4 of Table 4.6 show the results of these calculations. These
direct-runoff-depth data as a function of the duration of the design rainfall are the
basis on which to determine the capacity of surface drainage systems in flat areas
(as will be discussed in the Chapters 19 and 20).

Remarks
If we assume that the antecedent moisture condition in the drainage basin is not
characterized as Class II but as Class III, the CN value of 70 should be adjusted
according to Table 4.5. This yields an adjusted CN value of 85. The potential maximum
retention S then changes to some 45 mm.

The data in Column 5 of Table 4.6 show the corresponding direct-runoff-depth
data. From these data, it can be seen that changing the AMC Class from II to III
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Table 4.6 Values of rainfall depth and corresponding direct runoff depth as a function of rainfall duration
and AMC Class for a design return period of 10 years

Design rainfall Direct runoff
Duration Intensity Depth Depth Depth
(h) (mm/h) (mm) (mm) (mm)
AMC II AMC III
1 2 3 4 5
1 38 38 . 25 50
2 53 106 37 66
3 39 117 44 76
4 32 128 52 86
5 27 _ 135 . 58 93
24 8.7 209 118 163
48 5.6 269 172 222
72 4.6 331 229 283

will result in direct-runoff-depth-data which are up to 100% greater. This illustrates
the importance of selecting the appropriate AMC Class. The depth of direct runoff
changes greatly when the CN value is adjusted to either AMC Class I or III. This
is due to the discrete nature of the AMC Classes. Hawkins (1978) developed an
alternative method to adjust the CN value on the basis of a simplified moisture-
accounting procedure; the advantage of this method is that no sudden jumps in CN
value are encountered.

Sloping Areas

In sloping areas, the problem is to accommodate the peak runoff rate at certain
locations in the drainage basin. This peak runoff rate will determine the required cross-
sections of main drainage canals, culverts, bridges, etc. Applying the Curve Number
Method is now a first step in the calculation procedure. It gives only the depth of
‘potential’ direct runoff, but not how this direct runoff, following the topography and
the natural drainage system, will produce peak runoff rates at certain locations.
Example 4.2 shows an application of the Curve Number Method in such a situation.

Example 4.2

Suppose we have an ungauged drainage basin of highly sloping pasture land. The
soils have a high infiltration rate and the hydrological condition can be characterized
as poor because of heavy grazing. From Tables 4.2 and 4.3, we find a CN value of
68 and 71, respectively. So, again a CN value of 70 seems a realistic estimate.

Suppose we select from Table 4.6 a design rainfall with a duration of 3 hours. In
the next section, it will be shown that, to apply the Unit Hydrograph Method, it is
often necessary to split up the rainfall duration into a number of consecutive ‘unit
storm periods’. Suppose this unit storm period is calculated as 30 minutes. For each
of these periods, the depths of direct runoff are then required for AMC Class II. The
procedure to do this will now be explained.
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Table 4.7 Values of rainfall depth and corresponding depth of direct runoff for a rainfall of 117 mm and
a duration of 3 hours for a design return period of 10 years

Duration Rainfall Direct runoff Half-hour Direct runoff
(accumulated) (accumulated) period depth
(h) (mm) (mm) C (mm)
1 2 3 4 5
0.0 0.0 0.0
0.5 19.5 0.0 ! 0.0
1.0 39.0 2.4 2 24
1.5 58.5 9.3 3 6.9
2.0 78.0 19.2 4 9.9
2.5 975 311 > 119
3.0 117.0 44 4 6 133

If no information is available on how the amount of design rainfall (117 mm) is
distributed over the 3-hour period, the usual assumption is that the intensity will be
uniformly distributed. This gives a rainfall intensity of 39 mm/h. Columns 1 and 2
of Table 4.7 give the accumulated rainfall amounts for 6 consecutive half-hour periods.
We can now calculate the depth values of direct runoff by substituting into Equation
4.5 the S value of 109 mm and the rainfall-depth data in Column 2 of Table 4.7. The data
in Column 3 of Table 4.7 represent the accumulated direct-runoff-depth data. The direct
runoff depth per half hour period can now be calculated (Columns 4 and 5 in Table 4.7).

rainfall intensity
39 mm/h

intensity
in mm/h
40-

runoff Q

20 initial
abstraction I,

10—~

) I !
11/2 2 212 3
—————— 3= timein h

Figure 4.10 Graphical representation of the design rainfall and corresponding runoff for a selected duration
of 3 hours
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Figure 4.10 shows these results graphically by presenting the values of rainfall and
runoff as intensities instead of depths. It can be seen from Figure 4.10 that the duration
of direct runoffis shorter than the rainfall duration; the lower the CN value, the shorter
the direct runoff duration will be with respect to the rainfall duration. Figure 4.10
can be compared with the inset of Figure 4.9; both were constructed in an identical
manner, but the inset shows a historical rainfall with varying intensities within its
duration.

So, by applying the above procedure, we can specify the direct runoff for a succession
of arbitrarily chosen periods within the selected duration of the design rainfall. These
data are the basis on which to determine the peak runoff rate in sloping areas, as
will be discussed in the next sections.

4.5 Estimating the Time Distribution of the Direct Runoff Rate

To estimate the time distribution of the direct runoff rate at a specific location in
the drainage basin, we apply the Unit Hydrograph Method. For drainage basins where
no runoff has been measured, the Method is based on a parametric unit hydrograph
shape.

The concept of the unit hydrograph has been the subject of many papers. Unit
hydrograph procedures have been developed, from graphical representations such as
those presented by Sherman (1932), to generalized mathematical expressions. In the
following, we shall explain the Unit Hydrograph Method on the basis of Sherman’s
approach.

The direct runoff discussed in the previous section as representing a depth uniformly
distributed over the drainage basin is renamed ‘excess rainfall’ to differentiate it from
the direct runoff rate that will pass a certain point in the drainage basin, which is
the subject of this section.

4.5.1 Unit Hydrograph Theory

Since the physical characteristics of a basin (shape, size, slope, etc.) remain relatively
constant, one can expect considerable similarity in the shape of hydrographs resulting
from similar high-intensity rainfalls. This is the essence of the Sherman theory.

Sherman first introduced the unit hydrograph as the hydrograph of direct runoff
resulting from 1 mm of excess rainfall generated uniformly over the basin area at
a uniform rate. By comparing unit hydrographs of drainage basins with similar
physical characteristics, he found that the shape of these unit hydrographs was still
not similar due to differences in the duration of the excess rainfall of 1 mm.

Sherman next introduced a specified period of time for the excess rainfall and called
it the ‘unit storm period’. He found that for every drainage basin there is a certain
unit storm period for which the shape of the hydrograph is not significantly affected
by changes in the time distribution of the excess rainfall over this unit storm period.

This means that equal depths of excess rainfall with different time-intensity patterns
produce hydrographs of direct runoff which are the same when the duration of this
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excess rainfall is equal to or shorter than the unit storm period. So, assuming a

uniformly distributed time-intensity for the excess rainfall will not affect the shape

of the hydrograph of direct runoff. This implies that any time-intensity pattern of
excess rainfall can be represented by a succession of unit storm periods, each of which
has a uniform intensity.

This unit storm period varies with characteristics of the drainage basin; in general,
it can be taken as one-fourth of the time to peak (i.e. from the beginning to the peak
of the hydrograph of direct runoft).

Sherman, after analyzing a great number of time-intensity graphs (hyetographs)
of excess rainfall with a duration equal to or smaller than the unit storm period,
concluded that the resulting hydrographs for a particular drainage basin closely fit
the following properties:

— The base length of the hydrograph of direct runoff is essentially constant, regardless
of the total depth of excess rainfall;

— If two high-intensity rainfalls produce different depths of excess rainfall, the rates
of direct runoff at corresponding times after the beginning of each rainfall are in
the same proportion to each other as the total depths of excess rainfall;

— The time distribution of direct runoff from a given excess rainfall is independent
of concurrent runoff from antecedent periods of excess rainfall.

The principle involved in the first and second of these statements is known as the
principle of proportionality, by which the ordinates of the hydrograph of direct runoff
are proportional to the depth of excess rainfall. The third statement implies that the
hydrograph of direct runoff from a drainage basin due to a given pattern of excess
rainfall at whatever time it may occur, is invariable. This is known as the principle
of time invariance.

These fundamental principles of proportionality and time invariance make the unit
hydrograph an extremely flexible too! for developing composite hydrographs. The
total hydrograph of direct runoff resulting from any pattern of excess rainfall can
be built up by superimposing the unit hydrographs resulting from the separate depths
of excess rainfall occurring in successive unit time periods. In this way, a unit
hydrograph for a relatively short duration of excess rainfall can be used to develop
composite hydrographs for high-intensity rainfalls of longer duration. Figure 4.11
shows the above principles graphically.

Suppose that the excess rainfall period can be schematized by three successive unit

storm periods with, respectively, 1, 3, and 1.5 mm excess rainfall. Applying the

principles of proportionality and time invariance results in three separate hydrographs

for each of the amounts of excess rainfall in the individual unit storm periods, as

follows:

— The first hydrograph is identical to the unit hydrograph, because the depth of excess
rainfall during this period is 1 mm;

— The second hydrograph has ordinates that are three times as high as those of the
unit hydrograph and starts one unit storm period later than the first hydrograph;

— The third hydrograph has ordinates that are one-and-a-half times as high as those
of the unit hydrograph and starts two unit storm periods later than the first
hydrograph. '
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Figure 4.11 Graphical representation of the principles of proportionality, time invariance, and
superposition: (A) Time intensity pattern excess rainfall (EP); (B) Hydrograph of runoff due
to first unit storm period; (C) Hydrograph of runoff due to second unit storm period; (D)
Hydrograph of runoff due to third unit storm period; and (E) Composite hydrograph of runoff
due to the succession of the three unit storm periods

Applying the principle of superposition results in one composite hydrograph of direct runoff
for the total excess rainfall period of three successive unit storm periods. Graphically, this
is done by adding the ordinates of the three separate hydrographs at corresponding times.
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So, if we know the shape of the unit hydrograph, we can convert any historical or
statistical rainfall into a composite hydrograph of direct runoff by using the Curve
Number Method to calculate the excess rainfall depths and the Unit Hydrograph
Method to calculate the direct runoff rates as a function of time.

45.2  Parametric Unit Hydrograph

Numerous procedures to construct a unit hydrograph for ungauged basins have
been developed. In general, these procedures relate physical characteristics
(parameters) of a drainage basin to geometric aspects of the unit hydrograph. Most
attempts to derive these relationships were aimed at determining time to peak,
peak flow, and base length of the unit hydrograph. Here, we present only one of
these procedures.

The dimensionless unit hydrograph used by the Soil Conservation Service (1972)
was developed by Mockus (1957). It was derived from a large number of natural unit
hydrographs from drainage basins varying widely in size and geographical locations.
The shape of this dimensionless unit hydrograph predetermines the time distribution
of the runoff; time is expressed in units of time to peak T,, and runoff rates are
expressed in units of peak runoff rate q,. Table 4.8 shows these time and runoff ratios
numerically and Figure 4.12 (solid line) shows them graphically.

To change this dimensionless unit hydrograph into a dimensional unit hydrograph,
we have to know both the time to peak T, and the peak runoff rate g, of the basin.
To reduce this two-parameter problem to a one-parameter problem, Mockus (1957)
used an equivalent triangular unit hydrograph with the same units of time and runoff
as the curvilinear unit hydrograph. Figure 4.12 shows these two hydrographs; both
have in common that they have identical peak runoff rates and times to peak. Since
the area under the rising limb of the curvilinear unit hydrograph represents 37.5 per
cent of the total area, the time base Ty, of the triangular unit hydrograph equals 1/0.375
= 2.67 in order to have also the same total areas under both hydrographs, representing
1 mm of excess rainfall.

Using the equation of the area of a triangle and expressing the volumes in m?, we
obtain for the dimensional triangular unit hydrograph

10A x 10°Q = 1/2(3600 x q,) x 2.67T, 4.7)

Table 4.8 Dimensionless time and runoff ratios of the SCS parametric unit hydrograph (after Soil
Conservation Service 1972)

T, q,/9, ) VT, q,/4q, /T, q,/9,

0 0 1.75 0.45 3.50 0.036
0.25 0.12 2.00 0.32 3.75 0.026
0.50 0.43 2.25 0.22 4.00 0.018
0.75 0.83 2.50 0.15 4.25 0.012
1.00 1.00 2.75 0.105 4.50 0.009
1.25 0.88 ‘ 3.00 0.075 4.75 0.006
1.50 0.66 3.25 0.053 5.00 0.004
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Figure 4.12 Dimensionless curvelinear unit hydrographs (solid line) and equivalent triangular unit
hydrograph (dashed line) (after Soil Conservation Service 1972)

where
A = area of drainage basin (km?)
Q = excess rainfall (mm)
g, = peak runoff rate unit hydrograph (m?/s)
T, = time to peak runoff unit hydrograph (h)

Rearranging Equation 4.7 and making g, explicit yields

q, = 0.208 ATQ (4.8)

p
In Equation 4.8, the only unknown parameter is time to peak T, This can be estimated
in terms of time of concentration T..
The time of concentration is defined as the time for runoff to travel from the
hydraulically most distant point in the drainage basin to the outlet or point of interest;

it is also defined as the distance between the end of excess rainfall and the inflection
point in the recession limb of the dimensionless curvilinear unit hydrograph. Figure
4.12 shows that the inflection point lies at a distance of approximately 1.7 times T,
Taking the duration of the excess rainfall equal to 0.25 times T, (unit storm period)
gives the following relationship

T,=0.7T, (4.9)

For small drainage basins of less than 15 km?, the time to peak is regarded as being
equal to the time of concentration. This relationship is based on another empirical
method, the Rational Method (Chow 1964).

Quite a number of formulas exist for deriving T, from the physical characteristics
of a drainage basin. One of these empirical formulas is given by Kirpich (1940)

T, = 0.02 L°77 §035 (4.10)
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where

time of concentration (min)

maximum length of travel (m)

slope, equal to H/L where H is the difference in elevation between the
most remote point in the basin and the outlet

v
I

The parameters to estimate the time of concentration can be derived from a
topographic map. So, by estimating T,, we can calculate the time to peak T, and
consequently the peak runoff rate q,. Thus, a dimensional unit hydrograph for a
particular basin can be derived from the dimensionless curvilinear unit hydrograph.
Example 4.3 shows the calculation procedure.

Example 4.3
Suppose a drainage basin has the shape of a pear. The maximum length of travel
in it is about 7600 m and the elevation difference is 25 m. Its area is 2590 ha. For
this basin, we would like to know the unit hydrograph.

First, we calculate the time of concentration. Substituting L = 7600 m and
H = 25 minto Equation 4.10 gives

T, = 0.02 (7600)°77 (25/7600)%3> = 176 min = 2.9h
Substituting this value of T into Equation 4.9 gives
T,=07x%x29=20h
Substituting A = 25.9 km?, Q = 1 mm, and T, = 2.0 hiinto Equation 4.8 gives

259 x 1

= 2.7m’/s
So the peak runoff rate is 2.7 m®/s for an excess rainfall of | mm.
Next, we convert the SCS dimensionless curvelinear unit hydrograph into a

dimensional unit hydrograph for this basin. Substituting the above values of T, and
g, into Table 4.8 gives the runoff rates of this unit hydrograph. Table 4.9 shows these

rates.

Table 4.9 shows that the unit hydrograph for this drainage basin has a time base of

Table 4.9 Dimensional time and runoff of the unit hydrograph

t q t q, St Q

(h) (m3/s) ) (m3/s) ) @m3/s)

0 0 3.5 1.22 7.0 " 0.10

0.5 0.32 4.0 0.86 7.5 0.07

1.0 1.16 4.5 0.59 8.0 0.05 -
1.5 2.24 5.0 0.41 8.5 0.03

2.0 2.7 5.5 0.28 9.0 0.02

2.5 2.38 6.0 0.20 9.5 0.02

3.0 1.78 6.5 0.14 10.0 0.01
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approximately 10 hours, a time to peak of 2 hours and a peak runoff rate of 2.7
m’/s.

45.3  Estimating Peak Runoff Rates

To obtain the hydrograph of direct runoff for a design storm, we can use the SCS
dimensionless unit hydrograph in the same way as the unit hydrograph of Sherman
(by the principle of superposition). Example 4.4 explains the calculation procedure.

Example 4.4

In this example, we want to know the peak runoff rate for a design rainfall with a
return period of 10 years and a duration of 3 hours. We shall use the information
obtained in the previous three examples.

In Example 4.3, we found the unit hydrograph for that basin by using the dimension-
less curvelinear unit hydrograph. Since its time to peak is 2 hours, the unit storm
period of the excess rainfall should be equal to or less than one-fourth of the time
to peak. Suppose we make it equal to half an hour. We then split up the design rainfall
duration of 3 hours into six consecutive unit storm periods.

In Example 4.2, we already calculated the depth of direct runoff (= excess rainfall)
for each of the six half-hour periods. So we can use the data directly.

By applying the principles of Sherman’s Unit Hydrograph Method, we can now
calculate the composite hydrograph of direct runoff for the time-intensity pattern of
excess rainfall shown in Figure 4.10. This procedure is shown numerically in Table
4.10. The composite hydrograph is plotted in Figure 4.13. As can be seen, the peak
runoff rate is approximately 101 m?/s and will occur 4 hours after the start of the
design rainfall.

It should be noted that the relationships formulated for the unit hydrograph are
not applicable for the composite hydrograph of direct runoff. Its time to peak will
always be greater than the time to peak of the unit hydrograph. Another feature is
that the-total duration of excess rainfall that produces the composite hydrograph of
direct runoff will always be greater than one-fourth of its time to peak.

In Example 4.1, we selected from the depth-intensity curves a design rainfall with
a return period of 10 years. The total amount of this design rainfall is related to its
duration as was shown in Table 4.6. This implies that the above calculation procedures
should be repeated for various durations. Table 4.11 shows the results of these
calculations. Only one combination of duration and amount of design rainfall will
give the highest peak runoff rate for the basin.

Table 4.11 shows that the peak runoff rates increase with increasing duration of
the design rainfall, up to a duration of 4 hours; this duration produces the highest
peak runoff rate. For durations longer than 4 hours, the peak runoff rate will start
to decrease and will continue to decrease. This phenomenon of first increasing peak
runoff rates reaching a highest peak runoff rate followed by decreasing peak runoff
rates will occur in all basins, but the duration that will produce the highest peak runoff
rate cannot be determined beforehand. This implies that the above calculation
procedure should be repeated for design rainfalls of increasing duration. Once the
peak runoff rates start to decrease, one can stop the calculations.
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Table 4.10 Contribution of individual hydrographs for the six consecutive unit storm periods of half an
hour, yielding the total composite hydrograph of direct runoff’

Unit storm period 1 2 3 4 5 6
Excess rainfall (mm) 0 2.4 6.9 99 11.9 133
Time Unit Hydrographs of unit storm period Composite
hydrograph hydrograph

(h) (m3 /s) 1 2 3 4 5 6 (m3 /S)p
0 0 0 0
0.5 0.32 0 0 0
1.0 1.16 0 0.8 0 1
1.5 2.24 0 2.8 2.2 0 5
2.0 2.70 0 5.4 8.0 32 0 17
25 2.38 0 6.5 155 11.5 3.8 0 37
3.0 1.78 0 57 186 222 1338 4.3 65
3.5 1.22 0 43 164 267 267 154 90
4.0 0.86 0 29 123 236 3211 298 101
4.5 0.59 0 2.1 84 176 283 359 92
5.0 0.41 0 1.4 59 121 212 317 72
55 0.28 0 1.0 4.1 8.5 145 237 52
6.0 0.20 0 0.7 2.8 58 102 16.2 36
6.5 0.14 0 0.5 1.9 4.1 7.0 11.4 25
7.0 0.10 0 0.3 1.4 2.8 4.9 7.8 17
7.5 0.07 0 0.2 1.0 2.0 33 5.5 12
8.0 0.05 0 0.2 0.7 1.4 2.4 3.7 8
8.5 0.03 0 0.1 0.5 1.0 1.7 2.7 6
9.0 0.02 0 0.1 0.3 0.7 1.2 1.9 4
9.5 0.02 0 0.0 02 0.5 0.8 1.3 3

10.0 0.01 0 0.0 041 0.3 0.6 0.9 2

10.5 00 01 0.2 0.4 0.7 1

11.0 0.1 0.2 0.2 0.4 1

11.5 0.1 0.2 0.3 1

12.0 0.1 0.3 0

12.5 0.1 0

Table 4.11 Peak runoff rates of the composite hydrograph of direct runoff for different durations of the
design rainfall with a return period of 10 years

Design rainfall Peak runoff rate
Duration Depth
() (mm) (m’/s)
1 88 66
2 106 93
3 117 ’ 101
4 128 108
5 135 ' 106
24 209 53
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Figure 4.13 Time-intensity pattern of excess rainfall and corresponding composite hydrograph of direct
runoff for a return period of 10 years

4.6 Summary of the Calculation Procedure

The calculation procedure discussed in the previous sections is based on the situation
where no runoff records are available and a design peak runoff rate has to be estimated
from rainfall-runoff relations. This calculation procedure can be summarized in the
following steps:

1 Select a design frequency. The process of selecting such a frequency (or return
period) is not discussed in this chapter; it involves a decision that is fundamental
to the designer’s intention and to the criteria for the satisfactory performance and
safety of the works under consideration. In drainage works, the design return
period usually ranges from 5 to 25 years.

2 From depth-duration-frequency curves or intensity-duration-frequency curves
available for rainfall data and representative for the drainage basin under
consideration, select the curve with the frequency that corresponds to the design
return period selected in Step 1.

3 From the curve selected in Step 2, read the total depths or intensities of rainfall
for various durations. Convert intensity data, if available, to depth data. Steps
2 and 3 are illustrated in Example 4.1 of Section 4.4.4. Select one duration with
a corresponding total depth of rainfall; this is called the design rainfall.

4 Calculate the time to peak of the unit hydrograph for the drainage basin under
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consideration, using empirical relationships as were formulated in Equations 4.9
and 4.10. Step 4 is illustrated in Example 4.3 of Section 4.5.2.

5 Split up the duration of design rainfall as selected in Step 3 into a number of
consecutive unit storm periods. This unit storm period should be equal to or less
than one-fourth of the time to peak as calculated in Step 4.

6 Determine the Curve Number value for the drainage basin under consideration,
using Tables 4.2 and/or 4.3. Adjust this CN value, if necessary according to AMC
Class I or III, using Tables 4.4 and 4.5. Step 6 is illustrated in Example 4.1 of
Section 4.4.4.

7 Calculate the depths of excess rainfall (= direct runoff), using the Curve Number
Method for design rainfall depths of accumulated unit storm periods as determined
in Step 5 and the CN value as determined in Step 6. For each of the successive
unit storm periods, calculate the contribution of excess rainfall depth. Steps 5,
6, and 7 are illustrated in Example 4.2 of Section 4.4.4.

8 Calculate the peak runoff rate of the unit hydrograph for the drainage basin under
consideration, using the empirical relationship as was formulated in Equation 4.8.

9 Calculate the ordinates of the dimensional unit hydrograph, using the dimension-
less ratios as given in Table 4.8, and time to peak and peak runoff rate values
as calculated in Steps 4 and 8, respectively. Steps 8 and 9 are illustrated in Example
4.3 of Section 4.5.2.

10 Calculate the ordinates of the individual hydrographs of direct runoff for each
of the unit storm periods, using the ordinates of the unit hydrograph as calculated
in Step 9 and the corresponding excess rainfall depths as calculated in Step 7.

11 Calculate the ordinates of the total composite hydrograph of direct runoff by
adding the ordinates of the individual hydrographs of direct runoff as calculated
in Step 10. The ordinates of these individual hydrographs are lagged in time one
unit storm period with respect to each other.

12 Determine the highest value from the ordinates of the total composite hydrograph
as calculated in Step 11. This represents the peak runoff rate for a design rainfall
with a duration as selected in Step 3.

13 Select durations of design rainfall different from the initial one as selected in Step
3 and read the corresponding total depths of rainfall as determined in Step 3.
Repeat Steps 4 to 12. This will yield a set of peak runoff rates. The highest value
represents the design peak runoff rate for the drainage basin under consideration.
Steps 10 to 13 are illustrated in Example 4.4 of Section 4.5.3.

Remark

The contribution of groundwater runoff is not included in this procedure to estimate
the design peak runoff rate. Because the calculation procedure is based on the
assumption that no runoff has been measured, this groundwater runoff cannot be
determined. '

4.7 Concluding Remarks

The availability of depth-duration-frequency or intensity-duration frequency curves
as mentioned in Step 2 of the calculation procedure is essential for small drainage
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basins. High-intensity rainfalls of short duration (i.e. a few hours) will then produce
the highest peak runoff rates. For drainage basins of less than 1300 km?, hourly rainfall
data are required. It should be noted that this maximum size should be treated as
an indication, not as an absolute value.

The above also implies that applying the calculation procedure only on the basis
of daily rainfall frequency data will consistently underestimate the peak runoff rate,
unless the size of the drainage basin is large. Large in this respect means at least 2500
km?,

The reliability of the estimate of the design peak runoff rate depends largely on
a proper estimate of the final CN value and the time to peak of the dimensional unit
hydrograph.

With regard to the CN value, it can be stated that both its determination from
the characteristics of a drainage basin and the selection of the proper Antecedent
Moisture Condition Class are crucial. Errors in the latter can result in peak runoff
rates up to 100% in error.

With regard to the time to peak of the dimensional unit hydrograph, it can be stated
that it is derived from the time of concentration. Because the use of different formulas
for deriving the time of concentration results in a wide range of values, and because
the relationship between time of concentration and time to peak also varies, the design
peak runoff rate with respect to an incorrect value of the time to peak of the unit
hydrograph can be more than 100% in error.

The calculation procedure presented will therefore gain substantially in reliability
when the above two parameters can be determined from field observations. One should
therefore measure at least one, but preferably more flood hydrographs with concurrent
rainfall in the drainage basin.

The procedure to determine the CN value for each observed flood hydrograph can
be summarized as follows. By hydrograph separation, the area under the thus derived
hydrograph of direct runoff can be calculated. This area represents the volume of
direct runoff and can be converted to a depth value by dividing it by the area of the
drainage basin. Substituting this latter value and the observed concurrent rainfall into
the Curve Number equation will yield the potential maximum retention and finally
the corresponding Curve Number.

The procedure to determine the time to peak of the unit hydrograph and, with that,
its actual shape involves an inverse application of the unit hydrograph theory. Anyone
wanting more information on this subject is referred to the literature (Chow et al 1988).
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5 Evapotranspiration
R.A. Feddes! and K.J. Lenselink?

5.1 Introduction

Evapotranspiration is important as a term in the hydrological cycle, e.g. in soil water
and groundwater balances (Chapter 16), and in salinization (Chapter 15). In land
drainage engineering, we therefore need to devote proper attention to its
determination, particularly in arid and semi-arid areas. This applies not only to the
various surveys and investigations that precede a drainage design, but also to the
subsequent monitoring of the effects of drainage measures on parameters like
watertable depth, soil salinity, and, ultimately, on crop yield.

In addition, agriculturists want to have information on the effects of a water supply
on crop production. As there is often a direct relation between the ratio of actual
to potential evapotranspiration and actual to potential crop yield, agriculturists want
to know the specific water requirements of a crop, and whether these requirements
are being met under the prevailing environmental conditions. Regular estimates of
evapotranspiration may reveal water shortages and/or waterlogging, which can then
lead to technical measures to improve irrigation and drainage, and, again ultimately,
to an increase in crop yields.

This chapter, after explaining some basic concepts (in Section 5.2), provides brief
information on how to measure actual evapotranspiration in the field and on how
to estimate the evaporative demand of the atmosphere. Actual evapotranspiration
can be measured with the soil water balance approach, or with micro-meteorological
methods. These will be briefly discussed in Section 5.3. Actual evapotranspiration
can also be estimated with computer models or remote-sensing techniques (Section
5.6.4).

A few empirical, temperature-based methods for estimating potential evapo-
transpiration are briefly discussed (Section 5.4). The theory of Penman’s open water
evaporation is treated fairly extensively in Section 5.5. This is followed by the recently
accepted Penman-Monteith method of estimating the potential evapotranspiration
from cropped surfaces, distinguishing between wet and dry crops, between full and
partial soil cover, and between full and limited water supply (Section 5.6). How the
preceding theory is applied in practice is explained in Section 5.7, with the use of a
reference evapotranspiration and crop coefficients.

5.2 Concepts and Developments

In the past, many empirical equations have been derived to calculate potential evapo-
transpiration (i.e. evapotranspiration from cropped soils with an optimum water

! Agricultural University, Wageningen
2 International Institute for Land Reclamation and Improvement
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supply). Only two of these methods will be described: one based on air temperature
and day length (Blaney and Criddle 1950), and another based on air temperature and
solar radiation (Turc 1954; Jensen and Haise 1963).

These empirical correlation methods are often only valid for the local conditions
under which they were derived; they are hardly transferable to other areas. Nowadays,
therefore, the focus is mainly on physically-based approaches, which have a wider
applicability.

For the process of evapotranspiration, three basic physical requirements in the soil-
plant-atmosphere continuum must be met. There must be: :

A: A continuous supply of water;

B: Energy available to change liquid water into vapour;

C: A vapour gradient to maintain a flux from the evaporating surface to the
atmosphere.

The various methods of determining evapotranspiration are based on one or more

of these requirements. For example, the soil water balance approach is based on A,

the energy balance approach on B, and the combination method (energy balance plus

heat and mass transfer) on parts of Band C.

Penman (1948) was the first to introduce the combination method. He estimated
the evaporation from an open water surface, and then used that as a reference
evaporation. Multiplied by a crop factor, this provided an estimate of the potential
evapotranspiration from a cropped surface.

The combination method requires measured climatic data on temperature,
humidity, solar radiation, and wind speed. Because even this combination method
contains a number of empirical relationships, numerous modifications to adjust it
to local conditions have been proposed by a host of researchers.

Analyzing a range of lysimeter data worldwide, Doorenbos and Pruitt (1977)
proposed the FAO Modified Penman method, which has found worldwide application
inirrigation and drainage projects. These authors adopted the same two-step approach
as Penman to estimate crop water requirements (i.e. estimating a reference evapo-
transpiration, selecting crop coefficients per crop and per growth stage, and then
multiplying the two to find the crop water requirements). They replaced Penman’s
open water evaporation by the evapotranspiration from a reference crop. The
reference crop of Doorenbos and Pruitt was defined as ‘an extended surface of an
8 to 15 cm tall green grass cover of uniform height, actively growing, completely
shading the ground, and not short of water’. There was evidence, however, that the
method sometimes over-predicted the crop water requirements.

Using similar physics as Penman did, Monteith (1965) derived an equation that
describes the transpiration from a dry, extensive, horizontally-uniform vegetated
surface, which is optimally supplied with water. In international literature, this
equation is known as the Penman-Monteith equation. In The Netherlands, the name
of Rijtema has been added, because this author independently derived a similar
formula (Rijtema 1965).

Recent comparative studies (e.g. those by Jensen et al. 1990, who analyzed various
methods of estimating potential evapotranspiration) have shown the convincing
performance of the Penman-Monteith approach under varying climatic conditions,
thereby confirming the resuits of many individual studies reported over the past years.

An expert consultation on procedures to revise the prediction of crop water
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Table 5.1 Meteorological and crop input data that are required for the various computation methods of
potential evapotranspiration

Method Rainfall Air Solar Relative Wind  Aero- Basic
tempera- radiation humidity  speed dynamic canopy
ture resistance  resistance

Blaney and Criddle (1950)

Jensen and Haise (1963)

Turc (1954) +
Penman (1948)

Penman-Monteith (1965)

+ + +
+ + + +

+ 4+ 4+ + +
+ 4+ + +

requirements was held in Rome (Smith 1990). There, it was agreed to recommend
the Penman-Monteith approach as the currently best-performing combination
equation. Potential and actual evapotranspiration estimates would, in principle, be
possible with the Penman-Monteith equation, through the introduction of canopy
and air resistances to water vapour diffusion.

This direct, or one-step, approach is increasingly being followed nowadays,
especially in research environments. Nevertheless, since accepted canopy and air
resistances may not yet be available for many crops, a two-step approach is still
recommended under field conditions.

The reference crop evapotranspiration in the Penman-Monteith approach is defined
as ‘the evapotranspiration from a hypothetical crop fully covering the ground, and
not short of water, with an assumed crop height of 12 cm, a fixed canopy resistance
(70 s/m), and a canopy reflection coefficient of 0.23’. Details of the various parameters
to be used in estimating this new reference evapotranspiration were worked out during
the Rome meeting and are presented in Section 5.7.2.

The method selected to estimate potential evapotranspiration often depends on
what meteorological data are available; the empirical approaches need fewer data than
the physically-based methods. Table 5.1 indicates the meteorological input data that
are needed for the computation methods discussed in this chapter.

5.3 Measuring Evapotranspiration
5.3.1 The Soil Water Balance Method

Both potential and actual evapotranspiration can be measured with the soil water
balance method. The water balance of the soil accounts for the incoming and outgoing
fluxes of a soil compartment. This compartment can be one-dimensional (e.g. the
rootzone, or the soil profile to a greater depth). The soil water balance equation over
a certain period (e.g. 7-10 days) can then be written as the change in water storage,
AW. Defining AW as ‘In — Out’, we obtain, for a certain period of time

AW=14+P—-P,+ G-R—ET (5.1)
where

I = irrigation (mm)

P = precipitation (mm)
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intercepted precipitation (mm)
upward flow through the bottom (mm)
= percolation through the bottom (mm)
evapotranspiration (mm)
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Re-arranging Equation 5.1 yields
ET=1+P-P,+G—-—R—-AW (5.2)

Because the soil water distribution over the profile is usually not uniform, AW in
Equation 5.2 can be written as

AW = T A6,D, ' (5.3)
i=t
where
n = number of soil layers (-)
A0, = change in volumetric soil water content of layeri (—)
D; = depth of the i-th soil layer (mm)

It is obvious that all errors in estimating the terms of Equation 5.2 will be reflected
in the estimate of ET.

The problem with Equation 5.2 is that it is difficult to evaluate the quantity G —
R properly. If there is no groundwater within reach of the bottom of the profile, this
flow practically equals percolation, R. If a watertable influences the moisture
conditions in the rootzone, however, capillary rise must also be considered.

For a proper evaluation of G — R (and the other terms of the water balance), one
needs a lysimeter (Aboukhaled et al. 1982). A lysimeter is an isolated undisturbed
column of soil, with or without a crop, in which one or more terms of the water balance
can be assessed (Figure 5.1). There are two kinds of lysimeters: weighable and non-
weighable. With a weighable lysimeter, AW can simply be determined by weighing.
A reliable measurement of ET can only be obtained if the soil moisture conditions
in the lysimeter are the same as those in the field. These conditions can be satisfied
if the lysimeter is provided with a drainage system and a system to maintain the water
potential of the soil at the bottom of the lysimeter at the same level as the water
potential in the adjacent field.

In addition to the soil water balance method, there are various micro-meteorological
methods to measure ET over periods of short duration. They are based on relationships
concerning the energy balance, mass transfer, eddy correlation, or a combination of
these. For an overview, see ¢.g. Jensen et al. (1990).

5.3.2 Estimating Interception

The amount of water that can adhere to the surface of the leaves of a crop depends
on factors like intensity, amount and distribution of precipitation, evaporation flux,
and the shape, stand, size, and nature of the leaves.

The amount of water intercepted by a crop can be measured by covering the ground
below and around a number of individual plants with plastic sheets. The amounts
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r suction control

Figure 5.1 Example of a non-weighable lysimeter with suction control at the bottom

of water reaching these sheets (i.e. the throughfall) can be compared with measured
rainfall to give the interception. Figure 5.2 illustrates measured interception for a small
crop like grass (Rijtema 1965) and for a broad-leaved crop like red cabbage (Feddes
1971). ’

The scatter of the red cabbage data is largely due to variations in the different
environmental factors. A smooth line was drawn through the points and, asis apparent
from Figure 5.2, for a precipitation of less than 1 mm from one shower, 50 to 100%
adhered to the leaves. With higher rainfall (> 5 mm), only 15% was intercepted by
the leaves. Taking the scatter in the various data into account, we see that the curves
for red cabbage and grass do not show significant differences.

Interception is especially important in periods of reduced evaporation. Interception

interception in %

100 '
« redcabbage
— — - grass
80 \
60 |_\e
A%
AN
N\ R
AN .
IO
- N \\
.20 o ey .
DN — T .
.
0
0 2 4 6 8 10 2. 14 16

precipitation in mm

Figure 5.2 Relation between interception and rainfall depth for grass (after Rijtema 1965) and for red
cabbage (after Feddes 1971)
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increases the total evapotranspiration but, because part of the energy is used for the
evaporation of the intercepted water (E)), it reduces the transpiration of the crop. It
should be noted that, when a relatively large error is made in estimating E;, this leads
to only a relatively small error in the final calculation of evapotranspiration.

Von Hoyningen-Hiine (1983) and Braden (1985) measured interception for various
crops. On the basis of their data, a general equation can be given for the amount
of water intercepted by the crop, P;, (which is again considered to evaporate as E;)
as a function of precipitation aimount, P, and leaf area index, . It reads

1
P, aI,<1 — W) . (5.4)
1+ —-
al

= interception (mm)

a = a physical parameter, representing the crop-dependent saturation value
(mm)

I, = leafareaindex (-)

b = degree of soil cover (-)

P = precipitation (mm)

where

o
I

5.3.3 Estimating the Evaporative Demand

Pan Evaporation

The evaporation from the free water surface of an open pan (Figure 5.3A) is widely
used as an indicator of the evaporative demand of the atmosphere. Evaporation is
given by the change in the water level inside the pan, after allowance is made for
precipitation. Pan evaporation depends on the dimensions and exposure of the pan,
the materials from which it has been constructed, and its colour, as well as on all
the meteorological conditions.

graduated
.« cylinder

plate

|

3 porous

constant
suction device

Figure 5.3 Example of an evaporation pan (A) and an atmometer (B)
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The Class A pan of the U.S. Weather Bureau (122 cm in diameter and 25.4 cm high)
is widely used as the standard pan (Doorenbos 1976). Because of the absorption of
radiation through the pan wall and the transfer of sensible heat between the air and -
the pan wall, the above-ground pan receives an additional amount of energy, which
results in higher evaporation rates than those calculated from meteorological data.
Sunken pans might then be expected to give more reliable results, but heat exchange
between the pan wall and the surrounding soil, and surface roughness effects, limit
the accuracy of their results. Empirical correlations (e.g. pan factors) are required
to convert measured pan evaporation rates into potential evapotranspiration rates
of crops.

Atmometers

Atmometers are instruments with a porous surface connected to a supply of water
in such a way that evaporation occurs from the porous surface (Figure 5.3B). A
common atmometer is the Piche atmometer, made from a flat, horizontal disc of
wetted blotting paper, with both sides exposed to the air. Another is the Bellani
black-plate atmometer, which consists of a flat, black porous ceramic plate as the
upper face of a non-porous hemisphere. Evaporation from an atmometer is affected
by heat conduction through the water from the supply system. Furthermore, the
transfer of sensible heat from the air is much greater with atmometers than with
vegetation because the atmometer is usually placed at some height above the crop.
Nevertheless, in many instances, satisfactory correlations have been found between
the evaporation from an atmometer and the potential evapotranspiration from
crops.

5.4 Empirical Estimating Methods

5.4.1 Air-Temperature and Radiation Methods
The formula by Turc (1954) reads

P+ 80

ET, = ————
I+ (P IJfoS)z (5.5)

p

where

ET, = 10-day potential evapotranspiration (mm)
P 10-day precipitation (mm)
LT evaporative demand of the atmosphere, calculated as

LTc — (Ta + 2)5{ Rs (56)

11.1

in which
T, = average air temperature at 2 m (°C)
R, = incoming short-wave radiation (W/m?)
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The Jensen-Haise (1963) formula, with adjusted units, reads

R,
ET, = (0.025T, + 0.0S)m 5.7
where
ET, = potential evapotranspiration rate (mm/d)
R, = incoming short-wave radiation (W/m?)
T, = average air temperature at 2 m (°C)

Equations 5.5 and 5.7 generally underestimate ET, during spring, and overestimate
it during summer, because T, is given too much weight and R; too little.

5.4.2  Air-Temperature and Day-Length Method

The formula of Blaney-Criddle (1950) was developed for the western part of the U.S.A.
(i.e. for a climate of the Mediterranean type). It reads

ET, = kp (0.457T,, + 8.13) (0.031T,, + 0.24) (5.8)
where

ET, = monthly potential evapotranspiration (mm)

k = crop coefficient (-)

p = monthly percentage of annual daylight hours (-)

T,. = monthly average air temperature (°C)

T,. = annual average air temperature (°C)

The last term, with T,,, was added to adapt the equation to climates other than the
Mediterranean type. The method yields good results for Mediterranean-type climates,
but in tropical areas with high cloudiness the outcome is too high. The reason for
this is that, besides air temperature, solar radiation plays an important role in
evaporation. For more details, see Doorenbos and Pruitt (1977).

More commonly used nowadays are the more physically-oriented approaches (i.e.
the Penman and Penman-Monteith equations), which give a much better explanation
of the evaporation process.

5.5 Evaporation from Open Water: the Penman Method

The Penman method (1948), applied to open water, can be briefly described by the
energy balance at the earth’s surface, which equates all incoming and outgoing energy
fluxes (Figure 5.4). [t reads

R,=H+AE +G (5.9)

R, = energy flux density of net incoming radiation (W/m?)
H = flux density of sensible heat into the air (W/m?)

AE = flux density of latent heat into the air (W/m?)

G = heat flux density into the water body (W/m?)

152




v v v

17 soil heat G ‘] ‘ IatentheatkE—l rsensibleheatH]

Figure 5.4 Ilustration of the variables involved in the energy balance at the soil surface

The coefficient A in AE is the latent heat of vaporization of water, and E is the vapour
flux density in kg/m?s. Note that the evapo(transpi)ration in Equation 5.1 is expressed
in mm water depth (e.g. over a period of one day). To convert the above AE in W/m?
into an equivalent evapo(transpi)ration in units of mm/d, AE should be multiplied
by a factor 0.0353. This factor equals the number of seconds in a day (86 400), divided
by the value of X (2.45 x 108 J/kg at 20°C), whereby a density of water of 1000 kg/m?
is assumed.

Supposing that R, and G can be measured, one can calculate E if the ratio H/AE
(which is called the Bowen ratio) is known. This ratio can be derived from the transport
equations of heat and water vapour in air.

The situation depicted in Figure 5.4 and described by Equation 5.9 shows that
radiation energy, R, — G, is transformed into sensible heat, H, and water vapour,
AE, which are transported to the air in accordance with

H = I (Ts — Ta)

- (5.10)

AE = czw (5.11)

a
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where
¢1, C; = constants

T, = temperature at the evaporating surface (°C)

T, = airtemperature at a certain height above the surface (°C)

o = saturated vapour pressure at the evaporating surface (kPa)

e, = prevailing vapour pressure at the same height as T, (kPa)

r, = aerodynamic diffusion resistance, assumed to be the same for heat and

water vapour (s/m)

When the concept of the similarity of transport of heat and water vapour is applied,
the Bowen ratio yields

H _¢(T,—-T)

AE oo, e G12
where

¢/c, = y = psychrometric constant (kPa/°C)

The problem is that generally the surface temperature, T, is unknown. Penman
therefore introduced the additional equation ’

e,—e, =A(T,.—T,) (5.13)

where the proportionally constant A (kPa/°C) is the first derivative of the function
e,(T), known as the saturated vapour pressure curve (Figure 5.5). Note that e, in
Equation 5.13 is the saturated vapour pressure at temperature T,. Re-arranging gives

e, —e, _ de,

R Ve i

(5.14)

The slope A in Figure 5.5 can be determined at temperature T,, provided that (T~
T,) is small.

ey inkPa
10

dey

A=tgw=ET—

/

0 10 20 30 40 50 60
T,in°C

0

Figure 5.5 Saturated water vapour pressure e, as a function of air temperature T,.
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From Equation 5.13, it follows that T,—T, = (e,—e¢,)/A. Substitution into Equation
5.12 yields

H yve —e
AE ~ Ae, —e,

(5.15)

If (e;,—e,) is replaced by (e,—ey—e, + €4), Equation 5.15 can be written as

H y[, _e—¢
2E = A[l ——es_ed} (5.16)
Under isothermal conditions (i.e. if no heat is added to or removed from the system),

we can assume that T, ~ T,. This implies that e, = e,. If we then introduce this
assumption into Equation 5.11, the isothermal evaporation, AE,, reads as

e, — €4

AE, = c,=*—* (5.17)
Dividing Equation 5.17 by Equation 5.11 yields
B_a—e (5.18)

E e —¢g

The ratio on the right also appeared in Equation 5.16, which can now be written as

H_ v E,
"E A (' E) (5.19)
From Equation 5.9, it follows that H = R, — AE — G. After some rearrangement, and

writing E, (subscript o denoting open water) for E, substitution into Equation 5.19
yields the formula of Penman (1948)

AR, — G)/M + YE,

E, = Aty (5.20)
where

E, = open water evaporation rate (kg/m?s)

A = proportionality constant de,/dT, (kPa/°C)

R, = net radiation (W/m?)

latent heat of vaporization (J/kg)

= psychrometric constant (kPa/°C)
= isothermal evaporation rate (kg/m?s)

m= >
|

=

The term —— Aty A (R G)/A is the evaporation equivalent of the net flux density of

radiant energy to the surface, also called the radiation term. The term A ﬁ_ E, is
the corresponding aerodynamic term. Equation 5.20 clearly shows the combmatlon
of the two processes in one formula.

For open water, the heat flux density into the water, G, is often ignored, especially
for longer periods. Also note that the resulting E; in kg/m? s should be multiplied
by 86 400 to give the equivalent evaporation rate E, in mm/d.

As was mentioned in Section 5.2, E  has been used as a kind of reference evaporation
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for some time, but the practical value of estimating E; with the original Penman
formula (Equation 5.20) is generally limited to large water bodies such as lakes, and,
possibly, flooded rice fields in the very early stages of cultivation.

The modification to the Penman method introduced by Doorenbos and Pruitt in
FAO’s Irrigation and Drainage Paper 24 (1977) started from the assumption that
evapotranspiration from grass also largely occurs in response to climatic conditions.
And short grass being the common surroundings for agrometeorological observations,
they suggested that the evapotranspiration from 8 — 15 cm tall grass, not short of
water, be used as a reference, instead of open water. The main changes in Penman’s
formula to compute this reference evapotranspiration, ET, (g for grass), concerned
_ the short-wave reflection coefficient (approximately 0.05 for water and 0.25 for grass),
a more sensitive wind function in the aerodynamic term, and an adjustment factor
to take into account local climatic conditions deviating from an assumed standard.
The adjustment was mainly necessary for deviating combinations of radiation, relative
humidity, and day/night wind ratios; relevant values can be obtained from a table
in Doorenbos and Pruitt (1977).

If the heat flux, G, is set equal to zero for daily perxods the FAO Modified Penman
equation can be written as

A ,

ETg=c|:A+ R/, A+ ] (5.21)
where

ET, = reference evapotranspiration rate (mm/d)

c = adjustment factor (-)

R,’ = equivalent net radiation (mm/d)

f(u) = wind function; f(u) = 1 + 0.864 u,

u, = wind speed (m/s)

e, — e; = vapour pressure deficit (kPa)

A,y = asdefined earlier

Potential evapotranspiration from cropped surfaces was subsequently found from
appropriate crop coefficients, for the determination of which Doorenbos and Pruitt

(1977) also provided a procedure.

5.6 Evapotranspiration from Cropped Surfaces

5.6.1 Wet Crops with Full Soil Cover

In analogy with Section 5.5, which described evaporation from open water,

evapotranspiration from a wet crop, ET,,, can be described by an equation very

similar to Equation 5.20. However, one has to take into account the differences

between a crop surface and a water surface:

— Thealbedo (or reflection coefficient for solar radiation) is different for a crop surface
(say, 0.23) and a water surface (0.05—0.07);
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— A crop surface has a roughness (dependent on crop height and wind speed), and
hence an aerodynamic resistance, r,, that can differ considerably from that of a
water surface.

Following the same reasoning as led to Equation 5.17, and replacing the coefficient
¢, by its proper expression, we can write E, for a crop as

E, = P& —c) (5.22)

pa ra

where

g ratio of molecular masses of water vapour and dry air (-)

p. = atmospheric pressure (kPa)

p, = density of moist air (kg/m?)

It

For a wet crop surface with an ample water supply, the Penman equation (5.20) can
then be modified (Monteith 1965; Rijtema 1965) to read

AR, = G) | op. (e = e

e _ T PY— (5.23)
wet A + ,Y
Because the psychrometric constant y = ¢, p,/Ae, Equation 5.23 reduces to
Mm—®+%m@%@ (5.24)
ET,. = 2 :
wet (A + ’Y))\-
where
ET,. = wet-surface crop evapotranspiration rate (kg/m?s)
c, = specific heat of dry air at constant pressure (J/kg K)

This ET,,, can easily be converted into equivalent mm/d by multiplying it by 86 400.

Note that evapotranspiration from a completely wet crop/soil surface is not restricted

by.crop or soil properties. ET,,, thus primarily depends on the governing atmospheric
conditions.

5.6.2 Dry Crops with Full Soil Cover : the Penman-Monteith Approach

Following the discussion of De Bruin (1982) on Monteith’s concept for a dry vegetated
surface, we can treat the vegetation layer simply as if it were one big leaf. The actual
transpiration process (liquid water changing into vapour) takes place in cavities below
the stomata of this ‘big leaf’, and the air within these cavities will be saturated (pressure
€,) at leaf temperature, T, (Figure 5.6). Water vapour escapes through the stomata
-to the outer ‘leaf” surface, where a certain lower vapour pressure reigns. It is assumed
that this vapour pressure at leaf temperature T, equals the saturated vapour pressure
e, at air temperature T,. During this diffusion, a ‘big leaf® stomatal resistance, r_, is
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Figure 5.6 The path of water vapour through a leaf stoma, showing relevant vapour pressures, temperatures,
and resistances

encountered. As the vapour subsequently moves from the leaf surface to the external
air, where actual vapour pressure, ey, is present, an aerodynamic resistance is
encountered. When the vapour diffusion rate through the stomata equals the vapour
transport rate into the external air, we can write

E, = %P — € _ EPaC — € _ £PaC — € (5.25)
pa rC pil ra pa rC + ra

where, in addition to the earlier defined ¢, p,, and p,
E, = isothermal evapotranspiration rate from the canopy (kg/m?s)
e, = internal saturated vapour pressure at T, (kPa)
e, = saturated vapour pressure at the ‘leaf” surface at T, (kPa)
ey = vapour pressure in the external air (kPa)
r, = aerodynamic resistance (s/m)
= canopy diffusion resistance (s/m)

_,
I

From Equation 5.25, it follows that a canopy with r, can be formally described with
the same equation as ET,,,, if the vapour pressure difference (¢, —e;) in Equation 5.24
is replaced by

€o— €

4

a

e, — €= (5.26)
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According to Monteith (1965), the same effect is obtained if y is replaced by y*

Y= (1 + ;—) | | (5.27)
The equation of Monteith for a dry vegetation then reads
A (Rn _ G) + Cgpa €. — €y
ET=_ * A n (5.28)
= AT
where

ET = evapotranspiration rate from a dry crop surface (kg/m?s)
v* = modified psychrometric constant (kPa/°C)

This Penman-Monteith equation is valid for a dry crop completely shading the ground.

Note that for a wet crop covered with a thin water layer, r, becomes zero and the
wet-crop formulation (Equation 5.24) is obtained again.

Equation 5.28 is, in principle, not able to describe the evapotranspiration from
sparsely-cropped surfaces. With a sparsely-cropped surface, the evaporation from the
soil might become dominant.

It appears that the canopy resistance, r., of a dry crop completely covering the
ground has a non-zero minimum value if the water supply in the rootzone is optimal
(i.e. under conditions of potential evapotranspiration). For arable crops, this
minimum amounts to r, = 30 s/m; that of a forest is about 150 s/m.

The canopy resistance is a complex function of incoming solar radiation, water vapour
deficit, and soil moisture. The relationship between r. and these environmental
quantities varies from species to species and also depends on soil type. It is not possible
to measure r, directly. It is usually determined experimentally with the use of the
Penman-Monteith equation, where ET is measured independently (e.g. by the soil
water balance or micro-meteorological approach). The problem is that, with this
approach, the aerodynamic resistance, r,, has to be known. Owing to the crude
description of the vegetation layer, this quantity is poorly defined. It is important,
however, to know where to determine the surface temperature, T,. Because, in a real
vegetation, pronounced temperature gradients occur, it is very difficult to determine
T, precisely. In many studies, r, is determined very crudely. This implies that some
of the r, values published in literature are biased because of errors made in r, (De
Bruin 1982).

Alternatively, one sometimes relates r, to single-leaf resistances as measured with
a porometer, and with the leaf area index, I, according to r, = r,;/0.51. If such
measurements are not available, a rough indication of r, can be obtained from taking
Tiear tO be 100 s/m.

The aerodynamic resistance, r,, can be represented as

z—d z—d
(= (*20)
r, =

a K?u,

(5.29)
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where

z = height at which wind speed is measured (m)
d = displacement height (m)

Z,m = roughness length for momentum (m)

z,, = roughness length for water vapour (m)

K von Karman constant (-); equals 0.41
u, wind speed measured at height z (m/s)

One recognizes in Equation 5.29, the wind speed, u, increasing logarithmically with
height, z. The canopy, however, shifts the horizontal asymptote upwards over a
displacement height d, and u, becomes zero at a height d + 2z, (Figure 5.7).
Displacement d is dependent on crop height h and is often estimated as

d = 0.67 h; withz, = 0.123 h; and z,, = 0.1 z.,,

In practice, Equation 5.28 is often applied to calculate potential evapotranspiration
ET,, using the mentioned minimum value of r, and the relevant value of r,. It can
also be used to demonstrate the effect of a sub-optimal water supply to a crop. The
reduced turgor in the leaves will lead to a partial closing of the stomata, and thus
to an increase in the canopy resistance, r.. A higher r. leads to a higher v*, and
consequently to a lower ET than ET,.

The superiority of the Penman-Monteith approach (Equation 5.28) over the FAO
Modified Penman approach (Equation 5.21) is clearly shown in Figure 5.8. The
Penman-Monteith estimates of monthly evapotranspiration of grass or alfalfa agreed
better with lysimeter-measured values than FAO Modified Penman estimates.
Equation 5.28 is also used nowadays to calculate a reference evapotranspiration,
ET,. The reference crop is then the aforementioned (Section 5.2) hypothetical crop,
with a canopy resistance r., and fully covering the ground. This crop is not short of
water, so that the minimum r; of 70 s/m applies. It has a crop height of 12 c¢m, so
that the displacement height d and also the roughness lengths z,, and z,, are fixed.
For the standard measuring height z = 2 m and applying Equation 5.29 we find that

Figure 5.7 The aerodynamic wind profile, illustrating the displacement, d, and the roughness length, z,
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Figure 5.8 Comparison of monthly average lysimeter data for 11 locations with computed evapo-
transpiration rates for the FAO Modified Penman method and the Penman-Monteith approach
(after Jensen et al. 1990)

r, = 208/u,. In that case, y* = (1 + 0.337 u,)y. These values and values for other
constants can be entered into Equation 5.28, which then produces, with the proper
meteorological data, a value for the reference evapotranspiration, denoted by ET,
(see Section 5.7.2).

Potential evapotranspiration from other cropped surfaces could be calculated with
minimum values of r, and the appropriate crop height. As long as minimum r, values
are not available, one may use the above reference evapotranspiration, ET,, and
multiply it by the proper crop coefficient to arrive at the ET,, of that particular crop,
as will be discussed further in Section 5.7.1.

5.6.3  Partial Soil Cover and Full Water Supply

If, under the governing meteorological conditions, enough water is available for
evapotranspiration from the soil and the crop (and if the meteorological conditions
are unaffected by the evapotranspiration process itself), we may consider evapo-
transpiration to be potential: ET,. Hence, we can write

ET,=E, + T, (5.30)

where
E, = potential soil evaporation
T, = potential plant transpiration
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As argued before, the Penman-Monteith approach (Equation 5.28) works only under
the condition of a complete soil cover.

If we want to estimate the potential evaporation of a soil under a crop cover, we
can compute it from a simplified form of Equation 5.24 by neglecting the aerodynamic
term and taking into account only that fraction of R, which reaches the soil surface
(Ritchie 1972)

_ A
P (A + YA

ey

R,e*! (5.31)

where :

potential soil evaporation rate (kg/m?s)

net radiation flux density reaching the soil (W/m?)

leaf area index (m? leaf area/m?soil area) (-)

= a proportionality factor, which may vary according to the geometrical
properties of a crop (-)

o

~ =
il

Ritchie (1972) took k = 0.39 for crops like sorghum and cotton; Feddes et al. (1978)
applied this value to crops like potatoes and grass. More recent views are based on
considerations of the extinction coefficient for diffuse visible light, K, which varies
with crop type from 0.4 to 1.1. A satisfactory relationship for k might be k = 0.75
Kp.

By subtracting E; (Equation 5.31) from ET, obtained through Equation 5.28, using
minimum r, values, we can then derive T, from Equation 5.30 as T, = ET, - E,..
On soils with partial soil cover (e.g. row crops in their early growth stage), the condition
of the soil — dry or wet — will considerably influence the partitioning of ET, over E,
and T,. Figure 5.9 gives an idea of the computed variation of T,/ET, as a function
of the leaf area index, I, for a potato crop with optimum water supply to the roots
for a dry and a wet soil, respectively, as computed by the simulation program
SWATRE of Belmans et al. (1983).

If we assume that ET, is the same for both dry and wet soil, it appears that for
I, < 1, with increasing drying of the soil and thus decreasing E,, T, will increase by
a factor of approximately 1.5 to 2 per unit I,. For I, > 2-2.5, E is small and virtually
independent of the moisture condition of the soil surface. This result agrees with the
findings on red cabbage by Feddes (1971) that the soil must be covered for about
70 to 80% (I, = 2) before E, becomes constant. Similar results are reported for
measurements on sorghum and cotton.

The above results show that the Penman-Monteith approach (Equation 5.28) can be
considered reasonably valid for leaf area indices I, > 2. Below this value, one can
regard it as a better-than-nothing approximation.

Note: The partitioning of ET, into T, and E, is important if one is interested in the

effects of water use on crop growth and crop production. Crop growth is directly
related to transpiration. (For more details, see Feddes 1985.)
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Figure 5.9 Potential transpiration, T, as a {raction of potential evapotranspiration, ET,, in relation to
the leaf area index, I}, for a daily-wetted soil surface and for a dry soil surface

5.6.4  Limited Soil-Water Supply

Under limited soil-water availability, evapotranspiration will be reduced because the
canopy resistance increases as a result of the partial closure of the stomata. Such a
limitation in available soil water occurs naturally if soil water extracted from the
rootzone by evapotranspiration is not replenished in time by rainfall, irrigation, or
capillary rise. Another reason for a reduced water availability is a high soil-water
salinity, whereby the osmotic potential of the soil solution prevents water from moving
to the roots in a sufficient quantity.

Actual evapotranspiration, ET, can be determined from soil water balances by
lysimetry, and with micro-meterological techniques, as were discussed in Section 5.3.

For large areas, remote sensing can provide an indirect measure of ET. Using
reflection images to detect the type of crop, and thermal infra-red images from satellite
or airplane observations for crop surface temperatures, one can transform these data
into daily evapotranspiration rates using surface-energy-balance models (e.g.
Thunnissen and Nieuwenhuis 1989; Visser et al. 1989). The underlying principle is
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that, for the same crop and growth stage, a below-potential evapotranspiration means
a partial closure of the stomata (and increased r.), a lower transpiration rate inside
the sub-stomatal cavities, and hence a higher leaf/canopy temperature (Section 5.6.2).

Another way to estimate ET is by using a soil-water-balance model such as
SWATRE (Feddes et al. 1978; Belmans et al. 1983), which describes the transient
water flow in the heterogenous soil-root system that may or may not be influenced
by groundwater.

An example of the output of such a model is presented in Figure 5.10. It shows the
water-balance terms of the rootzone and the subsoil of a sandy soil that was covered
with grass during the very dry year 1976 in The Netherlands. A relatively shallow
watertable was present. Over 1976, the potential evapotranspiration, ET,, was 502
mm, actual ET was 361 mm, which implies a strong reduction of potential evapo-
transpiration. Net infiltration, I, amounted to 197 mm. Water extraction from the
rootzone in this rather light soil was 56 mm, which is only 16% of ET. The decrease
in water storage in the subsoil amounted to 206 mm, of which 107 mm (30% of ET)
had been delivered by capillary rise towards the rootzone, and 99 mm had been lost
to the saturated zone by deep percolation.

zinm I=197 mm ET=361 mm
0 _ |
DO G
s
10 |
15
-final watertable—
-20 L

R =-99 mm

Figure 5.10 Schematic presentation of the water balance terms (mm) of the rootzone (0-0.3 m) and the
subsoil (0.3-2.0 m) of a sandy soil over the growing season (1 April — 1 October) of the very
dry year 1976 in The Netherlands. The watertable dropped from 0.7 m to 1.8 m during the
growing season (after De Graaf and Feddes 1984)
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The input data for SWATRE consist of:

Data on the hydraulic conductivity and moisture retention curves of the major soil
horizons;

Rooting depths and watertables (if present);

Calculated potential evapotranspiration;

Precipitation and/or irrigation.

|

|

|

|

If such a water-balance model is coupled with a crop-growth and crop production
model, the actual development of the crop over time can be generated. Hence, actual
evapotranspiration can be determined, depending on the every-day history of the crop.
Such a model can be helpful in irrigation scheduling, but it can also be used to analyze
drainage situations.

5.7 Estimating Potential Evapotranspiration
5.7.1 Reference Evapotranspiration and Crop Coefficients
To estimate crop water requirements, one can relate ET, from the crop under

consideration to an estimated reference evapotranspiration, ET,,, by means of a crop
coefficient

ET, = k. ET, (5.32)
where

ET, = potential evapotranspiration rate (mm/d)

k. = crop coefficient (-)

ET,; = reference evapotranspiration rate (mm/d)

The reference evapotranspiration could, in principle, be any evaporation parameter,
such as pan evaporation, the Blaney-Criddle ET (Equation 5.8 without the crop
coefficient, k), the Penman open water evaporation, E, (Equation 5.20), the FAO
Modified Penman ET, (Equation 5.21), or the Penman-Monteith ET, (Equation 5.28).

For the calculation of ET, and the corresponding crop coefficients, extensive
procedures have been given by Doorenbos and Pruitt (1977). Smith (1990) concluded
that the sound and practical methods of determining crop water requirements as
introduced by Doorenbos and Pruitt (1977) are to a large extent still valid. And so,
too, are their lists of crop factors for various crops at different growth stages, if used
in combination with ET,.

In the Penman-Monteith approach, we do not have sufficient data on minimum
canopy resistance to apply Equation 5.28 generally, by inserting crop-specific
minimum r, values. Therefore, for the time being, a two-step approach may be
followed, in which we represent the effects of climate on potential evapotranspiration
by first calculating ET,, and adding a crop coefficient to account for crop-specific
influences on ET,,.

In the two-step approach, the crop coefficient, k., depends not only on the
characteristic of the crop, its development stage, and the prevailing meteorological
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conditions, but also on the selected ET,,; method. Choosing the Penman-Monteith
approach means that crop coefficients related to this method should be used.

Although it is recognized that alfalfa better resembles an average field crop, the
new hypothetical reference crop closely resembles a short, dense grass cover, because
most standard meteorological observations are made in grassed meteorological
enclosures. In this way, the measured evapotranspiration of (reference) crops used
in the various lysimeter and other evaporation studies (grass, alfalfa, Kikuyu grass)
can be more meaningfully converted to the imaginary reference crop in the Penman-
Monteith approach.

Standardization of certain parameters in the Penman-Monteith equation has led to

the following definition (Smith 1990):
‘The reference evapotranspiration, ET,, is defined as the rate of evapo-
transpiration from an hypothetical crop with an assumed crop height (12 cm),
and a fixed canopy resistance (70 s/m), and albedo (0.23), which would closely
resemble evapotranspiration from an extensive surface of green grass cover of
uniform height, actively growing, completely shading the ground, and not short
of water.’

Procedures to calibrate measured potential evapotranspiration to the newly-adopted
standard ET, values in accordance with the above definition are then required.

To convert the Doorenbos and Pruitt (DP) crop factors, k.°F, to new crop factors,
kM, and supposing that ET,, is the same in both cases, we can write

ET, = kPP ET, = K™ ET, (5.33)
from which
KPM = %% KO (5.34)

The conversion factor ET,/ET;, can easily be derived from long-term meteorological
records (e.g. per 10-day period).

Note that crop factors are generally derived from fields with different local conditions
and agricultural practices. These local effects may thus include size of fields, advection,
irrigation and cultivation practices, climatological variations in time, distance, and
altitude, and soil water availability. One should therefore always be careful in applying
crop coefficients from experimental data.

As mentioned above, ET, is sometimes estimated with the pan evaporation method.
Extensive use and testing of the evaporation from standardized evaporation pans such
as the Class A pan have shown the great sensitivity of the daily evaporation of the
water in the pan. It can be influenced by a range of environmental conditions such
as wind, soil-heat flux, vegetative cover around the pan, painting and maintenance
conditions, or the use of screens. Using the pan evaporation method to estimate
reference evapotranspiration can only be recommended if the instrumentation and
the site are properly calibrated and managed.
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57.2  Computing the Reference Evapotranspiration

Accepting the definition of the reference crop as given in Section 5.7.1, we can find
the reference evapotranspiration from the following combination formula, which is
based on the Penman-Monteith approach (Verhoef and Feddes 1991)

A , Y

ET, = At R, + mEa (5.35)
where

ET, = reference crop evapotranspiration rate (mm/d)

A = slope of vapour pressure curve at T, (kPa/°C)

v = psychrometric constant (kPa/°C)

v* = modified psychrometric constant (kPa/°C)

R, = radiative evaporation equivalent (mm/d)

E, = aerodynamic evaporation equivalent (mm/d)

This formula is generally applicable, but, to apply it in a certain situation, we have
to know what meteorological data are available. As was indicated in Table 5.1, the
Penman-Monteith approach requires data on air temperature, solar radiation, relative
humidity, wind speed, aerodynamic resistance, and basic canopy resistance. For the
computation method that will be presented in this section, we assume that we have
the following information:
— General information:

+ The latitude of the station in degrees (positive for northern latitudes and negative

for southern latitudes);

» The altitude of the station above sea level;

» The measuring height of wind speed and other data is 2 m above ground level,

« The month of the year for which we want to compute the reference evapo- -

transpiration;

— Crop-specific information:

 The canopy resistance equals 70 s/m;

» Thecrop heightis 12 cm;

« The reflection coefficient equals 0.23;
— Meteorological data:

« Minimum and maximum temperatures (°C);

« Solar radiation (W/m?);

» Relative duration of bright sunshine (-),

« Average relative humidity (%);

« Wind speed (m/s).

To this situation, we apply the following computation procedure.
The weighting terms A/(A + y*) and v/(A + ¥*) in front of the radiation and

aerodynamic evapotranspiration terms of Equation 5.35 contain vy, y*, and A. These
variables are found as follows.
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The psychrometric constant, y

y = 1615% (5.36)
where

p. = atmospheric pressure (kPa)

A = latent heat of vaporization (J/kg); value 2.45 x 10¢

1615 = ¢ /g, or 1004.6 J/kg K divided by 0.622

The atmospheric pressure is related to altitude

_ 1013 (Te+ 273.16 = 0.0065H s2s0
P, = 101 T, + 273.16

where
H = altitude above sea level (m)

(5.37)

The modified psychrometric constant, y*, can be found from Equation 5.27. We can
insert the standard value of 70 s/m for the reference crop and use Equation 5.29 to
find r,. With the appropriate values, we find r, = 208/u,, so that

v* = (1 + 0337wy (5.38)
The slope of the vapour pressure curve, A
A 4098 ¢, (5.39)

(T, + 23737

where
T, = average air temperature (°C); T, = (Tpax + Thin)/2

e, = saturated vapour pressure (kPa), which follows from
_ 17.27 T,
The radiative evaporation equivalent follows from
R/, = 86400 R, -G (5.41)
where

R, = netradiation at the crop surface (W/m?)
G = heat flux density to the soil (W/m?); zero for periods of 10-30 days
L. = latent heat of vaporization (J/kg); value 2.45 x 10¢

Note that the number of seconds in a day-(86 400) appears, and that the density of
water (1000 kg/m?) has been omitted on the right, because it is numerically cancelled
out by the conversion from m to mm.

Net radiation is composed of two parts: net short-wave and net long-wave radiation:
R, = R,,— R,,. Net short-wave radiation can be described by

R, = (1 — 0)R, (5.42)
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where
R,, = net short-wave radiation (W/m?)
o = albedo, or canopy reflection coefficient (-); value 0.23 for the standard
reference crop
R, = solar radiation (W/m?)

The net long-wave radiation is represented by

n ’ (TKéax + TKfmn)

R, = (0'9N + 0.1)(0.34 — 0.139\/e7d) o 5 (5.43)
where

R, = netlong-wave radiation (W/m?)

n = daily duration of bright sunshine (h)

N = day length (h)

€4 = actual vapour pressure (kPa)

TK ., = maximum absolute temperature (K)

TK . = minimum absolute temperature (K)

c = Stefan-Boltzmann constant (W/m? K*); equals 5.6745 x 1078
The actual vapour pressure, g4, is found from

RH

ed = mea (544)
where

RH = relative humidity percentage (-)
The aerodynamic evaporation equivalent is computed from

900
Ea - (Ta + 275) ) (ea - ed) (545)

where
u, = wind speed measured at 2 m height (m/s)
e, = saturated vapour pressure (kPa)
ey = actual vapour pressure (kPa)

We arrive at Equation 5.45 by applying Equation 5.25, with (e,—e,). The ratio of
the molecular masses of water vapour and dry air equals 0.622. In addition, the density
of moist air can be expressed as

Pa

Pa = 5287 (T, + 275) (5.46)
in which 0.287 equals R,, the specific gas constant for dry air (0.287 kJ/kg K), and
where the officially needed virtual temperature has been replaced by its approximate
equivalent (T, + 275). Moreover, we can find r, from Equation 5.29 by applying
the standard measuring height of 2 m and the reference crop height of 0.12 m, which
gives, as was indicated in Section 5.6.2, r, = 208/u,. Hence, calculating 0.622 x 86400
/0.287 x 208 produces the factor 900.
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The vapour pressure deficit in the acrodynamic term is e, — ;.

This calculation procedure may seem cumbersome at first, but scientific calculators
and especially micro-computers can assist in the computations. Micro-computer
programs that use the above equations to find the reference evapotranspiration are
available. One example is the program REF-ET, which is a reference evapo-
transpiration calculator that calculates ET,; according to eight selected methods
(Allen 1991). These methods include Penman’s open water evaporation, the FAO
Modified Penman method, and also the Penman- Monteith approach. The program
CROPWAT (Version 5.7) not only calculates the Penman-Monteith reference ET,
but also allows a selection of crop coefficients to arrive at crop water requirements
(Smith 1992). The program further helps in calculating the water requirements for
irrigation schemes and in irrigation scheduling. For this program, a suitable database
(CLIMWAT) with agro-meteorological data from many stations around the world
is available. Verhoef and Feddes (1991) produced a micro-computer program in
FORTRAN, which allows the rapid calculation of the reference crop evapo-
transpiration according to nine different methods, including the Penman-Monteith
equation, and for a variety of available data.

The above mentioned computation methods contain a few empirical coefficients,
which may be estimated differently by different authors. In the Penman-Monteith
crop reference procedure presented here, however, we have used the recommended
relationships and coefficients (Smith 1990), as were also used by Shuttleworth (1992).
This procedure should reduce any still-existing confusion.

Calculation Examples

Table 5.2 shows the results of applying the above procedure to one year’s monthly
data from two meteorological stations in existing drainage areas: one in Mansoura,
Egypt, and the other in Hyderabad, Pakistan, both from the database used by Verhoef
and Feddes (1991). The relevant input data are listed as well as the calculated reference
evapotranspiration.

A comparison of the ET,-values for the two stations clearly shows the importance
of wind speed, or, more generally, of the aerodynamic term. Radiation, sunshine
duration, and temperatures do not differ greatly at the two stations, yet the ET, for
Hyderabad is up to twice that for Mansoura. This is mainly due to a large difference
in wind speed, and, to a lesser extent, in relative humidity, which together determine
the aerodynamic term.

It should be realized that the described procedure would be slightly different for
other data availability. If solar radiation is not measured, R, can be estimated from
sunshine duration and radiation at the top of the atmosphere (extra-terrestrial
radiation). Also, if relative humidity data are not available, the actual vapour pressure
can be estimated from approximate relationships. Minimum and maximum
temperatures may not be available, but only averages. Such different data conditions
can be catered for (see e.g. Verhoef and Feddes 1991). We shall not mention all possible
cases. The main computational structure for finding 10-day or monthly average ET,-
values has been adequately described above, and only one different condition (i.e.
that of missing data on solar radiation) is discussed below.
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Table 5.2

Computed reference evapotranspiration for two meteorological stations, following the described
Penman-Monteith procedure

Month

T T R, WN RH ET,

min max
O O Wmd) () (B s (mmid)
Mansoura, Egypt (Altitude 30 m)
January 7.0 19.5 133 0.69 68 1.3 1.5
February 7.5 20.5 167 0.71 59 14 ~ 22
March 9.3 23.2 212 0.73 61 1.7 3.1
April 12.0 27.1 250 0.75 51 1.5 4.1
May 15.6 33.2 - 279 0.78 43 1.5 5.3
June 18.6 33.6 303 0.85 55 1.5 5.6
July 20.5 326 . 295 0.84 66 1.3 5.2
August 20.5 33.5 280 0.86 66 1.3 5.0
September 19.0 32.5 245 0.85 61 1.1 4.2
‘October 17.1 28.7 200 0.83 63 1.0 3.0
November 14.0 25.8 153 0.77 63 1.1 2.1
December 9.2 21.2 122 0.66 = 64 1.1 1.5
Hyderabad, Pakistan (Altitude 28 m)
January 10.1 - 24.2 169 0.79 45 2.2 3.1
February 12.8 28.4 - 201 0.81 41 2.2 4.1
March 17.7 342 243 0.84 37 2.7 6.0
April 22.2 39.4 253 0.74 36 3.4 7.8
May 25.9 42.3 284 0.81 41 5.4 10.3
June 27.9 40.6 262 0.68 53 7.1 9.9
July 27.5 37.5 255 0.66 60 6.6 8.3
August 26.5 36.1 235 0.62 62 6.4 7.5
September 25.1 36.8 240 0.76 59 5.4 7.3
October 21.5 37.1 223 0.8 44 2.7 5.8
November 16.2 32.2 183 0.83 42 1.8 3.8
December 11.8 26.4 167 0.86 47 2.0 3.0
Missing Radiation Data

Many agrometerological stations that do not have a solarimeter to record the solar
radiation do have a Campbell-Stokes sunshine recorder to record the duration of
bright sunshine. In that case, R, can be conveniently estimated from

where

R, = (a + b%) R, (5.47)

R, solar radiation (W/m?)
a fraction of extraterrestrial radiation on overcast days (-)
a + b = fraction of extraterrestrial radiation on clear days (-)

R, = extraterrestrial radiation, or Angot value (W/m?)
n = duration of bright sunshine (h)
N = day length (h)

171




Although a distinction is sometimes made between (semi-)arid, humid tropical, and
other climates, reasonable estimates of the Angstrom values, a and b, for average
climatic conditions are a = 0.25 and b = 0.50. If locally established values are
available, these should be used. The day length, N, and the extraterrestrial radiation,
R,, are astronomic values which can be approximated with the following equations.
As extra input, they require the time of year and the station’s latitude

R, = 435d, (o, sing sind + cos¢ cosd sin w,) (5.48)
where

d, = relative distance between the earth and the sun (-)

®, = sunset hour angle (rad)

8 = declination of the sun (rad)

¢ = latitude (rad); northern latitude positive; southern negative

The relative distance, d,, is found from

2n)
d, =1+ 0.033 cos 3z (5.49)
where
J = Julian day, or day of the year (J = 1 for January 1); for monthly values,
J can be found as the integer value of 30.42 x M — 15.23, where M is
the number of the month (1-12)

The declination d is calculated from

. J 4+ 284
& = 0.4093 sin <27t T) (5.50)

The sunset-hour angle is found from
o, = arccos(-tan¢g tand) (5.51)
The maximum possible sunshine hours, or the day length, N, can be found from

: 24
N="0, (5.52)

For the Mansoura station (Table 5.2), which lies at 31.03 ° northern latitude, supposing
that R, is not available and that n = 7.1 hours, this amended procedure produces
a January ET,, = 1.7 mm/d, not much different from the 1.5 mm/d mentioned in
Table 5.2.
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6 Frequency and Regression Analysis
R.J. Oosterbaan!

6.1 Introduction

Frequency analysis, regression analysis, and screening of time series are the most
common statistical methods of analyzing hydrologic data.

Frequency analysis is used to predict how often certain values of a variable
phenomenon may occur and to assess the reliability of the prediction. It is a tool for
determining design rainfalls and design discharges for drainage works and drainage
structures, especially in relation to their required hydraulic capacity.

Regression analysis is used to detect a relation between the values of two or more
variables, of which at least one is subject to random variation, and to test whether
such a relation, either assumed or calculated, is statistically significant. It is a tool
for detecting relations between hydrologic parameters in different places, between the
parameters of a hydrologic model, between hydraulic parameters and soil parameters,
between crop growth and watertable depth, and so on.

Screening of time series is used to check the consistency of time-dependent data,
i.e. data that have been collected over a period of time. This precaution is necessary
to avoid making incorrect hydrologic predictions (e.g. about the amount of annual
rainfall or the rate of peak runoff).

6.2 Frequency Analysis
6.2.1 Introduction

Designers of drainage works and drainage structures commonly use one of two

methods to determine the design discharge. These are:

— Select a design discharge from a time series of measured or calculated discharges
that show a large variation;

— Select a design rainfall from a time series of variable rainfalls and calculate the
corresponding discharge via a rainfall-runoff transformation.

Frequency analysis is an aid in determining the design discharge and design rainfall.
In addition, it can be used to calculate the frequency of other hydrologic (or even
non-hydrologic) events.
~ Because high discharges and rainfalls are comparatively infrequent, the selection
of the design discharge can be based on the low frequency with which these high values
are permitted to be exceeded. This frequency of exceedance, or the design frequency,
is the risk that the designer is willing to accept. Of course, the smaller the risk, the
more costly are the drainage works and structures, and the less often their full capacity
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will be reached. Accordingly, the design frequency should be realistic — neither too
high nor too low.
The following methods of frequency analysis are discussed in this chapter:
— Counting of the number of occurrences in certain intervals (interval method, Section
6.2.2); :
— Ranking of the data in ascending or descending order (ranking method, Section
6.2.3);
— Application of theoretical frequency distributions (Section 6.4).

Recurrence predictions and the determination of return periods on the basis of a
frequency analysis of hydrologic events are explained in Section 6.2.4.

A frequency — or recurrence — prediction calculated by any of the above methods
is subject to statistical error because the prediction is made on the basis of a limited
data series. So, there is a chance that the predicted value will be too high or too low.
Therefore, it is necessary to calculate confidence intervals for each prediction. A
method for constructing confidence intervals is given in Section 6.2.5.

Frequency predictions can be disturbed by two kinds of influences: periodicity and
a time trend. Therefore, screening of time series of data for stationarity, i.e. time
stability, is important. Although screening should be done before any other frequency
analysis, it is explained here at the end of the chapter, in Section 6.6.

6.2.2 Frequency Analysis by Intervals

The interval method is as follows:

— Select a number (k) of intervals (with serial number i, lower limit a;, upper limit
b,) of a width suitable to the data series and the purpose of the analysis;

— Count the number (m;) of data (x) in each interval;

— Divide m; by the total number (n) of data in order to obtain the frequency (F) of
data (x) in the i-th interval

Fi = F(ai < X S bl) = mi/n (61)

The frequency thus obtained is called the frequency of occurrence in a certain interval.
In literature, m; is often termed the-frequency, and F; is then the relative frequency.
But, in this chapter, the term frequency has been kept to refer to F;.

The above procedure was applied to the daily rainfalls given in Table 6.1. The results
are shown in Table 6.2, in Columns (1), (2), (3), (4), and (5). The data are the same
data found in the previous edition of this book.

Column (5) gives the frequency distribution of the intervals. The bulk of the rainfall
values is either 0 or some value in the 0-25 mm interval. Greater values, which are
more relevant for the design capacity of drainage canals, were recorded on only a
few days.

From the definition of frequency (Equation 6.1), it follows that the sum of all
frequencies equals unity

. K
X FF= X mn=n/n=1 (6.2)

i=1 i=1
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Table 6.1 Daily rainfall in mm for the month of November in 19 consecutive years

Day

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1948 - - - 3 3 45 15 - 1 5 - - 4 6 - -
1949 - -2 10 9 4 10 - - - - - - - -
1950 11 3 - 2 13 - 8 26 12 1 5 6 - - - -
1951 29 - 6 9 4 3 - - - - 5 3 1 -
1952 111 8 8 21 1 - 11 11 2 1 - - - - - 1
1953 - - - - 1 14 4 33 3 - 12 - 11 15 3 25
1954 - - - - - - - 1 -1 5 T 7 - 1 36
1955 - - - 10 - 23 3 - 49 12 57 2 - 1 - -
1956 - -2 9 - - - 6 3 - -2 - -9 16
1957 4 - 4 46 - - - - - 23 7 1 18 8 2
1958 92 3 - 2 - - -9 6 5 - 13 - - 1 17
1959 - 65 19 - 3 3 27 10 - 13 32 1 16 2 - -
1960 - - - -9 10 - - - - - - - -
1961 41 158 1 - 10 - 6 11 - - 1 -7 1 13 12
1962 - 9 - 10 - 4 - - 2 5 - 13 16 24 2 7
1963 74 7 - 2 4 - 10 - - - - 42 11 - - 1
1964 7 23 4 - 1 13 29 40 13 14 1 4 - - - -
1965 11 13 2 - - -3 - 8 56 3 44 5 - -
1966 11 - - - -3 - - 2 54 65 16 - - - -

Day
Year 17 18 19 20 21 22 23 24 25 26 27 28 29 30 Total Max
1948 40 12 - - S 134 45
1949 - - - - e . 35 10
1950 S - - 7 4 - 2 5 31 671 - 223 67
1951 -1 - - - - - - - 19 5 21 46 245 99
1952 - - -5 7 4 8 2 53 3 6 1 3 2 312 111
1953 21 - -2 11 2 18 38 - 5 4 7 6 235 38
1954 4 - - - 4 - - 1 - - 3 - - - 64 36
1955 18 3 - - - - 11 4 - 1 1 23 15 2 235 57
1956 4 9 - - - - - - - - - - -3 100 30
1957 4 - - 6 33 3 14 2 - - -1 13 231 46
1958 22 3 1 20 -2 7 14 1 1 2 1 22 12 294 92
1959 - - - - -1 - - - -7 12 - 243 65
1960 7 3 3 - - - - - 28 24 22 - - 8 114 28
1961 11 - 2 4 - - - - - - - 278 158
1962 - - - - 200 94 4 - 5 1 12 14 - - 422 200
1963 4 1 14 - 4 8 - - 20 5 - 30 s 242 74
1964 -3 2 - - - - - 20 4 37 15 6 4 240 40
1965 - - 4 4 2 3 - - -1 - - 0 - 169 56
1966 19 14 - - 9 - - - - - - - 1 17

201 65

Inhydrology, we are often interested in the frequency with which data exceed a certain,
usually high design value. We can obtain the frequency of exceedance F(x > a;) of
the lower limit a; of a depth interval i by counting the number M; of all rainfall values
x exceeding a;, and by dividing this number by the total number of rainfall data. This
is shown in Table 6.2, Column (6). In equation form, this appears as

F(x > a) = My/n (6.3)
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Table 6.2 Frequency analysis of daily rainfall, based on intervals, derived from Table 6.1 (Column numbers are in brackets)

Serial Depth interval . Number of Frequency Exceedance Cumulative Return period
number . (mmy observations F@ <x<b) frequency frequency
with F(x > a) Fix = a) = T, (days) T, (years)
3 <x =<b 1-Fx > a /M, n/30
k M,
i Lower ~ Upper m; m;/n M;/n = 1-(6) = 1/(6) = (8)/30'
limit limit (Eq. 6.1) . (Eq. 6.3) (Eq. 6.5) (Eq. 6.9) (Eq. 6.10)
3 b;
excl. . incl.
1) @) . 3) @) (5) 6) () (8) )
1 <0 0 285 0.500 1.000 0.000 1 : ' 0.033
2 0 25 246 0.432 0.500 0.500 2 0.067
3 25 50 25 0.0439 0.0684 0.932 15 0.49
4 50 75 8 : 0.0140 0.0246 0.975 41 1.4
5 75 100 3 0.00526 0.0105 0.989 95 32
6 100 125 1 0.00175 0.00526 0.995 190 6.3
7 125 150 0 0.00000 0.00351 0.996 285 9.5
8 150 175 1 0.00175 0.00351 0.996 285 T 95
9 175 200 1 0.00175 0.00175 0.998 570 19
k=9 n=Em; = 570




Frequency distributions are often presented as the frequency of non-exceedance and
not as the frequency of occurrence or of exceedance. The frequency of non-exceedance
is also referred to as the cumulative frequency. We can obtain the frequency of non-
exceedance F(x < a;) of the lower limit a; by calculating the sum of the frequencies
over the intervals below a;. A

Because the sum of the frequencies over all intervals equals unity, it follows that

Fx>a)+ Fx<a)=1 (6.9

The cumulative frequency (shown in Column (7) of Table 6.2) can, therefore, be
derived directly from the frequency of exceedance as

Fx<a)=1-Fx>a)=1—M/n (6.5)

Columns (8) and (9) of Table 6.2 show return periods. The calculation of these periods
will be discussed later, in Section 6.2.4.

Censored Frequency Distributions

Instead of using all available data to make a frequency distribution, we can use only
certain selected data. For example, if we are interested only in higher rainfall rates,
for making drainage design calculations, it is possible to make a frequency distribution
only of the rainfalls that exceed a certain value. Conversely, if we are interested in
water shortages, it is also possible to make a frequency distribution of only the rainfalls
that are below a certain limit. These distributions are called censored frequency
distributions.

In Table 6.3, a censored frequency distribution is presented of the daily rainfalls,
from Table 6.1, greater than 25 mm. It was calculated without intervals i = 1 and
1 = 2 of Table 6.2.

The remaining frequencies presented in Table 6.3 differ from those in Table 6.2
in that they are conditional frequencies (the condition in this case being that the rainfall
is higher than 25 mm). To convert conditional frequencies to unconditional
frequencies, the following relation is used

F = (1 — FYF (6.6)

where
F = unconditional frequency (as in Table 6.2)
F’ = conditional frequency (as in Table 6.3)
F* = frequency of occurrence of the excluded events (as in Table 6.2)

As an example, we find in Column (7) of Table 6.3 that F'(x < 50) = 0.641. Further,
the cumulative frequency of the excluded data equals F*(x < 25) = 0.932 (see Column
(7) of Table 6.2). Hence, the unconditional frequency obtained from Equation 6.6
is

F(x < 50) = (1 —0.932) x 0.641 = 0.0439
This is exactly the value found in Column (5) of Table 6.2.
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Table 6.3 Censored frequency distribution of daily rainfalls higher than 25 mm, based on intervals, derived from Table 6.1 (column numbers are in brackets)

Serial Depth interval Number of Conditional Conditional Conditional Conditional return period
number (mm) observations frequency frequency frequency )
with F'a<x=b) F'(x > a) F'x <a) = T; (days) T} years
3 <x = b 1-Fx > ay /M, /30
M;
i Lower Upper m; m;/n M;/n = 1-(6) = 1/(6) = (8)/30
limit limit
3 b;
excl. incl.
1) 2) (3) ) : (5 (6) (7 (8) )
1 25 50 25 0.641 1.000 0.000 1.0 0.033
2 50 75 8 0.205 0.359 0.641 2.8 0.093
3 75 100 3 0.0769 0.154 0.846 6.5 0.22
4 100 125 1 0.0256 0.0769 0.923 13.0 0.43
5 125 150 0 0.0000 0.0513 0.949 19.5 0.65
6 150 175 1 0.0256 0.0513 0.949 19.5 0.65
7 175 200 1 0.0256 0.0256 - 0.974 39.0 | 1.3
k=7 n=ZXIm =39




6.2.3  Frequency Analysis by Ranking of Data

Data for frequency analysis can be ranked in either ascending or descending order.

For a ranking in descending order, the suggested procedure is as follows:

— Rank the total number of data (n) in descending order according to their value
(x), the highest value first and the lowest value last;

— Assign a serial number (r) to each value x (x,, r = 1,2,3,...,n), the highest value
being x, and the lowest being x,;

— Divide the rank (r) by the total number of observations plus 1 to obtain the frequency
of exceedance

r

F(x >x) = T 6.7)
— Calculate the frequency of non-exceedance

Fx<x)=1-Fx>x)=1 r (6.8)

Tn+1

If the ranking order is ascending instead of descending, we can obtain similar relations
by interchanging F(x > x,)and F(x < x,).

An advantage of using the denominator n + 1 instead of n (which was used in
Section 6.2.2) is that the results for ascending or descending ranking orders will be
identical.

Table 6.4 shows how the ranking procedure was applied to the monthly rainfalls
of Table 6.1. Table 6.5 shows how it was applied to the monthly maximum 1-day
rainfalls of Table 6.1. Both tables show the calculation of return periods (Column
7), which will be discussed below in Section 6.2.4. Both will be used again, in Section
6.4, to illustrate the application of theoretical frequency distributions.

The estimates of the frequencies obtained from Equations 6.7 and 6.8 are not
unbiased. But then, neither are the other estimators found in literature. For values
of x close to the average value (X), it makes little difference which estimator is used,
and the bias is small. For extreme values, however, the difference, and the bias, can
be relatively large. The reliability of the predictions of extreme values is discussed
in Section 6.2.5.

6.2.4 Recurrence Predictions and Return Periods

An observed frequency distribution can be regarded as a sample taken from a
frequency distribution with an infinitely long observation series (the ‘population”).
If this sample is representative of the population, we can then expect future observation
periods to reveal frequency distributions similar to the observed distribution. The
expectation of similarity (‘representativeness’) is what makes it possible to use the
observed frequency distribution to calculate recurrence estimates.

Representativeness implies the absence of a time trend. The detection of possible
time trends is discussed in Section 6.6.

It is a basic law of statistics that if conclusions about the population are based
on a sample, their reliability will increase as the size of the sample increases. The smaller
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Table 6.4 Frequency distributions based on ranking of the monthly rainfalls of Table 6.1

Rank Rainfall (descending) Year F(x > x)) F(x < x)) T, (years)
r X X2 t/(n+1) It/ +1) (+1)r
) 03] 3 ) (6)] (6) )
1 422 178084 1962 0.05 0.95 20
2 312 97344 1952 0.10 0.90 10
3 294 86436 1958 0.15 08 6.7
4 278 77284 1961 0.20 0.80 5.0
5 245 60025 1951 0.25 0.75 4.0
6 243 59049 1959 0.30 0.70 3.3
7 242 58564 ) 1964 0.35 0.65 29
8 240 57600 1963 0.40 0.60 2.5
9 235 55225 1953 0.45 0.55 2.2
10 235 55225 1955 0.50 0.50 2.0
11 231 53361 1957 0.55 0.45 - 1.82
12 223 49729 1950 0.60 ) 0.40 - 1.67
13 201 40401 1966 0.65 0.35 1.54
14 169 28561 1965 0.70 0.30 ) 1.43
15 134 17956 1948 0.75 0.25 ) 1.33
16 114 12996 1960. 0.80 0.20 1.25
17 100 10000 1956 0.85 0.15 1.18
18 64 4096 1954 0.90 0.10 1.11
19 35 1225 1949 0.95 0.05 1.05

o n
n=19 = x =4017 X x = 1003161

r=1 r=1

* Tabulated for parametric distribution-fitting (see Section 6.4)

the frequency of occurrence of an event, the larger the sample will have to be in order
to make a prediction with a specified accuracy. For example, the observed frequency
of dry days given in Table 6.2 (0.5, or 50%) will deviate only slightly from the frequency
observed during a later period of at least equal length. The frequency of daily rainfalls
of 75-100 mm (0.005, or 0.5%), however, can be easily doubled (or halved) in the
next period of record.

A quantitative evaluation of the reliability of frequency predictions follows in the
next section.

Recurrence estimates are often made in terms of return periods (T), T being the
number of new data that have to be collected, on average, to find a certain rainfall
value. The return period is calculated as T = 1/F, where F can be any of the frequencies
discussed in Equations 6.1, 6.3, 6.5, and 6.6. For example, in Table 6.2, the frequency
F of 1-day November rainfalls in the interval of 25-50 mm equals 0.04386, or 4.386%.
Thus the return period is T = 1/F = 1/0.04386 = 23 November days.

In hydrology, it is very common to work with frequencies of exceedance of the
variable x over a reference value x,. The corresponding return period is then

1

T = F(x > x,)

(6.9)
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Table 6.5 Frequency distributions based on ranking of the maximum [-day rainfalls per month of Table 6.1

Rank Rainfall (descending) Year F(x > x)) F(x < x) T, (years)
r X x2* t/(n+1) Lr/(n+1) (+1)r
(¢ (2) 3) 4 (O (6) )

1 200 40000 1962 0.05 0.95 20

2 158 24964 1961 0.10 0.90 10

3 111 12321 1952 0.15 0.85 6.7
4 99 9801 1951 0.20 0.80 5.0
5 92 8464 1958 0.25 0.75 4.0
6 74 5476 1963 0.30 0.70 33
7 67 4489 1950 0.35 0.65 2.9
8 65 4225 1966 0.40 0.60 2.5
9 65 - 4225 1959 0.45 0.55 22
10 57 3249 1955 0.50 0.50 2.0
11 56 3136 1965 0.55 0.45 1.82
12 46 2116 1957 0.60 0.40 1.67
13 45 2025 1948 0.65 0.35 . 1.54
14 40 1600 1964 0.70 0.30 1.43
15 38 1444 1953 0.75 ’ 0.25 1.33
16 . 36 1296 1954 0.80 0.20 1.25
17 30 900 1956 0.85 0.15 - 1.18
18 28 784 1960 0.90 0.10 1.11
19 10 100 1949 0.95 0.05 1.05

n n
n=1 I x =1317 X x} = 130615

r=1 r=1

* Tabulated for parametric distribution-fitting (see Section 6.4)

For example, in Table 6.2 the frequency of exceedance of 1-day rainfalls of x, = 100
mm in November is F(x > 100) = 0.00526, or 0.526%. Thus the return period is

1 1
F(x > 100) ~ 0.00526

T = = 190 (November days)

In design, T is often expressed in years

T
number of independent observations per year

T(Years) = 6.10)
As the higher daily rainfalls can generally be considered independent of each other,
and as there are 30 November days in one year, it follows from the previous example
that

T g (years) = To (Nove3r(;1ber days) = 1—39(—)9 = 6.33 years

This means that, on average, there will be a November day with rainfall exceeding
100 mm once in 6.33 years.
If a censored frequency distribution is used (as it was in Table 6.3), it will also be
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necessary to use the factor 1-F* (as shown in Equation 6.6) to adjust Equation 6.10
This produces

T/ (1-F¥)
number of independent observations per year

T(Years) = 6.11)
where T’ is the conditional return period (T’ = 1/F’).

In Figure 6.1, the rainfalls of Tables 6.2, 6.4, and 6.5 have been plotted against
their respective return periods. Smooth curves have been drawn to fit the respective
points as well as possible. These curves can be considered representative of average
future frequencies. The advantages of the smoothing procedure used are that it enables
interpolation and that, to a certain extent, it levels off random variation. Its
disadvantage is that it may suggest an accuracy of prediction that does not exist. It
is therefore useful to add confidence intervals for each of the curves in order to judge
the extent of the curve’s reliability. (This will be discussed in the following section.)

From Figure 6.1, it can be concluded that, if T, is greater than 5, it makes no
significant difference if the frequency analysis is done on the basis of intervals of all
1-day rainfalls or on the basis of maximum 1-day rainfalls only. This makes it possible
to restrict the analysis to maximum rainfalls, which simplifies the calculations and
produces virtually the same results.

The frequency analysis discussed here is usually adequate to solve problems related
to agriculture. If there are approximately 20 years of information available, predictions
for 10-year return periods, made with the methods described in this section, will be
reasonably reliable, but predictions for return periods of 20 years or more will be
less reliable.
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6.2.5  Confidence Analysis

Figure 6.2 shows nine cumulative frequency distributions that were obtained with the
ranking method. They are based on different samples, each consisting of 50
observations taken randomly from 1000 values. The values obey a fixed distribution
(the base line). It is clear that each sample reveals a different distribution, sometimes
close to the base line, sometimes away from it. Some of the lines are even curved,
although the base line is straight. '

Figure 6.2 also shows that, to give an impression of the error in the prediction of
future frequencies, frequency estimates based on one sample of limited size should
be accompanied by confidence statements. Such an impression can be obtained from
Figure 6.3, which is based on the binomial distribution. The figure illustrates the
principle of the nomograph. Using N = 50 years of observation, we can see that the
90% confidence interval of a predicted 5-year return period is 3.2 to 9 years. These
values are obtained by the following procedure:

— Enter the graph on the vertical axis with a return period of T, = 5, (point A), and

move horizontally to intersect the baseline, with N = o, at point B;

discharge
in m3/s
250

200

150

100

50

01.01 1.1 1213 15 2 3 4 5 6 788910 20 30 40 50 100
return period T, in years

Figure 6.2 Frequency curves for different 50-year sample periods derived from the same base distribution
(after Benson 1960)
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Figure 6.3 90% Confidence belts of frequencies for different values of sample size N

~ Move vertically from the intersection point (B) and intersect the curves for N =
50 to obtain points C and D;

— Move back horizontally from points C and D to the axis with the return periods
and read points E and F;

_ Theinterval from E to F is the 90% confidence interval of A, hence it can be predicted
with 90% confidence that T, is between 3.2 and 9 years. Nomographs for confidence
intervals other than 90% can be found in literature (e.g. in Oosterbaan 1988).

By repeating the above procedure for other values of T, we obtain a confidence belt.

In theory, confidence belts are somewhat wider than those shown in the graph.
- The reason for this is that mean values and standard deviations of the applied binomial
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distributions have to be estimated from a data series of limited length. Hence, the
true means and standard deviations can be either smaller or larger than the estimated
ones. In practice, however, the exact determination of confidence belts is not a primary
concern because the error made in estimating them is small compared to their width.

The confidence belts in Figure 6.3 show the predicted intervals for the frequencies
that can be expected during a very long future period with no systematic changes
in hydrologic conditions. For shorter future periods, the confidence intervals are wider
than indicated in the graphs. The same is true when hydrologic conditions change.

In literature, there are examples of how to use a probability distribution of the
hydrologic event itself to construct confidence belts (Oosterbaan 1988). There are
advantages, however, to use a probability distribution of the frequency to do this.
This method can also be used to assess confidence intervals of the hydrologic event,
which we shall discuss in Section 6.4.

6.3 Frequency-Duration Analysis
6.3.1 Introduction

Hydrologic phenomena are continuous, and their change in time is gradual. Because
they are not discrete in time, like the yield data from a crop, for example, they are
sometimes recorded continuously. But before continuous records can be analyzed for
certain durations, they must be made discrete, i.e. they must be sliced into
predetermined time units. An advantage of continuous records is that these slices of
time can be made so small that it becomes possible to follow a variable phenomenon
closely. Because many data are obtained in this way, discretization is usually done
by computer. .

Hydrologic phenomena (e.g rainfall) are recorded more often at regular time
intervals (e.g. daily) than continuously. For phenomena like daily rainfall totals, it
is difficult to draw conclusions about durations shorter than the observation interval.
Longer durations can be analyzed if the data from the shorter intervals are added.
This technique is explained in the following section.

The processing of continuous records is not discussed, but the principles are almost
the same as those used in the processing of measurements at regular intervals, the
main distinction being the greater choice of combinations of durations if continuous
records are available.

Although the examples that follow refer to rdinfall data, they are equally applicable
to other hydrologic phenomena.

6.3.2 Duration Analysis

Rainfall is often measured in mm collected during a certain interval of time (e.g. a
day). For durations longer than two or more of these intervals, measured rainfalls
can be combined into three types of totals:
— Successive totals;
— Moving totals;
— Maximum totals.
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Figure 6.4 Illustration of various methods for the composition of 5-day totals

Examples of these combining methods are given in Figure 6.4 for 5-day totals that
are made up of 1-day rainfalls.

To form successive 5-day totals, break up the considered period or season of
measurement into consecutive groups of 5 days and calculate the total rainfall for
each group. Successive totals have the drawback of sometimes splitting periods of
high rainfall into two parts of lesser rainfall, thus leading us to underestimate the
frequency of high rainfall.

To form moving 5-day totals, add the rainfall from each day in the considered period
to the totals from the following 4 days. Because of the overlap, each daily rainfall
will be represented 5 times. So even though, for example, in November there are 26
moving 5-day totals, we have only 6 non-overlapping totals (the same as the number
of successive 5-day totals) to calculate the return period. The advantage of the moving
totals is that, because they include all possible S5-day rainfalls, we cannot underestimate
the high 5-day totals. The drawbacks are that the data are not mdependent and that
a great part of the information may be of little interest.

To avoid these drawbacks, censored data series are often used. In these series, the
less important data are omitted (e.g. low rainfalls — at least when the design capacity
of drainage canals is being considered), and only exceedance series or maximum series
are selected. Thus we can choose, for example, a maximum series consisting of the highest
5-day moving totals found for each month or year and then use the interval or ranking
procedure to make a straightforward frequency distribution or return-period analysis
for them. We must keep in mind, however, that the second highest rainfall in a certain
month or year may exceed the maximum rainfall recorded in some other months or
years and that, consequently, the rainfalls estimated from maximum series with return
periods of less than approximately 5 years will be underestimated in comparison with
those obtained from complete or exceedance series. It is, therefore, a good idea not
to work exclusively with maximum series when making calculations for agriculture.

6.3.3 Depth-Duration-Frequency Relations

Having analyzed data both for frequency and for duration, we arrive at depth-
duration-frequency relations. These relations are valid only for the point where the
observations were made, and not for larger areas. Figure 6.5A shows that rainfall-
return period relations for short durations are steeper for point rainfalls than for area
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rainfalls, but that, for longer durations, the difference is less. Figure 6.5B illustrates
qualitatively the effect of area on the relation between duration-frequency curves. It
shows how rainfall increases with area when the return period is short (T, < 2),
whereas, for long return periods (T, > 2), the opposite is true. It also shows that
larger areas have less variation in rainfall than smaller areas, but that the mean rainfall
is the same. Note that, in both figures, the return period of the mean value is T, &
2. This means an exceedance frequency of F(x > x,) = 1/T, = 0.5, which corresponds
to the median value. So it is assumed that the mean and the median are about equal.

Instead of working with rainfall totals of a certain duration, we can work with the
average rainfall intensity, i.e. the total divided by the duration (Figure 6.6).

Procedure and Example

The data in Table 6.1 are from a troplcal rice-growing area. November, when the
rice seedlings have just been transplanted, is a critical month: an abrupt rise of more
than 75 mm (the maximum permissible storage increase) of the standing water in the
paddy fields due to heavy rains would be harmful to the seedlings. A system of ditches
is to be designed to transport the water drained from the fields.

To find the design discharge of the ditches, we first use a frequency-duration analysis
to determine the frequency distributions of, for example, 1-, 2-, 3-, and 5-day rainfall
totals. From this analysis, we select and plot these totals with return periods of 5,
10, and 20 years (Figure 6.7).

To find the required design discharge in relation to the return period (accepted risk
of inadequate drainage), we draw tangent lines from the 75-mm point on the depth
axis to the various duration curves. The slope of the tangent line indicates the design
discharge. If we shift the tangent line so that it passes through the zero point of the
coordinate axes, we can see that, for a 5-year return period, the drainage capacity
should be 25 mm/d. We can see that the maximum rise would then equal the permissible
rise (75 mm), and that it would take about 5 days to drain off all the water from
this rainstorm. If we take the design return period as 10 years, the discharge capacity

rainfall @ rainfall

—1 point
— area

]Iong duration

point
Mean -————~~-

] short duration

"~ x

meanp— — — — — — — - — —]
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Figure 6.5 The influence of area size on frequency-duration relations of rainfall. A: Flattening effect of
the duration on area rainfalls as compared with point rainfalls. B: Flattening effect of the size
of the area on area rainfalls of various return periods as compared with point rainfalls
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Figure 6.6 Intensity-duration-frequency relations of rainfall (Fresno, California, U.S.A. 1903-1941)

would be 50 mm/d, and for 20 years it would be 150 mm/d. We can also see that
the critical durations, indicated by the tangent points, become shorter as the return
period increases (to about 1.4, 0.9, and 0.4 days). In other words: as the return period
increases, the design rainfall increases, the maximum permissible storage becomes
relatively smaller, and we have to reckon with more intensive rains of shorter duration.

Because the return periods used in the above example are subject to considerable
statistical error, it will be necessary to perform a confidence analysis.

So far, we have analyzed only durations of a few days in a certain month. Often,
however, it is necessary to expand the analysis to include longer durations and all
months of the year. Figure 6.8 illustrates an example of this that is useful for water-
resources planning.

In addition to deriving depth-duration-frequency relations of rainfall, we can use
these same principles to derive discharge-duration-frequency relations of river flows.
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Figure 6.7 Depth-duration-frequency relation derived from Table 6.1 and applied to determine the design
discharge of a surface drainage system

6.4 Theoretical Frequency Distributions
6.4.1 Introduction

To arrive at a mathematical formula for a frequency distribution, we can try to fit
a theoretical frequency distribution (given by a mathematical expression) to the data
series. If the theoretical distribution fits the data reasonably well, it can be used to
convert the confidence limits of frequencies or return periods into the confidence limits
of the hydrologic phenomenon studied (Section 6.4.6). Further, the fitted distribution
can be used not only to interpolate, but also to extrapolate, i.e. to find return periods
of extreme values that were not apparent during the relatively short period of
observation. We should, however, be very cautious with such extrapolations because:
— Observed frequencies are subject to random variation and so, consequently, the
same is true of the fitted theoretical distribution;
— The error will increase as the phenomenon becomes more extreme or exceptional;
— Many different theoretical distributions can be made to fit the observed distribution
well, but they can lead to different predictions for extrapolated values.

Of the many existing theoretical frequency distributions, only three have been selected
for discussion in this chapter. They are:
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Figure 6.8 Frequencies of monthly rainfalls (Antalya, Turkey, 15 years of observations)

— The normal distribution, which is widely applicable and which forms the basis of
many frequency analyses;

— The Gumbel distribution, which is very often used to analyze the frequency of
maximum Series;

— The exponential distribution, which is very simple and which can often be used
instead of the Gumbel distribution.

The majority of hydrologic frequency curves can be described adequately with these
few theoretical frequency distributions. The choice of the most appropriate theoretical
distribution is a matter of judgement.

6.4.2 Principles of Distribution Fitting

There are two methods of fitting theoretical distributions to the data. They are:

— The plotting, graphic, or regression method. Plot the results obtained from the
ranking method on probability paper of a type that corresponds to the selected
theoretical distribution and construct the best-fitting line;

— The parametric method. Determine the parameters of the theoretical distribution
(e.g. the mean and standard deviation) from the data.
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Examples of distribution fitting are given in the following sections. The emphasis will
be on the parametric method.

It has been observed that hydrologic data averaged over a long duration (e.g. average
yearly discharges) often conform to the normal distribution. Similarly, the maxima
inside long-time records (e.g. the maximum 1-day discharge per year) often conform
to the Gumbel or to the exponential distribution. According to probability theory, this
conformation becomes better as the records from which the maximum is chosen become
longer, long records being the best guarantee of a reliable distribution fitting.

Determining the Parameters

For theoretical frequency distributions, the following parameters (characteristics of

the distribution) are used:

— U, the mean value of the distribution;

— o, the standard deviation of the distribution, which is a measure for the dispersion
of the data.

These parameters are estimated from a data series with Estimate (u) = X and Estimate
(o) = s, where X and s are determined from

- 1
X=H2Xi (6.12)
1

n—1

S(x — )2 = n% {2 X — @f} (6.13)

2
S = 1 n

where x; is the value of the i-th observation of phenomenon x, and n is the total number

of observations. Hence,i = 1,2, 3, .., n.

Once X and s are known, estimated frequencies can be calculated from the theoretical
distributions for each value of x. The estimated parameters, like the frequency, are
subject to random error, which becomes smaller as n increases.

In this chapter, the parametric method is preferred over the plotting method because
the estimates of X and s (Equations 6.12 and 6.13) are unbiased, whereas the advance
estimates of frequencies, which are needed for the plotting method, are probably not

“unbiased. Moreover, the parametric method is simpler and more straightforward.

The plotting method introduces an artificially high correlation between the data
and the frequencies because of the ranking procedure, and the relatively small
deviations of the plotting positions from the fitted distribution are no measure of
reliability (Section 6.4.6).

6.4.3  The Normal Distribution
The normal frequency distribution, also known as the Gauss or the De Moivre

distribution, cannot be expressed directly as a frequency of occurrence. Hence, it is
expressed as a frequency density function

exp {~ Q‘LEX} (6.14)

20?

f(x) =
G/ 2T
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where
f(x) = the normal frequency density function of x
x = thenormal variate (— o0 < X < 00)
p = the mean of the distribution
¢ = thestandard deviation of the distribution.

A frequency of occurrence in a certain interval a-b can be found from

Fla<x<b)=

8 ey

f (x) dx (6.15)

so that the cumulative (or non-exceedance) frequency of x, equals

F(x < x) = )3! f (x) dx

and the exceedance frequency of x, equals

Fx > x,) = oj?f(x) dx

To solve this, it is necessary to use tables of the standard normal distribution, as
analytic integration is not possible.

0

Because | f(x) dx = 1 (compare with Equation 6.2), it follows that

—00

F(x > x)=1—F(x <x,) (6.16)

which is comparable to Equation 6.4.

Figure 6.9A illustrates a normal frequency density function. We can see that the density

function is symmetric about p. The mode u, i.e the value of x where the function
is maximum, coincides with the mean p. The frequency of both the exceedance and

the non-exceedance of p and u equals 0.5, or 50%. Therefore, the median g, i.e. the
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Figure 6.9 Normal distributions and some common properties. A: Normal frequency density function.
B: Standard normal frequency density function
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Table 6.6 Frequencies of exceedance f of the standard normal variate y (positive y values only)

y f y f y f
0.0 .50 1.0 16 2.0 .023
0.1 .46 1.1 .14 2.1 .018
0.2 42 1.2 12 2.2 .014
0.3 .38 1.3 .097 2.3 011
0.4 .34 1.4 .081 2.4 .008
0.5 31 1.5 .067 2.5 .006
0.6 27 1.6 .055 2.6 .005
0.7 24 1.7 .045 2.7 .004
0.8 21 1.8 .036 2.8 .003
0.9 18 1.9 .029 29 .002

value of x that indicates exactly 50% exceedance and non-exceedance, also coincides
with the mean.

If p = 0 and o = 1, the distribution is called a standard normal distribution (Figure
6.9B). Further, using the variate y instead of x to indicate that the distribution is a standard
normal distribution, we see that the density function (Equation 6.14) changes to

1

n

f(y) = exp (-y*/2) (6.17)

Tables of frequencies f(y) can be found in statistical handbooks (e.g. Snedecor and
Cochran 1986). If we use either of the transformations x = u + oyory = (x — p)/o
or, if we use the estimated values X for p and s for ¢ (Equation 6.12 and 6.13)

X=X+8y or y={x—X)s (6.18)

we can use the tabulated standard distribution (e.g. Table 6.6) to find any other normal
distribution.

The central limit theory states that, whatever the distribution of x, in a sample of
size n the arithmetic mean (X,) of x will approach a normal distribution as n increases.

An annual rainfall, being the sum of 365 daily rainfalls x;, equals 365%;. Because
n is large (365), annual rainfalls are usually normally distributed. The general effect
of the duration on the shape of the frequency distribution is illustrated in Figure 6.10.

If there is a sample series available that is assumed to have a normal distribution,
we can estimate p and o using Equations 6.12 and 6.13. The standard error o; of
the arithmetic mean X of the sample is smaller than the standard deviation o, of the
individual values of the distribution. So, for independent data x, ...., x,, we obtain

o= O 6.19
o ¥ : - (6.19)

Hence, the estimated value s; of oy equals

L= 2 6.20
s N (6.20)
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Figure 6.10 Monthly average rainfall intensities (in mm/d) have a narrower, more peaked, and more
symmetrical frequency distribution than daily rainfalls

For example, the average monthly rainfall intensity, expressed in mm/d, has a standard
deviation \/ 30 times smaller than that of the individual daily rainfalls. In other words,
the average monthly rainfall intensity has a frequency distribution that is narrower,
but more highly peaked, than the average daily rainfall intensity (Figure 6.10).

If the distribution is skewed, i.e. asymmetrical, we can often work with the root-
normal or with the log-normal distribution (B in Figure 6.11), simply by using z =
\/ x or z = log x and then by applying the principles of the normal distribution to
z instead of to x. If, however, there are many observations with zero values (of which
no logarithm can be taken), we should use a censored normal distribution without
the small values of x (A in Figure 6.11).

Procedure and Example

For an idea of how to use the normal distribution, let us look at Figure 6.12, where
the monthly totals of Table 6.4 have been plotted on normal probability paper. The
probability axis has been constructed to present the cumulative normal distribution
as a straight line. The parameters have been estimated from Table 6.4, according to

frequency density

* A:weekly
censored normal distribution
s
B:monthly

log-normal or root-normal distribution .
C:trimestral

normal distribution

— discharge

Figure 6.11 Frequency distributions of total discharge of different durations: weekly, monthly, and
trimestral
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Figure 6.12 Monthly rainfalls, plotted on normal probability paper with a fitted line, based on the

parametric method (derived from Table 6.4)

Equations 6.12 and 6.13, as

i:

=x _ 4017
n

2 _ 2 _ 2
Sz\/Ex nx) =\/1003161 19 > @Y _ o,

n—1 18

The value x = X + s = 211 + 93 = 304 has a corresponding y value equal to 1
(Equation 6.18). Table 6.6 shows that this y value corresponds to a frequency of
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exceedance of f = 0.16, or 16%, from which it follows that the cumulative (non-
exceedance) frequency is 0.84, or 84% (Equation 6.16). Because the normal
distribution is symmetrical, we find that the value x = X—s = 211-93 = 118 should
correspond to a frequency of non-exceedance of 1 — 0.84 = 0.16, or 16%, and a y
value equal to—1. '

Accordingly, in Figure 6.12, the values x = 304 and x = 118 are plotted against
the 84% and 16% non-exceedance (cumulative) frequencies. The mean value X = 211
(for which y = 0, as in Equation 6.18) can be plotted against the 50% cumulative
frequency (Table 6.6). A straight line can be drawn through the above three points.

We can conclude that the estimated return period of the observed monthly rainfall
total of 422 mm is approximately 100 years instead of the 20 years we find in Table
6.4. There is, however, a 10% chance that the return period of this rainfall is smaller
than 7 years or greater than 5000 years (Figure 6.3). This will be discussed further
in Section 6.4.6. '

The Log-Normal Distribution

An example of the application of the log-normal distribution is given in Figure 6.13.
The data used here are derived from Table 6.5, which shows monthly maximum one-
day rainfalls.

Because we can expect the maximum 1-day rainfalls to follow a skewed distribution,
we are using the log-values (z = log x) of the rainfall instead of the real values (x),
the assumption being that this transformation will make the frequency distribution
symmetrical.

The procedure for normal distribution fitting is now exactly the same as before.
So with the data from Table 6.5, we can calculate that Z = 1.75 and that s = 0.29,
meaning that, if we plot the valuez = 7 + s = 2.04 against the 16% (y = 1) exceedance
frequency and the value z = Z — s = 1.46 against the 84% (y = -1) exceedance
frequency, we can draw a straight line through these points, as shown in the figure.

The figure also shows that a rainfall of 200 mm, for which z = log 200 = 2.30, has
a return period of about 30 years, whereas in Table 6.5 this return period is about 20 years.

In addition to the log-normal distribution, the figure shows a confidence belt that was
constructed according to the principles of confidence analysis. From this belt, we can
see that a rainfall of 100 mm (point A) has a 90% confidence interval, ranging from 70
mm (point B) to 180 mm (point C). The return period of this rainfall (5 years) has a
confidence interval that ranges from 2.5 years (point D) to almost 15 years (point E).

We shall interpret the data in Figure 6.13 further in Section 6.4.6.

6.4.4 The Gumbel Distribution

The Gumbel distribution (Gumbel 1954), also called the Fisher-Tippett Type I
distribution of extreme values, can be written as a cumulative frequency distribution
F(xn < x,) = exp {-exp(-y)} (6.21)

where
Xy = the maximum x from a sample of size N
x, = areference value of xy
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Figure 6.13 The log values of the data of Table 6.5, plotted on normal probability paper with a fitted
' line, based on the parametric method

y = o(x,—u), the reduced Gumbel variate
u = p-—c/a, the mode of the Gumbel distribution
p = mean of the Gumbel distribution
¢ = Euler’s constant = 0.577
T
o

NG

o = the standard deviation of the Gumbel distribution.
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By estimating pand o (Equations 6.12 and 6.13), we can determine the entire frequency
distribution.

The Gumbel distribution is skewed to the right, with u < p and the median g in
between. The introduction of x, = u into the equation for the Gumbel distribution
yields

F(xy < u) = e = 0.37 (6.22)

Therefore the probability of non-exceedance of the mode u equals 0.37, or 37%, and
the probability of exceedanceis 1 —0.37 = 0.63, or 63%.

The cumulative probability distribution of the maximum value in a sample of size
N, drawn from an exponential distribution will asymptotically approach the Gumbel
distribution as N increases. Hydrologists assume that this asymptotic approach occurs
when N > 10, and so they frequently use the Gumbel distribution to find annual
or monthly maxima of floods or to find rainfalls of short duration (less than 1/10
of a year or of a month).

To determine the Gumbel distribution, we need several (n) samples of size N (total
n x N data) from which to select the n maxima. In this way, annual, monthly, or
seasonal maximum series can be composed for various durations (each duration
containing at least N = 10 independent data from which to choose the maximum).

Taking natural logarithms twice, we can write the Gumbel distribution as

y = a(X, — u) = —In {-In F(xy < x,)} (6.23)

Gumbel probability paper is constructed to allow plotting of cumulative frequencies
on a —In(—In) scale, which yields a linear relationship with xy. A straight line of best
fit can thus be drawn or calculated by regression analysis.

Procedure and Example

For this example, the monthly maximum 1-day rainfalls presented in Table 6.5 are used.
Figure 6.14 shows the cumulative frequencies plotted on Gumbel probability paper and
a straight line calculated from Equation 6.23. As estimates of p and o, we get

X = Ix/n = 1317/19 = 69 (Equation 6.12)

1
n—1

(X2 ~ nx?) = %(130615 —19 x 69%) = 2231 (Equation 6.13)

§? =

s = /2231 = 47
so that, according to Equation 6.21
o« = n/s\/6 = n/47./6 = 0.027
u=3X-—c/oa=69—0.577/0.027 = 48
Substitution of the above estimates into the equation y = a(x, —u) gives y =

0.027(x, — 48). This is the expression of a straight line on Gumbel probability paper
(Equation 6.23). Determination of two arbitrary points gives

y =0 - x, =u =48 mm, and F(xy < 48) = 0.37
y = 3 > x, = 159 mm, and F(xy < 159) = 0.95
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The plotting of these two points produces the straight line that characterizes the
Gumbel distribution (Figure 6.14).

6.4.5

The Exponential Distribution

The exponential distribution can be written as an exceedance frequency distribution

F (X > xr) = €Xp {"'}\.(Xr - a)}

where
x, = areference value of x
a = the minimum value of x,
A =1/(n—a)
p = the mean of the distribution.
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Figure 6.14 The data of Table 6.5, plotted on Gumbel probability paper with a fitted line, based on the
parametric method. The 90% confidence limits are shown
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Theoretically, the value of the standard deviation equals c = p = a + 1/A. Hence
we need to know either ¢ or p. Contrary to the normal distribution and the Gumbel
distribution, both of which have two parameters, the exponential distribution has only
one parameter if a is known.

For x, = p, we find from Equation 6.24 that F(x > p) = e = 0.37. Hence, the
mean and the median are not equal, and the distribution is skewed.

The exponential distribution can be used for maxima selected from certain series
of data, just as we saw for the Gumbel distribution in the previous section, or it can
be used for selected values that surpass a certain minimum value (censored series).

Equation 6.24 can also be written as

A (x. — a) = —In {F(x > x,)} (6.25)

meaning that a plot of x, or (x, — a) versus —In {F(x > x, )} will yield a straight line.
For x, = p, we find from Equation 6.25 that-In F(x > p) = 1.

Procedure and Example
Let us apply an exponential distribution to the maximum monthly 1-day rainfalls
given in Table 6.5. The estimate of pis

X = X x/n = 1317/19 = 69 mm (Equation 6.12)

Using a = 10 (the lowest maximum rainfall recorded), we find that A = 1/(p-a) =
1/(69-10) = 0.017. The exponential distribution for the data of Table 6.5 is now
expressed as

F(x > x,) = exp {-0.017 (x, — 10)}

Using x, = 150 mm and x, = 75 mm, we find that F(x > 150) = 0.09 and that
F(x > 75) = 0.33, so that In F(x > 150) = -2.4 and In F(x > 75) = —1.1. On the
basis of the linearity shown in Equation 6.25, these points can be plotted and connected
by a straight line (Figure 6.15). _

Note that the baseline used by Benson (Figure 6.2) stems from an exponential
distribution. The line can be described by the equation x = a In T, + a, where o
and a are constants. This equation can also be written as A (x-a) = In T, where A
= 1/a. Because, according to Equation 6.9, T, = 1/F(x > x,), and, therefore, In T, =
—In{F(x > x,)}, the baseline can also be expressed as A(x-a) = — In{Fx > x,)}, which
is identical to the expression of the exponential distribution given by Equation 6.25.

The Log-Exponential Distribution

Figure 6.16 shows a depth-return period relation of 1-day rainfalls. These rainfalls were

derived from the a; values of Table 6.2 and plotted on double-logarithmic paper. The

line represents a log-exponential distribution, for which the rainfall x was transformed

into z = log x in the same way the log-normal distribution was transformed previously.
The straight line can be expressed as

InT, = o + Alogx,

where o and A are constants, and X, is a certain value of the rainfall x. With T, =
1/F(x > x,), this equation changes to

—In{F(x > x,)} = Mlogx, + a/A)
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Figure 6.15 The data of Table 6.5, plotted on linear graph paper against the natural logarithm of the
exceedance frequency to obtain an exponential frequency distribution. The fitted line, based
on the parametric method, and the 90% confidence limits are shown

If we compare this with Equation 6.25, we see that a = —a/A, and that the only
difference remaining is the presence of log x, instead of x,.

This means that, if the data conform, the log-exponential distribution can be used
instead of the exponential distribution. The best fit to the data will determine which
distribution to use.

6.4.6 A Comparison of the Distributions

The monthly maximum 1-day rainfalls from Table 6.5 were used to derive the log-
normal, the Gumbel, and the exponential frequency distributions, along with their
confidence intervals (Figures 6.13, 6.14, and 6.15). We can see that the data, all of
which were plotted with the ranking method, do not lie on the straight lines calculated
with the parametric estimates of the frequency distributions. Nevertheless, they are
fully within the confidence belts. Hence, in this case at least, it is difficult to say whether
there is a significant difference between the ranking procedure and the parametric
method.

The figures show that the relatively small scatter of the plotting positions around
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Figure 6.16 Depth-return period relation of 1-day rainfalls derived from Table 6.2, plotted on double-
logarithmic paper

the straight line is no measure of the width of the confidence belt. This is owing to
the artificially high correlation that the ranking method introduces between the data
and the frequencies.

Table 6.7 shows the different return periods of the 200 mm rainfalls estimated with
the different theoretical distributions, including the 90% confidence interval (Figures
6.13 and 6.14, and 6.15).

The table shows that the different distributions give different return periods for
the same rainfall. Owing to the limited number of available data (19), the confidence
intervals are very wide, and the predicted return periods are all well inside all the
confidence intervals. Hence, the differences in return period are not significant, and
one distribution is no better or worse than the other.

We can prepare a table of confidence limits not only for the return period of a
certain rainfall (Table 6.7), but also for the rainfall with a certain return period (Table
6.8). This can be done, however, only after a graphical or a theoretical relation between
rainfall and frequency has been established.

Table 6.7 Estimates of the return periods (in years) and the confidence intervals of the 200-mm rainfall
of Table 6.5, as calculated according to 4 different methods

Estimation method Return period 90% confidence interval of T,
; T :
(To) Lower limit Upper limit
Ranking method . 20 5 400
Log-normal distribution 30 6 500
Exponential distribution 25 55 | 400
Gumbel distribution 60 7 5000
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Table 6.8 Maximum daily November rainfalls (in mm), with a return period of 5 years, as calculated
according to 3 different distributions )

Estimation method Rainfall with 90% confidence limits
-T. =5
r Lower limit Upper limit

Log-normal distribution 98 © 69 191
(Figure 6.13)

Gumbel distribution 104 71 173
(Figure 6.14)

Exponential distribution 105 71 206

(Figure 6.15)

The data in the two tables indicate that there is no significant difference between the
results obtained by the different methods.

6.5 Regression Analysis
6.5.1 Introduction

Regression analysis was developed to detect the presence of a mathematical relation
between two or more variables subject to random variation, and to test if such a
relation, whether assumed or calculated, is statistically significant. If one of these
variables affects the other, that variable is called the independent variable. The variable
that is affected is called the dependent variable.

Often we do not know if one variable is directly affected by another, or if both
variables are influenced by common causative factors that are unknown or that were
not observed. Then we have to choose the (in)dependent variables arbitrarily. We
shall consider here relations with only one dependent and one independent variable.
For this, we shall use a two-variable regression. For relations with several independent
variables, a multivariate regression is used.

Linear two-variable regressions are made according to one of two methods. These
are:

— The ratio method (Section 6.5.2);
— The ‘least squares’ method (Section 6.5.3).

The ratio method is often used when the random variation increases or decreases with

the values of the variables. If this is not the case, the least-squares method is used.

The ratio method, as we use it here, consists of two steps, namely:

— Calculate the ratio p = y/x of the two variables y and x;

— Calculate the average ratio p, its standard error s; and its upper and lower
confidence limits p, and p,, to obtain the expected range of p of repeated samples.

The least squares method consists of finding a mathematical expression for the relation
between two variables x and y, so that the sum of the squared deviations from the
mathematical relation is minimized. This method can be used for three types of
regressions:
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— Regressions of y upon x;
— Regressions of x upon y;
— Two-way regressions.

Regressions of y upon x are made if y is causally influenced by x, or to predict the
value of y from a given value of x. In these regressions, the sum of the squared
deviations of y to the regression line, i.e. in the y-direction, are minimized.

Regressions of x upon y are made to predict the value of x from a given value of
y. Except for the reversal of the variables, the procedure for making these regressions
is identical to that for making regressions of y upon x. However, here it is the sum
of the squared deviations of x that are minimized.

Two-way regressions are made if no dependent variable can be selected, or if one
is more interested in the parameters of the regression line than in the values of the
variables. These are intermediate regressions that cover the territory between
regressions of y upon x and of x upon y.

The relation between y and x need not be linear. It can be curved. To detect a non-linear
relation, it is common practice to transform the values of y and x. If there is a linear
relation between the transformed values, a back-transformation will then yield the desired
non-linear relation. The majority of these transformations are made by taking log-values
of y and x, but other transformations are possible (e.g. square root functions, goniometric
functions, polynomial functions, and so on). Curve fitting can be done conveniently
nowadays with computer software packages. Further discussion of non-linear regressions
is limited to Example 6.3 of Section 6.5.4 and Example 6.4 of Section 6.5.5. For more
details, refer to statistical handbooks (e.g. Snedecor and Cochran 1986).

6.5.2 The Ratio Method

If the variation in the data (x, y) tends to increase linearly, the ratio method can be
applied. This reads

y=px+¢g or y=px

or
yx=p+e or (§/x)=p

where
p = a constant (the ratio)
¥ = the expected value of y according to the ratio method

gand &£ = arandom deviation
F/x) the expected value of the ratio y/x

Figure 6.17 suggests that there is a linear relation between y and x, with a linearly
increasing variation. The envelopes show that the ratio method is applicable. In
situations like this, it is best to transform the pairs of data (y, x) into ratios p =
y/x. The average ratio for n pairs is then calculated as

_ 1
P=_Zp . (6.26)
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Figure 6.17 The ratio method. The variation of y increases with increasing x

Using Equation 6.13, we find the standard deviation of p from

@=L osp-pr = e 6.27)

and using Equation 6.19, we find the standard error of p from

5= (6.28)

Standard errors of y and § can be found from s, = xs,and s; = xs;.
The confidence interval of p, i.e. the expected range of P of repeated samples, is
approximated by

Pu=DpP+ ts; (6.29)
P, =D-ts; (6.30)

Here, the subscripts u and v denote the upper and lower confidence limits. The letter
t stands for the variate of Student’s distribution (Table 6.9) at the frequency of
exceedance f. If one wishes an interval with c% confidence, then one should take f
= 0.5(100 - ¢)/100 (e.g. f = 0.05 when ¢ = 90%). The value of t depends on the
number (n) of observations. For large values of n, Student’s distribution approaches
the standard normal distribution. For any value of n, the t-distribution is symmetrical
aboutt = 0.

If the confidence interval p, — p, contains a zero value, then p will not differ
significantly from zero at the chosen confidence level c. Although the value of p is
then called insignificant, this does not always mean that it is zero, or unimportant,
but only that it cannot be distinguished from zero owmg to a large scatter or to an
insufficient number of data.
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Table 6.9 Values t of Student’s distribution with d degrees of freedom* and frequency of

exceedance f

d f=0.10 0.05 0.025 0.01
5 1.48 2.02 2.57 3.37

6 1.44 1.94 2.45 3.14

7 1.42 1.90 2.37 3.00

8 1.40 1.86 2.31 2.90

9 1.38 1.83 2.26 2.82
10 1.37 1.81 2.23 2.76
12 1.36 1.78 2.18 2.68
14 135 1.76 2.15 2.62
16 1.34 175 2.12 2.58
20 1.33 1.73 2.09 2.53
25 1.32 1.71 2.06 2.49
30 131 1.70 2.04 2.46
40 1.30 1.68 2.02 2.42
60 1.30 1.67 2.00 2.39
100 1.29 1.66 1.99 2.37
200 1.28 1.65 1.97 2.35
o 1.28 1.65 1.96 2.33

* For the ratio method d = n - 1, because variation starts if there is more than one data pair;
linear regression requires more than two data pairs, sod = n-2

The confidence interval of § is found likewise from §, = § + ts;and §, = § — ts,.
Figure 6.18 illustrates situations where y is not zero when x = 0. When this occurs,
the ratio method can be used if y — y, is substituted for y, and if x — x, is substituted
for x. In these cases, x, and y, should be determined first, either by eye or by
mathematical optimization.

Example 6.1
A series of measurements of drain discharge and watertable depth are available on
an experimental area. The relation between these two variables is supposedly linear,
and the variation of the data increases approximately linearly with the x and y values.
We shall use the ratio method to find the relation. The data are tabulated in Table

6.10.
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Figure 6.18 Adjustments of the ratio method when y and x are not zero
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Table 6.10 Data used in Figure 6.17, where y = drain discharge (mm/d) and x = height of the watertable
(m) midway between the drains, with respect to the drain level

no. y X p =y/x no. y X p =y
1 3.0 0.30 10.0 10 . 7.0 0.60 11.7

2 4.0 0.35 11.4 11 6.0 0.60 10.0 -
3 3.0 0.40 1.5 12 4.5 0.60 1.5

4 4.5 0.45 10.0 13 4.0 0.60 6.7

5 6.0 0.50 12.0 14 5.0 0.65 7.7

6 5.0 0.50 10.0 15 4.5 0.65 6.9

7 4.0 0.50 8.0 16 5.0 0.70 7.1

8 5.0 0.55 9.1 17 6.0 0.75 8.0
9 4.5 0.55 8.2 18 5.0 0.75 6.7

Ratio method :p = y/x, Lp = 158.5, Lp? = 448, n = 18

Equation 6.26 :p = 158.5/18 = 8.8
. Equation 6.27 :s, =V/(1448 - 18 x 8.8%)/17 = 1.78
Equation 6.28 :s; = 1.78V18 = 0.42

Table 6.9  :f =0.05andd = 17 > togq = 1.75
Equation 6.29 :p, = 8.8 + 1.75 X 0.42 = 9.5
Equation 6.30 : p, = 8.8-1.75 x 0.42 = 8.1

The data of Table 6.10 show that parameter p is estimated as 8.8, the 90% confidence
limits being p, = 9.5 and p, = 8.1. Hence the ratio p is significantly different from
zero. In Chapter 12, the ratio is used to determine the hydraulic conductivity.

6.5.3  Regression of y upon x

The linear regression of y upon x is designed to detect a relation like the following

y=ax+b+e or y=ax+b (6.31)
where

a = the linear regression coefficient, representing the slope of the regression
line

b = the regression constant, giving the intercept of the regression line on the
y axis

¢ = arandom deviation of the y value from the regression line

y = the expected value of y according to the regression (§ = y—«).

This regression is used when the € values are independent of the values of y and x.
It is used to predict the value of y from a value of x, regardless of whether they have
a causal relation.

Figure 6.19 illustrates a linear regression line that corresponds to 8 numbered points
on a graph. A regression line always passes through the central point of the data (X,
Y). A straight line through (%, ¥) can be represented by

(y—9) =a(x—X) (6.32)

where a is the tangent of the angle a in the figure.
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Figure 6.19 Variations in the y-direction

Normally, the data (x, y) do not coincide with the line, so a correct representation
of the regression is

y-y)=ax—-% +¢ (6.33)

where ¢ is a vertical distance -of the point (x, y) to the regression line. The sum of
all the € values equals zero. The difference y—¢ gives a y value on the regression line,
9. Substitution of § = y—¢ in Equation 6.33 gives

G-y =akx—-X% (6.34)

where a is called the regression coefficient of y upon x. Equation 6.34 can also be
written as

y=ax+y-ax (6.35)

By substituting b = y—a X, we get Equation 6.31.

To determine the regression coefficient, one must minimize the Ze? (the least squares
method). In other words the regression line must fit the points as well as possible.
To meet this condition we must take

_2yx ‘
=24 (6.36)
where
Zyx = Ty — ) (k= %) = E(30) — = (5y) (£x) (6.37)
CS(x - = T(x) — 111 (Ex)? (6.38)
Sy = Xy - 3 = 2 — 1 () (6.39)

in which the symbol ¥’ means ‘reduced sum’. Equation 6.39 was included for use
in the ensuing confidence statements.
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The coefficient a can be directly calculated from the (x, y) pairs of data. If a is positive,
the regression line slopes upward, and an increase in x causes an increase in y, and
vice versa. If a is negative, the regression line slopes downward. If the regression
coefficient a is zero, then there is no linear relation between y and x, and the line
is horizontal.

The following equations give additional definitions (see Equation 6.13 also)

Q= ¥x2  Z(x—Xx)P _ Xx*—(Zx)Yn

*“n—1" n-1 n—1 (6.40)
where s,2 is called the variance of x
72 _ 2 2 _ 2
§ = Z_Y _ Z(Y_ y) _ Xy EEY) /n (6.41)
n—1 n—1 n—1
where s, is called the variance of y
_Zxy _Ex—=X)(y—y) _ Zxy—3IxIy/n (6.42)
¥ o on-—1 n—1 n—1 '
where s,, is called the covariance of x and y.
Therefore, we can also write for Equation 6.36
a =" (6.43)

X

Confidence Statements, Regression of y upon x
The sum of the squares of the deviations (Z€?) is minimum, but it can still be fairly
large, indicating that the regression is not very successful. In an unsuccessful
regression, the regression coefficient a is zero, meaning that variations of x do not
explain the variation in y, and X&? = X(y-y)? = X’y? (compare with Equation 6.39).
But if the coefficient a is different from zero, part of the y-variation is explained by
regression, and the residual variation drops below the original variation: X2 < X'y2
In other words, the residual deviations with regression are smaller than the deviations
without regression. The smaller the non-explained variation Z&? becomes, the more
successful the regression is. The ratio Ze?/Z’y*equals 1-R2, in which R?is the coefficient
of determination, which is a measure of the success of the regression.

In linear regression, the coefficient R equals the absolute value of the correlation
coefficient r. In addition, r2X’y? equals the linearly explained variation and (1-r)Z’y?
is the residual variation, Xe2. The value of r can be calculated from

'y S
r= ; = L (6.44)
JERYEY) s,

This correlation coefficient is an indicator of the tendency of the y variable to increase
(or decrease) with an increase in the x variable. The magnitude of the increase is given
by the coefficient a. Both are related as

r=a=> (6.45)

The correlation coefficient r can assume values of between -1 and +1. If r > 0, the
a coefficient a is also positive. If r = 1 there is a perfect match of the regression line
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with the (x, y) data. If r < 0, the coefficient a is also negative, and if r = -1, there
is also a perfect match, although y increases as x decreases and vice versa. If r =
0, the coefficient a is also zero, the regression line is parallel to the x-axis, i.e. harizontal,
and the y variable has no linear relation with x.

In non-linear relations, the r coefficient is not a useful instrument for judging a relation.
The coefficient of determination R? = 1-X&?/X’y? is then much better (Figure 6.20).

Because the coefficient a was determined with data of a certain random variation, it
is unlikely that its values will be the same if it is determined again with new sets of data.
This means that the coefficient a is subject to variation and that its confidence interval
will have to be determined. For this purpose, one can say that it is ¢% probable that
the value of a in repeated experiments will be expected in the range delimited by

a,=a+ts, (6.46)
a, =a—ts, (6.47)
with
3 gl (1 -r)Zy?
2 —_
ST M= )T (6.48)
where

a,and a, are the upper and lower confidence limits of a

t = a variable following Student’s distribution, with d = n — 2 degrees of
freedom (Table 6.9)

f = 0.5(100-c)/100 is the frequency with which the t value is exceeded (the

uncertainty)

the standard error of the coefficient a

Sa

Theoretically, this statement is valid only if the & deviations are normally distributed
and independent of x. But for most practical purposes, the confidence interval thus
determined gives a fair idea of the possible variation of the regression coefficient.

One can also say that, in repeated experiments, there is a ¢c% probability that the
y value found by regression (¥, Equation 6.43) for a given x value, will be in the range
limited by

Ju= 9+ tsg (6.49)
9,=9 —ts, : (6.50)

3 X

Figure 6.20 A clear relation between y and x, although r ~ 0
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where §, and §, are the upper and lower confidence limits of §, and s; is the standard
error of §, equal to

sy = /85 + (x =X (6.51)

Here, s, is the standard error of y, which is the value of y at x = X

X g?

=@

(6.52)

By varying the x value, one obtains a series of §, and §, values, from which the

confidence belt of the regression line can be constructed. Taking x = 0, one obtains
the confidence limits of the regression constant b. In this case, the value of s} is often
relatively small, and so Equation 6.51 can be simplified to

Sp, = XS, (6.53)
and the upper and lower confidence limits of b are

b,=b+ ts, =b 4+ tXs, : (6.54)

b,=b—ts,=b—tXs, (6.55)

To calculate the confidence interval of a predicted y value from a certain x value one

may use, in similarity to Equations 6.49, 6.50 and 6.51,y, = §y + ts,and y, =
§ — ts,wheres, = , /sy2 + (x—X)*s

With a pocket calculator, it is relatively simple to compute a linear 2-variable
regression analysis and the corresponding confidence statements because all the
calculations can be done knowing only n, x, Xy, Z(xy), Zx2, Zy2. This is illustrated
in the following example. Nowadays, personal computers are making regressions even
easier, and general software packages like spreadsheets can be conveniently used.

Example 6.2 Regression y upon x
The data from Table 6.11 were used to do a linear regression of y upon x to determine

the dependence of crop yield (y) on watertable depth (x): y = ax + b. The result.

is shown in Figure 6.21.

From the table, we see that the confidence limits of the regression coefficient (a
= 1.7) are a, = 2.4 and a, = 1.0. Hence, although the coefficient is significant, its
range is wide. Because 12 = 0.42, we know that the regression explains 42% of the
squared variations in y. As the regression equation (Equation 6.41), we get

$-4.7) = a(x-0.57)
With the calculated b, the regression result can also be written as
y=ax+373 (n=18,r=0.65)

According to this, eVery 0.10 m that the watertable drops results in an average crop
yield increase of 0.17 t/ha (using a = 1.7), with a maximum of 0.24 t/ha (using a,
= 2.4) and a minimum of 0.10 t/ha (using a, = 1.0).
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Table 6.11 (y, x) data used in Figure 6.21, with y = crop yield (t/ha) and x = seasonal average depth
of the watertable (m)

no y X no. y b
1 4.0 0.15 14 4.0 0.50
2 45 0.20 15 4.5 0.60
3 3.0 0.20 16 6.0 0.65
4 4.0 0.25 17 4.5 0.65
5 3.7 0.25 18 5.7 0.70
6 3.5 0.32 19 5.0 0.70
7 5.0 0.40 20 5.3 0.75
8 4.5 0.40 21 5.5 0.90
9 4.5 0.40 22 4.7 0.90
10 4.8 0.45 23 5.0 0.91
11 4.5 0.45 24 4.5 1.00
12 5.5 047 . 25 5.7 1.05
13 5.2 0.50 26 5.5 1.08

Lx = 14.87 x? = 10.47 Ixy = 73.46

Iy = 122.60 Ty? = 591.68 n =26 n—-2=24

X =Ix/n = 14.87/26 = 0.57
¥ = Ey/n = 122.60/26 = 4.7

0.47 — (14.87)226 = 1.97
91.68 — (122.60)%/26 = 13.57
3.46 — 14.87 x 122.60/26 = 3.34

Equation 6.38: L'x? 1
5
7
3.34/1.97 = 1.70
4
3

Equation 6.39: L'y?
Equation 6.37: L'xy
Equation 6.36: a

1 [

Equation 6.35: b =4.7 - 1.70 X 0.57 = 3.73
Equation 6.44: r = 3.34M1.97 x 13.57 = 0.65 > 2 = 0.42
Equation 6.48: Ie? = (1 — 0.42) 13.57 = 7.87
Equation 6.48: s, =V'7.87/24 x 1.97 = 0.41
Table 6.9: f =0.05and d = 24 > tggq = 1.71
Equation 6.46: a, =170 + 1.71 X 041 = 2.4
Equation 6.47: a, =170 - 1.71 x 041 = 1.0
Equation 6.53: s = 0.57 X 0.41 = 0.23
Equation 6.54: b, =373 +1.71 x0.23 =4.1
~ Equation 6.55: b, =373 -1.71 x023 =33
‘Equation 6.52: s, =v7.87/24 x 26 = 0.11
Equation 6.49: ¥, =47+ 1.71 x 0.11 = 4.9
Equation 6.50: ¥, =4.7-1.71 x0.11 =45

6.5.4 Linear Two-Way Regression

Linear two-way regression is based on a simultaneous regression of y upon x and
of x upon y. Itis used to estimate the parameters (regression coefficient a and intercept
b) of linear relations between x and y, which do not have a causal relation.

Regression of y upon x yields a regression coefficient a. If the regression of x upon
y yields a regression coefficient a’, we get, analogous to Equation 6.34

x—%x)=2a(y—-y) (6.56)

Normally, one would expect that a’= 1/a. With regression, however, this is only true
if the correlation coefficient r = 1, because

a’a=r? (6.57)
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Figure 6.21 Linear regression of y upon x (Example 6.2)

The intermediate regression coefficient a* becomes

a
a* = [= 6.58
X (6.58)
which gives the geometric mean of the coefficients a and 1/a’. The expression of the
intermediate regression line then becomes

(y*—y) = a*(x*—Xx) (6.59)
or
y* = a*x* + b* ' (6.60)
where
* =y —a*x (6.61)

The symbols y* and x* are used to indicate the y and x values on the intermediate
regression line.

Because the intermediate regression coefficient a* results from the regression of
y upon x and of x upon y, one speaks here of a two-way regression.

The intermediate regression line is, approximately, the bisectrix of the angle formed
by the regression lines of y upon x and of x upon y in the central point (X, y).

Confidence Interval of the Coefficient a*
In conformity with Equations 6.46 and 6.47, the confidence limits of the intermediate
regression coefficient a* are given by

a*, =a* +ts, (6.62)
a*, =a* —ts, (6.63)
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where the standard error s,. of a* is found from

$ S
* _ g2 _ g%
S, a 2 =2 a7 (6.64)
This shows that the relative standard error s,./a* is considered equal to the relative
standard error s,/a or s,/a’. In general, the relative standard errors of all regression

coefficients are equal

Sax S, Sar S1ja’ ’
=5 _ Sy e
a* a o 1/a’ l/a

Confidence Belt of the Intermediate Regression Line
The confidence belt of the intermediate regression line can be constructed from the
confidence intervals of y* or x*. We shall limit ourselves here to the confidence
intervals of y*.

In conformity with, Equations 6.49, 6.50, and 6.51 we can write

Yo =y* + ts,. (6.65)

Yo =y* —ts, (6.67)
where

S0 = /82 + (x* —X)? sk (6.68)
And in conformity with Equations 6.53, 6.54, and 6.55 we get

Spe = X Spe (6.69)

b*, = b* + ts,. (6.70)

b*, = b* — tsy (6.71)

An example of how to use these equations follows.

Example 6.3 Two-Way Regression

Let us assume that we wish to determine the hydraulic conductivity of a soil with
two different layers. We have observations on drain discharge (q) and hydraulic head
(h), and we know that q/h and h are linearly related: g/h = a*h + b*. The hydraulic
conductivity can be determined from the parameters a* and b* (Chapter 12), whose
values can be found from a two-way regression.

In Table 6.12 one finds the two-way regression calculations, made according to
the equations above, in which h replaces x and z = q/h replaces y. Although the values
of both a* and b* are significantly different from zero, we can see that they are not
very accurate. This is owing partly to the high scatter of the data and partly to their
limited number (Figure 6.22).

Figure 6.22 shows the confidence intervals of the regression line, which are based
~ on the confidence intervals of b*, and a* that were calculated in Table 6.12. Despite
the fairly high correlation coefficient (r = 0.83), the confidence intervals are quite
wide. This problem can be reduced if we increase the number of observations.
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Table 6.12 Values of the hydraulic head (h), the discharge (q), and their ratio (z = q/h) in a drainage
experimental field

Observation number q h z = g/h
(m/d) (m) @
1 0.0009 0.17 0.0053
2 0.0011 0.19 0.0058
3 0.0022 0.28 0.0079
4 0.0020 0.30 0.0066
5 0.0034 0.40 0.0085
6 0.0032 0.40 0.0080
7 0.0031 0.42 0.0074
8 0.0035 0.45 0.0078
9 0.0044 . 0.48 0.0092
10 0.0042 0.51 0.0082
11 0.0057 0.66 0.0086
Lh =426 Lz = 0.0833 n= 11
h =ZIh/n=0.387 z. = Iz/n = 0.00757
Th? = 1.86 £z2 = 0.000645 Xzh = 0.0337
-Equations 6.37, 6.38 and 6.39:
£'h? = 0.209 T'z2 = 0.0000145 I’zh = 0.00144

Equation 6.36: a = 0.00144/0.209 = 0.0069

Equation 6.44: r = 0.001444/(0.209 x 0.0000145) = 0.83
2 =0.83% = 0.69

Equation 6.51: a’ = 0.69/0.0069 = 100

Equation 6.53: a° =V/(0.0069 X 0.0100) = 0.0083

Equation 6.48:  Le? = (1-0.69) X 0.0000145 = 0.00000450

Equation 6.48: s, =V 0.00000450/(11-2) x 0.209) = 0.00155

Equation 6.64: s, = 0.0083 x 0.00155/0.0069 = 0.0019

Table 6.9: d =9;f=0.051=1.83

Equation 6.57:  a* = 0.0083 + 1.83 x 0.00186 = 0.0117

Equation 6.58: a* = 0.0083 — 1.83 x 0.00186 = 0.0049

Equation 6.59:  b* = 0.00757 — 0.0083 x 0.387 = 0.0044

Equation 6.69:  su« = 0.387 x 0.0019 = 0.00074

Equation 6.70: b} = 0.0044 + 1.83 x 0.00074 = 0.0058

Equation 6.71:  b* = 0.0046 — 1.83 X 0.00074 = 0.0030

6.5.56  Segmented Linear Regression

In agriculture, crops will often react to a production factor x within a certain range
of x, but not outside this range. One might consider using curvilinear regression to
calculate the relation between crop yield (v) and x, but the linear regression theory,
in the form of segmented linear regression, can also be used to calculate the relation.
Segmented linear regression applies linear regression to (x,y) data that do not have
a linear relation. It introduces one or more breakpoints, whereupon separate linear
regressions are made for the resulting segments. Thus, the non-linear relation is
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Figure 6.22 Two-way regression with the data of Table 6.12

approximated by linear segments. Nijland and El Guindy (1986) used it to calculate
a multi-variate regression. A critical element is the locating of the breakpoint.
Oosterbaan et al. (1990) have presented a method for calculating confidence intervals
of the breakpoints so that the breakpoint with the smallest interval i.e. the optimum
breakpoint, can be selected.
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Figure 6.23 Segmented linear regression with the same data as in Figure 6.21
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Example 6.4 Segmented Linear Regression with one Breakpoint

Segmented linearization (or broken-line regression) will be illustrated with the data from
Figure 6.21 as shown again in Figure 6.23. In this example the optimum breakpoint
was at x = 0.55 m. The subsequent calculations are presented in Table 6.13.

Discussion

The total £e2 = 3.57 + 3.06 = 6.63 in Table 6.13 is lower than the £g? = 7.87 of
Example 6.2, which represents the linear regression using all the data without a
breakpoint. This means that the segmented regression gives a better explanation of

Table 6.13 Segmented linear regression calculations with the data of Table 6.11

1) Segment with x < 0.55 m

Lx =494 Ly = 60.7 n =14

X =Ixn=035m y =ZLyn=43tha

x? = 1.94 Iy? = 269.26 EIxy = 22.12
Equations 6.38, 6.39 and 6.37 give

r'x? = 0.19 L'y’ =6.09 L'xy = 0.70
Equation 6.36: a = 3.62

Equation 6.35: b = 3.06

Equation 6.44: * = 0.41

Table 6.10: f =0.05andd = 12 >ty = 1.78
Equation 6.48: L2 = 3.57

Equation 6.46: 3, = 5.83

Equation 6.47: a, = 1.40

Equation 6.49: x =j,=4.6tha

Equation 6.50: y, = 4.0 t/ha

2) Segment with x > 0.55 m

Ix = 9.93 Ly = 61.9 n =12
X =ZIx/n=083my=_ZLy/n=252tha
x? = 8.54 Ly’ = 322.41 EIxy = 51.35

Equations 6.38, 6.39 and 6.37 give :
I'x? =032 I'y? =3.11 I'xy = 0.12

Equation 6.36: a = 0.38
Equation 6.35: b = 4.84
Equation 6.44: 12 = 0.02 :
Table 6.10: 0.05and d = 10 - tgyq = 1.81

f =

Equation 6.48: LeZ= 3.06
Equation 6.46: a, = 2.15
Equation 6.47: a, = — 1.3%8
Equation 6.49: x = §, = 5.5 t/ha
Equation 6.50: §, = 4.9 t/ha
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the effect of watertable depth on crop yield than does the unsegmented regression.
One can test whether this improvement is significant at a certain confidence level by
comparing the reduction in Xe? with the residual variation after segmented linear
regression. One then checks the variance ratio using an F-test, a procedure that is
not discussed here. In this example, the improvement is not statistically significant.
This difficulty could be obviated, however, by the collection of more data.

The regression coefficient (a = 0.38) for the data with x > 0.55 is very small and
insignificant at the 90% confidence level because a, < 0 < a,, meaning that no
influence of x upon y can be established for that segment.

On the other hand, the regression coefficient (a = 3.62) for the data with x < 0.55
is significant at the chosen confidence. Hence, the yield (y) is significantly affected
by watertables (x) shallower than 0.55 m.

In accordance with Equation 6.31, the regression equations become

y=y=52 [x>0.55m]
¥ = 3.62(x—0.35) + 4.3 =3.62x + 3.1 [x < 0.55m]

The intersection point of the two lines need not coincide exactly with the breakpoint;
but when the segmented regression is significant, the difference is almost negligible.

Using n, = number of data with x < 0.55 and n, = total number of data, and
assuming that the points in Figure 6.23 represent fields in a planned drainage area,
one could say that n,/n, = 14/26 = 54% of the fields would benefit from drainage
to bring the watertable depth x to a value of at least 0.55 m, and that 46% would
not. An indication of the average yield increase for the project area couid be
obtained as follows, with X being the average watertable depth in the segment x
< 0.55

Ay = a(0.55-X)n,/n, = 3.62(0.55-0.35)0.54 = 0.4 t/ha

with confidence limits Ay, = 0.6 and Ay, = 0.2, which are calculated with a, = 5.83
and a, = 140 instead of a = 3.62. From Example 6.2, we know that the average
current yield is y = 4.7 t/ha. Accordingly, we have a relative yield increase of 0.4/4.7
= 9%, with 90% confidence limits 0of 0.6/4.7 = 13% and 0.2/4.7 = 4%.

6.6 Screening of Time Series
6.6.1 Time Stability versus Time Trend

Dahmen and Hall (1990) discuss various established methods of statistical analysis

to detect the presence of a significant time trend in time series of hydrologic data.

One of the methods they describe involves tests for the time stability of the mean

of the data. Time stability can be tested in three ways. These are:

— Spearman’s rank correlation method;

— Student’s t-test for the means of data in consecutive periods;

— Segmented linear regression of the cumulative data and time (mass curve analysis)
or of the cumulative data from two measuring stations (double-mass curve
analysis).
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In this chapter, we discuss only Student’s t-test of the means.

In Figure 6.24, we see a time series of annual maximum water levels of the Chao
Phraya river at Bang Sai, Thailand, from 1967 to 1986. The figure suggests that the
water levels are, on average, somewhat lower after 1977. The difference in the levels
for the two different periods (1967-1977 and 1978-1986) is analyzed in Table 6.14.

The difference A = h, ~h, = 0.69, from Table 6.14, has a standard error s, that
can be found from

sa = /(5 + sid)
Hence, it follows that s, = 0.22 m.

From Equations 6.46 and 6.47, we know that to calculate the upper (A,) and lower
(A,) confidence limits of A, we use

A, =A+tsyand A, = A—ts,

For the 90% confidence interval, Table 6.9 gives, t = 1.83, with f = 0.05and d =
n-1=10-1=9.ThusA, = 1.09 and A, = 0.28.

Because both A, and A, are positive, the difference in water levels before and after
1976 is significant. In fact, the difference is the result of the construction of a storage
reservoir and electric power station in a tributary of the Chao Phraya river. This should
be taken into account if one uses the data of all 20 years to make a frequency analysis.
Due to construction and operation of the reservoir, the return period of a certain
high water level is underestimated and the water level for a certain return period is
overestimated.
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Figure 6.24 Time series of annual maximum water levels of the Chao Phraya river at Bang Sai, Thailand
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Table 6.14 Regression analysis of the water levels (m) used in Figure 6.24 to test the difference of the

decade means
First decade Second decade
Year Maximum annual Year Maximum annual
water level (hy) water level (hy)
1967 2.49 1977 1.88
1968 2.80 1978 2.54
1969 2.78 1979 1.98
1970 1.95 1980 1.42
1971 3.29 1981 2.63
1972 2.30 1982 3.16
1973 3.14 1983 1.78
1974 3.20 1984 - 1.76
1975 2.92 o 1985 2.04
1976 3.51 1986 2.31
n =10 n =10
Lh, = 28.38 Lh, = 21.50
hy, =284 ' h, = 2.15 (Equation 6.12)
Ih? = 82.63 Lhi = 48.59 .
s = 0.48 sp2 = 0.51 (Equation 6.13)
s = 0.15 : sz = 0.16 (Equation 6.20)

6.6.2  Periodicity of Time Series

The periodicity, i.e. the periodic fluctuations, of time series can be tested with the
serial correlation coefficient, but only after proving that there is no definite time trend.
The serial correlation coefficient (ry) is defined as

1, = (XX, )/ 2%
where x; is the observation at time i and x;, is the observation at time 1 + 1. This

is comparable to Equation 6.44. So if r; is significant, and a time trend is absent, then
one can conclude that there must be a periodicity.

6.6.3 Extrapolation of Time Series

A time series of data from one measuring station can be extended with the help of
a series from another station if both series overlap and if there is a good relation
between them during the period of overlap. The relation can be determined by the
ratio method, by the linear regression method, and by any non-linear regression
method, depending on the characteristics of the data.

If the regression shows a significant relation, extrapolation of the shorter data record
makes it possible to increase the reliability of frequency predictions. Nevertheless,

much depends on the reliability of the ratio or the regression coefficient.
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6.6.4  Missing and Incorrect Data

When certain data in a time series are missing or are undoubtedly incorrect, one
sometimes tries to fill the gaps by interpolation or by inserting average values. Or
one tries to fill in the missing data or to change the incorrect data, using the relation
with another, complete, set of data. Although there is, in principle, no objection to
such practices, it must be stressed that the supplementary data should not be used
in an analysis of confidence or in tests of statistical significance, the reason being that
they are not independent. They enlarge correlations (this is called spurious correlation)
and lead to statistical bias. Therefore, it is necessary to clearly earmark supplementary
data and to omit them from the statistical tests.

The decision to declare certain data with exceptionally large deviations as incorrect
must be taken very carefully, because there are always correct data that, due to random
variation, deviate strongly from their expected value. If, based on certain non-
statistical criteria, it has been decided that some data should be eliminated, it will
be necessary to check all data against the same criteria, because there may be seemingly
normal data whose values have evolved under the same conditions implied in the
criteria of rejection.

For example, if one decides to exclude certain extremely high or low crop yields
from a data series on the grounds of specific soil conditions, then all the non-
exceptional yields that have been realized under the same soil conditions will have
to be eliminated as well. Otherwise, the conclusions drawn from the data series will
be incorrect. The remaining data can be analyzed statistically, but it should be
stipulated for which conditions the conclusions are valid. For the crop yield data,
this means that the conclusion is not valid for the excluded soil conditions.
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7 Basics of Groundwater Flow
M.G. Bos!

7.1 Introduction

In drainage studies, we are interested not only in the depth at which the watertable
is found and in its rise and fall, but also in the flow of groundwater and the rate
at which it flows. The terms groundwater and watertable are defined in Section 7.2.
In Section 7.3, because we are dealing with groundwater as a fluid, we present some
of its physical properties and the basic laws related to its movement. This movement
is governed by well-known principles of hydrodynamics which, in fact, are nothing
more than a reformulation of the corresponding principles of mechanics. On the basis
of these principles, we shall formulate the equation of continuity and the equations
of groundwater movement. We give special attention to Darcy’s equation in Section
7.4, to some of its applications in Section 7.5, and to the theory of streamlines and
equipotential lines in Section 7.6.

The equations for flow and continuity are partial differential equations which can
only be solved if we know the boundaries of the flow regions. These boundaries or
‘boundary conditions’ are discussed in Section 7.7. Further, to solve groundwater-flow
patterns bounded by a free watertable (known as an unconfined aquifer, Chapter 2),
we have to make additional assumptions to simplify the flow pattern. The Dupuit-
Forchheimer theory, which deals with these assumptions, gives good solutions to
problems of flow to parallel drains and pumped wells (Section 7.8). Finally, as an
example of an approximate method to solve the partial differential equations, Section
7.9 presents the relaxation method.

It should be noted that the equations in this chapter are not intended for direct
use in drainage design, but are expanded upon in subsequent chapters on Subsurface
Flow to Drains (Chapter 8), Seepage and Groundwater Flow (Chapter 9), and Single-
well and Aquifer Tests (Chapter 10).

72 Groundwater and Watertable Defined

The term ‘groundwater’ refers to the body of water found in soil whose pores are
saturated with water. The locus of points in the groundwater where water pressure
is equal to atmospheric pressure defines the ‘watertable’, which is also called the free
water surface or the phreatic surface (Figure 7.1). The watertable can be found by
measuring the water level in an open borehole that penetrates the saturated zone.
Pressure is usually expressed as relative pressure, p, with reference to atmospheric
pressure, P, At the watertable, by definition, p = p ..

The groundwater body actually extends slightly above the watertable owing to
capillary action, but the water is held there at less than atmospheric pressure. The
zone where capillary water fills nearly all of the soil’s pores is called the capillary

! International Institute for Land Reclamation and Improvement
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Figure 7.1 Schema of the occurrence of subsurface water

fringe. Although it occurs above the watertable, the capillary fringe is sometimes
included in the groundwater body. The capillary water occurring above the capillary
fringe belongs to the unsaturated zone, or zone of aeration, where the soil’s pores
are filled partly with water and partly with air (Chapter 11).

7.3 Physical Properties, Basic Laws

7.3.1 Mass Density of Water

The density of a material is defined as the mass per unit of volume. Mass density
may vary with pressure, temperature, and the concentration of dissolved particles.
Temperature, for example, causes the mass density of water to vary as follows (see
also Table 7.1)

(T - 4y

150 (7.1)

p = 1000 —

where

p = density of water (kg/m?*)
T = water temperature (°C)

Table 7.1 Variation in mass density and viscosity of water with temperature

Temperature Mass density Dynamic viscosity Kinematic viscosity

°O) (kg/m3) (kg/m s) (m2/s)

0 999.87 1.79 x 10 1.79 x 106

5 999.99 1.52 x 1073 1.52 x 10
10 999.73 1.31 x 103 1.31 x 10°
15 999.13 1.14 x 103 1.14 x 10°
20 998.23 1.01 x 1073 1.007 x 10°
25 997.07 0.89 x 1073 0.897 x 10
30 995.67 0.80 x 1073 0.804 x 10
40 992.24 0.65 x 1073 0.661 x 10°®
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Because mass density varies with temperature, water of 15°C will not mix
spontaneously with water of 20°C, and there will be even less mixing between fresh
water and sea water. Because of its salt content, the mass density of sea water is about
p, = 1027 kg/m?>. This variation in mass density must, of course, be taken into account
when hydraulic heads are being measured.

7.3.2  Viscosity of Water

In a moving fluid, a fast-moving layer tends to drag a more slowly-moving layer along
with it; the slower layer, however, tends to hold back the faster one. Because layers of
fluid flow at different velocities, the fluid body opposed by an internal stress will be
deformed. The internal stress that causes the deformation of the fluid during flow is called
viscosity. Basically, viscosity is the relation between the shear stress acting along any plane
between neighbouring fluid elements, and the rate of deformation of the velocity gradient
perpendicular to this plane. Thus, if the fluid element A, shown in Figure 7.2, travels
at an average velocity, v, in the x-direction, it will be deformed at an angular rate equal
to dv/dy. According to Newton, the shear, T, along plane a-a will then be

t=ng (1.2)

T = shear stress (Pa)
1 = the dynamic viscosity of the fluid (kg/m s)

Kinematic viscosity is defined by the relation

=N
v = 0 _ » (7.3)

where
v = kinematic viscosity (m?/s)

Table 7.1 gives the variation in viscosity with temperature.

dg _dv
4 dt  dy

y

X —g—
Figure 7.2 Angular deformation of a fluid element (Rouse 1964)
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7.3.3 Law of Conservation of Mass

A fundamental law of hydrodynamics is the law of conservation of mass, which states
that, in a closed system, fluid mass can be neither created nor destroyed. In other
words, a space element, dx, dy, dz, in which the fluid and the flow medium are both
incompressible, will conserve its mass over a time, dt. Therefore, the fluid must enter
the space element at the same rate (volume per unit time) as it leaves. The rate at
which a given volume is transferred across a section equals the product of the velocity
component perpendicular to the section and the area of the section.

If the velocity distribution over the flow profile is non-linear, we may assume a
linear velocity distribution over the elementary distances, dx, dy, and dz. Hence, we
can write the average velocity components perpendicular to the lateral faces of the
space element as indicated in Figure 7.3.

The difference between the volume of water leaving the space element and the
volume of water entering it in the x-direction over time, dt, equals

ov,
0x

(v, + dx)dydzdt—v,dydzdt (7.4)
or

v,
5% dx dy dz dt (7.5)

Analogous expressions can be derived for the y- and z-directions

8
Fvyx dy dx dz dt (7.6)

and

dv,
oz

dzdx dydt (17

Figure 7.3 Velocity distribution in a fluid space element
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According to the law of conservation of mass, the total difference between the volume
transferred into the space element and that transferred out of it must equal zero. Hence

dv, dvy ov, _

o dxdydzdt + 3y dydxdzdt + 52 dzdxdydt =0 (7.8)
For flow independent of time, (dv/dt = (), this equation reduces to

ov,  Ov, OV

Oy O¥y L 0% _

X + Sy +5, 0 (7.9

which is a general form of the continuity equation.

In fluid mechanics, it is common practice to select a coordinate system whose x-
direction coincides with the direction of the flow vector at a given point. In other
words, the x-direction is parallel to the tangent of the path line at that point.
Consequently, v, = v, v, = 0, and v, = 0. Because, in these circumstances, there
is a transfer of volume in the x-direction only, the difference between the volume of
water transferred into and out of the space element, over time, dt, must equal zero.
Hence

9% 4%y dy dz dt—v, dy dz dt = 0 (7.10)

Ve + %

and because dA = dydz -
Vardy dA-v,dA =0
or
(vdA)y 14 = (vdA), = dQ (7.11)

Thus, the rate of flow, dQ, is a constant through two elementary cross-sections at
an infinitely short distance from each other. In fact, we considered an elementary
part of a stream tube, bounded by streamlines, lying on the dx-dy and dx-dz planes.

If we now consider a finite area of flow, A, we can write the continuity equation
as

Q= i vdA = VA (7.12)

where v is the average velocity component perpendicular to the crosssectional area
of flow.

7.3.4  The Energy of Water

Although heat and noise are types of energy that can influence the flow of water,
let us assume for our purposes that they exert no energy. An elementary fluid particle
then has three interchangeable types of energy per unit of volume

pv}/2 = kinetic energy per unit of volume (Pa)
pgz = potential energy per unit of volume (Pa)

P = pressure energy per unit of volume (Pa)
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Let us assume that a fluid particle is moving in a time interval, At, over a short distance
(from Point 1 to Point 2) along a streamline, and is not losing energy through friction
or turbulence. Because, on the other hand, the fluid particle is not gaining energy
either, we can write .
2 2

(pTv + pgz + p)) = (92L + pgz + p), = constant (7.13)
This equation is valid for points along a streamline only if the energy losses are
negligible and the mass density, p, is a constant. According to Equation 7.13

pv?

B + pgz + p = constant (7.14)

or

2 .
Y + P 47— H = constant (7.15)

28 pg
where, as shown in Figure 7.4

vi[2g = the velocity head (m)

p/pg = the pressure head (m)

z = the elevation head (m)

p/pg + z = the piezometric head (or potential or hydraulic head) or the water
level in the stilling well (m)

H = thetotal energy head (m)

The latter three heads all refer to the same reference level. The reader should note
that each streamline may have its own energy head.

Equations 7.13, 7.14, and 7.15 are alternative forms of the well-known Bernoulli
equation.

It is stressed again that these equations are only valid:
— When a fluid particle is moving along a streamline under steady-flow conditions;

7 "_\/27'2_9[—‘_91??&[-9&-——-——-———.—. R———
12703 W v3/2g
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p,/ 2 k,/pg
/P9 oY"‘C'\e *__
d
1 iO\\Owe ine
H X path :s“eom\\
’0'(0:'0‘ z
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J[______JL arbitrary reference level N

Figure 7.4 The energy of a fluid particle (Bos 1989)
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— When the energy losses are negligible;
— When the mass density of the fluid, p, is a constant.

Because, in nature, velocities of groundwater flow, v, are usually low, the kinetic energy
in Equation 7.15 can be disregarded without any appreciable error. Hence, Equation
7.15 reduces to

P iz=nh (7.16)
pg
The physical meaning of Equation 7.16 is illustrated in Figure 7.5. Using Equation
7.16, we can measure the piezometric head at various points in the groundwater body.
Subsequently, we can determine the hydraulic gradient and the direction of
groundwater flow.

Pressure is usually expressed as relative pressure, p, with reference to atmospheric
pressure, P, Lhus, in this context, p,. equals zero pressure. Mean sea level is
sometimes used as a reference level in measuring elevation.

7.3.5 Fresh-Water Head of Saline Groundwater

If heads are measured in piezometers installed in a deep layer containing groundwater
of different salt concentrations, these heads should,-as a rule, be converted into fresh-
water heads so that the true hydraulic gradient can be determined. Expressing the
fresh-water head, hg, as (see Figure 7.6)

hfZZ‘*'L

Prg

point A T
reference level \]/

Figure 7.5 Piezometric or hydraulic head, h, at a point A, located at a height z above a reference level
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Figure 7.6 Hydraulic heads in bodies of fresh water and salt water

and the saltwater head, h, as

hs=z+—p—
Ps 8

Where p; is the mass density of fresh water and p, is the mass density of salt water,
we obtain, after eliminating p/g,

hp,  ps—Pr
hy = =%z 5 7.17
! Pr z Pr ( )

If the reference level coincides with the bottom of the piezometer, i.e. if z = 0, the
corresponding fresh-water head can be expressed as

hy = hsg—j (7.18)

If, for example, the hydraulic head in salt water is 30 m above the reference level
that is assumed to coincide with the bottom of the piezometer, and the mass density
of the groundwater is 1025 kg/m?, then the length of a column of fresh water of the
same weight is

1025
7.4 Darcy’s Equation
741 General Formulation

The fundamental equation describing the flow of groundwater through soil was
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derived by Darcy (1856). He performed his experiments using an instrument like the
one shown in Figure 7.7.

Darcy observed that the volume of water flowing through a sand column per unit
of time was proportional to the column’s cross-sectional area and its difference in
head (h, — h, = Ah), and inversely proportional to the length of the sand column.
This relation can be written as

Ah

Q=KT A (7.19)

where

the rate of flow through the column (m?/s)

the head loss (m)

the length of the column (m)

the cross-sectional area of the column (m?)

a proportionality coefficient, called hydraulic conductivity (m/s)

]

R>CEO
I

In this context, it should be noted that Q/A = v is not the actual velocity at which
a particle of water flows through the pores of the soil. It is a fictitious velocity that
is better referred to as the ‘discharge per unit area’, or ‘apparent velocity’. For design
purposes, the discharge per unit area is more important than the actual velocity, v,,,
at which water moves through the pores (V,, > Vypparent)-

Nevertheless, the ratio between the apparent velocity and the actual velocity, is
directly related to the value of K in Equation 7.19. The v, -value can be calculated
as a function of Q/A and porosity. The porosity of a sample of sand, or any other
porous material, is the ratio of the volume of voids, in the sample, V,, to the total
volume of the sample, V.

[
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Figure 7.7 Pressure distribution and head loss in flow through a sand column
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Porosity was defined in Chapter 3 as

v,
e=v (7.20)
If a plane section is drawn through a random grain formation, it will intersect the
grains and the voids between them. The net area occupied by the voids, a, will then
stand in the same proportion to the cross-sectional area, in the sample, A, as the ratio

Vy/V does. Therefore

%= Vv o (7.21)
and also
Vi = % == (7.22)

In alluvial soils, the porosity, €, varies from about 0.2 to 0.55 (Chapter 3).

7.4.2  The K-Value in Darcy’s Equation

The proportionality coefficient, K, in Equation 7.19 represents the ‘discharge per unit
area’ at unit hydraulic gradient. K depends mainly on the porosity of the material
and on the size and shape of the material’s grains. To a lesser extent, K depends on
the grain-size distribution and the temperature of the water.

The influence of grain size on the velocity at which groundwater flows through
pores can best be explained by laminar flow in pipes. This is exceptional because,
in nearly all problems of practical hydraulic engineering, the flow is turbulent. The
flow of water through a porous medium is possibly the only laminar-flow problem
that will confront an irrigation and drainage engineer.

In 1843, Poiseuille published his well-known equation to describe laminar flow in pipes

v, =as" (1.23)
where

v, = laminar flow velocity in the pipe (m/s)

a = coefficient (m/s)

s = hydraulic gradient (-)
u = anexponent that approximates unity (-)

The coefficient, o, in Equation 7.23 can be derived from theoretical considerations.
For a circular pipe, for example, Equation 7.23 becomes

_ Apg
Vp = m S (724)

Because the cross-sectional area of the pipe, A, equals td2/4, where d is the diameter
of the pipe, Equation 7.24 can be written as

_ d’pg
Yo = 33p S (7.25)
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This equation was developed for a straight pipe, but it can also serve for the flow
of water through porous material (see Equations 7.19 and 7.22). Equation 7.25 can
thus be rewritten as

Q _ d’pgAh

Y“TeAT T L

(7.26)

where d is the mean diameter of the pores between the grains. If we cbmpare Equations
7.19 and 7.26, we find that

_ d’pge
=T (7.27)

The influence of porosity, €, on the hydraulic conductivity, K, is clearly shown in
this equation. ’

Wesawin Table 7.1 that both the mass density of water, p, and its dynamic viscosity,
1, are influenced by the temperature of the water. In practice, the relation between
mass density and temperature is ignored, and the value of the mass density is taken
as a constant, 1000 kg/m>. Nevertheless, as is obvious from Table 7.1, it is not always
possible to ignore the influence of temperature on viscosity, and thus on the K-value.
We can determine the hydraulic conductivity, K, at a temperature of x°C if we
substitute the value of K measured at y°C into the following equation

K, = Kw%ﬁ (7.28)
For example, if the hydraulic conductivity of a soil measured in the laboratory at
20°C s found to be 2 m/d, while the groundwater temperature is 10°C, then '

. 1.01 x 107
Ky = Ky 12 = 2

e~ 2 X 13T x 107 — 1S m/id

Figure 7.8A shows a sample of coarse sand, and Figure 7.8B a sample of fine sand.
Let the line AB be the path of a water particle flowing through both samples. It is
clear that the flow path of the water particle is wider in the coarse sand than in the
fine sand. We can thus draw the general conclusion that the hydraulic conductivity
of a coarse material is greater than that of a fine one (see Equation 7.27).

Up until now, however, we have tacitly assumed that, in any type of soil, all the
grains are of about the same diameter. This would be true for sand that has been
carefully sieved, but natural soils usually consist of grains of many different sizes.

The influence of grain-size distribution on hydraulic conductivity is illustrated in
Figure 7.9, which shows the flow path of a water particle through a mixture of the
fine and coarse sands shown in Figure 7.8A and B. Following the flow path AB, we
can see that the mean diameter of the pores in the mixture is determined by the smaller
grains, and is only slightly affected by the larger grains. But, the larger grains partially
block the passages that were present in the fine sand. Thus, in the mixture, the water
particle is forced to travel a longer path to pass around the larger grains. In other words,
while the mean diameter of the pores in the fine sand is almost the same as that in
the mixture, the porosity of the mixture is less than the porosity of the fine sand. And,
although the average size of the grains in the mixture is larger than that in the fine
sand, the hydraulic conductivity of the mixture will be less than that of the fine sand.
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Figure 7.8 Flow path through two samples of sand (Leliavsky 1965)

Figure 7.9 Flow path through a mixed sand sample (Leliavsky 1965)

So far, we have considered soils to be isotropic. Isotropy is the condition in which
all significant properties are independent of direction. This means that the hydraulic
conductivity is the same for any direction of flow. In reality, however, soils are seldom
isotropic; instead, they are made up of layers with different hydraulic conductivities.
Figure 7.10 presents a simple example of flow through a naturally-deposited, stratified
soil. It is clear that a water particle following either flow path AB or CD will meet
greater resistance than a water particle following paths EF or GH. The actual flow
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Figure 7.10 Flow through a naturally deposited, stratified soil (after Leliavsky 1955)

Table 7.2 K-values in m/d for granular materials (Davis 1969)

Clay soils (surface) 0.01 - 0.5
Deep clay beds 108 102
Loam soils (surface) 0.1 1
Fine sand ‘ 1 5
Medium sand 5 20
Coarse sand 20 100
Gravel 100 1000
Sand and gravel mixtures 5 100
Clay, sand, and gravel mixtures 0.001 0.1

paths of AB and CD are longer than those of EF and GH. This means that the
hydraulic conductivity of this soil is greater for horizontal flow than for vertical flow.
The difference between horizontal and vertical K-values can only be determined
by testing undisturbed samples or by conducting tests in situ (Chapter 12).
The orders of magnitude of K-values for granular materials are listed in Table 7.2.

7.4.3  Validity of Darcy’s Equation

Like most empirical equations, Darcy’s equation can be applied only within certain
limits. Darcy’s equation is valid only if the flow is laminar. As a criterion for laminar
flow, we use the Reynolds number, Re, which is defined as (see also Chapter 19)

Re = YdnP (7.29)
n
where
v = discharge per unit area or the apparent velocity (m/s)
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ds, = mean diameter of soil grains (m)
mass density (kg/m?)
n = dynamic viscosity (kg/m s)

©
]

These four parameters thus determine the extent to which Darcy’s equation can be
applied. For a drainage engineer, it will suffice to accept the validity of Darcy’s
equation if the Reynolds number is equal to or less than unity (see also Muskat 1946).
Hence

Re = "d:]—"p <1 (7.30)

If we substitute the known values of p and n for water at 10°C into Equation 7.30,
we arrive at

vdgy < 1.3 x 105 m?/s (7.31)

In natural conditions of groundwater flow, it is unlikely that this limit of application
will be exceeded. It may occur, however, if dy is large (coarse gravel), if the hydraulic
gradient is steep (close to pumped wells), or if most of the groundwater flows through
cavities in (calcareous) soils.

7.5 Some Applications of Darcy’s Equation
7.5.1 Horizontal Flow through Layered Soil

Consider Figure 7.11, where water flows from an irrigation canal to parallel drains.
In the cross-section, water flows in a horizontal direction through three layers, each
of which has a different hydraulic conductivity (K,, K,, and K;) and a different
thickness (D,, D,, and D). If we assume that there is no flow across the boundaries
between the individual layers, then the hydraulic gradient, s = (h, — h,)/L = Ah/L,
applies to the flow through each layer.

<|mpervious
PRVANANGEN Py

Figure 7.11 Horizontal flow through a layered soil
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The flow rate per unit length of canal (q;, q,, and q;) can be expressed by

q; =K/D;s
q; = K;D; 8
q; = K;Ds s
and the total flow through the cross-section by
q=q + &+ & = KD, + K;D; + KiDy) s (7.32)

or
q= X (K,Dy)s
m=1

The product, KD, is the transmissivity of a soil layer in which the flow is horizontal.
Layers with a high KD-value may thus contribute more to horizontal flow.

7.5.2  Vertical Flow through Layered Soils

Figure 7.12 is a cross-section of an irrigated field (basin with ponded water), where
water is flowing vertically downward through a soil profile made up of layers of
different thicknesses and different hydraulic conductivities. If we assume that the soil
is saturated and no water can escape laterally, the discharge per unit area, i.e. the
apparent velocity, is the same for each layer. Hence

g h-h D, _

v =K, D, or v K - h,-h,
v=K2hz—2h3 or v%§=h2~—h3
_ . h-h Dy _, _
v =K, D, or v K- h;-h,

v i=

i\

hi h2 h3 ha’

reference lev

NN YNV

Figure 7.12 Vertical downward flow through layered soil
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Figure 7.13 Vertical upward flow through two clay layers with different hydraulic conductivities and
different thicknesses

Since (h; —h,) + (h,—h;) + (h;—h,) = h;—h, = Ah, adding the equations yields

Q Ah
ATV "D D, D (1.33)
Ki " K, K

As an example, let us consider Figure 7.13. It depicts an upper clay layer in which
the watertable is assumed to remain stable because of factors such as drainage or
evaporation. The saturated thickness of the clay layer is D, = 9 m; its hydraulic
conductivity for vertical flow is K, = 0.8 m/d. Below this layer is a second clay layer;
it is 1 m thick, and its hydraulic conductivity for vertical flow is K, = 0.05 m/d. The
second clay layer rests on a sand layer that contains groundwater whose hydraulic
head lies above the watertable in the upper clay layer (Ah = 0.05 m). The head
difference causes a vertical upward flow from the sand layer through the overlying
clay layers. According to Equation 7.33, the rate of this upward flow per unit area
1s

Q_ 005 005 005
A T 908 +1/0.05  T1.25+20  31.25

= 0.0016 m/d

This shows that the second layer, with a high K/D-ratio, influences groundwater flow
more than the thick first layer.

7.6 Streamlines and Equipotential Lines

7.6.1 Streamlines

In reality, all flow is three-dimensional. In irrigation and drainage engineering, how-
ever, we can regard groundwater flow as being essentially two-dimensional. This
means that, in the direction normal to the plane of Figure 7.14, the thickness of the

aquifer in the analysis equals unity. Such a two-dimensional flow problem is shown
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Figure 7.14 Two-dimensional path of a water particle

in Figure 7.14, where AB is the path of a moving particle of water. In this figure,
v represents the velocity vector, which is of necessity tangential to the path AB at
the point marked. It follows that

vy _dy

v. ~ & (7.34)
or

-vydx + v,dy =0 (7.35)

This, generally stated, is the equation that describes the streamline AB at time t,. If
we assume that v, = f(x,y) and that v, = —g(x,y), where f(x,y) and —g(x,y) are two
functions of the coordinates x and y, then, because of the continuity equation
(Equation 7.9), the left-hand part of Equation 7.35 will always be a total differential
of a certain function W(x,y). The equation representing a streamline can thus be written
as

¥ SW
—Vydx+vxdy—-gdx+gdy—d‘}’—0 (7.36)
so that
Y
= + W (7.37)
and
o¥
Vy = — g (738)
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It follows from Equation 7.36 that the function ¥(x,y) is a constant for every
streamline. This function is called the ‘stream function’. We can therefore draw a
number of streamlines, e.g. (AB),, (AB),, and so on, each corresponding to a different
value of the same stream function ¥, e.g. ¥,, ¥,, and so on (Figure 7.15).

It is also useful to know the discharge, Aq, which flows between these streamlines.
This can be calculated by adding all the elementary discharges, dq = v.dn, passing
through a section, ab. Expressed as an equation, this reads

b b
Aq = [dq = | v,dn (7.39)

For the s,n-coordinates, Equations 7.37 and 7.38 can be rewritten as

d¥

o (7.40)

v = +

and
v, =0 (7.41)

If we substitute Equation 7.40 into Equation 7.39 and adapt the limits of integration,
we find that
¥2 d\P
Aq = —— dn=Y¥,-Y¥, =-AY 7.42

q q!.l dn 2 1 (7.42)
This is an important result; it shows that the difference between two values of the stream
function equals the discharge passing between the two corresponding streamlines. Thus,
once the streamlines have been drawn, they show not only the flow direction, but also
the relative magnitude of the velocity along the channel between the two streamlines.
In other words, because of continuity, the velocity at any point in the stream channel
varies in inverse proportion to the spacing of the streamline near that point.

7

< ——

Figure 7.15 Illustration of the stream function ¥
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7.6.2 Equipotential Lines

To express two-dimensional flow in the xy-plane (Figure 7.16), we must rewrite
Darcy’s equation as

Sh oh

=~ and v, = K 3y (7.43)
Obviously, the rate of change of K xh = K(z + p/pg) determines the flow velocity.
The product Kh can be replaced by @, i.e. the ‘velocity potential’. Hence, we can
rewrite Equation 7.43 as

Vo= Ky

v, = —;1) and v, = —— (7.44)

For lines with a constant value of ®(x,y), i.e. lines that connect points with the same
velocity potential, the total differential equals zero. Hence
oD od

o dx + 6—ydy =dd =0 (7.45)

If we substitute v, and v, as given in Equation 7.44 into Equation 7.45, we see that
vedx + v,dy = 0 (7.46)

This equation describes a line with a constant value, @, of @, i.e. an equipotential line.
Following the streamline’s tangent, i.e. following the s-direction, we can rewrite
Equation 7.44 as
do

Vs =~ g and v, = 0 (7.47)

D+4AD

< ——
/
/

Figure 7.16 Illustration of equipotential lines

243




Thus, if we draw a set of curves, for each one of which ® is constant, and if we choose
these curves in such a way that the interval between them is AQ®, we obtain a diagram
like the one in Figure 7.16. This could, for example, be part of a watertable-contour
map.

The equipotential lines describe a surface whose slope, d®/ds, is a measure of the
velocity, v;; so, the closer the equipotentials, the greater the velocity.

7.6.3 Flow-Net Diagrams

If we reconsider both the equation that describes a streamline (Equation 7.35) and
the equation that describes an equipotential line (Equation 7.46), we can see that for
the streamline

dy _ v

dx v,
and for the equipotential line

dy _ _v
dx
The product of their slopes equals ~1. Streamlines always intersect equipotential lines
at right angles, as we saw in Figure 7.16. Flow patterns can therefore be shown by
a family of streamlines that intersects a family of equipotential lines at right angles.
An example is shown in Figure 7.17.

It has been explicitly stated that streamlines and equipotential lines are directly

sheet piling

®q ®s5 &e

Figure 7.17 Flow-net diagram illustrating two-dimensional seepage under sheet piling in a homogeneous
soil
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related to each other. In fact, if a family of streamlines is established for a given flow
pattern, there will then be only one corresponding family of equipotential lines, and
© vice versa. This can be seen if we rewrite Equations 7.40 and 7.47 as

d¥ =v,dn or A¥Y =v,;An (7.48)
and
—d® = v;ds or —-A® = v As (7.49)

If the flow net is constructed in such a way that An = As, it will consist of ‘approximate
squares’, and

AY = —AD (7.50)

A flow-net diagram of approximate squares is more convenient to draw and is easier
to check for accuracy than a flow net of approximate rectangles. Harr (1962)
recommends the following procedure for drawing a flow net:

1 Draw the boundaries of the flow region to scale so that all equipotential lines and
streamlines that are drawn can be terminated on these boundaries (Figure 7.18A);

2 Sketch lightly three or four streamlines, keeping in mind that they are only a few
of the infinite number of curves that must provide a smooth transition between
the boundary streamlines. As an aid in the spacing of lines, note that the distance
between adjacent streamlines increases in the direction of the larger radius of
curvature (Figure 7.18B);

3 Sketch the equipotential lines, bearing in mind that they must intersect all
streamlines, including the boundary streamlines, at right angles, and that the
enclosed figures must be approximate squares (Figure 7.18B);

4 Adjust the locations of the streamlines and the equipotential lines to satisfy the
requirements of Step 3 (Figures 7.18C and D). This is a trial-and-error process with
the amount of correction being dependent upon the position of the initial .
streamlines. The speed with which a successful flow net can be drawn is highly
contingent on the experience and judgement of the individual.

In the judgement of the designer, the flow nets shown in Figure 7.18B and C might

be ‘equally good’. In Figure 7.18D, the two flow nets have been superposed and it

appears that the two ‘equally good’ flow nets do not coincide. The designer of a flow

net can improve his design if he realizes that all sides of an approximate square must

have a tangent point with a circle drawn within the square (Leliavsky 1955). In addition

to the above four rules, it is recommended to:

5 Fill the area of Figure 7.18A with auxiliary circles as shown in Figure 7.18E;

6 Draw curved lines through the points of contact of the circles (Figure 7.18E) and
omit the circles to obtain the flow net diagram (Figure 7.18F);

7 As a final check on the accuracy of the flow net, draw the diagonals of the squares.
These should also form curves that intersect each other at right angles (Figure 7.18G).
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Figure 7.18 Methods of drawing a flow-net diagram (after Leliavsky 1955)

7.6.4 Refraction of Streamlines

When streamlines in a soil layer with a given hydraulic conductivity, K,, cross the
interface into a layer with a different hydraulic conductivity, K,, their flow paths are
refracted in the same way as light is refracted (Figure 7.19).

Let us consider two water particles that are following separate streamlines, ¥, and
¥,. They arrive simultaneously at Points A and C,. In the time it takes the second
particle to flow from C, to B, the first particle has flowed at a different velocity to
C,; it has crossed the interface. If we draw the equipotential lines, ®, and ®,, we
see that the flow paths of the streamlines have been refracted.

In Figure 7.19, we consider the discharge Aq that flows between two streamlines,
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Figure 7.19 Refraction of streamlines

¥, and ¥,. From the continuity equation (Equation 7.11), we know that this discharge
must be the same in both layers, even though their K-values are different. Hence

Agq = K;sjacosa, = Kjs,acosa, (7.51)
where

o, = angleofentry

o, = angle of refraction

a = the unit area between Points A and B in Figure 7.19

s,, s, = the respective values of the hydraulic gradient in the two layers, being
_0-9

51T Fsinoa, (7.52)
9, -9, :

As can be seen in Figure 7.19, ®, and ®, are two different equipotential lines.
Substituting Equations 7.52 and 7.53 into Equation 7.51, we see that

o, -D o -
———Z2acosa, = K,——=—2-acosa,
asin o, asin a,
or
K, _tang,

K, ~ tana, (7.54)

If o, = 0, then o, = 0 as well. This was tacitly assumed in Section 7.5.2. And, Equation
7.54 shows that if K, >> K,, then &, is very large compared with tan o,. Such a situation
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is found where a clay layer (K,) covers a drained sand layer (K,). In the clay layer,
the flow is almost vertical; in the sand layer, it is almost horizontal. This supports
the general assumption that, in a semi-confined aquifer, groundwater flow in the sand
can be regarded as horizontal, and in the covering clay layer as vertical.

7.6.5  The Laplace Equation

For two-dimensional flow to occur, Equations 7.37, 7.38, and 7.44 dictate that
3 ¥

~5x = oy (7.595)
and
R I
= _87 (7.56)

These two important conditions are called the Cauchy-Rieman equations. They are
necessary, but in themselves are insufficient to calculate two-dimensional flow; the
existence and continuity of all partial derivatives of ®(x,y) and W¥(x,y) must be verified
as well. We must therefore be able to differentiate Equation 7.55 with respect to x
and Equation 7.56 with respect to y. Adding the results, we find that

&P | 8%

& T T
This equation can also be obtained by substituting Equation 7.44 directly into
Equation 7.9. The continuity equation for two-dimensional flow would then read

0 (7.57)

ov dv
X y —
ox oy 0 (7.58)

Equation 7.57 is the well-known Laplace equation for two-dimensional flow. For
homogeneous and isotropic soils (hence for K, = K, = K = constant), the Laplace
equation is often written with h instead of ® = Kh. Under these conditions, Equation
7.57 reduces to

%+%=o (7.59)
Laplace’s equation is also written as
V*h =0
where the symbol V, called ‘del’, is used to denote the.differential operator
eyt E
and V2, called ‘del squared’, is used for
&2 82 &2

T oy T 5z

which is called the Laplacean operator.
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The above equations for flow and continuity are valid for steady flow. When
investigating a particular flow problem, we can only determine its solution if we know
what happens at the boundaries of the flow region. Hence, the boundary conditions
should be properly defined. They may include statements on the hydraulic head, or
on the inflow and outflow conditions at the boundary, or that a boundary may be
a streamline, and so on.

7.7 Boundary Conditions

From theory, we know that partial differential equations like Laplace’s have an infinite
number of solutions. So how do we choose the one solution that applies to a given
problem? Boundary conditions in problems of groundwater flow describe the specific
conditions that are to be imposed at the boundaries of the flow region. These boundaries
are not necessarily impervious layers or walls confining the groundwater. Rather, they
are geometrical surfaces where, at all points, we know either the flow velocity of the
groundwater, or an equipotential line, or a given function of both. Some characteristic
boundary conditions will be briefly discussed in the following sections.

7.71 Impervious Layers

The boundary of an impervious layer can be regarded as a streamline because there
is no flow across it. The flow velocity component normal to such a boundary therefore
vanishes, and we have ¥ = constant and d¥/ds = 0. In practice, a layer is considered
impervious if its hydraulic conductivity is very low compared with the hydraulic
conductivity of adjacent layers.

7.7.2  Planes of Symmetry
Planes of symmetry are illustrated in Figure 7.20 by the two lines marked A-B (running

vertically through the drain axis) and the boundary line marked C-D (running parallel
to A-B, but midway between the drains). Because of the symmetry of the system, the

- ,
< 7 ~TSH

A C A

i
Figure 7.20 Boundary conditions for steady flow to drainage canals
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pattern of equipotential lines and streamlines on one side of the ‘boundary’ mirrors the
pattern on the other side. Hence, any horizontal flow velocity component immediately
adjacent to that ‘boundary’ must be matched on the other side by a component in the
opposite direction. The net flow across the boundary must therefore be zero, and the
plane of symmetry, like an impervious layer, is a streamline of the system.

7.7.3 Free Water Surface

The free water surface is defined as the surface where water pressure equals atmospheric
pressure. It is assumed that the free water surface limits the groundwater flow region,
i.e. no groundwater flow occurs above this surface. This assumption is untrue in most
instances of flow through soils, but it is useful when we are analyzing flow through
a layer whose capillary fringe is thin in comparison with its thickness, D.

In a free water surface, the pressure component of the total head, p/pg, is zero;
hence the hydraulic head at the water’s surface is equal to the elevation component
of this surface at a given point: h = z.

If there is no percolation of water towards the free water surface, the flow velocity
component normal to that surface is zero and the {ree water surface then represents
a streamline.

If there is percolation, however, the vertical recharge, R, determines the value of the
streamlines. In Figure 7.21, a rainfall intensity is assumed, of which R recharges the
groundwater body. The free water surface is neither an equipotential line nor a streamline,
and the starting points of streamlines are at regular distances from each other.

Figure 7.21 Boundary conditions for a free water surface

NN ‘

reference level

Figure 7.22 Boundary conditions for water at rest or for slowly-moving water
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7.7.4  Boundary Conditions for Water at Rest or for Slowly-Moving Water

These boundaries are found along the bottom and side slopes of canals and reservoirs,
and where upward groundwater flow meets downward percolating water. The
hydrostatic pressure along the bottom or side of a canal, i.e. the pressure due to a
certain level of water above the bottom or side of a canal, is expressed by (Figure
7.22)

p = pg(z,-2) (7.60)
where

z = theelevation of a given point above the reference level (m)
z, = the elevation of the water level in the canal (m)

It then follows that
p
h=z,="—+412 7.61
Pg ( )

Now the right-hand expression represents the potential or hydraulic head, so the
potential head at each point along the canal is equal to the height of the water level,
Z,, in the canal. In Figure 7.22, we have

Point Elevationhead @~ h =z + p/pg Pressure (p/pg)
A Z Z, Z,-2
B 7 Zy -

7.75  Seepage Surface

At all points in the soil above the watertable, the pressure head is negative, while
below the watertable, it is generally positive. An exception occurs if the watertable
intersects the surface of the soil, as shown in Figure 7.23. In this case, a seepage surface
occurs. A seepage surface is defined as the boundary where water leaves the soil mass
and then continues to flow in a thin film along its surface. Seepage surfaces can also
occur on the downstream face of dams.

Along a seepage surface, the pressure p = 0 (atmospheric pressure). Hence the

NAVNI/NSNNY,

seepage
/Ss/urface

Figure 7.23 Boundary conditions for a seepage surface
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hydraulic head at any point on the seepage surface is equal to the elevation at that
point, or h = z. A seepage surface is not a streamline because, in the interior of the
soils mass, the component of the flow-velocity vector perpendicular to the boundary
is not zero. ' :

7.8 The Dupuit-Forchheimer Theory
7.8.1 The Dupuit-Forchheimer Assumptions

Groundwater-flow patterns bounded by the watertable (known as unconfined flow
patterns) are difficult to calculate. Obtaining a mathematically exact solution with the
Laplace equation is complex because the non-linear free water surface is both the
boundary condition of, and the solution to, the drainage problem. As a result, complex
calculations do not always give better answers than a simplified method because our
knowledge of this boundary condition is imprecise, the soil is heterogeneous, and the
groundwater recharge from rainfall or irrigation is not uniform.

A method first developed by Dupuit in 1863, and improved by Forchheimer (1930),
gives good solutions to problems of flow to parallel canals and to pumped wells. In
addition to assuming that:

— The flow pattern is steady;

— Darcy’s equation is applicable.

Dupuit also assumed that:

— In a vertical section, MN, of the aquifer, all velocity vectors are horizontal and

equal to v = —-K(dy/dx) (see Figure 7.24);

— The hydraulic gradient between two infinitely adjacent sections, MN and M'N’,
exactly equals

o dy
S =y = Sin 0
A
7, NSNS NSNS\
p ~ ™
M’ gt
Ap—2 : "
- B NN >
impervious
: oA
E——

Figure 7.24 Steady flow in an unconfined aquifer as an illustration of Dupuit’s assumptions
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Figure 7.25 The watertable near a seepage surface cannot be explained by Dupuit’s assumptions
which can be written as

s = % — g0 . (71.62)
In part, Dupuit’s assumptions are contradictory, and the last assumption is valid only
if 8 remains small. Calculations that incorporate these assumptions will therefore
indicate a lower watertable in the vicinity of pumped wells and when a seepage surface
(illustrated as BC in Figure 7.25) can be expected. We can easily see that a seepage
surface will occur if the water surface AB approaches A'B’.

Nevertheless, with Dupuit’s assumptions, we can solve a variety of groundwater-
flow problems with satisfactory accuracy. Forchheimer used the assumptions to
develop a general equation for the free water surface. He applied the continuity
equation to a vertical column of water, which, in a flow region, is bounded above
by the phreatic surface and below by an impervious layer, and whose height is h (see
Figure 7.26).

If we assume that the surface of the impervious layer is horizontal, i.e. that it
coincides with the plane delineated by the horizontal coordinates x and y, the
horizontal components of the flow velocity are
v, = K% and v, = —Kg—l; (7.63)
If q, is the flow rate in the x-direction, then the water entering through the left face
of the column is the product of the area, h x dy, and the velocity, v,. Thus

q, = -K <h %};1) dy (7.64)

As water moves from the left-hand to the right-hand face of the column, we see that
the flow rate changes by 0q,/0x. When the water leaves the right-hand face of the
column, q, has changed to

. 0q,
Qu+ vy 1.€. 10 Qg + 6()1( dx
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Figure 7.26 Approximate horizontal flow in a fluid space column as an assumption for deriving
Forchheimer’s linearized continuity equation

The difference between outflow and inflow per unit time in the x-direction is

a4, 0 (, oh
Qs iy~ G = A2 dx = K 5 <h 5) dx dy (7.65)
Similarly, the change in flow in the y-direction is
oq 0 (, oh .
1y = _K — -
Thdy = K 5. <h 0y> dx dy (7.66)

If we assume steady flow, the continuity equation requires that the sum of the changes
adds up to zero. Hence the sum of the right-hand expressions of Equations 7.65 and
7.66 equals .

0 ch 0 Jh

X [5 <h 6_x> + 5 (h 5?)] dxdy = 0 (7.67)
Equation 7.67 can also be written as

0 oh 0 ch

F <h 6—x> + Em <h @> =0 (7.68)
or

0’h?  &*h?

il + i 0 (7.69)

Equations 7.67 to 7.69 are alternative forms of the Forchheimer equation for steady
flow.
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.78.2  Steady Flow above an Impervious Horizontal Boundary

Let us regard the xz-plane in Figure 7.27 as the plane of flow in which h, and h, are
the known elevations of two points of the steady watertable. For this flow pattern,
Equation 7.68 reduces to

(h) =0

dx \ ' dx
which, after integration, yields the equation of the parabola
h2 = Clx + CZ (770)

The integration constants, C, and C,, can be solved by applying the boundary conditions
x = 0,h = h,, and x = L, h = h,. Substituting the values of C, and C, into Equation
7.70, we obtain the expression for the elevation h at any intermediate point

h= [h?2-(h,? —hzz)% (1.71)

According to Darcy, the discharge per unit width through any vertical section between
Points 1 and 2 in Figure 7.27 is

dh
q=-Khg (7.72)

which, after integration and substitution of the boundary conditions, yields

K
q = 51 (hi? - hy?) (1.73)

Equation 7.73 is called Dupuit’s formula.

Figure 7.27 Steady flow above an impervious horizontal boundary
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Figure 7.28 Watertable subject to recharge at a rate of R per unit area

7.8.3  Watertable subject to Recharg’e or Capillary Rise

We assume that the watertable in Figure 7.28 has a uniform rate of flow, R, per
unit area (R > 0 if there is recharge, and R < 0 if there is capillary rise). For two-
dimensional flow, the right-hand expression in Equation 7.67 will equal Rdxdy.
Hence

J Jh ) ¢h
K [5; (v %)+ 2 (n W)] dxdy = Rdxdy (7.74)

For flow in the xz-plane shown in Figure 7.28, this equation reduces to

Kd(h@>+k=o

dx \ dx
Upon integration, it becomes
Kh2 + Rx? = C]X + C2 (776)

If there is recharge (R > 0), Equation 7.76 is an ellipse; if there is capillary rise from
the groundwater profile (R < 0), it is a hyperbola.

Limiting ourselves to recharges, we can derive several useful approximate
relationships. If we substitute the boundary conditions, x = 0, h = h;and x = L,
h = h,, into Equation 7.76, we obtain the general equation for the watertable

(h;2-h,2)x R
— 2 _ —
h = \/hl T + g (L —x)x 7.97)

If R = 0, this equation gives the approximate groundwater profile for flow through
a dam or a dike. It then equals Equation 7.71.

When the water levels in the (drainage) canals shown in Figure 7.28 are equal
(h, = h, = hy), the maximum value of h is reached, because of symmetry, at
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a = x = L/2. After substituting these conditions into Equation 7.77, we obtain (see
also Chapter 8, Section 8.2.1))

RL?
— 2
Bnx = ho® + 7R
or
L= % (hmaxz_ h02) (778)

Then, to determine the flow rate through a vertical section in Figure 7.28, we substitute
Equation 7.72 into Equation 7.75, which yields

dq, _
dx R

After integrating and substituting the boundary condition (x = 0, q, = q,), we obtain
4. = Rx + q (7.79)

Substituting Equation 7.72 into Equation 7.79 and integrating the result with the
boundary conditions of Equation 7.77 gives

RL

K
q = i(hlz—hzz)‘T (7.80)
which, when substituted back into Equation 7.79, finally gives
K L
q = K(hlz—hzz)“R(j—x) (7.81)

1t should be noted here that, if R = 0, this equation will be similar to Equation 7.73.
The distance x = a (see Figure 7.28), for which the elevation of the groundwater

profile is at its maximum (h,,,), can be found from

Equation 7.81 by substituting q, = 0. Hence

L K

a = f“m(hlz—hzz) (782)

7.8.4  Steady Flow towards a Well

As a last example, the flow towards a fully penetrating well will be analyzed (Figure
7.29). A homogeneous and isotropic aquifer is assumed, bounded below by a
horizontal impervious layer. While being pumped, such a well receives water over
the full thickness of the saturated aquifer because the length of the well screen equals
the saturated thickness of the aquifer.

The initial watertable is horizontal, but attains a curved shape after pumping is
started. Water is then flowing from all directions towards the well (radial flow). It
is further assumed that there is no vertical recharge, and that the groundwater flow
towards the well is in a steady state, i.e. the hydraulic heads along the perimeter of
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Figure 7.29 Horizontal radial flow towards a pumped well that fully penetrates an unconfined aquifer.
No recharge from rainfall.

any circle concentric with the well are constant (radial symmetry). Flow through any
cylinder at a distance from the centre of the well can be found by applying the
continuity equation and the equation of Darcy. We hereby assume that the hydraulic
gradient in this cylinder equals the slope of the watertable at the circle of this cylinder,
dh/dr. Substituting this gradient, and the area of flow, A = 2rrh, into the Darcy
equation yields
dh

Q= 21trhKE (7.83)
where Q is the steady radial well flow and K is the hydraulic conductivity of the aquifer.
On integration between the limits h = h, atr = r, and h = H at r = r, Equation
7.83 yields

2 _ 2 — g &
HI-h? = fln:e (7.84)

where

the well radius (m)
= the radius of influence of the well (m)

Iy,

€

After being rearranged, this yields the Dupuit equation

_nKH2-h)

I
In-¢

w

Q (7.85)

We can obtain a specific solution to this equation by substituting a pair of values
of h and r measured in two observation wells at different distances from the centre
of the pumped well. For r = r; with h = h, and for r = r, with h = h,, Equation
7.85 then reads

h,2—h,?
5]

T

Q=rnK (7.86)

In
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If the head loss is small compared with the saturated thickness of the aquifer, D, we
can approximate h, + h, = 2D. Equation 7.86 then becomes
Q=2nkp =l (7.87)
In-2
I,
Because of the Dupuit-Forchheimer assumptions listed in Section 7.8.1, this equation
cannot accurately describe the drawdown curve near the well. For distances farther
from the well, however, the equation can be used without appreciable errors (see also
Section 10.4.4).

79 The Relaxation Method

The relaxation method is a numerical way of calculating an approximate solution
to the Laplace equation (Equation 7.59) for two-dimensional flow. It is based on the
replacement of differential coefficients by finite difference expressions.

Let us now assume that we know the groundwater levels, hy, h,, b, hy, at four points
(Figure 7.30), and that we want to estimate the level, h,.

Studying the watertable in the x-direction, we can assign an arbitrary value to the
hy-level and connect hy, hy, and h; as shown.

The physical meaning of the first differential coefficient of a function is the slope
of that function (watertable) at a given point. Hence

oh\ _ hy—h,
(a—X>M ~ R (7.88)

.Z+
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Figure 7.30 Estimating the hy-level
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and also

8hy _h,-h
<ﬁ>w ~ (7.89)

The physical meaning of the second differential coefficient of a function is the rate
of change in the slope of that function (describing the watertable) at a given point.
Thus, for distance 0.5Ax around point 0, we can write

<a2h>0 B <g—:>oal - (%ELO (7.90)

oxt )y Ax
Substituting Equations 7.88 and 7.89 into this equation yields
&h\ _ h, + h;—2h,
(&3)0 = AT (7.91)
A similar procedure for levels h,, hy, and h, in the y-direction yields
0’h\ _ h, + hy—2h,
<3y2)o T Ay (7.92)
Substituting Equations 7.91 and 7.92 into the Laplace equation (Equation 7.59) yields
#h  0°h _h +hy—2h,  h,+h,—2hy _
Wty = T A A 0 (7:93)

Ifa grid is used to study the watertable elevation where the distance Ax = Ay, Equation
7.93 reduces to '

_h+h +h+h
- 4

To illustrate the use of the relaxation method, let us consider Figure 7.31, where there
are twelve known groundwater levels at the boundary of a grid. To draw a family
of equipotential lines as accurately as possible (watertable-contour map), we assign
initially-estimated levels to the four central grid points.

hy

53.0 60.0 65.0 600 53.0 60.0 65.0 60.0
\ _/60
\ /
55
49.0 550 60.0 510 490~ 509 527 510
1]52.3 3[52.1
5/ 50.6 7{52.6 1 50—
9/50.9 11]52.7
13| 50.9 15/52.7 —
38.0 40.0 40.0 45.0 N [——45__45.0
2413 4[436 38.0 ). 439
6(41.8 8|43.8
10{41.9 12|43.9 P
14[420 16|43.9 4
33.0 35.0 36.0 340 330 X 36.0 A
N 35
) 34.0
@ sequence of calculation equipotential lines

Figure 7.31 Illustration of the relaxation method
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Subsequently, we use Equation 7.94 to improve the first estimate.

Hence
1— (60.0 4 60.0 + 49.0 + 40.0)/4 = 52.3
2— (40.0 + 52.3 + 38.0 + 35.0)/4 = 41.3
(Note that the level 55.0 is not used.)
3— (51.0 + 65.0 + 52.3 + 40.0)/4 = 52.1
4— (45.0 + 52.1 + 41.3 + 36.0)/4 = 43.6, and so on.

As soon as the difference between the subsequent estimates becomes sufficiently small,
we stop our calculations and use the final estimate to draw the equipotential lines
(Figure 7.31B).

Working out these calculations on paper is, of course, laborious, but, fortunately
nowadays, we can use a computer.,
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8 Subsurface Flow to Drains’

H.P. Ritzema?

8.1 Introduction

In subsurface drainage, field drains are used to control the depth of the watertable
and the level of salinity in the rootzone by evacuating excess groundwater. In this
chapter, we shall use the principles of groundwater flow (Chapter 7) to describe the
flow of groundwater towards the field drains. Our discussion will be restricted to
parallel drains, which may be either open ditches or pipe drains. Relationships will
be derived between the drain properties (diameter, depth, and spacing), the soil
characteristics (profile and hydraulic conductivity), the depth of the watertable, and
the corresponding discharge. To derive these relationships, we have to make several
assumptions. It should be kept in mind that all the solutions are approximations; their
accuracy, however, is such that their application in practice is fully justified.

We shall first discuss steady-state drainage equations (Section 8.2). These equations
are based on the assumption that the drain discharge equals the recharge to the
groundwater, and consequently that the watertable remains in the same position. In
irrigated areas or areas with highly variable rainfall, these assumptions are not met
and unsteady-state equations are sometimes more appropriate. Unsteady-state
equations will be discussed in Section 8.3. In Section 8.4, we compare the steady-state
approach with the unsteady state approach, and present a method in which the
advantages of the two approaches are combined. Finally, in Section 8.5, we present
some special drainage situations. (How the equations are to be applied in the design
of subsurface drainage systems will be treated in Chapter 21.)

8.2 Steady-State Equations

In this section, we discuss the flow of groundwater to parallel field drains under steady-
state conditions. This is the typical situation in areas with a humid climate and
prolonged periods of fairly uniform, medium-intensity rainfall. The steady-state
theory is based on the assumption that the rate of recharge to the groundwater is
uniform and steady and that it equals the discharge through the drainage system.
Thus, the watertable remains at the same height as long as the recharge continues.

Figure 8.1 shows two typical cross-sections of a drainage system under these
conditions. Because the groundwater is under recharge from excess rainfall, excess
irrigation, or upward seepage, the watertable is curved, its elevation being highest
midway between the drains. Because of the symmetry of the system (Chapter 7, Section
7.7.2), we only have to consider one half of the figure.

To describe the flow of groundwater to the drains, we have to make the following
assumptions:

! based on the work carried out by J. Wesseling
2 Iriternational Institute for Land Reclamation and Improvement
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Figure 8.1 Cross-sections of open field drains (A) and pipe drains (B), showing a curved watertable under
recharge from rainfall, irrigation, or upward seepage

— Two-dimensional flow. This means that the flow is considered to be identical in
any cross-section perpendicular to the drains; this is only true for infinitely long
drains;

— Uniform distribution of the recharge;

— Homogeneous and isotropic soils. We thus ignore any spatial variation in the
hydraulic conductivity within a soil layer, although we can treat soil profiles
consisting of two or more layers.

Most drainage equations are based on the Dupuit-Forchheimer assumptions (Chapter
7, Section 7.8.1). These allow us to reduce the two-dimensional flow to a one-
dimensional flow by assuming parallel and horizontal stream lines. Such a flow pattern
will occur as long as the impervious subsoil is close to the drain. The Hooghoudt
Equation (Section 8.2.1) is based on these conditions. If the impervious layer does
not coincide with the bottom of the drain, the flow in the vicinity of the drains will
be radial and the Dupuit-Forchheimer assumptions cannot be applied. Hooghoudt
solved this problem by introducing an imaginary impervious layer to take into account
the extra head loss caused by the radial flow. Other approximate analytical solutions
were derived by Kirkham and Dagan. Kirkham (1958) presented a solution based
on the potential flow theory, which takes both the flow above and below drain level
into account. Toks6z and Kirkham (1961) prepared nomographs that make it easier
to apply the Kirkham Equation for design purposes. The Kirkham Equation can also
be used to calculate drain spacings for layered soils (Toks6z and Kirkham 1971). For
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the calculation of drain spacings in layered soils, Walczak et al. (1988) presented an
algorithm based on the Kirkham Equation. Dagan (1964) considered radial flow close
to the drain and horizontal flow further away from it. Ernst (Section 8.2.2) derived
a solution for a soil profile consisting of more than one soil layer.

Of the above-mentioned equations, Hooghoudt’s gives the best results (Lovell and
Youngs 1984). Besides, whichever of the equations is used to calculate the drain
spacings, the difference in the results will be minor in comparison with the accuracy
of the input data (e.g. data on the hydraulic conductivity; see Chapter 12). We shall
therefore. concentrate on the Hooghoudt Equation and not further discuss the
Kirkham and Dagan solutions. If, however, the soil profile consists of two or more
layers with different hydraulic conductivities, we shall use the Ernst Equation.

8.2.1 The Hooghoudt Equation

Consider a steady-state flow to vertically-walled open drains reaching an impervious
layer (Figure 8.2). According to the Dupuit-Forchheimer theory, Darcy’s Equation
can be applied to describe the flow of groundwater (q,) through a vertical plane (y)
at a distance (x) from the ditch

G =KyP 8.1)

where
gx = unit flow rate in the x-direction (m?/d)
K = hydraulic conductivity of the soil (m/d)
y = height of the watertable at x (m)

g—i = hydraulic gradient at x (-)

The continuity principle requires that all the water entering the soil in the surface
area midway between the drains and the vertical plane (y) at distance (x) must pass

L]
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impervious layer
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L

N
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Figure 8.2 Flow to vertically-walled drains reaching the impervious layer
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through this plane on its way to the drain. If R is the rate of recharge per unit area,
then the flow per unit time through the plane (y) is

0= R(3L-x) 82)

where
R = rate of recharge per unit surface area (m/d)
L = drain spacing (m)

Since the flow in the two cases must be equal, we can equate the right side of Equations
8.1 and 8.2

ko8 r (i)

which can also be written as

Kydy = R(%L—x)dx
The limits of integration of this differential equation are
forx=0-y=D

and

1L—>y=H

forx = 3

where
D = elevation of the water level in the drain (m)
H = elevation of the watertable midway between the drains (m)

Integrating the differential equation and substituting the limits yields

4k (H2-D?
2
L*= R
or
4K (H2-D?
where

q = drain discharge (m/d)

This equation, which was derived by Hooghoudt in 1936, is also known as the Donnan
Equation (Donnan 1946).

Equation 8.3 can be rewritten as

_4KH+D)H-D)
q= L2
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From Figure 8.2, it follows that H - D = h and thus H + D = 2D + h, where
h is the height of the watertable above the water level in the drain. Subsequently,
Equation 8.3 changes to

8KDh-i—4Kh2

2 (8.4)
If the water level in the drain is very low (D =& 0), Equation 8.4 changes to
4K h?
A=z (8.5)

This equation describes the flow above drain level.
If the impervious layer is far below drain level (D >> h), the second term in the
enumerator of Equation 8.4 can be neglected, giving

_8KDh
=T

This equation describes the flow below drain level.

(8.6)

These considerations lead to the conclusion that, if the soil profile consists of two
layers with different hydraulic conductivities, and if the drain level is at the interface
between the soil layers, Equation 8.4 can be written as

_8K,Dh+4K.h
L2

8.7

where
K, = hydraulic conductivity of the layer above drain level (m/d)
K, = hydraulic conductivity of the layer below drain level (m/d)

This situation is quite common, the soil above drain level often being more permeable

A ll“l'

l l

WK W&WA\ WA Z

XXX
/\/\/\/‘\/\ /\/\/\/\/’\
Figure 8.3 The concept of the equivalent depth, d, to transform a combination of horizontal and radial
flow (A) into an equivalent horizontal flow (B)
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than below drain level because the soil structure above drain level has been improved
by: '

— The periodic wetting and drying of the soil, resulting in the formation of cracks;

— The presence of roots, micro-organisms, micro-fauna, etc.

(This will be further elaborated in Chapter 12.)

If the pipe or open drains do not reach the impervious layer, the flow lines will
converge towards the drain and will thus no longer be horizontal (Figure 8.3A).
Consequently, the flow lines are longer and extra head loss is required to have
the same volume of water flowing into the drains. This extra head loss results in
a higher watertable.
To be able to use the concept of horizontal flow, Hooghoudt (1940) introduced
two simplifications (Figure 8.3B):
— He assumed an imaginary impervious layer above the real one, which decreases
the thickness of the layer through which the water flows towards the drains; '
— He replaced the drains by imaginary ditches with their bottoms on the imaginary
impervious layer. ‘
Under these assumptions, we can still use Equation 8.4 to express the flow towards
the drains, simply by replacing the actual depth to the impervious layer (D) with a
smaller equivalent depth (d). This equivalent depth (d) represents the imaginary
thinner soil layer through which the same amount of water will flow per unit time
as in the actual situation. This higher flow per unit area introduces an extra head
loss, which accounts for the head loss caused by the converging flow lines. Hence
Equation 8.4 can be rewritten as

q=8th+4Kh2

o (88)

The only problem that remains is to find a value for the equivalent depth. On the
basis of the method of ‘mirror images’, Hooghoudt derived a relationship between
the equivalent depth (d) and, respectively, the spacing (L), the depth to the impervious
layer (D), and the radius of the drain (r,). This relationship, which is in the form of
infinite series, is rather complex. Hooghoudt therefore prepared tables for the most
common sizes of drain pipes, from which the equivalent depth (d) can be read directly.
Table 8.1 (for ry, = 0.1 m) is one such table.

As can be seen from this table, the value of d increases with D until D ~ JL. If
the impervious layer is even deeper, the equivalent depth remains approximately
constant; apparently the flow pattern is then no longer affected by the depth of the
impervious layer.

Since the drain spacing L depends on the equivalent depth d, which in turn is a
function of L, Equation 8.8 can only be solved by iteration. As this calculation method
with the use of tables is rather time-consuming, Van Beers (1979) prepared
nomographs from which d can easily be read.

Nowadays, with computers readily available, the Hooghoudt approximation
method of calculating the equivalent depth can be replaced by exact solutions. A series
solution developed by Van der Molen and Wesseling (1991) is presented here. Like
Hooghoudt and Dagan, they analyzed the flow problem by the method of ‘mirror
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Table 8.1 Values for the equivalent depth d of Hooghoudt for ry = 0.1 m, D and L in m (Hooghoudt 1940)

L-> 5m. 75 10 15 20 25 30 35 40 45 50 L- 50 75 80 85 90 100 150 200 250
D D

05m 047 048 049 049 049 050 050 050 050 050 050 0.5 050 050 050 050 050 050 050 050 0.50
0.75 060 065 069 071 073 074 075 075 075 076 0.76 1 09 097 097 097 098 098 099 099 0.99
1.00 067 075 08 08 0.8 091 093 094 09 09 09 2 172 180 1.82 1.8 1.83 1.8 1.00 192 1.94
1.25 070 0.82 0.8 100 105 109 112 113 1.14 114 115 3 229 249 252 254 256 260 272 270 2.83
1.50 0.70 0.88 097 111 119 125 128 131 134 135 136 4 271 3.04 3.08 312 316 324 346 3.58 3.66
1.75 070 091 102 120 130 139 145 149 152 155 157 5 3.02 349 355 361 367 378 412 431 443
2.00 070 091 108 128 141 15 157 162 166 170 172 6 323 385 393 400 408 423 470 497 5.15
2.25 070 091 113 134 150 169 169 176 181 184 18 7 343 414 423 433 442 462 522 557 5.81
2.50 0.70 091 113 138 157 169 179 187 194 199 202 8 3.56 438 449 461 472 495 568 6.13 643
2.75 070 091 113 142 163 176 1.8 198 205 212 218 9 3.66 4.57 470 4.82 495 523 6.09 6.63 7.00
3.00 070 091 113 145 167 1.8 197 208 216 223 229 10 374 474 489 504 518 547 645 7.09 7.53
3.25 070 091 113 148 171 188 2.04 216 226 235 242 125 3.74 502 520 538 556 592 720 8.06 868
3.50 070 091 1.13 150 175 193 211 224 235 245 254 15 374 520 540 560 580 625 7.77 8.84 964
3.75 070 091 113 152 178 197 217 231 244 254 264 175 374 530 553 576 599 644 820 947 10.4
4.00 0.70 091 113 152 1.81 202 222 237 251 262 271 20 374 530 562 587 6.12 660 854 997 11.1
4.50 070 091 113 152 1.8 2.08 231 250 263 276 287 25 374 530 574 596 620 6.79 899 107 12.1
5.00 070 091 113 152 1.8 215 238 258 275 289 302 30 374 530 574 596 620 679 927 113 129
5.50 070 091 113 152 1.88 220 243 265 2.8 300 315 35 374 530 574 596 620 6.79 944 116 134
6.00 070 091 113 152 1.8 220 248 270 292 309 32 40 374 530 574 596 620 6.79 944 118 13.8
7.00 070 091 113 152 188 220 254 281 3.03 324 343 45 374 530 574 596 620 6.79 944 120 13.8
8.00 070 091 1.13 152 1.8 220 257 2.8 313 335 356 50 374 530 574 596 620 6.79 944 12.1 143
9.00 070 091 113 152 1.88 220 257 2.8 318 343 366 60 374 530 574 596 620 6.79 9.44 12.1 146
1000 070 091 1.13 152 1.8 220 257 289 323 348 374 o 38 538 576 6.00 626 6.8 955 122 147
o0 0.7t 093 1.14 153 1.89 224 258 291 324 356 3.88




images’, resulting in an exact solution for d

=L
8
d= —1 8.9
In e + F(x)

where

x =2 fiD (8.10)
and

F(x) =2 X Incoth (nx) 8.11)

n=1

The function F(x), which represents an infinite series of logarithms, can be modified to

Fx) = % —2" _(n=1,3,5,..) (8.12)

-1 (1 —e?™) T
which converges rapidly for x > 1. For x << 1, convergence is slow, but for this
case (i.e. x < 0.5), a comparison with Dagan’s formula results in an approximation

that is highly accurate

X

ns— (8.13)

1t2
The exact solution presented in Equations 8.9 to 8.13 can easily be used in computer
calculations. A flow chart, based on this solution, is presented in Figure 8.4.

Two assumptions on which Hooghoudt based his theory have not yet been mentioned.
They are:

— The drains are running half-full;

— The drains have no entrance resistance.

These assumptions imply that the entrance area, u, equals the wet perimeter of a semi-
circle (the nry in Equation 8.9), so that

== (8.14)

where
r, = the radius of the drain (m)
u = the wet perimeter (m)

For open drains, the equivalent radius (r,) can be calculated by substituting the wet
perimeter of the open drain for u in Equation 8.14. For pipe drains laid in trenches,
the wet perimeter is taken as

u=b+21 (8.15)
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Figure 8.4 Flow chart for the calculation of Hooghoudt’s equivalent depth

where ,
b = the width of the trench (m)

If an envelope material is used around the pipe drain (Figure 8.5), Equation 8.15
changes to

u=b+2(2r,+ m) (8.16)
where

m = the height of the envelope above the drain (m)

The second assumption (no entrance resistance) means that we are assuming an ideal
drain. This is correct as long as the hydraulic conductivity of the drain trench is at
least 10 times higher than that of the undisturbed soil outside the trench (Smedema
and Rycroft 1983). If the hydraulic conductivity is less, an envelope material can be
used to decrease the entrance resistance, so that a greater part of the total head will
be available for the flow through the soil. If it is not possible to use an envelope
material, the entrance resistance should be introduced into the equations by replacing
h with (h — h,), in which h, is the entrance head loss in metres. The entrance resistance
and the use of envelopes will be further discussed in Chapter 21.
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Figure 8.5 Drain pipe with gravel envelope in drain trench

8.2.2 The Ernst Equation

So far, we have only discussed solutions that can be applied for a homogeneous soil
profile, or for a two-layered soil profile provided that the interface between the two
layers coincides with the drain level. The Ernst Equation is applicable to any type
of two-layered soil profile. It has the advantage over the Hooghoudt Equation that
the interface between the two layers can be either above or below drain level. It is
especially useful when the top layer has a considerably lower hydraulic conductivity
than the bottom layer.

To obtain a generally applicable solution for soil profiles consisting of layers with
different hydraulic conductivities, Ernst (1956; 1962) divided the flow to the drains
into a vertical, a horizontal, and a radial component (Figure 8.6). Consequently, the
total available head (h) can be divided into a head loss caused by the vertical flow
(h,), the horizontal flow (h,), and the radial flow (h,)

h=h,+h +h, (8.17)

Vertical Flow
Vertical flow is assumed to take place in the layer between the watertable and the

V\/YV

Figure 8.6 Geometry of two-dimensional flow towards drains, according to Ernst
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drain level (Figure 8.6). We can obtain the head loss caused by this vertical flow by
applying Darcy’s Law (Chapter 7, Section 7.4)

h,
q= Kv'])—
or
D,
h, = qf(—v (8.18)
where

D, = thickness of the layer in which vertical flow is considered (m)
K, = vertical hydraulic conductivity (m/d)

As the vertical hydraulic conductivity is difficult to measure under field conditions,
it is often replaced by the horizontal hydraulic conductivity, which is rather easy to
measure with the auger-hole method (Chapter 12). In principle, this is not correct,
especially not in alluvial soils where great differences between horizontal and vertical
conductivity may occur. The vertical head loss, however, is generally small compared
with the horizontal and radial head losses, so the error introduced by replacing K,
with K, can be neglected.

Horizontal Flow
The horizontal flow is assumed to take place below drain level (Figure 8.6). Analogous
to Equation 8.6, the horizontal head loss h,, can be described by

LZ

by = 955 ®D), (8.19)
where
>(KD), = transmissivity of the soil layers through which the water flows
horizontally (m?/d)

If the impervious layer is very deep, the value of £(KD), increases to infinity and
consequently the horizontal head loss decreases to zero. To prevent this, the maximum
thickness of the soil layer below drain level through which flow is considered (£Dy)
is restricted to L.

Radial Flow
The radial flow is also assumed to take place below drain level (Figure 8.6). The head
loss caused by the radial flow can be expressed as
aD,

- (8.20)

L
hr =q K In
where

K, = radial hydraulic conductivity (m/d)

a = geometry factor of the radial resistance (-)

D, = thickness of the layer in which the radial flow is considered (m)
u = wet perimeter of the drain (m)
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This equation has the same restriction for the depth of the impervious layer as the
equation for horizontal flow (i.e. D, < 1L).

The geometry factor (a) depends on the soil profile and the position of the drain.
In a homogeneous soil profile, the geometry factor equals one; in a layered soil, the
geometry factor depends on whether the drains are in the top or bottom soil layer.
If the drains are in the bottom layer, the radial flow is assumed to be restricted to
this layer, and again a = 1. If the drains are in the top layer, the value of a depends
on the ratio of the hydraulic conductivity of the bottom (K;) and top (K,) layer. Using
the relaxation method, Ernst (1962) distinguished the following situations:

- % < 0.1: the bottom layer can be considered impervious and the case is reduced

t
to a homogeneous soil profileand a = 1;

-0.1< Ky < 50: a depends on the ratios Ky and &, as given in Table 8.2;
K, Ko D

K, cn—
—K>50a_4

The expressions for, respectively, the vertical flow (Equation 8.18), the horizontal flow
(Equation 8.19), and the radial flow (Equation 8.20) can now be substituted into
Equation 8.17

D L2 L , aD,

h=ag' +d55®D), T Ik, " u
or
D, L2 L . aD,

This equation is generally known as the Ernst Equation. If the design discharge rate

Table 8.2 The geometry factor (a) obtained by the relaxation method (after Van Beers 1979)

& ' D,
R: N
1 2 4 8 16 32
1 2.0 3.0 5.0 9.0 15.0 30.0
2 2.4 3.2 4.6 6.2 8.0 10.0
3 2.6 3.3 4.5 5.5 6.8 8.0
5 2.8 3.5 4.4 4.8 5.6 6.2
10 3.2 3.6 4.2 45 4.8 5.0
20 3.6 3.7 4.0 4.2 4.4 4.6
50 3.8 4.0 4.0 4.0 42 4.6
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(q) and the available total hydraulic head (h) are known, this quadratic equation for
the spacing (L) can be solved directly.

8.2.3  Discussion of Steady-State Equations

It should be clear from the previous sections that, when we are selecting the most
appropriate steady-state equation, two important factors to be considered are the soil
profile and the relative position of the drains in that profile. In this section, we shall
discuss some of the more common field situations and select the appropriate equation
for each of them. The results are summarized in Figure 8.7. In all cases, the lower
boundary is formed by an impervious layer.

Homogeneous Soils
For a homogeneous soil, the position of the drain determines which equation should
be used:

POSITION | rheoRy EQUATION

SoiL
SCHEMATIZATION PROFILE | OFDRAIN

2 2

homogeneous [ ontopof Hooghoudt/ = ‘“‘J_El

impervious | Donnan 2

layer L

8Kdh+4Kh?

homogeneous | above Hooghoudt _ +

impervious | withequi- a= 2

layer valentdepth L

8Kpdh+4K h

twolayers atinterface Hooghoudt q=

oithetwo 2

soillayers L

, o, 2 L D,
twolayers inbottom Ernst h=zg(— + + h —)
Ky <Ky) layer Ky 8KyD, =Ky u

v L2 aD,

twolayers intop layer Ernst h=q{(— + —————— + — In—}
Ky <Kp) Ky 8(KpDp+K Dy}  nKy u

Figure 8.7 Summary of the steady-state equations
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— If the drains are placed on top of the impervious layer, we can use Equation 8.3
to calculate the drain spacing;

— If the drains are in the region above the impervious layer, we can use either
Hooghoudt and the equivalent depth (Equation 8.8), or Ernst (Equation 8.21). The
latter has the restriction that the depth of the impervious layer should not exceed
1L. For deeper impervious layers, the spacings calculated with the Ernst Equation
are generally too small. Since the drain spacing is not known beforehand, this
condition has to be checked afterwards. For this type of soil profile, the Ernst
Equation gives approximately the same result as the Hooghoudt Equation. We
therefore recommend the use of the Hooghoudt Equation because then we do not -
have the restriction in depth. ‘

Two-Layered Soil Profile

For a two-layered soil profile, we can distinguish three situations, depending on the
position of the drains:

1) The drains are at the interface of the two layers;

2) The drains are in the bottom soil layer;

3) The drains are in the top soi